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Executive Summary 

The Concept Validation Study of Joint Adaptive Communication Systems (JACS), conducted by the 

David Sarnoff Research Center (Sarnoff) under contract to Air Force, focused on evaluation of 

network algorithms for a self-organizing, self-routing, self-maintaining and automatically 

reconfigurable communications network based on randomly scattered inexpensive, disposable, rugged 

and air/ground-vehicle deployable nodes. 

What are Desirable Network Characteristics? 

For a network meeting the above objective and capable of operating in military as well as commercial 

scenarios the following are desirable characteristics: 

Random placement of network nodes should be allowed 

Nodes capable of self-organizing themselves into networks 

Automatic reconfiguration to adapt to loss or addition of nodes 

LPI/LPD characteristics 

Tens of simultaneous local communication paths 

Robust operation in various terrains 

Node/Terminal capture does not compromise the network 

Small physical profile for low observability installation and easy deployment 

Supports secure communications 

Interoperability of network with existing transceivers such as Speakeasy, 

SINCGARS etc. 



What are JACS characteristics? 

Table 1 shows that JACS is capable of achieving the desired network characteristics. 

Table 1. JACS is Capable of Achieving Desired Characteristics 

Desirable 
Characteristics JACS 

Random configuration Random network node configurations are acceptable 

Self-organization Network self-organizes itself from irregularly placed 
network nodes 

Adaptive/Self-maintenance Automatically adapts to addition or loss of network nodes 

LPI/LPD Spread spectrum radio communications for robust operation 
in hostile environments 

Tens of communication 
paths 

Capacity to support tens of simultaneous communications 
paths for digitized voice or medium speed data 

Multi-terrain operation Selected radio frequencies provide a proper balance among 
foliage penetration, spectrum availability and node density 

Safety in the event  of 
node/terminal capture 

Minimal information stored in node memory; user location 
information not needed for network node operationt 

Small, rugged, inexpensive 
network nodes 

Network nodes are identical and require minimal hardware 
complexity; further study on node design/packaging needed 

Secure communications User security enhanced by requiring user broadcast only 
when using network for voice or data communications 

Interoperability User access protocols provide easy network access, 
however, interoperability with existing tactical 
communication systems needs further investigation 

t True only for JITTER protocol (Section 4) 

Hardware design is needed on various aspects of JACS such as : (a) antenna technology to provide 

robust communications at low physical elevation; (b) small physical profile for low observability 

installation; (c) ruggedized packaging; and (d) interoperability with existing tactical communications 

systems. 



JACS Concept Validation Study 

The scope of this Concept Validation study of JACS includes the following:  For a random placement 

of network nodes, design and evaluate (a) call set-up procedure and (b) network self-organization and 

self-maintenance. The call set-up procedures involve broadcast strategy for destination user paging 

and routing strategies for connection set-up. 

A broadcast strategy for destination user paging has been developed and simulated. JACS has a 

dedicated broadcast channel that obviates need of user registration with the network, thereby 

increasing end-user security and safety.  Moreover, the dedicated broadcast channel provides easy 

network access to users and reduces node complexity. Suitable collision avoidance techniques have 

been implemented to increase throughput on the broadcast channel. 

Two routing strategies were investigated - Maximum Forward Routing (MFR) and Just In Time 

Transceiver Endpoint Route (JITTER).   The implementation of MFR introduces additional traffic 

on the broadcast channel and requires more complex hardware as compared to the JITTER 

algorithm.   Although, JITTER algorithm may establish circuitous routes, our simulation shows that 

the average number of hops per route for JITTER are comparable to MFR. 

The self-organization and self-maintenance for JACS with JITTER routing algorithm are implicit.   In 

JACS with MFR routing algorithm additional broadcasts are needed for implementation of the MFR 

routing algorithm. The increased traffic on broadcast channel may degrade call set-up performance. 

The JACS simulation models were developed using OPNET.1   The test network models developed are 

operational.   The broadcast and routing strategies work; there are no oscillations and instabilities in 

the network.   The Call Set-up performance and End-to-end packet delay performance in JACS were 

evaluated using the network simulation models developed.   Major performance characterizations 

have been obtained. 

1 OPNET is a commercially available network simulation tool from MIL3, Inc. Washington, D. C. The OPNET 
2.5B (c) 1995, version was used for JACS simulation. 



Conclusions 

The JACS concept is algorithmically feasible.  JITTER algorithm will support covert communication 

scenarios with low cost hardware and software requirements and limited desired functionality in terms 

of multiple protocol support.   Example scenarios with these features are sensor arrays, downed pilot 

communications and special operations.   MFR algorithm is more extensible to Tactical Internet 

applications. 

JACS has a wide range of applications such as (a) downed pilot communications; (b) sensor array 

configurations; (c) special operations at the forward edge of battle; (d) tactical Internet; and (e) Ad- 

Hoc network communications between multiple UAV's.  The specific application and desired 

functionalities will determine the routing algorithm that should be implemented. 

Next Steps 

Sarnoff recommends tasks focused on expanded validation of the JACS concept with reference to 

related radio propagation issues, prototyping and operational validation. 



1. Introduction 

This document is the Final Report of David Sarnoff Research Center (Sarnoff) for the Joint Adaptive 

Communications Systems (JACS) Concept Validation Study. The study was conducted by Sarnoff 

from June 1996 to September 1996, under contract to the AFMC Rome Laboratory, Rome, NY. 

1.1       OBJECTIVE 

The overall objective of the JACS program is to develop a self-organizing, self-routing and self- 

maintaining communications network based on randomly scattered nodes.  These nodes should be 

inexpensive, disposable and rugged enough to allow rapid deployment by air drop or from ground 

vehicles.  The resulting network should have the ability to adapt to loss and/or addition of nodes. 

The scope of this Concept Validation Study of JACS is focused on the following:   For a random 

placement of network nodes, design and evaluate (a) call set-up procedure and (b) network self- 

organization and self-maintenance.   The call set-up procedures involve broadcast strategy for 

destination user paging and routing strategies for call set-up; 

1.1.1    Motivation 

An example scenario for JACS is illustrated in Fig. 1.   Users A, B are located in the local area but the 

distance between User A and User B is much larger than their transceiver range.   The objective of 

this program of JACS is to investigate the possibility of establishing a connection between the Users 

A and B by scattering some "Smart Rocks" in the area.  These "Smart Rocks," besides being able to 

function as self-organizing and self-maintaining network nodes, are also rugged, inexpensive and 

disposable. 

An adaptive communications system meeting the above objective has the potential to deliver 

extremely high value in many operational scenarios.   This "Instant Infrastructure" can be utilized to 

establish initial communications as a forward deployed unit is establishing its more permanent 

command and control infrastructure.   (The value of this network would then continue as a 

supplement to more permanent infrastructures.)   Because of the ability to easily deploy the proposed 

network architecture over large geographic areas, it will have wide application in enhancing war- 

fighter communications in tactical environments.   Such a network could also be used to establish 

communications access for downed pilots or air crew in Search And Rescue operations.  This network 

will have valuable application in support of Special Operations, especially if enhanced Low 



Probability of Intercept (LPI) and Low Probability of Detection (LPD) characteristics are 

incorporated into the network. 
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Figure 1.  Example communication scenario for JACS application. 

1.1.2     Desirable  Network  Characteristics 

For a network meeting the above objective and capable of operating in military as well as commercial 

scenarios the following are desirable characteristics: 

Random placement of network nodes should be allowed 

Nodes capable of self-organizing themselves into networks 

Automatic reconfiguration to adapt to loss or addition of nodes 

LPI/LPD characteristics 

Tens of simultaneous local communication paths 

Robust operation in various terrains 

Node/Terminal capture does not compromise the network 

Small physical profile for low observability installation and easy deployment 

Supports secure communications 

Interoperability of network with existing transceivers such as Speakeasy, 

SINCGARS etc. 



The proposed JACS network architecture is capable of achieving these desirable characteristics. 

Significant security features are inherent in the network design. However, specific security and 

interoperability features are not included at this time. 

1.2 SCOPE OF THE CONCEPT VALIDATION PHASE 

The Concept Validation Phase study of JACS focused on the following:  For a random placement of 

network nodes, design and evaluate (a) call set-up procedure and (b) network self-organization and 

self-maintenance. The call set-up procedures involve broadcast strategy for destination user paging 

and routing strategies for call set-up. 

1.3 CONCEPT VALIDATION APPROACH 

The approach taken to validate the JACS concept can be outlined as follows: 

• Development of a call set-up procedure - following aspects investigated: 

- Identify broadcast strategy for destination user paging 

- Routing strategies for connection set-up 

- Define packet structure for call set-up 

• Build JACS simulation model using OPNET 

• Performance Evaluation - Theoretical analysis and testing of network models 

• Obtain numerical results based on the models developed 

1.4 OVERALL RECOMMENDATIONS 

This initial study has shown that JACS concept is algorithmically feasible. 

Sarnoff recommends a 5-6 month task focused on the following elements: 

• Further validation of algorithmic concept by evaluating models tailored for 

specific operational scenarios. 

• Terrain modeling additions to OPNET simulation 

• Code Division Multiple Access implementation considerations 

• Investigate the associated radio propagation issues 

• Antenna design 

• Initial cut at size/weight/cost of JACS network node elements 

• System design modification for mobile users 

• Initial concept of operations 



This task will enable rapid prototyping and operational validation. Sarnoff recommends building of 

about 10 network node prototypes and 4 end-user units to physically validate the JACS design. The 

interoperability with USAF units is also recommended. 

1.5       Organization of the Report 

Section 2 describes the basic architecture and protocols of JACS.  The broadcast strategy for 

destination paging are described in Section 3.  The two routing strategies investigated in the Concept 

Validation Phase are discussed in Section 4.  The Section 5 describes the self-organization and self- 

maintenance protocols needed for JACS.   The concept validation approach and performance results 

obtained from the JACS simulation model are presented in Section 6.  The application scenarios for 

JACS are discussed in the final section. 



2. The JACS Architecture 

The JACS network utilizes physically small identical network node elements designed for rapid 

deployment.  These network node elements may be deployed over a large area with minimal 

restrictions on node density or node spacing.   The network nodes automatically organize themselves 

into a network that has self-routing and self-maintaining characteristics.   In the event of loss of 

nodes, network architecture will have graceful degradation capabilities through its adaptive/self- 

maintenance capabilities. 

The network node elements consist of cellular automatons that can function as a radio transceiver, as 

a network router, and as a network access point.   The network protocols provides adaptive routing 

through the network, establishing communications paths between pairs of users.   The available 

network resources are dynamically selected at the time the connection is established.  The network 

can be deployed to extend over several miles, much beyond the communication range of typical end- 

unit transceivers, thereby extending the reach of user devices. 

JACS uses dedicated multi-function channel and a set of dynamically assigned communication 

channels.   Before describing how these channels are used to implement the network self- 

organization/self-maintenance and call set-up/call tear-down procedures, the channels JACS radio 

channel structure will be described. 

2.1        RADIO CHANNEL STRUCTURE 

Spread spectrum radio communications are envisioned for JACS.   The channels may be separated by 

frequency division or code division or both, that is, several frequencies each with several codes. 

There are two types of channels in JACS.   A channel is a logical communication channel defined by a 

unique combination of frequency and spreading code. 

The Broadcast channel is a single, network wide dedicated channel for messages 

broadcasts.   It is used both by a network node and by an end-unit transceiver.  The 

idle end-users and idle nodes monitor this channel. 



•     The Communication channels are used for active voice or data communications. 

The number of these channels will be defined during the next phase of the 

program and will depend on the expected traffic load statistics and the Level Of 

Service (LOS) to be provided. The network node transceivers and end-user 

transceivers use these channels during active call communications.   These 

channels are dynamically assigned during the call set-up procedure. 

The choice of operating radio frequencies is critical for JACS. The selected frequencies should 

provide a proper balance among foliage penetration, antenna size, network node separation distance 

and spectrum availability.  These factors are discussed in greater detail in Section 6. 

2.2       CALL HANDLING MECHANISM 

The call handling mechanism includes the call set-up and call tear-down procedures.  The updated 

availability status of channels is needed for call set-up and this process is also described here. In the 

present analysis, large scale movement of users is not considered. 

For the security and safety of end users, they communicate with the nodes only for call origination, 

call answer or during active communications on the network.  No user registration is required. All idle 

nodes and idle users are tuned to the Broadcast channel. 

2.2.1     Call Set-up  Procedure 

The call-originating user will broadcast a call-request packet on the Broadcast channel. The Call Set- 

up process is initiated by a node when it hears the call-request packet transmitted by the originating 

user.   The completion of the Call Set-up process involves successful completion of all of the 

following three phases. 

Destination user paging:   The destination user is located as the first step in the 

call set-up procedure.   The destination paging is accomplished on the Broadcast 

channel. This process is discussed in detail in Section 3. 

Route establishment:  The Call Set-up procedure continues with the establishment 

of a route through the network for communication between the call-originating 

user and the destination user.  The route establishment process is based on the 

routing strategy.  Two routing strategies were considered in the Concept 

Validation phase study. These are discussed in Section 4. 



Channel assignment:  The link set-up is complete when there is a 

Communication channel assigned for each hop on the route. 

A single call request made by the call-originating user may require multiple call attempts to establish 

an end-to-end communication link.   Once the call is set-up, the participating nodes are listening to 

the Communication channel and not to the Broadcast channel. 

2.2.2 Call Tear-down Procedure 

Either the call-originating user or the destination can terminate the call.  When the call is 

terminated, all the nodes in that communication path are notified and these nodes go back to 

monitoring the Broadcast channel.  These nodes will broadcast a channel update information on the 

Broadcast channel notifying the neighboring nodes of the availability of that particular 

Communication channel. 

If any of the participating nodes does not hear any packets on its communication path, it will time- 

out after a certain time. The node will then become idle and notify its neighbors that the 

Communication channel is now available. 

2.2.3 Channel (Busy/Idle) Status Update 

Each node maintains a channel status table containing the information on busy or idle status of a 

Communication channels.  When a Communication channel is selected by a network node element 

for call set-up, it broadcasts an updated channel state indicating busy status ofthat Communication 

channel.   On call completion, the availability of that Communication channel is broadcast to the 

neighboring nodes as part of call tear-down procedure.  These broadcasts are on the Broadcast 

channel. 

2.2.4 User Mobility 

The absence of user registration allows users to move freely without impacting the network's ability 

to locate them when required.   However, if the users move during the call, the route and channels will 

need to be dynamically adjusted. The hand-over issues associated with users moving during the call 

are not addressed.  The users are assumed to be near-stationary during the call. 



2.3        SELF-ORGANIZATION AND SELF-MAINTENANCE ISSUES 

The self-organization of the network node elements is required initially after deployment.   Self- 

maintenance is required as a continuing capability to maintain proper operation of the network in 

the presence of node failures, node additions and/or changes in the network node(s) placement. 

In JACS, the network node elements may require some knowledge about its neighboring nodes in 

order to establish a route and assign channels during call set-up. The amount of information sharing 

necessary depends on the routing strategy implemented. As discussed in Section 4, the Maximum 

Forward Routing2 (MFR) algorithm needs locations of its neighboring nodes for route establishment 

where as Just In Tine Transceiver Endpoint Routing3 (JITTER) does not need any information 

exchange.   In both routing algorithms, nodes broadcast updated channel status information during call 

set-up and call tear-down phase. 

Since all idle nodes listen to the Broadcast channel, information exchanges between neighboring 

nodes, needed for MFR, are done on the Broadcast channel.  This increases the traffic on the 

Broadcast channel, and hence may decrease the throughput, thereby, deteriorating the call set-up 

performance.   The frequency of such information exchanges will depend on the network 

environment.   For example, more frequent exchanges will be required in a hostile environment with a 

high probability of jamming and/or loss of nodes. 

The specific details of self-organization and maintenance protocols for the two routing strategies, 

JITTER and MFR considered in this study are discussed in Section 5. 

2MFR: An optimal route with lower number of hops is determined [3]. 
3 JITTER: The route is established by retracing the first broadcast path from the destination user to the call- 
originating user. 

12 



3. Broadcast Strategy for Destination Paging 

JACS has a dedicated broadcast channel that provides easy network access to users, reduces node 

complexity and obviates need of user registration with the network, thereby increasing end-user 

security and safety. Suitable collision avoidance techniques have been implemented to increase 

throughput on the broadcast channel. A call set-up packet structure has been identified. The 

broadcast strategy is illustrated by an example. 

3.1        PURPOSE/FUNCTION OF A BROADCAST CHANNEL 

JACS has a dedicated broadcast channel, that is used for call set-up and network maintenance, as 

needed. This dedicated broadcast channel concept provides the following favorable characteristics to 

JACS: 

Security and Safety of Users:  By avoiding the need for user registration with the 

network, the end-user security and safety is increased. Then user location 

information is not compromised as maximum radio silence can be maintained. In 

this context, a broadcast channel is used for destination user paging. An end-user 

transceiver is activated for communication with the network nodes during the 

user's own call-origination, call answer or during an active call to another end- 

user. 

• Easy Network Access:  To initiate a call, an end-user simply broadcasts its call- 

request packet over the broadcast channel.  This provides easy access to available 

network resources as all idle nodes and idle users monitor the broadcast channel. 

• Reduced Hardware Complexity:   The information on network resource 

availability is shared via the same broadcast channel. This allows a simple 

network configuration at reduced node hardware complexity. 

A broadcast strategy must be chosen to reduce/avoid contention on the broadcast channel.  Suitable 

collision avoidance techniques have been implemented to increase throughput in JACS. 

We distinguish between two types of broadcast packets, namely: 

(a) a generic broadcast packet not addressed to any specific user but is intended for 

simple re-broadcast over the network, and 

(b) a directed broadcast packet addressed to a specific end-user or node. 



3.2        COLLISION AVOIDANCE TECHNIQUES 

As discussed earlier in Section 2, the JACS architecture consists of only identical network nodes. The 

network operation does not rely on a centralized controller or a cellular base station type set-up to 

assist in collision detection or/and collision avoidance.  The absence of the need of such a centralized 

controller provides an added useful feature to JACS - JACS can be configured by scattering identical 

network node elements, no other type of element is needed. 

Distributed collision avoidance techniques are needed in JACS to improve the throughput on the 

Broadcast channel.  The throughput on the Broadcast channel directly effects the call set-up 

performance.   In the Concept Validation phase, three techniques to minimize collisions have been 

investigated. 

•     No Repeat broadcasts of generic packet:  Since all nodes re-broadcast the generic 

broadcast packet, a node may receive multiple copies of the same packet. The 

nodes keep a record of the previous generic broadcast packet it broadcasted, and 

does not re-broadcast it. This avoids oscillations and back and forth bouncing of 

any generic broadcast packet. 

Random delay before packet broadcast:   On packet reception, the node processes 

the packet. If after processing the node determines that it needs to broadcast a 

packet, it waits for a random amount of time before broadcasting the packet. 

If the mean random delay is long, the average traffic on broadcast channel will be 

low and throughput will be higher. However, the call set-up time will increase 

since at each node the call set-up packet waits for a longer time. 

Carrier Sensing:   After the node waits for the random time, it checks its receiver. 

If the receiver is currently receiving a packet, it waits for another random period 

of time. The node will repeat this process until it finds its receiver is not locked 

to any signal. 

There are other techniques that can be implemented to improve the throughput of Broadcast 

channel such as retransmission of packet if echo not heard.  These techniques will be investigated in 

the next phase of JACS. 



3.3       CALL SET-UP PACKET STRUCTURE 

Figure 2 represents a generic call set-up packet that was used for simulation.  The call set-up 

performance will remain same as long as the packet size is the same.  The performance will improve 

with smaller packet size and deteriorate with increase in the packet size. 

Sync 
Bits 

Message 
Type 

Channel 
Mask 

Originator 
Call No. 

Destination 
Call No. 

From 
Node ID 

To 
Node ID 

EEC 

32 bits 8 bits 8 bits 32 bits 32 bits 32 bits 32 bits 80 bits 

Figure 2. A generic call set-up packet structure. 

The packet consists of various fields needed to (a) locate the destination user, (b) establish 

connection between the call-originating user and destination user, and (c) channel status update 

information.  Following is a description of individual fields in the call set-up packet: 

Sync Bits:   These enable the receiver to synchronize with the incoming packet.   The minimum 

number of Sync bits needed to achieve reliable packet reception will be studied in the next phase.  An 

estimation of length for reliable synchronization is between 14 and 20 bits. 

Message Type:  This identifies the different phases during the Call Set-up process.  The first phase is 

to locate the destination user; once the destination user is located, the call set-up continues with 

route set-up, channel assignment and acknowledgments. 

Channel Mask:  This gives information on the busy/idle status of the channels in the node's 

neighborhood.  This information is used by neighboring nodes to update the availability status of 

channels. 

Originator Call Number:  The (phone) number of the call-originating user. 

Destination Call Number:  The (phone) number of the destination user. 

From Node ID:  This field gives the ID of the node that broadcasted that packet.  This number is 

used by neighboring nodes for route establishment and/or maintenance purposes. 
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To Node ID:  For a directed broadcast packet, intended only for a specific node, this field gives the 

Node ID of that node.  All the other nodes receiving this packet will ignore it.   If it is a generic 

broadcast packet, the receiving nodes modify the From Node ID and Channel Mask as needed and 

then re-broadcast the packet. 

FEC:  A BCH (Bose-Chaudhuri-Hocquenghem) code with 10 bit error correction capability is 

assumed.  This gives a code rate of 0.69, which is in the optimal range for asynchronous random 

access Spread Spectrum communications [1, 2]. 

3.4       EXAMPLE CALL SET-UP 

Let us follow through an example to explain the call set-up process.   Figure 3 represents a snapshot 

of a network in operation.  There are many randomly placed nodes and five users A, B, C, X and Y 

on this network.  The radio transmission range for a user and a network node are represented by radii, 

Ru and Rn respectively.  A voice call is in progress between users X and Y. Therefore, the nodes 

involved in that connection are not available for a new call set-up.4  Now, user A wants to make a 

call to user B. We assume user B is idle. 

Call Request and Destination User Paging 

User A transmits a call request on the Broadcast channel, along with the identity of the destination 

(user B). This request may be received by the neighborhood nodes (N3, N4, N5 and NO) each within 

the user's transmission range, Ru.   Since the destination position is unknown, a call-request packet 

(generic broadcast packet, Section 3.1) for the destination user will be broadcast throughout the 

network.  Each of the nodes that received the user call request will broadcast a call-request packet 

with their own node ID and the destination user call number.  These call request packet(s) are in turn 

re-broadcasted by other nodes.   All these broadcasts occur on the Broadcast channel. 

All idle users and node receivers listen to the Broadcast channel continuously.   Since the destination 

user B is idle, its receiver is also tuned to the Broadcast channel.   Let us assume that the first call 

request packet that destination user B hears traversed along the dotted path (Fig. 3) via N5, N31, N35, 

N32, N33 and N17.   This process is equivalent to a "telephone ring".   If the destination, user B, 

decides to answer the call, it responds by acknowledging the call request.  User B may decide not to 

respond to the call request because of other immediate priorities. 

4 We assumed that only one call could be supported per node. This assumption could be eliminated by adding more 
equipment to each node resulting in more network capability for more cost per node. 



Figure 3.   Call request from A to B (with ongoing call between X and Y). 

If user B does respond to the call request, that action initiates the route set-up and channel 

assignment procedure for the call.   Because of the broadcast nature of the call request, user B can 

expect to receive several call request messages for the same call.  Once a request has been responded 

to, all further requests are ignored until the requested call has been terminated and the user returns to 

the idle state. 
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4. Routing Strategy for Connection Set-up 

Two routing strategies were investigated - Maximum Forward Routing (MFR) and Just In Time 

Transceiver Endpoint Route (JITTER).   The implementation of MFR introduces additional traffic on 

the broadcast channel and requires more complex hardware as compared to the JITTER algorithm. 

JITTER algorithm may establish circuitous routes, however, our simulation shows that the average 

number of hops per route for JITTER are comparable to MFR. 

4.1 INTRODUCTION 

In the Call Set-up process, once the destination user is located, the nodes establish a route from the 

destination user back to the call-originating user (Section 2.2.1).  The route establishment process is 

based on the routing strategy implemented.  In this Concept Validation phase of JACS, following two 

routing strategies were investigated. 

JITTER (Just In Time Transceiver Endpoint Route): The route is established by 

retracing the first broadcast path from the destination user to the call-originating 

user. 

MFR (Maximum Forward Routing):   An optimal route with lower number of hops 

is determined [3]. 

Both these protocols do not require any regular ordering of nodes — random placement of nodes is 

acceptable.   These protocols are described in the following sections.   A detailed performance 

comparison of the two protocols is discussed in Section 6.6.9. 

4.2 THE JITTER PROTOCOL 

In the JITTER protocol, during the destination user paging phase, each node upon hearing the call- 

request packet, identifies (the From Node ID field of the call-request packet,. Section 3.3) the node 

from which it heard.   Then nodes wait for an answer from the destination user. In the mean time, 

these nodes do not process any other call-request.  These nodes will wait for an answer to the call- 

request for a pre-specified time, after which they will time-out and become idle. 

If the destination user decides to answer the call request, it will send a directed broadcast to the node 

from which it heard.   Similarly, that node will send a directed broadcast (answering the call-request 



packet) to the node from which it had heard.  Each consecutive node will repeat this process until the 

call-originating user is reached.  Hence, the first broadcast path is retraced.  The JITTER protocol is 

illustrated by an example in Section 4.4, Fig. 5.  If channels are available at each hop, then the 

connection between the two users is established. 

The nodes do not need any information about the location of its neighbors or the end points. 

Therefore, even if the node on a route is tampered and the information in memory is extracted, it 

will only give the IDs of the two neighboring nodes on the route.  Thus, node capture will not 

jeopardize the network.  Of course, if a node on the route is lost, the call in progress will have to be 

set-up again. 

The implementation of this protocol will need minimal computation complexity at nodes.   However, 

the route established may be circuitous and may have large number of hops.  Lower number of hops is 

desirable, since the end-to-end packet delay is directly proportional to number of hops (Section 

6.6.3). 

4.3        THE MFR PROTOCOL 

The MFR protocol in general, except in some peculiar node layouts, will give a path with minimum 

possible number of hops. However, implementation of MFR introduces overhead on the Broadcast 

channel and also increases the hardware complexity of the network node elements. 

In the MFR protocol, if the destination user responds to the call request, a route as per the MFR 

protocol will be established.  That is, during the route establishment, the node will select a neighbor 

such that the hop maximizes the progress in the direction of the call-originating user.   An example 

illustrating MFR protocol is described in Section 4.4, Fig. 6. 

Implementation of MFR requires the following information at nodes: 

knowledge of positions of the neighboring nodes, i.e., nodes within the node's 

transceiver range; and 

the position of nodes at the end-point of the route to enable selection of the 

optimal node among its neighbors. 



In order for the nodes to attain the above information needed to implement JACS with MFR, 

following requirements on system are imposed: 

A GPS type device will be needed in each network node that provides the position 

information, 

The nodes need to periodically broadcast identification packets giving their 

coordinates.   These packets facilitate exchange of information among 

neighboring nodes to maintain neighborhood network configuration knowledge. 

These identification packets are not re-broadcasted. 

Based on the identification packets received the network nodes need to keep an 

updated table of the neighborhood nodes. 

The consequences on the system performance due to above requirements are : 

Increased traffic on Broadcast channel , thereby degradation in call set-up 

performance. 

Increase in the complexity of the network node elements - more memory, more 

computational complexity. 

More battery power will be needed - effects the size and weight of nodes. 

Cost increases due to the GPS type receiver needed. 

The position of the end-point nodes of the route and neighboring nodes 

contained in memory of nodes. The capture of node element may jeopardize the 

safety of users. 

The ability to support a wide range of data protocols. 

4.4        EXAMPLE ROUTE ESTABLISHMENT - JITTER AND MFR 

Consider the call set-up example in Section 3.4, illustrated in Fig. 3.  The user B responds to the call 

request packet heard by  N17.  The route establishment procedure is initiated by the node N17.  Figure 

4 shows the routes established according to the JITTER and MFR protocol. 

The JITTER protocol just retraces the first broadcast route that was indicated in Fig. 3.   A pictorial 

representation of the JITTER call set-up process is shown in Fig. 5. 
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Figure 4.  Route establishment - JITTER and MFR. 
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Figure 5.  Details of example JITTER Call Set-up between A and B; User A calls B. 
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Figure 6.  Details of example MFR Call Set-up between A and B; User A calls User B. 

The complete call set-up process of MFR protocol is illustrated in Fig. 6.   In the MFR protocol, the 

network node (N17) sends a directed broadcast to a selected node in its neighborhood based on a Most 

Forward Routing (MFR) algorithm.   In this example, N17 will direct its link request to N14.  Since the 

node N14 is idle, it will be monitoring the Broadcast channel and will hear the request for route set- 

up.  Then, N14 sends back an acknowledgment to N17 and in turn proceeds to set-up the route to the 

next node as determined by the MFR algorithm. 

The network node N14 sends link request for node N15, which has an ongoing call on C3. Node N15, 

because it is involved in an active call is not monitoring the Broadcast channel.  Therefore, N14 does 

not get an acknowledgment to its set-up request.  Then, N14 chooses another node, N22, again 

chosen according the to MFR algorithm, and sends link set-up request.   Finally, the call connection is 

completed, in this example, via N22, Ni6 and N5 to the call-origination user A. 
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5. Self-Organization and Self-Maintenance 

The self-organization and self-maintenance for JACS with JITTER routing algorithm are implicit.   In 

JACS with MFR routing algorithm additional broadcasts are needed for implementation of the MFR 

routing algorithm.   The increased traffic on broadcast channel may degrade call set-up 

performance. 

The self-organization and self-maintenance imply following functional aspects of the network: 

Self-Organization:  JACS is deployed by randomly scattering the network node elements via air-drop 

or from ground vehicles.   These network node elements need to self-organize themselves into an 

operational network, ready to establish connections between users in the local area.   Depending on 

the routing algorithm implemented, the network node elements need to know specific information 

about their neighboring nodes that is used for route establishment during call set-up process. 

There are other details that need to be taken into account at the time of initial organization such as 

excessive interference at couple of nodes that fell right next to each other.   In this scenario, a 

possible solution is to include a logic that turns off a node with a certain probability for some time if 

it hears SNR greater than a specified value. These exact details of system operation will be studied in 

the future phases of JACS. 

Self-Maintenance:   Once the network is operational, self-maintenance capabilities are needed to 

maintain proper operation of the network in the presence of node failures, node additions and/or 

changes in the network node(s) placement. 

5.1        JITTER PROTOCOL 

In the JITTER protocol, the Self-organization and Self-maintenance are implicit.   A node is 

activated only if it hears any packet.   Each active node (participating in call set-up or active 

communications) needs to only keep track of the two neighborhood nodes it transmits to or hears 

from.  No additional broadcasts are necessary to maintain the system and this has favorable outcomes 

such as:  (a) reduces traffic on the Broadcast channel, thereby improving call set-up performance; (b) 

the power-on time on battery is lower, therefore increasing the battery life. 
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5.2        MFR PROTOCOL 

As discussed in Section 4.3, the implementation of MFR requires the knowledge of locations of 

neighborhood nodes.   Due to this constraint the following functions are necessary as part of self- 

organization and self-maintenance for JACS with MFR routing strategy. 

Self-Organization: 

Node determines its coordinates after "power-on" using a GPS kind of device. 

After random delay it announces its presence by broadcasting identification 

packet giving its coordinates.   The nodes do not re-broadcast this packet.   These 

broadcasts need to be done on the Broadcast channel since all idle nodes listen to 

it. 

The nodes constaict a table of neighboring nodes and their locations based on the 

identification packet they transmitted. 

Self-Maintenance: 

Random periodic exchange of identification packets among neighboring nodes to 

maintain neighborhood network configuration knowledge. 

Network nodes will age their information about neighbors and eliminate the 

neighbor from their tables if new identification packets are not received 

somewhat periodically.  The frequency of such   identification transmissions will 

depend on the network environment (more frequent in a hostile environment 

with a high probability of jamming and/or loss of nodes). 

The additional broadcasts necessary for maintenance in the JACS with MFR increase the traffic on 

the Broadcast channel.   This deteriorates the call set-up performance.   The degradation in 

performance is directly proportional to the frequency at which the identification packets need to be 

exchanged. 
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6. Performance Evaluation 

The JACS simulation models were developed using OPNET 2.5B (c) 1995, MIL 3, Inc.   The test 

network models developed are operational.   The broadcast and routing strategies work; there are no 

oscillations and instabilities in the network. The Call Set-up performance and End-to-end packet 

delay performance in JACS were evaluated using the network simulation models developed.   Major 

performance characterizations were obtained. 

In this Concept Validation phase of JACS, the Call set-up and End-to-end packet delay performance 

were evaluated as a function of several parameters such as Node/User transmit power, number of 

actively communicating users, node density, user and node time-out parameters and distance between 

users. 

Major performance trends are available that are discussed in Sections 6.6.   Further investigation and 

evaluation of simulation models for different network parameter sets will present a comprehensive 

picture of the trade-offs in the overall system performance. 

The current analysis assumes only a single transceiver per node, this minimizes the hardware 

complexity of the network node element.   Consequently, each node can participate only in one call 

at any time.   However, the network simulation model can be easily extended to represent JACS with 

multiple transceivers per node. 

6.1        PERFORMANCE CHARACTERISTICS 

In the Concept Validation phase, the following two major performance characteristics of JACS were 

investigated. 

Call Set-up performance: 

- Probability of success of each call request 

- Mean time delay to establish communication link 

End-to-end Data Packet delay 

The JACS performance depends upon several system parameters such as 

Operating frequency 
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Channel speed 

RF modulation 

Node/user transceiver antennas 

Node/user transmit power 

Number of actively communicating users 

Total traffic 

Number of communication channels 

Node density 

Network node layout 

User locations and distance between them 

Operating environment, terrain 

Spread spectrum codes 

User and node time-out parameters 

Fading, jamming and other radio propagation variables 

6.2        JACS TEST NETWORK MODEL 

The JACS simulation models were developed using OPNET 2.5B (c) 1995 MIL 3, Inc., Washington, 

DC.  The test network models developed are operational.  The broadcast and routing strategies work; 

there are no oscillations and instabilities in the network.   The models can be further refined, 

enhanced and tailored to specific application scenarios to obtain a more accurate representation of a 

system, with given specifications. 

The JACS simulation models were developed for a random layout of nodes in a flat terrain with 

attenuation due to foliage. The performance was evaluated for different node densities, node/user 

transmit powers, single or multiple on-going call attempts, node and user layouts. These parameters 

are discussed in the following sub-sections. The system performance was evaluated for a selected set 

of radio parameters that are discussed in Section 6.3. 
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6.2.1 Physical Layout 

Two physical layouts were considered for simulation models:  (a) 20 km by 1 km area that will 

closely resemble the layout obtained if the nodes were air-dropped by an airplane; (b) 5 km by 5 km 

area that is more manageable in terms of computation and simulation development.   The results 

obtained for configuration (a) are not significantly different from configuration (b).   The 

performance trends presented here are from simulation of configuration (b). 

The JACS simulation model assumes a flat terrain with attenuation due to foliage. 

6.2.2 Node Distribution 

The nodes were randomly placed in the physical area modeled. 

6.2.3 Node Density 

The node density was varied by changing the total number of nodes in the given physical area defined 

by the simulation.   In the simulation models the total number of nodes varied from 35 to 100 in a 25 

square km area.  The random layout of 100 nodes and 50 nodes used for simulations are shown in 

Figs. 7 and 8, respectively. 

The circles in Fig. 7 represent the minimum and maximum transceiver range of the network nodes 

and users considered in the simulations. 
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Figure 8.   Random layout of 50 nodes in a 5 km x 5 km area. 

The total number of nodes in the neighborhood of any node (that is, total number of nodes within 

the coverage area of any node) will determine the system performance. There have been several 

studies on the minimum average number of neighborhood nodes necessary for connectivity among 

any two points in a random network [4-6]. The optimal number of nodes in a neighborhood depends 

on factors such as the routing algorithm employed, radio modulation and the definition of 

connectivity itself. In literature, the optimal number has been shown to be any where in the range 6 - 

15 depending on the parameter values. 

If the nodes are randomly deployed over an infinitely large area, then 

Total number of nodes in area, A 
A 

Coverage Area of Node 
* Average number of neighborhood nodes 

29 



Consider an example scenario with node transceiver range of 1 km. Then for an average of 10 nodes 

in the neighborhood of a node, a total of about 80 (= 25 *10/ K (1.0)2) nodes should be deployed in a 

25 square km area. 

6.2.4 Number of On-going Calls 

The performance was evaluated with single or multiple users making call.  The communicating user 

pairs are distinct.  Each call-originating user calls a single destination user.  Moreover, each 

destination user is called by only one call-originating user. 

Nodes that are busy with on-going calls are not available for incoming call set-up.   Since the current 

simulation assumes only a single transceiver per node, this minimizes the hardware complexity of the 

network node element.   However, the network simulation model can be easily extended to represent 

JACS with multiple transceivers per node. 

6.2.5 User Distribution 

The performance results for communication between a pair of users was done under two user 

configurations: 

(a) Case 1:  The two users across a diagonal, maximum possible distance in the 

given test physical layout, for example position of User 1 and User 2 in Fig. 7. 

(b) Case 2: Two users across an edge, for example User I and User 2 in Fig. 8.  In 

this configuration fewer nodes are available between them, since the users are 

placed along the edge. 

The performance trends in both cases were similar.  The simulation results presented here are for 

Case 1 user configuration. 

In the multiple user scenario, the user locations were randomly picked with intersecting 

communication paths over the given simulation area.   An example scenario is illustrated in Section 

6.6.5. 

6.3       JACS TEST RADIO MODEL 

The JACS test radio model parameters were selected so that the performance results are valid for a 

wide range of application scenarios.  The radio link parameters selected for the JACS test model are 

described in following paragraphs. 
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6.3.1 Operating Frequency 

The choice of radio frequencies is critical for JACS. The selected frequencies should provide a proper 

balance among foliage penetration, antenna size, battery requirements, network node separation 

distance, spectrum availability for commercial and military applications. 

Antenna size is small at high frequencies, this will help reduce the overall size of 

each network node.  The smaller size of the network element enhances the low 

observability feature. 

Foliage loss and other propagation losses are larger at high frequencies. 

Therefore, at higher frequencies for a given transmit power the transceiver 

range will be smaller, thereby higher node density will be required to establish 

reliable communications in any given area. 

Another consequence of higher losses at high frequencies is more battery power 

requirement at network nodes.   High battery power requirement directly impacts 

the size and weight of battery needed, hence, the volume and weight of the 

network node itself. 

It would be desirable to select operating frequencies for JACS such that it can be 

implemented for commercial as well as military applications without significant 

changes in the transceiver design. 

An operating frequency of 900 MHz was selected for the JACS test model, since ISM band of 902 - 

928 MHz is available for system operation without FCC license.   As shown later in the bit error rate 

calculations (Section 6.4), with transmit power of about one-quarter watt a foliage penetration of up 

to quarter mile is possible. 

The channels are separated by a combination of frequency division and code division.  Each 

frequency band may support multiple channels each defined by a specific code.  Since each logical 

channel has an IF bandwidth of 1.8 MHz (Section 6.3.3), enough bandwidth is available in the ISM 

bands to support tens of communication channels. 

6.3.2 Channel   Rate 

A channel rate of 56 kbps is selected for voice and low data rate applications.  The effective data 

rate will be lower than 56 kbps due to overhead such as FEC and synchronization preamble. 



6.3.3    Modulation 

Spread Spectrum radio communications is considered for JACS due to the following reasons: 

Provides low probability of intercept and low probability of detection feature. 

• Enables operation of JACS in the ISM bands. As per FCC requirements 

(47CFR15.247) the devices in the ISM bands must use Spread Spectrum 

modulation with certain parameters. 

• Multiple users can be supported using Code Division Multiple Access (CDMA). 

In the JACS test model, PN spreading with BPSK modulation of binary data is considered.  The chip 

rate for the test model is 1.8 Mbps.  In a DS/BPSK system, a chip rate of 1.8 Mbps and data rate of 

56 kbps implies a code length of 32.  In this scenario, an IF bandwidth of about 1.8 MHz will 

maximize the SNR at receiver [7]. 

In jamming scenarios, PN Spreading with QPSK modulation may be used for more robust operation 

[8]. 

6.3.4    Antenna 

The antenna has to be omni-directional for all node and user transceivers so that each transceiver 

can communicate to any other transceiver within the transceiver's range. 

A small antenna size is desirable to keep the physical cross-section of nodes as small as possible.  The 

antenna size is inversely proportional to the operating frequency. 

A suitable antenna design for JACS will be investigated in the next phase of JACS. 
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6.4       BIT ERROR RATE ANALYSIS 

For the bit error rate analysis, the received signal power, overall noise characteristics and noise power 

are needed.  In JACS the total noise is due to the thermal noise and the multi-access noise.  As per 

the discussion in Section 6.3, the following values have been considered for the radio parameters. 

Operating  Frequency = 900 MHz 

Data rate = 56 kbps 

Chip rate = 56 * 32 kbps = 1.792 Mbps 

IF bandwidth = 1.8 MHz 

Antenna gain = 6 dBi 

Radio modulation: binary data,  PN spreading and BPSK modulation 

6.4.1    Received Signal Power Calculations 

All the nodes are identical, therefore the transmit power at each of these network nodes is identical. 

It is assumed that the end-user transceiver also has the same transmit power as the network nodes. In 

practice however, the end-user transceiver design and specifications may be different from that of 

the network nodes. 

At about 900 MHz frequency range the rain and other atmospheric losses are negligible for a 

propagation distance of a mile [9].  The received signal power at a node or user transceiver in 

presence of foliage and free space loss is given by the following relationship. 

Received signal power = Transmit power + Antenna gains 

- Free Space Path Loss - Foliage loss 

The free space path loss at 900 MHz at a distance of 1 km is [10] 

Free space Path loss (in dB) = 32.45 + 20 log Dkm + 20 log FMHZ 

= 32.45 + 20 log 1.0 + 20 log 900 = 91.5 dB 

The foliage loss for a foliage penetration of 400 meters is [10] 

Foliage loss (in dB) = 1.33 * (FGHz)°-284 * (Dm)°'588 

= 1.33*(0.9)°-284*(400)0-588 

= 43.7 dB -44 dB 

Then, 

Received power, PR = ?j + 12 dB - 92 - 44 = Pj - 124 dB 
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If transmit power, Pj = 0.25 W then 

Received power, PR = -130 dBW 

6.4.2 Node/User Transmit Power Variation 

In the simulation results presented the transmit power is varied from one-tenth to one-quarter watt. 

A foliage attenuation of 44 dB is assumed, which gives about 400 meters penetration in dense foliage. 

Therefore, the change in transmit power effects the transceiver range only due to free space loss. 

If the transmit power, Pj in above calculations is doubled, that is 0.5 W, then the same received 

power (-130 dB) will be obtained at a distance of 1.4 km. 

6.4.3 Thermal Noise 

The thermal noise at 290 K for the given parameters is given as 

Thermal Noise (at 290 K) = -204 dB/Hz + 10 log BIF + NF ( = 0 dB) 

= -204+ 10 log 1.8 * 106 

= -141 dB 

6.4.4 Multi-Access  Noise 

The multi-access noise due to several simultaneous users can be approximated as a Gaussian function 

under the central limit theorem. It is shown by Yao [11], that Gaussian assumption for multiple 

access noise is good for most situations except when the code length is low, the number of users is 

small and the SNR is quite large. 

In the network simulation model developed, the multi-access noise is modeled as Gaussian noise. 

Hence, the overall noise in JACS is assumed to be Gaussian with total noise power as sum of the 

interference noise power due to overlapping packets and the thermal noise. . 

6.4.5 Uncoded Bit Error Probability 

The error probability of asynchronous DS/SS multi-access communications depends on several factors 

such as the codeset selected, the pulse shape, modulation technique used.  There are several papers 

that deal with performance evaluation of Spread Spectrum multi-access communication systems [11- 

15].  These analyses involves investigation of several approaches to calculate of average, lower and 

34 



upper bounds of error probabilities under different communication parameters.   The bit error rate 

calculations have also been done for asynchronous direct sequence Spread Spectrum sequences over 

multipath fading channels [16].  These results should be incorporated in refined simulation models to 

obtain more accurate performance results. 

Under the Gaussian assumption, for a binary data, PN spreading and BPSK modulation, the uncoded 

bit error probability for coherent BPSK is given as [17] 

Pb <Q(42EJN;.). 

The received energy per bit, Eb is given as the received power/ data bit rate.  The equivalent noise 

spectral density, Nj is the (Thermal noise + Interference noise) / Transmission bandwidth.   The total 

interference power appears as a Gaussian noise of power spectral density bounded by Nj/2. 

The received SNR is defined as Received power / Total noise. Then, 

Eb/ NT = SNR * (Transmission Bandwidth / data bit rate). 

If no multi-user interference is present, then the total noise is just the thermal noise. Therefore, for 

the example received signal and noise calculations earlier in Sections 6.4.1 and 6.4.3. 

Eb/ Nj = (-130 + 141) + 10 log 1.8*106 - 10 log (56*103) = 26 dB 

For a Eb/ Nj = 6 dB, the theoretical probability of error for a BPSK is approximately 2.5 x 10"3. So 

for an uncoded BER of 2.5 x 10"3 , we have about 20 dB margin for implementation and multi-access 

interference. 

6.4.6    Forward Error Correction 

In case of asynchronous random access Spread Spectrum with a bandwidth expansion of 32, it has 

been shown that optimal code rate for block codes is in the range of 0.6 - 0.7 and is relatively 

insensitive to block length [1-2]. 

In the simulation model BCH codes are assumed. For a block size of 256 bits, there are 176 message 

bits giving a code rate of 0.6875.  This gives an error correction capability of 10 bits in a packet size 
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of 256 bits. So in the simulation model, theoretically after FEC we can achieve a 10"10 bit error rate 

(uncoded bit error probability of 2.5 x 10'3) for the Call set-up packets, with a margin of about 20 dB 

for multi-access interference and implementation margin. 

The data packet size and FEC needed will be studied in the next phase of JACS. 

6.5       NETWORK NODE / USER ARCHITECTURE 

The network node and end-user unit architecture are similar in the simulation model developed. 

However, in practice the end-user unit may have a different design.  These aspects will be considered 

as part of Interoperability Issues in the future phases of JACS. 

6.5.1    Node/User Transceiver Design 

The network node and end-user node will have a battery/power module besides the transceiver 

architecture described below. 

Network Node Architecture:   The network node architecture in the (OPNET) simulation model is 

shown in Fig. 9.  The Direct Sequence Spread Spectrum BPSK transmitter and receiver are connected 

to a single omni-directional antenna.   There is a single processor to process the received packets and 

if needed, modify the headers and broadcast them. 

NodsRx 

D 
pktproc nods Ant 

NodsTx 

Figure 9.  Network node transceiver architecture. 
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End-User JACS Transceiver Architecture:  Figure 10 shows the End-User transceiver architecture. 

This is similar to the network node architecture except for the packet generator needed at the end- 

user transceiver. 

OserTx 

D 
pktosn user? roc 

Figure 10. End-user JACS transceiver architecture. 

6.5.2    Network Node/User Processor 

Network Node Process:  The network node process can be simply represented by the state diagram in 

Fig. 11.  Once node process is activated the processor is usually in the idle state.   If it receives a 

packet, it processes the packet in PROC_PKT state and returns to idle state.   If it needs to re- 

broadcast the packet, it waits for a random time.   At the end of the waiting period, the WAIT_END 

transition is activated, and depending on other parameters it may broadcast or wait for another 

random duration of time.   The "broadcast or further wait" decision is based on the collision 

avoidance techniques implemented.   Hence, the idle state is a very complex state with several in-built 

states. 

(KOT) Sill) /stats () 
'     ~ \ \ 
\ 

(*AIT_HND) /broadcast (),' ,      (default) 

(rKT_ICVD) /processpkt () 

Figure 11.   State diagram representation of Node Process Model. 



End-User JACS Processor Process:  This process is similar to the network node process, however, 

the state diagram representation is slightly different as shown in Fig. 12.   Here the complete 

processing is represented under the PROCESS state.  The packet processing itself is represented just 

as a transition, instead of a separate state as in the network node process state diagram. 

(PKT_»CW)) /procs39pkt (J 

\ 
I 

(KND_SIM) /record_9tats () 

(KAITJWD) /broadcast () <x (ctofault) 

Figure 12.  State diagram representation of End-User JACS Processor Process Model. 

6.6        PERFORMANCE RESULTS 

The system performance results obtained from the simulation model for several combination of 

parameters is presented in this section.   It should be emphasized that only a sample of results 

obtained from the simulation are presented here.   A more comprehensive simulation analysis for 

multiple sets of parameters with different random network layouts should be performed to determine 

the JACS overall performance.   These results present major performance trends in JACS. 

Most of the results presented here are for a scenario with two active users.   In the simulation, one 

user makes and breaks connection over the duration of the simulation.  Values such as call set-up 

delay, hop count and number of successful attempts were recorded.   For all the results presented here, 

the mean wait time (Section 3.2) before a node broadcasts a packet is 25 ms (unless specified 

otherwise).   In the simulation results here, after a node broadcasts a call-request packet it waits for 

the pre-specified node time-out period (Section 3.4) of 2.5 seconds before returning to idle state. 
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6.6.1    Probability of Failure of Call Request 

The call-originating user initiates the Call Set-up procedure (Section 2.2.1).  Each successful call 

request may take multiple call attempts.   If each call request initiates at the most N call attempts, 

then call request will fail if all call attempts fail. Then the probability of failure of a call request is 

given as 

Probability of failure of a Call Request = (l-p)N, 

where p is probability of success of each call attempt. 

The probability of failure of call request as a function of node/user transmit power for various node 

densities is shown in Figs. 13 and 14. These results are for a random node layout over a 5 x 5 square 

km area.  Each call request initiates a maximum of 10 call attempts. 

In Fig. 13 the probability of failure is low for transmit powers in the range of 0.1 to 0.2 W and 

higher outside this range.  The probability of failure is high for low transmit powers since on an 

average there will be fewer nodes within the transceiver range.  As transmit power increases 

probability of failure decreases because the average number of nodes within the transceiver range also 

increases.   However, if the transmit power is too high, the multi-access noise is high, thereby 

increasing the probability of failure. 

Figure 13 shows probability of failure curves for three node densities - 2, 3, and 4 nodes per square 

mile.   The probability of failure in the optimal range of transmit power are comparable.   However, if 

there are multiple on-going calls, since each node can handle only one call, there may not be enough 

nodes to handle multiple calls, in low node density scenario. 
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Probability of Failure 

1E-06 
0.05 0.1 0.15 0.2 

Transmit    Power    (watts) 

0.25 

(100 nodes in 5 x 5 km square area; Two users across diagonal; Node Time-out 
duration = 2.5 sec; Mean wait time before broadcast = 25 ms; Maximum number 
of attempts per call request = 10) 

Figure 13. Probability of failure of Call Request higher for very low transmit powers 
and very high transmit powers. 

The probability of failure with MFR and JITTER routing strategies are compared in Fig. 14. These 

are results for 100 nodes in  5 x 5 km square area.   As expected, the probability of failure for JITTER 

are lower than MFR because of increased traffic on broadcast channel due to the random periodic 

exchange of identification packets needed for self-maintenance (Section 5.2).   In this simulation, the 

nodes exchange packets every 5 seconds, however if the frequency of exchange is lower, the 

probability of failure for MFR will also be lower and comparable to JITTER. 

Probability of Failure 

-MFR      i 

-JITTER: 
1E+00  - 

o   1E-01 

ffl   1E-02 

1E-03 - 

1E-04 

0.05 0.075 0.1 0.125 0.15 0.175 0.2 

Transmit    Power    (watts) 

(100 nodes in 5 x 5 km square area; Two users across diagonal; Node Time-out 
duration = 2.5 sec; Mean wait time before broadcast = 25 ms; Maximum 
number of attempts per call request = 10) 

Figure 14.  Probability of failure of Call Request lower for JITTER. 
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6.6.2    Call Set-up  Delays 

Each call request generates multiple call attempts (say, a maximum of N call attempts).   First call 

attempt is made, if unsuccessful, next call attempt is made say D seconds later.  Then, if it takes j 

attempts to establish the connection then the call set-up delay is j*D.   The average delay for a 

successful call set-up will be a weighted average of the call set up delays for j = 1 to N, that is, 

N 

Average delay for successful call request = jj^iDp(l - p)'~l 

where p is the probability of success of each call attempt. 

The results in Figs. 15 and 16 show the variation of average delay for a successful call attempt (and 

not average delay for a successful call request).  This is defined as the total time delay from the time 

that particular call attempt was initiated until the route was established. 

The average delay of successful call attempt decreases with increase in transmit power as shown in 

Fig. 15, however, the average delay is only in the range of 1-2 seconds for the parameters considered 

here. For higher transmit power, the transceiver range is larger, hence fewer hops are involved in the 

route. Since, this is a store and forward type of network, each hop introduces delay, therefore lower 

number of hops per route implies smaller delay. 

The results for average delay of successful call attempt show that the average delays are about 2 

seconds at most.   Therefore, an example value of D, the pre-specified time between successive 

attempts, can be 5 seconds.  Then, the maximum delay for a call request will be less than a minute 

with a reliability of 0.999 for a call set-up. 



Average Delay of a Successful Call Attempt 

-100 Nodes 
-75 Nodes 
-50 Nodes 

0.05 0.1 0.15 0.2 

Transmit    Power    (watts) 

0.25 

(Physical area of 5 x 5 km square area; Two users across diagonal; Node Time- 
out duration = 2.5 sec; Mean wait time before broadcast = 25 ms) 

Figure 15. Average delay for a successful call attempt decreases with increase in transmit power. 

Figure 16 shows that there is no significant difference in the average delay of a successful call 

attempt for JACS with MFR or JITTER routing. 

Average Delay of a Successful Call Attempt 

Transmit    Power    (watts) 

(100 nodes in 5 x 5 km square area; Two users across diagonal; Node Time-out 
duration = 2.5 sec; Mean wait time before broadcast = 25 ms) 

Figure 16.    Average delay for a successful call attempt does not significantly differ 
for MFR and JITTER. 
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6.6.3 End-to-End Packet Delay 

The end-to-end packet delay is defined as the total time taken by a packet to reach from one user to 

the other.  Each node has a store and forward type of simple mechanism- the packet is received at 

the node, processed and then broadcasted, if needed.   Hence, the total end-to-end packet delay is 

directly proportional to the number of hops in any route.   It is also directly proportional to the 

packet transmission time, which is proportional to the packet length.   Therefore, 

End-to-end packet delay   >   Number of Hops * Packet transmission duration. 

The variation of average number of hops per route thereby End-to-end packet delay is discussed in 

Section 6.6.4. 

There are other additional factors contributing to the end to end packet delay such as repeat 

transmission of an unacknowledged packet, if that is implemented; processing time and propagation 

delay. 

Length of Data Packet Trade-offs:  There is a tradeoff involved in the selection of the length of data 

packet. The end-to-end delay is small for a small data packet.   However, since each data packet needs 

overhead like synchronization preamble and FEC, smaller data packets will have lower channel 

utilization/efficiency. 

6.6.4 Number of Hops per Route Established 

As shown in the Section 6.6.3, the average number of hops per route determine the end-to-end 

packet delay. It also determines the reliability of the network to some extent — if there are several 

hops on a path, there are greater chances that a link may be jammed, effected by fading, destroyed in 

an hostile environment, or just fail.  The average number of hops per route are essentially a function 

of the transmit power at the transceiver.   As shown in Fig. 17, the average number of hops (end-to- 

end packet delay) decreases with increase in transmit power since each hop can cover a larger 

distance.  The number of hops per route stays relatively constant for same transmit power in 

different node density scenarios, as shown Fig. 18. 
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Average Number of Hops 

20 
-100 Nodes 
-75 Nodes 
-50 Nodes 

0.05 0.1 0.15 0.2 

Transmit    Power    (watts) 

0.25 

(Physical area of 5 x 5 km square area; Two users across diagonal; Node Time- 
out duration = 2.5 sec; Mean wait time before broadcast = 25 ms) 

Figure 17.     Average number of hops (End-to-end packet delay) decreases with 
increase in transmit power 

Average Number of Hops 

-0.11 Watt; 
-0.16 watt j 
-0.20 watt ! 

50 70 90 

Number  of  Nodes 

1 10 

(Physical area of 5 x 5 km square area; Two users across diagonal; Node Time- 
out duration = 2.5 sec; Mean wait time before broadcast = 25 ms) 

Figure 18.     Average number of hops for given transmit power does not significantly 
varv with node densities. 
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Figure 19 represents a comparison of average number of hops per route in JACS with MFR and 

JITTER.  It shows the average and maximum number of hops in JITTER scenario.  It also shows the 

number of hops in the MFR scenario.  A significant finding is: 

The average number of hops per route obtained by JITTER is only couple of 

hops longer than the minimum.   Therefore, hop count and thereby, end-to-end 

packet delay for JITTER and MFR are comparable. 

MFR vs. JITTER 

0.15 

Transmit    Power    (watts) 

(100 nodes in a 5 x 5 km square area; Two users across diagonal; Node Time- 
out duration = 2.5 sec; Mean wait time before broadcast = 25 ms) 

Figure 19.   Average number of hops in JITTER only couple more than MFR. 

6.6.5    Multi-User  Scenario 

Figure 20 shows a multi-user scenario with 10 users, the connected lines represent the routes 

established using JITTER routing algorithm. In this configuration, the Used calls User2, User3 calls 

User4, User5 calls User6, User7 calls UserS, User9 calls UserlO.  These users start initiating calls 

together at the beginning of the simulation.   The call attempt at each user is randomly generated. 

In the network here, the routes established via JITTER are mostly direct except a couple that are 

circuitous, for example, route from User7 to User8.   The main reason for that is: the route between 

User3 and User4 was already established, and those nodes were busy, so route User7 to User8 took a 

longer path. In the MFR approach, for the connection from User7 to User8, the path after second 

hop would have crossed over the User3 to User4 route, thus, reducing number of hops in that path. 

All the other routes established via JITTER are comparable to MFR. 
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The maximum number of attempts made by any user, to establish a call in this setup was 5. 

Figure 20.    Multiple on-going calls; routes established by JITTER algorithm (100 
nodes in a 5 x 5 km area) 

6.6.6    Carrier Sense Effect 

The effect of Carrier Sense collision avoidance scheme (Section 3.2) on probability of failure and 

average delay for each call attempt has been shown in Figs. 21 and 22.   The conclusions are: 

Probability of failure improves by about an order of magnitude for some transmit 

powers, however, further analysis is needed to confirm this trend. 

Average delay per call attempt does not significantly differ due to carrier sense. 
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out duration = 2.5 sec; Mean wait time before broadcast = 25 ms) 

Figure 21.   Carrier sense collision avoidance scheme decreases probability of failure. 

Average Delay for Successful Call Attempt 

0.05 0.075 0.1 0.125 0.15 

Transmit    Power    (watts) 

0.175 

(100 nodes in a 5 x 5 km square area; Two users across diagonal; Node Time- 
out duration = 2.5 sec; Mean wait time before broadcast = 25 ms) 

Figure 22.      Carrier sense collision avoidance scheme does not effect the average 
delay per successful call attempt. 

6.6.7    Effect of Mean Wait Time Before Broadcast 

As expected the average delay for a successful call attempt increases with increase in the mean wait 

time before each broadcast.  The results are shown in Table 2.  The probability of success of each call 
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attempt tends to go down with increase in mean wait time because if the packets wait longer at each 

node, some nodes on the route may time-out and that call attempt will fail. 

Table 2.     Average Delay for a Successful Call Attempt Increases with Mean Wait 
Time Before Broadcast 

Mean wait time before 
broadcast (ms) 

10 

25 

125 

Probability of success in 
each call attempt 

0.52 

0.56 

0.47 

Average delay for a 
successful call attempt (sec.) 

0.65 

1.3 

5.15 

Transmit power = 0.1 W; 100 nodes in a 5 x 5 km square area; Two users across diagonal; Node Time- 
out duration = 2.5 sec. 

6.6.8    Effect of Node/User Time-Out Duration 

The results in Table 3 show that the Node Time-out duration does not effect the probability of 

success or average delay of successful attempt for the parameters considered. 

Table 3.   Change in Node Time-Out Duration Does Not Effect the Performance 

Node Time-out duration 
(sec.) 

1.0 

2.5 

5.0 

10.0 

Probability of success in 
each call attempt 

Average delay for a 
successful call attempt (sec.) 

0.55 

0.56 

0.57 

0.55 

1.26 

1.31 

1.31 

1.39 

Transmit power - 0.1 W; 100 nodes in a 5 x 5 km square area; Two users across diagonal; Mean wait 
time = 25 ms. 

6.6.9    MFR vs. JITTER Routing 

The comparison study of the two routing algorithm can be summarized as follows: 

• Call Set-up Performance not significantly different. The probability of failure is 

not significantly different if identification exchange among neighboring nodes is 

infrequent. The call set-up delay is not very different either. 
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End -to-End Packet Delay:  The average packet delays do not differ significantly 

since the average number of hops are comparable. However, longer delays are 

possible with JITTER. 

Node Hardware:  In JITTER nodes, the logic can be handled simply by a 

microcontroller, however for MFR node a microprocessor as well as memory will 

be needed. 

Volume/Weight of Nodes: The weight and volume of node is mainly determined 

by the battery size and weight.  Since more memory and microprocessor is needed 

for MFR, the battery power requirements is higher for nodes. 

GPS required:  GPS or Equivalent device is needed for the MFR node. This 

increases the cost of MFR node. 

Network/User Safety:  In case of a network/user node capture network security 

may be compromised more for MFR than JITTER.   The position of end-point 

nodes, next to the user, is needed for MFR, hence that information will be in the 

memory of all MFR nodes on the route at the time of call set-up.   In JITTER, 

the actively communicating nodes only know the identity of the adjacent nodes 

in the route. 

Application Requirements:   The application scenario may favor one approach 

over other based on functional requirements or availability of devices such as 

GPS, high power processor. 
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7. Conclusions and Recommendations 

The Concept validation study presents major performance characterizations of JACS.   It shows that 

the proposed innovative network and user access protocols for JACS are feasible and can be 

implemented using identical nodes with minimal hardware complexity.  JACS architecture has several 

innovative characteristics that contribute to its unique ability to satisfy difficult military 

requirements.  JACS has a wide range of application scenarios ranging from Covert communication 

scenarios to Tactical Internet Applications. 

Another aspect of this study was comparison of two routing algorithms for JACS - JITTER and MFR. 

The preliminary results indicate that the choice of an appropriate routing algorithm depends on the 

particular application. 

7.1       KEY CHARACTERISTICS OF JACS 

The key characteristics of JACS can be summarized as follows: 

Self organizing network protocols automatically form networks from irregularly 

placed network nodes. 

All the network nodes are identical and require minimal hardware complexity. 

•     Self organizing network protocols can automatically adjust to changes in 

network configuration resulting from either the addition or loss of network node 

elements. 

Spread spectrum radio communications for robust operation in hostile 

environments as well as for low probability of intercept and low probability of 

detection operation. 

Random network node configurations are acceptable; this obviates the need for 

any specific configuration before deployment. 

Radio frequencies provide a proper balance among spectrum availability, node 

separation limits and foliage penetration. 

Network capacity to support tens of simultaneous communications paths with 

bandwidths suitable for support of digitized voice transmission or of medium " 

speed data transmission. 
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User access protocols provide easy network access; maintain maximum user 

security by requiring no user broadcast except when actually using the network 

for communications. 

Hardware design is needed to achieve the following characteristics: 

•    Ruggedized packaging that allows rapid deployment by air drop or from ground 

vehicles 

Inter-operability with existing tactical communications systems 

Small physical profile for low observability installation 

Antenna technology to provide robust communications at low physical elevation 

above the ground. 

7.2       APPLICATION SCENARIOS 

JACS can be implemented in multiple special purpose communication systems.  The specific 

application and desired functionalities will determine the routing algorithm that should be 

implemented. 

JITTER algorithm will support covert communication scenarios with: 

Lowest cost hardware and software requirements 

Limited functionality desired in terms of multiple protocol support. 

Example application scenarios with these features are: 

Sensor Arrays 

Downed Pilot Communications 

Special Operations - Forward edge of battle. 

MFR algorithm is more extensible to Tactical Internet applications.   These units may inherently 

have: 

GPS information; required by MFR 

High power processor; which can also calculate the routes for MFR 

Desire multiple protocol support. 

Example scenarios include 

Warfighter's Internet 

Ad-Hoc Network Communications between Multiple UAV's. 



7.3       NEXT STEPS 

This initial study has shown that JACS concept is algorithmically feasible. 

Sarnoff recommends a 5-6 month task focused on the following elements: 

•     Further validation of algorithmic concept by evaluating models tailored for 

specific operational scenarios 

Terrain modeling additions to OPNET simulation 

Code Division Multiple Access implementation considerations 

Investigate the associated radio propagation issues 

Antenna design 

Initial cut at size/weight/cost of JACS network node elements 

System design modification for mobile users 

Initial concept of operations. 

This effort will enable: 

Rapid prototyping and operational validation program for Quick Insertion. 

Building of 10 network node prototypes and 4 end-user units to physically 

validate the JACS design. The operational validation with USAF units will be 

done. 

The prototyping phase is expected to take about one year. 
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