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PURPOSE

The National Science Foundation's (NSF) Grantees' Conferences on
Production Research and Technology are forums for presenting and
discussing work done in a particular group of National Science

Foundation sponsored projects, and closely related industrial projects.
The Conferences' focus is advanced research and development in

automation and production technologies, with special reference to

the discrete goods industries. It brings together grantees of NSF

to present recent research results in manufacturing technology research,
as well as a select group of managers, scientists and engineers most
responsible for applying research results to the increase of productivity

of American industry.

Attendance (typically 200-300) is by invitation and includes a large
number of industrial representatives as well as Foundation personnel,
grantee personnel, and various labor, government, and educational
representatives.

Present plans call for conferences at yearly intervals, with sponsorship
rotating among the various NSF grantees. The first Conference was

held at Stanford Research Institute on March 27-28, 1974. The second
Conference was held at the University of Rochester on January 7-9, 1975.
The third Conference was held at Case-Western Reserve University on
October 28-29, 1975. The fourth Conference was held at the Illinois
Institute of Technology Research Institute on November 20,

December 1-2, 1976. The fifth Conference was hosted by The Charles Stark

‘Draper Laboratory and the Massachusetts Institute of Technology on

September 26-29, 1977. The sixth Conference hosted by Purdue University
was held at West Lafayette, Indiana, September 27-29, 1978.

Copies of the second, third, fourth and fifth Grantees' Conferences may

be obtained from the National Technical Information Service. Copies of

the sixth Grantees' Conference may also be obtained from the National
Technical Information Service or, while copies are available, by writing to:

Dr. Bernard Chern

Program Manager, Produc.lon Research
and Technology Program, Room 1126

National Science Foundation

Washington, D.C. 20550
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o PRODUCTION RESEARCH AND TECHNOLOGY

| | Dr. Bernord Chern
v National Science Foundation, Washington, D, C. 20550

w
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Fig. 13

- The Production Research and Technology program began in 1971 and encourages research
on automation and new-process technology. It is concerned with the technical problems
which underly both the physical transformations of objects and the informational transfor=-

1 mation necessary to understand, model, control, and corry out manufacturing operations.
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As an applied science program, it has both
utilitarian and intellectual goals
(Figure 14). There are two intellectual
goals. The first is to establish o science GOALS
base for manufacturing. Today, large
parts of manufacturing are still experience-
based. They do nof rest on a coherent body
of analytically derived knowledge having

. . oy . o UTILITARIAN:
wide applicability. This program seeks « PROVIDE KNOWLEDGE BASE FOR NEW PRODUCTION
to provide such an underlying knowledge TECHNOLOGY
base. The second goal is to transfer
intelligence from man to machine. The
first industrial revolution involved the
transfer of skills from man to machine,
and much has been accomplished in this
area. The second industrial revolution, Fig. 14
which is in its infancy, involves the
transfer of intelligence from man to
machine. '

® INTELLECTUAL:
* ESTABLISH A SCIENCE BASE TO MANUFACTURING
* TRANSFER INTELLIGENCE FROM MAN TO MACHINE

The utilitarian goal is to provide the knowledge needed to generate new production
technologies which may yield major increases in industrial productivity. Of particular
interest is the class of versatile, programmable, computer-based production technologies
which will be required in the future for automating the manufacturing of products made
in small batches. As much as 75% of discrete products today are manufactured in small
batches. Thus, significant improvements in automation could lead to major productivity
increases.

The program has aiways relied on unsolicited proposals. Universities form its core, and
industrial collaboration is encouraged. Strong linkages exist to other Foundation programs.
The program structure reflecis the functional components of the manufacturing process.
(Figure 15). Manufacturing consists of designing the product and its constituent parts,
specifying their characteristics and details, planning the specific processes by which they
would be manufactured, manufacturing .
of parts, the flow of these parts through

factory, and finally, their inspection LINKAGES
and final assembly into a product. This
process constitutes the informational and AR | KL OUTSIOL N1 o 1T .

physical transformations needed fo
convert stock into end products.

O
GUVERNAIENT AGLATIES \ NEW
LABUR
FORLG Y ————me =~ UNIVERSITIES
— GOVERNAMENT LABS
L— PRIVATE COMPANIES

HROUS THY o e LSTABLISHED
E»wu,mm.«: e Cormicn &

In this program review only those research
issues involved with generating ¢ knowledge
base for automation are discussed. In

order to provide the knowledge base for

- (NSIDE NSI ——E CORP UL SUIERNG L & RATHERATICS
'[: B

N INCES ESH EUUNORLC S
[_.(M:_n,ezn
S TN

Fig. 18
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future automation of manufacturing, one must address fwo broad research issues:
representation, including description and modeling, and planning (Figure 16).

RESEARCK 1SSUES FOR AUTORIATION

G REPRESENTATION
@ ABSTRACT CHARACTERIZATION OF:
eMECHANICAL PARTS, MACHINE TOOLS, FIXTURES, ETC.
© PHYSICAL TRANSFORMATION PROCESSES, E.G.,
MACHINING OR FORGING
O PLANNING
e DEVELOP ALGORITHMS WHICH-

© COMPOSF SEQUENCES OF TRANSFORMATEONS WHICH TAKE
INITIAL OBJECT INTO FINISHED PART

Fig. 16

For representation, mathematical frameworks are required to characterize in an abstract
manner: machine fools, mechanical parts, stock, fixtures, partially finished work

pieces, etc. The same or related mathematical frameworks are needed to characterize
the physical transformation processes involved in manufacturing; for example, machining,
forging, and casting. Having accomplished these abstract characterizations, planning
then consists of composing sequences of mathematical transformations which cause the
initial representation of the stock or partially finished part to be carried into the
representation of the finished part. The next step in automating the manufacturing
process is to implement these mathematical representations into computer programs.

These programs, when interfaced to machine too! sensors and other parts of the manufacturing
system, complete the automation process. The production research and technology program
to date has supported work in all of these
facets of automated manufacturing.
illustrative of this work are two projects
underway ot Purdue University and the MOSHE BARASH, PURDUE UNIVERSITY

University of Rochester. “THE OPTIMAL PLAINING OF
COMPUTERIZED MANUFACTURING SYSTEMS”

At Purdue, a university/industry resea.rc‘h UNIVERS Y1 IROUSTRY TEAM

group has developed a method of providing @ CATERPILLAR © PURDUE UNIVERSITY

a computer-readable characterization of © INGERSOLL-RAND @ SUNDSTRAND MACHINE TOOL

machine surfaces, such as holes and

bounded plane surfaces, such as keyways,

slofs steps qnd rooves (Fi ure 17) In © COMPUTCRIZED CHARACTEREZATIGN OF MACHINED SURTACES
.'. p ’ 9 V! . g ¢ ® COMPUTER PROGRAMS FOR SELECTING TOOLS AND MACHINES

addition, they are developing computer FOR PRODICING THESE SURFACES

programs which automatically select the

Fig. 17

RESULTS:




proper tools, machines, and sequences of machining operations to produce these

surfaces.

At Rochester, another university research group collaborating with industry has been .
working on the representation problem in automation and has succeeded in abstractly
characterizing discrete parts (Figure 18).

HERBERT VOELCKER, UNIVERSITY OF ROCHESTER
“MANUFACTURING MODELING AND PLANNING”

UNIVERSITY INDUSTRY TEAM

@ BOF ING AIRCKAFT ® GLEASON WORKS

@1 ASTY AN KODAK ©ROCHESTER UNIVERSITY

® GENERAL MOTORS © XEROX CORPORATION
RESULTS:

© MATHEAIATICAL MODELS FOR DISCRETE PARTS
© COMPUTER LANGUAGE TO SPECIFY PARTS (PADL)

© CORPUTER SYSTEA IAMPLEMENTATION G
MATHEMATICAL MODELS

©® AUTOMATIC GENERATION OF
MECHANICAL DRALINGS

Fig. 18

Primitive solids are represented by mathematical point sets. Shape-specification of parts
is accomplished through their definition as compositions of primitive solids by use of

the regularized set operators; difference, union, and intersection. These operators can
be applied to arbitrarily complex objects; thus, material removal and addition processes
can also be characterized by this mathematical framework. This has provided the base

for a computer language called the "Part and Assembly Description Language (PADL),"
used to specify the geometry of the part. The mathematical model of the part embedded
in the computer can then be used to calculate any geometrical property of the part.
Additionally, the model can be turned, sectioned, scaled, and displayed in various ways.
Since the part now exists in the "mind" of the computer, its dimensions and tolerances
can be produced automatically. The first applications to date have been to automatically
generate mechanical drawings of parts. Roches’« - is now turning its attention to the
abstract representation of machining processes and planning. Thus, the research at Purdue
will link Rochester's abstract work to actual machining operations.

Manufacturing is not a scientific discipline. Since the program encompasses research at

different levels, namely, the tool, machine, ensembles of machines, and manufacturing as

a system, it draws upon researchers from mathematics, physics, artificial intelligence, »
computer science, economics, engineering, and so on (Figure 19). Typical investigators

are located in a variety of institutions, ranging from the major research universities to

the not-for-profits, to sma!l businesses (Figure 20). Users represent all of manufacturing:

batch, mass production, and continuous process. Their relationship to the research

A-4



- RESEARCH CORMMUNITY CORIPOSITICN

© MANUFACTURING {S NOT A SCIENTIFIC DISCIPLINE

1T CURRERT PERFORMERS

© RESEARCHERS COME FROM
APPLIED MATH

APPLIED PHYSICS
ARTIFICIAL INTELLIGENCE
COMPUTER SCIENCE

"
°

© SMALL BUSINESS: E.G., AMTECH, INC.
© NOT-FOR-PRGFIT: £.G., DRAPER LABORATORY
€ MAJOR RESEARCH UNIVERSITIES: E.G., CORNELL UNIVERSITY,

-

* ECONOMICS GEORGIA INSTITUTE OF TECHNOLOGY, MASSACHUSETTS
o ENGINEERING INSTITUTE OF TECHNOLOGY, UNIVERSITY OF MICHIGAN
o MANAGEMENT

MATERIALS SCIENCE

DAR 79-1416
7.27.78

Fig. 19 Fig. 20

supported by the program varies. Some users,
os represented for example in the top group
in Figure 21, possess a corporate

; research capability which enables them RESSEREH USEN
to QC”VG'Y follow and CICfUG”y porfif.:ip::i'c * ROIING AIRCRAFT, CATERPILLAR DIGITAL ELECTRONICS
R R GENZRAL MOTORS, ETC
in the research. A second group consists of |
. . . . - * POSSESS RESEARCH CAPABILITY
: the supplier industries. Some suppliers of | « ABLFTOFOALOW COLLABORATE WiTH RESEARCH
; ° . - « DESIGN AND PRODUCE OWN MANUSACTURING PROCESSES
machine tools are listed. They perform
© SUNOSTRAND MACHINE TOOL, CINCINNATI MILACRON UNIMATION
some explom‘i‘ory resecrch and possess « PRODUCE AND SUPPLY MACHINE 100LS
- sfege [N * POSSESS DEVELOPMINT CAPABIL!TY
: strong development capabilities, which e 0 FxLon teARn
, enables them to fO”OW and to GdOiﬂlf’ © BATCH MANUFACTURING COMPANIES
' ° N IS o SMALL DISAGGREGATED
reseGrCh resu'fs. The flnal g"o;,p cf fnﬁ“‘id * {ITTLE RESEARCH OR DEVELOPMERT CAPABILITY

have little, if any, R&D capability an  ARD TOFOLLON RESEARCH
rely almost exclusively on suppliers to e s
produce new fechnologies. The
segments of the user community which
do research focus primarily on product
development. Process research is mostly
incrémental, and it is subjected to
- return-on-investment calculations with
, short payback periods, usually of less
’ than three years.

Fig. 21

The production research and technology program appears to be the only Federal program
‘ concerned with and supporting generalized manufacturing research-~that is, the creation
i of new knowledge about the manufacturing process and possible new technologies which may
significantly affect manufacturing as currently performed. Progroms funded by the mission
agenices are concerned with the state of the art in manufacturing as it applies to their
perceived needs. The manufacturing technolagy progroms in the Department of Defense

A-S




It S A e A S AR B W SR

require demonstrations of technical feasibility of manufacturing method before they
will invest procurement dollars for full-scale development.

In general, research in the private sector's manufacturing industries is product-oriented. -
To the extent that research is done, it is usually proprietary, specific to a product,
defensive, and these days, typically short-range (Figures 22).

»
OTHER SUPPORTERS 0 MARUFACTURING RESEARCH
FEDERAL AGENCIES: @PRIVATE SECTOR
® DOD: AIR FORCE, NAVY, ARMY
+ MISSION ORIENTED *PROPRIETARY
o MUST DEMONSTRATE DIRECT COST-SAVINGS *PRODUCT SPECIFIC
® NASA
+ MISSION ORIENTED SOEFENSIVE
e TECHNOLOGY UTILIZATION oSHORT RANGE
e DOC
+ TOCUSED ON ECONOMICALLY THREATENED INDUSTRIES
e =
Fig. 22
It is significant that the Production Research and Technology progiam's support of
research has stimulated interest in user and supplier companies in pursuing promising
avenues of manufacturing research. For example, the General Motors research lab
has instituted programs on computer vision and robotics which have drawn directly on
NSF-supported work at Stanford Reseorch Institute International ard Stanford University.
Figure 23 is a picture of a ™.alnakle" materials-handling system using vision. illustrated
are metal castings which hove o distinctive two=dimensional computer image on a
contrasting background. The system wiil recognize individual paris, determine their
position and orientation, feed the information into a unimate robot which will track,
pick up, and transport the parts to some desired location. Figure 24 shows the robot
vision system and the picture of the 2 dimensior »! image which the computer "sees."
GM and other manufacturing groups have also benefited from some of the path control
work that was done at Stanford and SRI.
r
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Similarly, the Gerni Weriiie Corporate R&D Center at Schenectady, New York has
’  cvoup, drowing on other NSF-supported work at

initiated an assem!:”: ;
¢ %, Droper Lob, SRI International, University of Rhode

University of Mass
Island, and Purdue

skae use of a clever device cafled a "smart wrist, "
Ovoper Lab. In effect, it mechanically separates
ihot very closa~fitiing insertations con be made.

e boing inserted into the end of o Ford Motor Company

ing and besring are shown in Figure 25b.

Figure 25 shows a
resulting from worl: sy
displacements and rcs
Figure 25a shows a b
alternator. The aliercing

A~8




Finally, a robotics manufacturer, Unimation, Inc., in Connecticut has formed a west
coast research group, composed of several former graduate students of the artificial
intelligence lab at Stanford. This new Group is developing an assembly robot and a
computer language for Unimation which also draws directly on NSF-supported work .

It must be emphasized that some of the largest, most systematic and innovative research
programs in manufacturing are not to be found in the United States, but abroad. The
importance of manufacturing research is clearly recognized by some of our major industrial
competitors. Coordination between the Production Research and Technology program and
manufacturing R&D performed in the United States and abroad is achieved through a
number of mechanisms (Figure 26). For example:

® An industrial affiliates group, consisting of Black and Decker,
Xerox, Ford Motor Company, and three or four other companies,
meets quarterly with a research team at Cornell, which is investigating
basic problems in polymer injection molding;

® An annual grantee conference brings together university, industrial
researchers, and mission agencies o discuss research in manufacturing, in
particular those projects supported by NSF. (The mix of institutions
attending these conferences is illustrated in Figure 27.) In 1977,
20 universities and 54 companies sent over 200 people including 104
industrial attendees, several from foreign universities and companies.
At these conferences industrial researchers usually give talks on the
status of their work.

COORDINATION MECHANISMS

INDUSTRIAL AFFILIATE GROUPS
GRANTEE CONFERENCES

PEER REVIEWS

PROJECT ADVISORY COMMITTEES

Fig. 26




FIFTH NSF GRANTEES’ CONFERENCE ON PRODUCTION RESEARCH

© REGISTERED ATTENDANCE WAS 204 PLUS GRADUATE STUDENTS FROM THE BOSTON AREA.
@70 UNIVERSITIES AND 3 NONPROFITS SENT 86 ATTENDEES.
@54 DI EERENT COMPANIES SENT 104 INDUSTRIAL ATTENDEES.

©AMONG THI 23 NONPROFITS AND UNIVERSITIES WERE:

® CARNEGIE-MELLON UNIVERSITY @ UNIVERSITY OF ROCHESTER

©CASE WESTERN RESERVE UNIVERSITY @ STANFORD UNIVERSITY

© CORNELL UNIVERSITY o TEXAS A&GM UNIVERSITY

© MASSACHUSETTS INSTITUTE OF ® UNIVERSITY OF WISCONSIN-MADISON
TECHNOLOGY

© UNIVERSITY OF MICHIGAN ® TECHNICAL UNIVERSITY OF BERLIN,

GERMANY
® PURDUE UNIVERSITY @ UNIVERSITY OF TOKYO, JAPAN

Das ke,
EIE

©AMONG THE 54 DIFFERENT COMPANIES REPRESENTED WERE:

® ALCOA o FIAT, ITALY ® OKI ELECTRIC IND. CO,, JAPAN

® AMP, INC. ®FORD MOTOR COMPANY e OLIVETTI, ITALY

@ Biil TELEPHONE LABS ® GENERAL MOTORS o SIEMENS, WEST GERMANY
TECHNICAL CENTER

® BENDIX CO, ® HEWLETT PACKARD @ SUNDSTRAND MACHINI TOOL

® BOLING CO. o HITACHI, JAPAN ® UNIMATION INC.

® CATERPILLAR TRACTOR ~ ®HONEYWELL INC. ® UNITED TECHNOLOGIES

o CHRYSLER CORPORATION eiBM  * ® WARNER AND SWAZEY

@ CINCINNATI-MILACRON @ KODAK @ WESTERN ELECTRIC

o COMPUTERVISION INC. 3 M COMPANY ® WHIRLPOOL CORPORATION

o DIGITAL ELECTRONICS @ GENERAL ELECTRIC CO. o XEROX CO.

e tHo14

Fig. 27

To conclude: basic research in fields like computer sciences, artificial intelligence,
mathematics, physics, and materials research a=~' engineering, which have potential
application in manufacturing, is finding a home in the Production Research and Technology
program. This program also offers a meeting place for users to interact with researchers
thus accelerating the application of this work to actual manufacturing.

A-10



GEOMETRIC MODELING & ITS APPLICATIONS: A PROGRESE REPORT
by

H. B. Voelcker
A. A. Requicha

R. N. Claytor
E. E. Hartquist
W. B, Fisher

H. B. Pelrce

(The Senior Staff)
of the
PRODUCTION AUTOMATION PROJECT <>
College of Engineering 8 Applied Sclience
The University of Rochester
Rochesmter, New York 14627

August 1978

PROGRAM OBJECTIVES

The Production Automation Project 1s concermed with theories of mechanical manufactaring, design,
inspection, and assembly, and with relevant technologies and systems. Since 1973 we have been
pursuing the following objectives.

~=~ The development of schemes to model the geometry of objects (parts, assemblies, fixtures, ...),
and to model also the effects of processes (e.g. machining) which modify the geometry of
objects.

-— The development of algorithms to produce automatically, from models of parts, stock, and
processes, manufacturing plans and command deta for NC mechine tools.

-= The design and implementation of software systeme which embody such description and planning
schemes.

Our work has been concentrated for the past several years on theorles mnd software technologies for
objJect modeling. We Dbelieve that the object modeling problem ie mow solved at the research level
for a large class of industrial parts and assembliesr, and we are therefore redirecting our efforts
toward machining-process modeling and planning research.

* *® *

PROGRAM ACHIEVEMENTS: 1972-1977

Our work began with a series of technology surveys covering Computer Grsaphics, Industrial Graphic
Systems, Part Programming Languages and Systems, and Numerical Controller technology. Only the last
is well understood in a scientific and engineering sense; the other technologlies are collections of
partial and largely ad-hoc "solutions" to 1lli~defined problems. We concludad that manufacturing as
2 whole lacks abstract organizing principles, i.e. theory in the clamsical sclentific sense.

A central deficlency -~ the lack of powerful mathematical and computational means for handling solid
geometry =-=— became apparent almost inmediately, Because manufacturing is strongly "geometrical" in
character, we declded to seek as our first order of businesm a maothematical mode ling domain for the
geometry of solid objects and transformations thereon.

By early '74 we had settied on the basic elements of a simple, consliatent theory of so0lld modeling.
Briefly, sollids may be modeled as compact, regular, semi-analytic sets of points in E3 (Euclidean
3-space), and transformations on solids may be modeled by the rigid motions (translation, rotation)
and regularized versions of the conventlonal set operators -- intersection. union, and difference.
The last two operators provide means for modeling manufaxturing processes which add/remove material,

und regularity captures mathematically the mnotlon of physical =solidity or "homogenecous
three~dimensionaliity".

The four-year period 1974-77 was devoted to a two~pronged development of thia approach, One line of
work was concentrated on theory; 1t dealt with such issues as variational nmodeling (loosaly,
"tolerancing”"), the role and characterization of nominal and variational representntion schemes for
sollds, and the genernl and algebraic topological foundations of geometric modeling. One important
but diffilcult arsa was remerved for mtudy in the indefinite future: the characterization of certain

mapplngs (homeomorphisms) on regular sets that may be used to model deformation processes (forging,
etc.).

The second line of work wns concentrated on tba computational implications of object modeling, and
especially on a promising representation scheme called Constructive Solid Geome try (CSGC). CSG iw

<1> The work demcribed in this report was supported primarily by the Natlonnl Sclence Foundation
under Grants GI1-34274X and APN?76~-01034.
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often dubbed "building block geometry" because it enables one to define complicated solids as "sums ¥

and "differences" of simpler solids which are, at the lowest level, primitive solids such as blocks
and cylinders. The results of this work Include a tangible .embodiment of CSC 1n the PADL-1
system <2>, a f(amlly of algorithms for computing various propertien of constructively represented

solids (e.g. boundary, "appearance"), a promising “geometric utility function” called Set Membership
Classification, =and a collection of pert survey data which may be used to guide the design of
industrially viable geometric modeling systems.

x x *

ACTIVITIES SINCE THE SEPTEMBER 1977 REPORT

Our activities during the past twelve months fall into three broad categories: documentation and
dissemination of our research on object modeling, fostering industrial utilizetion of our object
modeling - technology, and planning future research aimed at process modeling and planning.
Activities in each category are sunmmar lzed below.

Documentation 8 Dissemination of Our Object Modeling Research

These activities were distributed over the four categories below, We provide under the first two
categories a ‘"roadmap" to guide potential readers through our documentation <8>. Somz pre-1977
documents are Included for completeness, but verious papera in conference proceedings are mnot cited;
acquire our document list <3> for more informstion.

1) Documentation of Theory

a) Our view of geometric modelling in the context of mechanicul design 8 mavufacturing: TR-1~1
(1974) and TM-23. TR-1~1 also discusses current (1974) manufacturing proctices from a
systems englineering viewpolint.

b) Mathematical modeling: TNM-28 snd TMN~27 provide mothematical answere to the question, "What
is a solld?".

¢) Representation schemes: TM-29% and TM-25 describe and characterize schemes for representing
(designating) 1ndividual wsolida. THM-25 focuses on & powerful scheme dubbed Constructive
Solld Geometry (CSG).

d) Representation of variational (tolerancing’) informationi TH-19.

e) Computation of geometric propertlem!? generel algorithme for evaluating properties of mollds
representad via C5G are dlscussed in TH~26%, THM-36, snd in portions of TM~-25 and THM-27.

2) Documentation of Technclogy

a) Technology surveys: TR-1-A (1974) surveys computer graphice, and TR~-1-D (1973) surveys
pumerical controller technology.

b) Surveys of mechanical parts (to guide the design of systemn): TM-21 (1976).

¢) The PADL language (an embodiment of = CSG representation scheme)s THM-20 (1974, 1978x).

d) System, commlssioning, and user documentation for the PADL-1.6/n processor, which is a major
computer program for translating PADL-1 definitions and producing displays of def ined
objects: SD-01, 92, 10, 14, 18, 98, 99, and UM-O1.

e) Support software packages which sre pasrt of the PADL-1.0/n sysiem but also may be used
tndependantly: CRRM-5a. 92, 13L, l4nk.

3) Dissemination of the FADL-1.6-2.8 System

The disseminatlon policy ls set forth In ADM~061. ADM-02 describes specianl provislions available
to educational Institutions that wish to become PADL-1 Distribution Centers.

At this writing {August 1978) ten coples of the system have been shipped and at lenast three of
the ten have been fully commissioned. We ewract to receive between five and ten additional
orders befores the end of the year. The list of reclplents 1is split about equally ‘between
industrial firms and universlities, and the list of host computers currently includes PDP-11's,

<2> PADL is an acronym for Part & Assembly Deseriptlon Language. The PADL-1 system is described in
earlier reports presented in thls conference series and in other P.A.P. reports cited below and in
other conference papers.

(3> Sece "Documentation" si the end of this report. Starred documents may not become publicly
availleble for two-four menths. Scme of tha clted desuments are under roview for publication in
archival Journals.
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CDC-6000/7600 machines, [BM~-360/370's, an HP~3606, and a PDP-10. The intended uses of the
system rangs from research through engincering education to industrial familiarization. (The
PADL-1 system wos never intended to be broedly useful in induwetry; it is primarily a research,
teaching, and demonmtration tool.)

4) Education

In January of 1978 we presented in Atlenta, by lnvitation, a 1.5-day Micro-Course on geometric
modeling to some seventy member representatives of CAM-1, Inc. In June we offered two Short
Courses nt the University of Rochester: an intensive five-day course on modeling theory and a
two~day course omn PADL technology. About sixteen people, mainly from Industry, attended the
courses. We shall probably offer the Short Courses again, and we sashall endeavor to announce
them earlier and more widely. No regular university courses on geometric modeling were taught
during the past year, but at least one is scheduled for the 1978-79 academic year.

Several M.S. degrees have been awarded for research conducted under the P.A.P.'s asuspices. Our

current students are prosecuting research which will lead to more M.S. degrees and a few
Ph.D. degrees.

Industrial Utilizatlon and the PADL-2 Project

An adequate mathsmatical theory and an exemplary technology are publicly available for modeling
completely the nominal and variational geometry of a large class of industrial parts and assemblies.
Considerable development remains to be dome, of course, but this is properlty the province of the
vendor and user communities.

We expected in 19735-77 that the vendor community <4> would extend the PADL-1 system's pgeometric
coverage to produce =8 new genmeration of industrial geometry systems as soon as we made PADL-1 and
its knowledge base available. Consultations with potential vendors in 1977 showed this view to be
naive. The following types of barrlers were cited: mccelerated obsolescence of existing product
lines, insufflclent resources <5>, and the absence of NC capabllities in the PADL~1 prototype. No
vendor, however, questloned the importance of PADL-style technology. ’

Three other relevant events also transpired in late '77. General Motors launched an in—house
project to develop a very powerful modeler using PADL's mathematical principles <6>, the P.A.P., was
asked by industrial . friends to carry PADL development further, and our internal planning for future
research led us to revise and sharpen our views on the role and character of geometric mode ling
systems., Our current view, which 1s shared by a growing -array of industrial authorities, s
sunmarized in Fig. 1. In essence, -a geometric modeling system should contain multiple
representations of object geometry and means for creating, editing, sccessing, and administering
such representations; it should not contain means for USINC geometry if one wishes to distinguish a
geome tric modeler as a distinct (sublsystem which may be a component of various larger application
systems.

The broad outlines of a collaborative unlversity/industry project, now known as the PADL~-2 Project,
began to emerge in the fourth quarter of 19797. The central premise: although geometric modeling
systems will vary from company to company in regard to input media and output (applicatlon} modules,
most should be able to shere a common "functional core®. The major elements of this core will be
subsystems for handling multiple representations, accessing procedures, and -- Importantly -~-
internal procedures to insure validity and comsistency over the set of representations.  Thus the
Project is not intended to produce a "final" or directly useasble geometric modeling system, but
rather a set of compatible software modules from which famllles of modelers can be built.

The common-core concept dictates the Project's constituency:

~— pelatively large companies having the expertiee to interface core modules to their existing
graphic and data~base systems,

-- vendors of CAD/CAM techneclogy who wish to embed core modules in proprletary systems, and

~~ pesearch groups such as the P.A.P. that need powerful modeling facilities for experimental
purposes.

<4> By "vendor community" we mean the group of ten-or-so suppliers of mechanicslly oriented computer
graphic systems. Thelir individual gross sales range from about 5 to 50 M8/year. :

<85> Vendors' estimates of the cost of converting PADL-1 into an i{ndustrially viable system ranged
upvard from 1 M3, Some vendors also questioned whether their techmical =taffs could cope with a
technology of PADL's sophistication.

(6> See "Preliminary Design for a Geometric Hodeller®, by Johm W. Boyse (GM Research Report
GMR~-2768, July 1978).
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FIGURE 1
A Geometric Modeling System
The constituency suggests that

—~ the Project should be university—-led (because the primary expertise lies in the P.A.P.) and its
staff should include industrial personnels

~- industry should cover some or most of the Project’'s cost;

-~ @ research funding agency should contribute funde because the Project wlil genernte new
research toclsj

~- software produced by the Project should be sequestered for =& finlte period (e.g. onme vyear)
after the Project's completion, but made publicly available thercafter under conditions that
are only moderately restrictive.

Representatives of potential user companies and vendors were asked in December to determinme thelr
companies’ pofential interest in sponsoring the PADL~2 Project. DBy April enough faverable responses
had been received to Justify the preparation of a formal Prospectus to solicit industrial sponsors
and a2 companion Proposal to seek NSF funds. Both documents are currently under review.

The PADL-2 Project, 1f launched, will address several important technical issues that fall in the
grey area betwsen research and aystem design. We regard 1t as an activity to be conducted (and
staffed? in parallel with the rescarch program discussed below.

*

Plarnning of New Research on Machining-Process Modeling 8 Planning

Our work on géometrlic modeling has ylelded a theory and a technolopy for describing obJects, and
both contaln operators (the motional and regularized set operators) for describing the geometrlcsal
aspects of some basic manufacturing phenomena -- speci”’ ‘ally, positioning (as in material handling

and setup for machining), material removal via machining. and collisjon or interference. Apparently
we nmow have the tools to initiate smerious research on the problem of planning automatically the
manufaciure of conventlonal parts via conventional machining. We shall summsrize the approach we

expect to pursue over the next several yeers.
Fig. 2 presenta csur conceptlon of a prototyplcal GENERATIVE PLANNING SYSTEM. Observe the following.

~-~ The system's "data environment" ls defined by the upper and lower rectangles In Fig. 2; these
contain compliete geometrical descriptions of an ensemble of parts, stock, machine tool
structures, etc., plus technological data relevant to machining processes.

—— A task ls posed to the system by specifying (e.g. by name) a pair of workpieces -~ typleally =
part and 1ts starting stock. Additional task wspecifications, e.g. schedule and cost
constraints. will be added eventually.

-~ The system's output consists of sequential setup instructions to be executed by humans or NC
manipulators, and & sequence of KNG (muchining) part programs to be executed in the various
setups. The oporantlons co specificd constitute & sequence of treaneformations that will carry
an initial workpiece Inte a finished workplece.
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A Prototyplcal Generative Planning System
for the Manufacture of Parts by NC Machining

Fig. 2 embodies a central premise: machining-process specifications may be constructed in two
stages. The first, high-level stage is Process Planning; it yields plans expressed as sequences of
Unit Setup and Unit Machining operations. These have the following flavor.

ROTATE <{part> BY <angle’ ABOUT <axis>

AFFIX <part> TO <fixture> PER <clamping spec>
BORE < feature> PER <optional spec>

ROUGHMILL <feature> PER <optional spec?>

... and so forth, where objects, features of objects, etc., are geometrically sepecified entities
that may be designated by name.

The second, low-level stage 1is Operation Planning; this expands each unit operation Into a series of
instructions for NC tools or manipulators. Observe that the two stages of planning in Fig. 2
correspond loosely to process planning and part programming in today's manual-planning world. A
second central premise: both types of planning can be done (eventually) by automnta.

To bring sutomatic planning systems closer to realization, we propose to focus our research
initially on the design, definition. and conditional implementation of n Machining Precess Language
(MPL) which will serve as a formal representational medlum for machining process plans. It will
contain as primitives the two major c¢lasses of unit operations clted above, and it may be thonght of
as a very high level part programming language.

An effective MPL cannot be designed In an sd-hoc manner; both process planning and operation
plenning must be studied to effect a complexity balance. (If the MPL is too high-level, automatic

operation planning becomes very difficulty 1f it is too low-level, nutomatic process plunning
becomes very difficult and/or tedious.) The research lssues include modelling of cutter—swept
volumes, formanl specification of constraints (e.g. accessibility constraints), rathematilcal

characterizatlon of machine tool capabilitles, and so forth, We expect to ~xplolt the codification
of machining practices done at Purdus by Barash et al., some of the simpler planning methodologies
developed. by the A.I. community, and of course our own work on geometric modeling and our more
recent (and as yet unreported) work on automatic verification of NC tapes.

* * *

OBJECTIVES FOR 1979

Qur two majJor objlectives are to launch the research program 1In process modeling and planning
summarized abova, and to l!aunch separately the PADL-2 Projgect if it atiracts sufflcient support.
Specific tasks to be completed during 1979 include 3 close assessment of our computinzg requirements
and a2 subsequent enhancement of our computing resources, and a study of the key technical issues
involved in the design and lmplementation of the geometry systems which will be needed two to three
yvears hence to support research Ik machining-process planning.

* * *
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DOCUMENTATION
Reports and memoranda --

TR~1~1: Discrete Part Manufacturing: Theory 8 Practice
TR-1~A: Survey of Computer Graphics
TR-1-D: Survey of Numerical Controller Technology

TM-19: Part. 8 Assembly Description Languages I: Dimensioning 8 Tolerancing

TM-20a: Part 8 Assembly Description Languages II: Proposed Specifications for Defimitional
Facilities in PADL-1.n 8 Tentative Specifications for Command Facilities

T™-21: Methodology and Results of an Industrial Part Survey

TM-22: An Introduction to PADL: Characteristics, Status and Rationale
TM-23: Geometric Modelling of Mechanical Parts and Processes
TH-23: Constructive Solid Geometry

T™-27: Mathematical Foundations of Comstructive Solid CGeometry: Gemneral Topology of Closed
Regular Sets

TM~-28: Mathematical Models of Rigld Solid Objects

TM-30: A Study of Geometric Set~Membership Classification

CRDM-5a: Usars' Guide to STCPAK. A String Package for FORTRAN Programmers
CRDM-9: Usors® Gulde te GPAK: A Sulte of FORTRAN Subprograme for Computational Ceomatry 8
. Graphics
CRDM-11: Users’ Guide to Version 22 of the Oregon FLECS/FORTRAN Programming System
CRDM-13b: High Core Access and Allocation Routines (HICAAR)

€D-01: The PADL-1.0/n Processor!: Overview 8 System Documentation

5D-02: Representations in the PADL~1.0/n Processor! Simple Geometric Entities

SD-10: Representations in the PADL-1.6/n Processor: Boundary Representations 8 the BFILE/1
Sys tem

SD-14: Representations in the PADL~1.0/n Processor: The Drawing File

8§D-15: Processes in the PADL-1.6/n Processor: The Drawing File Processor

SD-98: PADL Message Manual
SD-99: PADL-1.6/2.8 Status 8 Commissioning Information
UM-061: PADL Primer

ADIM-01: Dissemination of the PADL-1.06/n Processor
ADM-02: Guidelines for PADL Distribution Centers

A complete list {"Document List") of our reports and publicetions is available. It describes the
procedure for obtaining documents, provides a brief sumiary of each ltem shown above together with a
desipgnntion of its author(s), page count, and release date, and lists confercnce papers and other

ltems not shown above. A copy of our Document List mey be obtained by writing:

Ms. Holly B. Peirce

Production Automntion Project

Collega of Engineering 8 Appllied Sclence
The Unlversity of Rochester

Rochester, New York 14627

Te lephone: (716) 273-3775

ES ® *
CONTACTS
Queries dealing with technlical or policy matters should be directed to Professor Voelcker at the
address piven above. Administrative querles should be addressed to Ms. Peirce.
* ¥ x
DELIVFRABLES

The PADL-1 disseminatlion package ias avallable. Interesi.. perties are adviszd to order ADM-€1 and
S0~0) lrom our list of documents.

COLLAHORATORS

Personnel from the Eastman Kodak Company, Coenersl Motors Resenrch Laboratories, Gleamoun Works, Xerox

Corporation, the University of Leeds (U.K.), and New Mexico Stste University bave collaborated in
the work reperted here.
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COMPUTER-AIDED INJECTION MOLDING SYSTEM

Professors K. K. Wang, S. F. Shen and Dr. C. A. Hieber
Sibley School of Mechanical & Aerospace Engineering

Professor C. Cohen
School of Chemical Engineering

Cornell University

PROGRAM OBJECTIVE - The use of polymeric materials has been steadily increasing in recent years, replacing
metals for the purpose of cost reduction and energy conservation. Injection molding is the most important
process for producing simple as well as intricate parts to close tolerance for numerous engineering appli-
cations. However, like some other types of manufacturing, the injection-molding process remains somewhat
of an art, depending heavily on experience.

The main objective of the present program is to build up a sclentific base for this important manufacturing
process. Our approach is to treat the problem as an integrated system of mold design, mold making, and
process control. The interdependence of mold design and process control has not been investigated due to
the lack of knowledge of the dynamic' behavior of the process. The present program is aimed at obtaining a
fundamental understanding of the process dynamics so that a rational strategy of mold design and process
control can be evolved. An integrated computer program is being developed which incorporates description
of mold geometry, numerical simulation of mold-filling, and prediction of optimum process conditions.

PROGRAM ACHIEVEMENT -

First Period (Progress Report #1, January 1975): A critical review of the literature on simulation of the
mold-filling process was carried out during this 6-month period. Some fundamental aspects of the normal-
stress differences and the pressure dependence of viscosity were also briefly examined.

Second Period (Progress Report #2, September 1975): Work was accomplished in three major areas: materials
characterization, the experimental program for one-dimensional radial and channel flow, and refinement of
simulation models. The first material, Monsanto's Lustran ABSQ714, was independently characterized for
its shear viscosity as a function of shear rate and temperature using both capillary and orthogonal rheom-
eters. The resulting data were curve-fitted with a Gillespie-type constitutive equation which was used in
the simulation program. Extensive mold-filling experiments on a fully instrumented mold with disk and
strip cavities were carried out. The disk-filling data were analyzed by plotting the axial total-stress
difference (as measured by a pressure transducer) versus the injection rate. The simulation results were
found to agree fairly well with the experimental data even with the number of assumptions involved. The
effect of viscous heating in a capillary rheometer was also examined and evaluated. :

Third Period (Progress Report #3, Cctober 1976): The major effort was concentrated on an experimental and
numerical program for one- and two-dimensional-flow mold configurations. The numerical scheme employed in
solving the finite-difference equations was improved to reduce computational time and increase accuracy.
Both ABS and polypropylene were used in the experiments; the constitutive equation for polypropylene was
modified to account for its crystallinity. Good agreement between the predicted injection pressures and
the experimental data was achieved for filling a center-gated disk, an end-gated strip, and a center-gated
cup mold with both ABS and polypropyleme. The two-dimensional-flow program also successfully predicted the
advancing melt front in an off-center-gated rectangular plate cavity. The predicted pressures at four dif-
ferent locations were found to agree remarkably well with the measured pressure traces, particularly with
the one nearest the gate. These results were applied to predicting (as a first approximation) the inject-
ion pressure and clamp force required for molding an automobile door trim panel and a refrigerator liner.
Reasonably successful predictions were achieved for comparing alternative mold designs. Other work carried
cut in this period included studies of melt-temperature measurement, pressure dependence of viscosity, and
implementation of the TIPS-1 CAD system.

Fourth Period (Progress Report #4, September 1977): An experimental and simulation program of general two-
dimensional flow in a cavity with inserts and multi-gating was carried out. The investigation included the
formation of "weld line" (the meeting of two melt fronts). A combined finite-element/finite-difference
numerical scheme was developed and used for simulation of flow around inserts and filling cavities with
more than one gate. Extensive experiments were performed with two materials (ABS and polypropylene) in-
volving a two-gated rectangular cavity with removable inserts. A large number of short shots was taken to
study the flow-front advancement and the weld-line formation. The concept of using a graphical method
(design charts) for predicting injection pressure and clamp force (as a first approximation) was developed
and further improved. Reasonable results were obtained when compared with experimental data and a more
exact numerical simulation for the filling of an off-center-gated rectangular plate cavity. The method
was applied to analyzing the molding of an automobile door trim panel with varying number of gates and

gate locations. Work in this period also included further development of a finite-element method for ana-
lyzing the entrance-flow problem. In addition, a prototype integrated CAD program was developed incorpor-
ating the description of part geometry in TIPS-l language, mold-filling analysis including automatic mesh
generation for FEM, production of engineering drawings, and graphical representation of results from
engineering analysis.
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RESEARCH RESULTS SINCE THE SEPTEMBER 1$77 REPORT ~

(A) Cavity-Filling Simulation. Our finite-element/finite-difference program for simulating the filling of
thin cavities of fairly arbitrary planar geometry has been significantly extended by implementing a scheme
which employs the streamfunction () and temperature (T), rather than pressure (p) and temperature as pri-
mary computational variables. The formulation involving the streamfunction has been found to be much more
stable, allowing successive over-relaxation (in contrast to under-relaxation, as in the pressure formula-
tion) and, hence, faster convergence. In addition, the derived velgcities are less sensitive to inaccura-
cies in ¢ than.p, belng proportional to lvw] as compared with IVp|1 0 (where n is the power law index
which, for our materials, 1s such that 1/n = 3) :

Our §-T formulation has been applied to our earlier experimental results involving a two-gated rectangular
mold with intentionally unbalanced flow through the two gates. A typical short-shot sequence with poly-
propylene is shown in Figure 1. This is to be compared with corresponding predictions for the advancing
melt front, as shown in Figure 2. A detailed comparison with experiment is given in Figure 3, where the
curves are the pressure traces obtained from Dynisco transducers (positions indicated in Figure 2) whereas
the symbols denote corresponding predictions. In particular, it is noted that the first abrupt rise in
trace 1 (at t = 1.5 sec) corresponds to when the left end of cavity gets completely filled; the final sharp
rise coincides wicth the formation of the weldline and the consequent tendency to block the flow from the
left gate. The agreement between the data and predictions is seen to be quite striking. On a more refined
level, though, it is noted, e.g., that transducer #1 predictions are low whereas #2 predictions are high.
In turn, this can be attributed to an underprediction of the flow rate from gate #1 (left one, in Figure 2)
with a consequent overprediction from gate #2. This is substantiated by Figure 4, which plots the total
volume of melt from gate #2 versus that from #1 (obtained by measuring the respective areas of the short
shots) and compares this with corresponding results based upon the time integral of the predicted flow
rates through the two gates. Due to the rather excellent predictions for the cavity-pressure levels (how-
beit, displaced in time), it seems reasonable to suspect that the noticeable inaccuracy in the relative
flow rates through the two gates is due to a rather crude modelling of the pressure losses in the delivery
system (in terms of an isothermal power-law fluid). This will be an area of future investigation.

Figure 1. Short-shot sequence for two-gated rectangular plate; polypropylene.

_Figure 2, Predictions for advancing melt front; sttt : weld line.
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(B) Cavity Filling with Asymmetric Cooling. An interesting industrial molding problem was recently brought
to our attention in whick one surface of the cavity is Bakelite and the other steel. Due to the signifi-

cantly different thermal properties of these two materials, the respective wall temperatures are quite dif-
ferent; in particular, the steel surface should be very close to the coolant temperature whereas the Bake-

tion is that the polymeric material being employed (polypropylene) is semi-crystalline and the gap thickness
of interest is extremely small; accordingly, the cooling effect can be quite substantial which, in tura,
implies that the crystallization could have a significant influence on the effective viscosity of the
material during filling.

Figure 5 shows data obtained by a company's development staff on a 3" x 5" test mold having two thicknesses,
as indicated, together with our own predictions. The mold was center-gated with the pressure being measur-
ed at 1.2 inches from the center along the shorter axis. Our predictions are based upon treating the mold
as an equivalent disk with due modifications to account for asymmetric wall conditions. Although there is
considerable scatter in the data, it does appear that the solid curves mere closely represent the data,
particularly in the more critical .039"~gap case. In turn, this suggests that the crystallization tempera-
ture employed in generating the dashed curves (390°K, as obtained from standard DTA-DSC measurements at a
cooling rate of 10°C/min) may be unrealisticslly high when applied to the injection-molding filling process
in which the relevant cooling rates are higher by a factor of 100 or more. This matter will receive further
consideration in a more carefully controlled experiment presently being designed by our project.
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Flgure 5. Pressure-transducer reading versus fill time \\\\
for 3" x 5" plate mold with thickness of .039" 24 ~ - 1
and .059"; solid (dashed) curves are predic- e e——
tions in which crystallization effect upon 22 \\\ N b
viscosity has been omitted (retained); data I 039
points are for plate thicknesses of .039" (&) 2 = 4
and .059" (&). .
(C) Fountain Effect Problem. This problem relates to the o i
detailed flow behavior in the vicinity of the advancing ‘
melt-alr interface. Our present cavity-filling simula- i 7
tion treats the interface as being flat in the gap-wise
direction with any motion in that direction being neg- _ - -
lected. Although this simplification has been found g .
adequate for predicting pressure drops and flow rates, a o ok ~ - .
more accurate description of the interface 1s required E% \\\\\\\\ ‘\"~-.,“__
=% 059" -

for addressing the problem of orientation (hence, aniso- o .
tropy, etc.) in the final molded part. The importance B \\\\\\\‘~\-----; j

of the Interface in thils regard stems from the fact that

the outer layer of the molded part is formed by molecules 8 -
which pass through the melt front before being deposited
on the mold wall. Experimental fnvestigations in the 6 * e

literature suggest high orientation in the skin layer,
the cause of which has been attributed to this melt-

front region. To date, however, no completely satisfact- 4 ’
ory analysis or flow description has been obtained. 2

Our own effort in this regard starts with the simplest , , A |
idealization of the problem, namely the creeping flow of 0 5 1.0 1.5 2.0
an isothermal Newtonian fluid with the interface advanc- tey (sec)

ing at a uniform speed  (U) through a channel. Schematic-

ally, the situation i1s as shown in Figure 6, as seen from a frame fixed to the interface: far upstream the
flow is fuliy developed (Poiseuille) together with the superimposed uniform speed of interface; along the
wall, the no-slip condition requires that the fluid move at speed U to the left whereas evident symmetry
conditions apply along the centerline. Lastly, conditions along the interface require the vanishing of the
normal velocity and the normal and tangential tractions (neglecting surface tension and the viscesity of
medium ahead of interface). The solution technique will later be extended to treat the real case involving
non-Newtonian and non- isothermal effects.

Figure 6. Schematic for "fountain-effect"
problem.

/A
A'/&—.—‘ 4

A A A e S

Our present attempt at solving this problem involves the use of a finite-element formulation which uses the
velocity components and pressure as primary computational variables and handles the traction conditions
along the interface as natural boundary conditions. Although the field equations are linear, the overall
problem is non-linear as a result of the unknown interfacc nd the boundary conditions along the same. The
problem is further aggravated by the presence of a stress singularity at the attachment point, 0. Although
we have obtained a local solution about the latter point and used this as the basis for a special element,
calculations to date have not been completely satisfactory. In particular, derived quantities from the
finite-element calculation have not been consistent with the known local behavior in the vicinity of the
special element. The comparison seems to cast some doubt on the validity of the local singular solution.
However, we have recently obtained the next-order term in the singular expansion and can now conclude that
the size and functional form of the special element should be satisfactory. Accordingly, we are in the
process of improving the numerical accuracy through refining the finite-element configuration in the region
surrounding the special element and by employing curved elements along the interface.

(D) Runner Experiment. Ar independent investigation has been made into predicting and measuring the pres-
sure drop in cocld runners. The intent is to determine the adequacy of a power--law-fluid model having an
exponential-decay temperature dependence. Such a model, when applied to circular runners with axial con-
duction and radial convection omitted, leads to a numerical simulation which can be represented in terms of
four non-dimensional parameters. As & result, such & solution lends itself to graphical representation for
easy use.

C-4



Some preliminary experimental results, obtained on an industrial injection-molding machine, are shown in
Figures 7, 8, and 9, together with corresponding predictions based upon the above model. The results in
Figures 7 and 8 represent the overall pressure drop for polypropylene and ABS, respectively, in round run~
ners of 18" length., The comparison 1s somewhat reassuring although further experimental results will be
required in order to establish the repeatability and reliability of the measurements. A more detailed com-
parison 18 shown in Figure 9 for polypropylene in half~-round and trapezoidal runners, the non-circular
cross~section having been replaced in the simulation by a circle of the same area. In this case, due to
the flatness of at least one side of the cross-section, it has been possible to use flush-mounted pressure
transducers along the length of the rummers; in particular, transducers 2, 3, 4, and 5 were located at dis-
tances of 3-1/4", 7", 10-3/4" and 14-1/2", respectively, from the runner inlet with the overall runner
length again being 18" and transducer 1 being located in the reservoir as in Figure 7 and 8. The agreement
between the data and predictions is again fairly reasonable. In particular, the results iIn Figure 9 indi-
cate essentially no difference between the half-round and trapezoidal cross-sections. Further, comparison
of the results for transducer 1 with those for 2-5 suggest a rather significant entry pressure drop which,
however, is not suggested by the results in Figures 7 and 8. Although the present results are somewhat
encouraging, further experimental work will be in order.
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(E) New Exploratory Work and Mold Design Program. Some exploratory work has been initiated with regard to
the mechanical properties of molded parts which are known to be affected by the mold-filling process. The
final goal 1s to predict (hence, to "control" or "manipulate”, if possible) the mechanical properties of

the part in terms of its molecular orientation when the mold-filling process is prescribed. We have start-
ed the development of a semi-empirical model for the molecular orientation in flowing melts. The simplest
of the bead-spring models (the dumbbell) is being considered as a starting point in hopes of making use of
the vast amount of information available on single-molecule conformation. Aside from the basic modelling

of orientation, we have started to measure birefringence as an indirect measure of the molecular orienta-
tion. After a teliminary study, we choose to use the classical polariscopy technique to obtain birefring-
ence values a% opposed to the holographic interferometry method which would generate more information in

one step but which might be more difficult to interpret. In view of the limitation of the optical method
which is only applicable to transparent materials, we are also examining the effect of flow-induced orienta-
tion on mechanical properties of parts which are not tramsparent. Standard tensile tests have been carried
out on a number of specimens cut out from molded ABS disks, parallel as well as perpendicular to the flow
direction. Preliminary results indicate that the tensile yield stress has not been changed significantly

by flow rate, direction of flow, or the distance from the gate. On the other hand, appreciable differences A
in total elongation have been noticed between the specimens which are parallel to the flow versus those

which are perpendicular to the flow.

The effects of elongation and visco-elasticity upon the flow through junctures and gates are being address-
ed in a combined numerical and experimental study which has recently begun in cooperation with one of our
industrial collaborators. The possibility of incorporating the "Marrucci equation” as a reasonably
accurate general constitutive equation is being explored.

The effort in building up the mold-design program has concentrated on implementing the current TIPS~based
program in a mini-computer environment. The mold-filling program for 'disk and strip cavities has been suc-
cessfully employed on a PDP11/40 system which, unfortunately, is unable to handle the TIPS-1 program.
Efforts are being made to implement the new TIPS which has recently been developed for minicomputer systems.
In addition, a standard mold-component file and a cooling-line design program will be incorporated in
preparation for the mold design via interactive computer graphics.

OBJECTIVES FOR THE NEXT YEAR -
. Further improve numerical solution techniques for mold-filling with complex geometries.

. Complete the studies on runner design and mold-filling with asymmetric cooling.

. Extend simulation program to include visco-elastic effects in junctures and gates.

. Conduct studies of orientation problems from basic as well as phenomenological viewpoints.

. Continue to develop a prototype of the computer-aided mold-design program in interactive mode via
computer graphics.

+ Explore the possibility of establishing a Users' Group as a mechanism for dissemination of research
results for potential industrial applications.

DOCUMENTATION -

(A) Progress Reports: No. 1, published in January 1975 - 76 pages
No. 2, " " September 1975 - 151 pages
No. 3, " " October 1976 - 164 pages
No. 4, ' " September 1977 - 129 pages

(B) Journmal and Conference Papers:

1. "An Experimental Study and Simulation of Disk Filling by Injection Molding', by J. F. Stevenson, C. A.
Hieber, K. K. Wang, and A. Galskoy, Paper No. 35, 46th Annual Meeting, Society of Rheology, October

1975.
"Jiscous Heating in a Capillary Rheometer", by C. A. Hieber, Paper No. 6a, ibid.

"Computer-Aided Injection Molding System”, by K. K. Wang and C. A, Hieber, Proc. of the Int. Conf. on
Prod. Eng'g., Tokyo, February 1976, pp. 308-313.

4. "A Composite Leveque-Graetz Solution to the Brinkman Problem”, by C. A. Hieber, Letters in Heat & Mass
Transfer, Vol. 3, 1976, pp. 117-124.

5. YAn Experimental Study and Simulation of Disk Filling by Injection Molding', by J. F. Stevenson et al,
34th ANTEC, SPE, April 1976, pp. 232-288.

6. "Fill That Mold — A Quick Way to Estimate Pressure and Clamp Forze", by J. F. Stevenson, R. Haupt- .
fleisch, and C. A. Hieber, Plastics Eng., Dec. 1976, pp. 34-37.

7. “Thermal Effects in the Capillary Rheometer", by C. A. Hieber, Rheol. Acta 16(5), 1977, pp. 553-567.

8. "Injection Molding in Disk-Shaped Cavities™, by J. F. Stevenson, A. Galskoy, K. K. Wang, I. Chen and
D. H. Reber, Poly. Eng. & Sci., 17(9), 1977, pp. 706~710,

9. "Cornell Injection Molding Project", by K. K. Wang, S. F. Shen, J. F. Stevenson, and C. A, Hieber,
Proc. of Int. Conf. on Polymer Processing, Sept. 1977.



; 10. "A Simplified Method for Analyzing Mold Filling Dynamics, Part I: Theory', by J. F. Stevenson, Poly.
i Eng'g. & Sci., 18(7) May 1978, pp. 577-582,
; 11. Ditto, Part II, Comparison and Applications, by J. F. Stevenson, P. Patel and W. Chuck, (in
preparation).
12. '"On Assessing Viscosity Pressure Dependence Directly from Bagley Plot", by C. A. Hieber, submitted to
Trans. of Soc. of Rheology.
13. "An Experiment to Measure the Pressure Dependence of the Zero-~Shear-Rate Viscosity", by R. G. Foltz,
K. K. Wang and J. F. Stevenson, J. Non-Newt. Fluid Mech., 3, 1978, pp. 347-358.
Fe 14. "Melt Temperature Measurement in the Mold During Injection Molding", by A. Galskoy and K. K. Wang, to
: . be presented at the DIVTEC, SPE, Oct. 1978.
; 15. "New Scientific Methods for Estimating Cavity Pressures and Clamp Forces in Injection Molding", by
: K. K. Wang et al, ibid.
b 16. "A Finite-Element/Finite-Difference Simulation of the Injection-Molding Filling Process", by C. A.
Hieber and S. F. Shen (in preparation; to be submitted to J. Non-Newt. Fluid Mech.).
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DESIGN FOR ECONOMIC MANUFACTURE

G. Boothroyd, C. Ho, L.E. Murch, C.R. Poli
G.A. Russell and W.R.D. Wilson
Department of Mechanical Engineering
University of Massachusetts

PROGRAM OBJECTIVE - The design of parts and products so that they can be manufactured economically has
been the subject of discussion for many years and its importance as a means of reducing manufacturing
costs and increasing productivity has long been recognized. Yet this aspect of manufacturing technology
L. has not been developed to a degree that allows it to be presented in a form suitable for use by the

' average design engineer with little experience. The possible savings in manufacturing costs that can be
brought about at the design stage are rarely studied in depth and yet this is the area which probably
holds the greatest potential for significant reductions in manufacturing costs.

The object of the research program being conducted at the University of Massachusetts is to collect and
present, in a convenient way, information that is normally possessed by an experienced design engineer.
Although some new information is likely to be developed, this is not the main purpose of the research.
Hopefully the data can be assembled in the form of design handbooks and computer software.

PROGRAM ACHIEVEMENT AND RESEARCH RESULTS ~ This research program was started in September, 1977 and the

progress made during the previous ten months will be discussed under three main activities: (i) identi-
fication of candidate process and material combinations; (ii) detailed design for economic manufacture;

(i1i) computer-aided design for manufacture.

Identification of Candidate Process and Material Combinations -~ It is important to introduce considera-
tions of manufacturing economy in the earliest stages of the design process. In particular, preconcep-
tions about the part geometry must not result in the unwarranted elimination of potential manufacturing
methods without proper consideration. To avoid this problem, a coding system is being developed to help
the designer identify the most likely process and material combinations for a part before its geometry is
fixed.

The coding system deals with those characteristics of a part which are most important in deciding process
and material combinations. Some of the characteristics which will probably be included in the coding

: system are: (1) Batch Size - Some manufacturing processes such as die casting or cold forging are only
economic when a large batch size is to be produced and the cost of expensive tooling can be spread over a
large number of parts. When a small batch size is to be produced it will be more economic to produce
parts by processes such as sand casting and machining which require a smaller -investment in specialized
tooling. Thus the batch size is an important consideration in process choice; (2) Bulk - Part size and
weight can play an important part in process selection. Many processes such as die casting, powder com-~
paction and cold forging are limited as to the size of the parts that can be produced because of equip-
ment limitations; (3) Geometry - The geometry of the part 1s obviously important in process selection and
this aspect of the code is one of the most difficult problems to be solved. However, it should be real-
ized that, at the stage the code is to be used, part geometry will still be relatively flexible. Thus,
in ascertaining geometric constraints, it is necessary to find out if particular geometrical configura-
tions are possible. For example, a given part could be conceived of as basically prismatic, opening up
the possibility of making it by extrusion, rolling, drawing, etc. The same part could also be conceived
of as axisymmetric with the possibility of making it by turning, swaging, spinning, etc. The coding sys~
tem must reflect both of these possibilities. The final part geometry will eventually be decided by the
relative economics of the various processes and associated materials; (4) Criteria of Excellence - The
criteria by which a part is to be judged vary according to its function and the type of device in which
it 1s to be used.  For example, a part in a machine tool may have to combine high stiffness with low cost,
while a part in an aircraft may have to combine high strength with low mass. This difference in criteria
of excellence can result in completely different process and material selections for parts with otherwise
similar characteristics. Thus the machine tool part might best be cast from grey iron while the aircraft
part might best be forged from titanium alloy; (5) Loading - The typeand duration of loading to which the
: part is subjected will also influence process and material selection. For example, making a part from an
: injection molded thermoplastic may be acceptable if loading is light and of short duration but high loads
over long periods could make this choice unacceptable due to creep deflection; (6) Temperature - The sen-
' i sitivity of the mechanical properties to temperature variles from one material to another. Thus for a

- part operating naar room temperature an injection molded thermoplastic might be more economic than a
steel pressing while at higher temperatures the injection molded thermoplastic would not be a viable al-
ternative; (7) Other Characteristics - A large number of other characteristics also influence material
and process selection. For example, considerations of wear, corrosion, thermal or electric conductivity,
etc. can ail be important in particular applications. However, it is believed that these do not usually
play an important role and that they can be handled through an auxilliary coding system at a later stage
in the research.

Once a coding system has been deviged, each code number will be matched with a small number (say three or
four) process and material combinations. This can be achieved by treating each characteristic separately
and eliminating unsuitable or unlikely process and material combinations. If too many possibilities
; emerge from this process then the coding system will be expanded to cover additional characteristies.




The next stage will be to try the system with some existing parts to see if it correctly generates the
manufacturing process and material actually used. If this does not happen, then the reason will be
sought and the code adjusted as necessary.

Design of Parts and Products for Economic Manufacture - When considering a particular manufacturing se-

quence, it is important for the designer to be aware of the various design features that can affect manu~
facturing costs. In the present research program three principal processes are initially being studied:
(i) handling of component parts; (i1) assembly; and (iii) machining.

(i) Design of Component Parts for Ease of Handling - The handling of parts in manufacturing and assembly
plants represents a considerable portion of the manufacturing costs. The design features that can affect
handling times have been studied with a view to developing a coding system which can be used to evaluate
a particular design and draw attention to those features which will present handling problems.

An initial study of major Time and Motion Study systems revealed that the following major design features
can affect the times required for handling during manual assembly operations: flexibility, severe
tangling, symmetry, size, thickness and the weight of the part. Other minor features which affect the
handling times can be grouped within one category. These variables are: the roughness of the part sur-
face or other features requiring careful handling (such as fragility, sharp corners, slipperiness, etc.)
and the nesting of parts. All the above are candidate features for the coding system.

For example, Fig. 1 shows the results of an experiment designed to study the effect of symmetry on the
time required to handle the part during manual assembly. For a particular part, which is randomly pre-
sented, and which is to be placed in a given orientation, it is possible to estimate the total angle of
rotation required to orient the part to its desired position. The effect of this angle on handling times
is shown in Fig. 1 for hexagonal, square and cylindrical parts 50 mm long and 25 mm in their major cross-
sectionzl dimension. It can be seen that all parts can be grouped into four categories of symmetry with
approximately 330 ms of time penalty between each category; and that the handling times vary as much as

1 s depending on the symmetry of the part. It will be appreciated that, in assembly operations, reduc-
tions in the total assembly time by 1 s per part can have significant effects on economics and producti-
vity.

Similar experimental results have been obtained for the effects of the size, thickness and flexibility of
parts and based on these results it has been found possible to produce a two-digit classification or
coding system for the design of parts for ease of handling.

(ii) Design for Fase of Assembly - Some of the factors in addition to part orientation and handling,
which can increase the ease with which a product can be assembled are: (i) reduction in the number of
parts; (ii) provision of a suitable base component; (iii) assembly in layer fashion from above along a
vertical axis; (iv) elimination of lengthy fastening techniques; (v) desigr for ease of locating or
aligning by the provision of chamfers, pilots, etc. For example, the design of chamfers to facilitate
assembly has received the attention of many investigators in the past. Figure 2 shows the results of
some experiments conducted to examine the effect of chamfers in the common process of inserting a peg in-
to a hole. It can be seen that the manual insertion time depends largely on the clearance between the
peg and hole but can be significantly reduced for small clearances by the provision of suitable chamfers.
Further work indicated that the use of an optimum curved chamfer can reduce insertion times to the mini-
mum value shown in Fig. 2 for all clearances. This chamfer is a body of constant width (Fig. 3) and
ensures that, during assembly, no more than two contact points can arise between the peg and the hole,
hence eliminating the possibility of jamming during the early stages of imsertion.

Figure 4 shows an example of the redesign of a box and 1id assembly. The 1id has been redesigned to
eliminate asymmetry about the vertical axis and is self locating. The screws have been produced with
chamfered pilots and are also self locating. The effects of various design changes were tested. The
results, presented in Table I, show that the manual assembly time can be reduced from 28 s to 14 s by
using self located/aligned screws and 1id. The change of the symmetry of the 1id had no measurable
effect on the assembly time.

(iii) Design for Machining - The machining costs for a pe~ticular component can be broken down into two
parts: (i) the costs incurred while the component is gripped in the machine tool, these will be termed
the productive coste; (ii) the costs incurred due to handling the component, including loading and un-

_ loading and transferring the component from one machine tool to another. These costs will be termed the

non—-productive costs and can form a large proportion of the total costs.

The objectives of this portion of the research are teo study the component design features which affect
these costs and combine the results in a suitable coding sgstem which can be used to evaluate a particu-
lar design. Actually the coding system devised by Optiz(1 is initially being considered because it con-
tains many of the features of interest in the present work.

At present an attempt is being made to produce an approximate method for estimating the productive costs
involved in machining the various surfaces én a workpiece. It is being assumed that, for comparison
purposes, machining is being conducted under optimum (miniwur cost) conditions. Figure 5 shows the
machining cost per machined area for a single pnint boring process for a range of workpiece hardness
values. In order to use this graph it ie necessary to know the feed, f, employed and the machine and
operatcr costs, M. The feed f can be obtained from Fig. 6 from a knowledge of the surface roughness or
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tolerance desired and the type of cutting tool used. The machine and operator rate M can be obtained
from Fig. 7 for typical machines and for a variety of operator wage rates. Hopefully the summarizing of
! cost data in this way will provide a means of quickly estimating the productive costs involved in ma-

! . chining a particular component and these costs, when added to the non-productive costs will indicate
which design features should be reconsidered in order to improve the manufacturability of the design.

) By way of example, the use of Figs. 5 and 6 indicated that the cost of boring a surface having a rough-
i ' ness of 1 pm will involved productive costs approximately twice those for a surface of roughness 5 um
when a round nosed tool is employed.

Research is also being conducted on the design of parts for non-traditional machining processes. Non-
traditional machining processes are often defined as those machining processes that are either emerging
or have not been used extensively in the past. There are currently about twenty-six non-traditional ma-
chining methods, and these can be broken down into four basic categories; mechanical, electrical, ther-
mal, and chemical.

. Presently, the non-traditional methods most often used are electrical discharge machining (EDM), electro-
- chemical machining (ECM), chemical machining (CHM), photo-chemical machining (PCM), ultrasonic machining
(USM), electron beam machining (EBM), and laser beam machining (LBM).

: Over the past year two preliminary coding systems have been devised, one for EDM, which is a thermal pro-
; cess, and one for ECM, which is an electrical process. In both cases, a six digit coding system was used
i where the first digit codes the workpiece size and the tolerances; the second, third, and fourth digits

: account for the machine workpiece shape and features; the fifth digit codes the workpiece material; while
! the sixth digit accounts for the surface roughness. The coding systems were designed so that a part

i which has a higher six digit number costs more to machine than a part that has a smaller six digit code.

Computer—Aided Design for Manufacture - This phase of the research is focusing on the implementation of
: , an extended, computer assisted code generation program for manufacturable parts and automated assemblies.
{ Already, a three digit, part shape coding program has been established on the PDP 11/34 computer system.
I

Presently, the system has very limited graphic capability. Thus, to simplify and accelerate the coding
procedure, while a designer answers shape or assembly characterizing questions asked by the computer, the
computer will ‘display corresponding graphic examples of suggested responses. This scheme appears prom-
iging with the incorporation of PADL (part and assembly description language). The PADL language de-~
veloped at the University of Rochester, 1s a computer graphics program which can construct and fully
dimension simple mechanical parts and assemblies on the display screen.

PROGRAM OBJECTIVES ~ During the next ten months it 18 anticipated that working classification and coding
systems will be developed for: (i) the identification of candidate process and material combinations;
(1i) design for ease of handling and assembly. Research will continue on design for non-traditional ma-
chining and computer-aided design for manufacture. Finally, research will commence on design for forging

DOCUMENTATION - Four detailed progress reports and five research papers are now in various stages of
preparation. A video tape lecture by G. Boothroyd on design for economic manufacture was produced by
M.I.T./N.S.F.

COLLABORATORS - During the progress of this research it is intended te cooperate with the University of
Salford and the Cranfield Institute of Technology. At the University of Salford work is progressing on
the classification and coding of small assemblies for automatic assembly 2); a study which is being
closely coordinated with the program at the University of Massachusetts. Efforts are being made to
cooperate in a similar manner with the research program at the Cranfield Institute of Technology.

[ ,
! An industrial collaborative effort has also been established with the Xerox Corporation.

Referenqgi - (1) Opitz, H., "A Classification System to Describe Workpieces,' Pergamon Press, New York,
1970.
(2) swift, K.G. and Redford, A.H., "Assembly Classification as an Aid to Design and
Planning for Mechanized Assembly of Small Products,'" Engineering, Dec. 1977, p. 1081.
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OPTIMAL PLANNING OF COMPUTERIZED MANUFACTURING SYSTEMS (CMS)
NSF GRANT NO. APR74 15256

A PROGRESS REPORT
by

i M. M. Barash, F, F. Leimkuhler,
S. Y. Nof, J. J. Solberg and J. J. Talavage¥*

. : School of Industrial Engineering
! ) Purdue University

PROGRAM OBJECTIVES - The basic problem to which the project addresses itself is the insufficient utiliza-
tion of numerically controlled (NC) machine tools in the U.S. metalworking industry.

" Although first introduced commercially in 1955, NC machine tools .as yet account for less than three per-
cent of the total operating stock. The main reason for the slow introduction of NC is the inability of
current Production management methods to fully utilize the potential of this new technology. Analysis of
the activities involved in keeping an NC machine tool cutting metal for its entire running time shows that
human involvement in the actual production process is the primary slowing down factor. The solution to
this problem, suggested several years ago by a number of independent studies is to automate as many as
possible of the production functions in the same manner as the NC cutting process. Out of this has
evolved the concept of the Computer Integrated Manufacturing System, which represents an automatic, com-
puterized job shop section.

Such system has the versatility ("flexibility") of a group of general purpose machine tools, and is com-
prised of several NC machine tools linked by automatic handling devices, with in-process automatic storage,
autématic gauging and workpiece positioning. The operation of the system 1s controlled by an on-line com-
puter. The system is adaptable to a wide range of parts to be machined, and the control strategy is such
as to achieve maximum utilization. It has been estimated that the productivity of such systems can be
twice that of stand alone NC machine tools. In the last six years over forty such systems have been in-
stalled in the U.S., East Germany, West Germany, Russia, Czechoslovakia and Japan. Of these, four are in
the U.S. and about thirty in Japan, but the American systems are much more complex than the Japanese.
However, Japan has embarked on a much more ambitious program of building a prototype of an "unmanned"
factory for machinery parts. An estimate based on the projected growth of NC equipment installations
indicates that approximately 100 Computer Integrated (or Computerized) Manufacturing Systems should be
built yearly for the American industry by 1985%*, It is postulated that wider Introduction of such
systems will only take place if a rational methodology is developed for their optimal design and operation.

A study of 4% year duration aimed at the development of such methodology has been proposed and a request
for funding submitted to the National Science Foundation. Support for two years was granted on May 1,
1975, under Grant No. APR74 15256. The study 1s being conducted by faculty and graduate research assist-
ants at Purdue University in collaboration with the Caterpillar Tractor Company, the White~Sundstrand
Machine Tool Company, and the Ingersoll-Rand Company. It is concerned with parts other than shefts, discs
and gears, i.e., with box, bracket, plate and "irregular" shapes.

The originally proposed study has four major components, identified by analysis of steps through which a
‘system design should ideally progress. The steps in system design are shown in the flow diagram in
Figure 1, and major components of the study are listed alongside on the right. The diagram shown 1s
greatly simplified and does not include feedback loops existing in the process. Detailed diagram is
presented in Report No. 1 of the project. Not shown in the diagram but performed at all stages in
econcmic analysis of all decisions made. '

The major research components are:

1. Uait Machining Operations - A unit machining cperation is an intersection of two sets. One set de-
scribes ali features of the surface to be machined, the second contains processes with which such sur-
faces can be produced in general. The intersection contains all processes and their parameters for pro-
ducing the specific surface in the first set. As an example, one can take a cylindrical hole. A code
developed for the purpose, describes all parameters of the hole as stipulated by the designer, namely
material of the part in which the hole is made, diameter and length of the hole, accuracy and surface
finish. Se% of "hole making process" includes drilling with twist, spade and gun drills, reaming, boring,
lapping, etc. Intersection of the two sets provides the process or processes which can produce the hole
to specifications, and also the machining parameters (feeds, speeds, axial force, torque) for each stage

* Complete listing of Project Staff is given at the end of this report.

*% This assumption can also te supported by interpretation of a recent SME publication "Delphi
Torecast of Manufacturing Technology - Manufacturing Systems Material Removal.”




in each process. Similar surface process specifications are developed for plane surface, slots, recesses,
etc.

System Design Logic Major Research Components

Select a group of parts belonging
‘to the same family. Decision
based on production needs

4

Determine machining content of each
part and of typical, desired batch 1. Unit Machining Operations
of parts

(
Determine primary system functional
elements, including all machine 2, System Functional Elements
tool elements

[

Compose various system configura-
tions, including various handling 3. Reliability Analysis
subsystems

Simulate operation of all variants
to test their overall performance 4. Computer Modeling

4
"Best' system design is identified.
Optimum operating rules for this
system are set.

Figure 1

2. System Functional Elements - Output of section (1) includes data on feeds, speeds, forces, torques

and accuracy to be available in system machine tool elements, primarily spindles. Orientation of machined
surfaces vectors gives the number of controlled axes required. Parts dimensions determine machine table
size. These data are used to identify existing machine tools suitable for inclusion in the system and
such which hkave to be specially built from the identified building blocks.

Using data on identified functional elements and machining content in a desired production batch, total
aumber of machinez-tocls in the system is derived. With this information, a number of system configura-
tions are composed, each with one or more material handling systems for parts, and for both parts and
tools. The composition is "manual", where designer experience, imagination and intuition are the only
limttation.

3. Reliability Analysis of Computerized Manufacturing Systems (CMS) - Each element in the system, be it
a cutting rool, switch in a machine tool or material handling system, bearing, integrated circuit, etc.,
etc. has a probability of failure. It is known from theory of reliability that such probability is only
in part dependent upon age, 1.e., accumulated operating tim.. A manufacturing system is a very complex,
multi-compcnent object and 1its reliability must be assessed prior to construction. The most "unreliable"
element in the system {s the cutting tool, but even the most reliable components-~the machine toolg~-
sometimes fall, usually because of chain of events started by human error. Both mathematical models of
systern rellability aud alternative solutione (e.g., use of long lasting but expensive borazon tools in-
stead cf carbide tools) have to be produced and analyzed.

4. Computer Modelinp of Computerized Manufactuting Systems (CMS) - Tools developed by the first three
components of the proposed study will enable one to compose many variants of wanufacturing systems in- M
tended to perform the same task--the machining of a defined range of items to given specifications. To
facilitate such composition and to perrit the selection of the optimal variant or variants meeting cer-

tain other desired criteria, computer simulation will be employed. GASP IV will be used as the basis for

a simulation program consisting of various subroutines specific to manufacturing system features. System
simulaticn is a representation of system real time operaticn but on a vastly contracted time scale. The

same system can be "run" in a numbex of different ways, each following its own procedure. The computer
simulation of a CMS aids the system designer in the detailed specification of components and procedures
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for the proposed system. Such simulation will also provide the means for developing and testing produc-
tion scheduling algorithms to be employed in actual operating CMS.

PROGRAM ACHIEVEMENT THROUGH SEPTFMBER 1977

In the period of May 1975 to September 1977 the research, after preliminary studies conducted at the
Caterpillar Tractor Company and White-Sundstrand Machine Tool plants, was pursued primarily in the areas
of Unit Machining Operations, Scheduling Theory, Mathematical Modeling, and Simulation.

1. Unit Machining Operations - Over one-hundred parts of the Caterpillar production program were
jdentified as belonging to the class for which computerized manufacturing systems in the context of the
project can be employed. About one third have been analyzed in detail and several hundred machined holes,
slots, grooves, recesses, and bounded and unbounded flat surface were fully described and classified.

Machining technologies employed for machining all above types of surfaces both on the DNC line and else-
where at the Caterpillar plant in Peoria were studied in detail and sufficient information has been
collected to identify comparable technologies and parameters in technical literature which describes the
better industrial practice in this field. Considerable amount of such literature has been accumulated,
representing American, European and Soviet machining experience.

The underlying philosophy of the Unit Machining Operations (UMO) system is to represent in a computer-
readable form all features ("attributes") of the machined surfaces which the design engineer enters in

the detailed part drawings. Only then can the automatic process selection and planning segment of the

UMO system identify the process(es), tools and machine tools best suited for the job. It was established
that 51 attributes are needed to fully describe a hole (multidiameter, threaded, etc.) 32--a slot, 33--a
surface. A few of the attributes, however, are related to process technology rather than surface features.
List of attributes for a slot is given in Figure 2. (Attributes for a hole were listed in our summary

in the Proceedings of the Fifth Grantees' Conference).

ATRIB( 1) SURFACE IDENTIFICATION NUMBER ATRIB(17) MINIMUM DEPTH OF SLOT
ATRIB( 2) SURFACE(HOLE,SLOT,PLANE) ATRIB(18) DEPTH OF Y OR T AT THE
ATRIB( 3) SLOT TYPE BOTTOM OF THE SLOT
ATRIB( 4) -PRECAST INDICATOR ATRIB(19) WIDTH AT TOP OF SLOT
ATRIB( 5) MAXIMUM STOCK REMOVAL (DEFTH ATRIB(20) ANGLE FOR DOVETAIL OR Y
" OF CASTING SKIN) ATRIB(21) WIDTH AT BOTTOM OF T OR Y SLOT
ATRIB( 6) WORKPIECE MATERIAL TYPE ATRIB(22) PARALLELISM-FORM GEOMETRY
ATRIB( 7) BRINELL HARDNESS OF WORKPIECE ATRIB(23) FLATNESS-FORM GEOMETRY
MATERIAL ATRIB(24) ANGULARITY-FORM GEOMETRY
ATRIB( 8) DIRECTIONAL VECTOR ATRIB(25) PROFILE OF A LINE-FORM GEOMETRY
ATRIB( 9) BLIND SLOT INDICATOR ATRIB(26) PROFILE OF A SURFACE-FORM
ATRIB(10) SIDE SURFACE FINISH GEOMETRY
ATRIB(11) BOTTOM SURFACE FINISH ATRIB(27) MAXIMUM END RADIUS FOR
ATRIB(12) BOTTOM SLOT INDICATOR RECTANGULAR SLOT
ATRIB(13) RADIUS (LENGTH) OR ANGLE FOR ATRIB(28) SPECIFIED CUTTER DIAMETER
. BOTTOM INDICATOR ATRIB(29) REFERENCE SURFACE FLAG
ATRIB(14) LENGTH OF SLOT . ATRIB(30) NUMBER OF SLOTS TO BE PRODUCED
ATRIB(15) DEPTH OF SLOT PER TOOL
ATRIB{16) MAXIMUM DEPTH OF SLOT ATRIB(31) ACCESS SIDE AND LIMITATION
ATRIB(32) SURFACE NUMBER LOCATED IN
THIS SLOT
Figure 2

A computer program was written to represent the surfaces in a coded form {program COFORM - COding FOR
Maching), using mnemonics to simplify its use. In many cases certain attributes (for exampfg tolerance or
surface finish) are repeated on several surfaces in the same job, so the program has default capability.

A preset value of attribute will be assumed if it is not stated. (An example of coding is given in
Progress Report prepared for the Fourth Grantees' Conference.)

Extensive study of machinability data and equations was conducted to provide basis for the process selec-
tion program for unit machining operations. Based on results of this study, a computer program was
written which receives input in the COFORM format and provides automatic process selection with speeds
and feeds for machining surfaces in steel and cast iron. The program which has been called APPAS (Auto-
mated Process Planning And Selection} takes into account not only obvious information such as material
and dimension, but also the accuracy and finish of the surface to be produced. In many cases not only
alternative processes but also machining parameters for different tool materials are part of program

output. Detailed tool life ecquations are built into the program, and any desired life value can be in-
put.




Normally life of 20 minutes was taken for drills, 30 for end mills, 45 for reamers, and 60 for boring tools,
but the program can also compute machining parameters for minimum time or for a specified number of
surfaces to be made per one tool life period.

2. Optimization of Multitool Setups - The concept of Unit Machining Operations by definition applies

to single-tool operations. There are, however, instances when tool "clusters" can be used to advantage in
an integrated manufacturing system. Optimization of the work of such clusters poses major mathematical
difficulties. Although exact solution has been obtained using geometric programming*, it requires a very
large computer if the number of tools in the sluster is greater than four. An approximate optimization
method has therefore been developed [12] which can be applied to multispindle synchronous machines
(e.g., Bullard-type lathes) and tool clusters, with up to 20 spindles or tools. The method and the
computer program are presented in Report No. 8.

3. Scheduling Theory - A very extensive evaluation of the technical literature in scheduling viewed

in the context of the real life problems for computerized manufacturing problems, revealed little that was
directly useful. Considering the immense amount of published work in this area, we were quite surprised
at this outcome. Perhaps this research will ultimately contribute more to scheduling theory, by revealing
new problems, than the reverse.

A naive view of the problems might suggest that a static optimization procedure could be used. That is,
an "optimal" fixed sequence of operations could be determined for some planning horizon, and then carried
out without concern for variations from the plan. After all, the operations are controlled by a computer
according to rigid parts programs which are of completely predictable duration. However, our experience
with real systems clearly indicated the folly of such a notion. Machine breakdowns, traffic congestion,
and various kinds of minor interruptions and irregularities occur with such frequency that no fixed plan
can be considerad optimal for more than a moment. Dynamic scheduling procedures which somehow utilize
the most current information about system status seem to be necessary.

An experimental investigation of a number of heuristic methods for loading and scheduling the Caterpillar
DNC system was conducted, using the detailed simulation which was developed in the first year of the pro-
ject. Many possible combinations of rules were tested. Results were surprising in the sense that they
did not conform to what we would expect from reading previous studies in the literature. There were

many ways to achieve significantly higher production from the Caterpillar system than that which was
actually in use.

4. Mathematical Model of a Computerized Manufacturing System ~ During the early phases of our study

of existing systems, it became apparent that internal congestion played an important role in determining
the productive capacity of a system. Accordingly, a methematical model which treats the system as a’
network of queues was developed. We call this model CAN-Q.

Briefly, the model represents the system as a set of workstations (machines, inspection positions, etc.)
and a transporter mechanism. A fixed number of workpieces circulate throughout the system in accordance
with prescribed routing probabilities, queueing when necessary at individual stations, being processed
for random durations at the stations they visit, and eventually reaching a final load/unload station. At
this time, the finished workpiece is immediately replaced by a raw casting. The parameters of the model
consist of the set of routing probabilities, the mean processing times for eachk station, the number of
servers at each station, the mean transport time, the number of carriers, and the fixed number of work-
pieces in the system.

These few parameters, along with some assumptions which will be discussed more fully, permit cne to cal-

culate an exact equilibrium probability distribution over all possible states of the network. From this,
one can gc on to find machine utilizations, average queue lenghts, the production rate of the system, the
mean production time, and sc on. The form of the model is such that these computations can be performed

very efficiently, despite the immense number of possible network states.

Although the assumptions which were made for mathematical convenience (e.g., negative exponentially dis-
tributed processing times) appeared to be grossly unrealistic, the model was found to provide surprisingly
accurate results. It ccould not, of course, provide information about transient effects, operating policy
variations, and a number of other detailed effects. For thes. , simulation is a necessary tool. However,
the steady-state mean performance measures proeduced by the model are adequate both in terms of nature

and quality for most decisions related to the design of the physical system.

Several versions of CiN-Q were programmed. Full scale versions are available in FORTRAN and BASIC. Re-
duced versions have been successfully implemented on the Texas Instruments SR--52 and SR-59, and on the
Hewlett-Packard HP-67 and HP-97 programmable calculators.

* Batra, J. L. and Barash, M. M., "Computer-Aided Planning of Optimal Machining Operations for
Multiple-Tool Setups, ctc." Report Nc. 49, Purdua Laborstery for Applied Industrial Control, Jan. 72.
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5. Simulation of Computerized Manufacturing Systems - The operation of the Sundstrand-built CMS in-
stalled at Caterpillar was observed over an extensive period of time. In addition, Purdue personnel had
extensive discussions with the designers of the system. With the understanding gained, a detailed
simulation program, called CATLINE, was developed and subjected to verification and validation procedures.
This program was used as a basis for a computer experiment to evaluate the effect of material flow
scheduling strategies and of the system's physical configuration. The CATLINE program and the results of
the simulation experiment have been presented on several occasions to the menagement and engineering
personnel at Caterpillar and Sundstrand. The results of the experiment were used along with other results
from the CAN-Q model, and with Caterpillar's engineering design judgment, to modify the CMS operating
procedures and physical configuration. These changes have so far improved the productivity of the system
by about seventeen percent.

A more general-purpose CMS simulator, named GCMS, was designed and coded, again in the FORTRAN/GASP IV
framework. The objectives for this development were to provide a simulation tool with a much more robust
modeling capability than the CATLINE simulation model. For example, the capability is present to re-
present different material handling systems such as conveyor, unidirectional carts on ellipsoidal tracks,
or bidirectional carts on one track. Capabilities are also provided for representing malfunction of
machines, carts or conveyors, and tracks. Various recovery procedures from these malfunctions can also
be tested by the GCMS user.

6. Developments in Queueing Models - The project supports the development of some new theory in the area
of queueing processes that are relevant to CMS. A new queueing model was developed for the M/G/1 queue,
in which m types of "customers" are served on the first-come, first-served basis [Project Report No. 2].
This type of queue may model certain automatic tool changing procedures. A more recent paper [Neuts -
Project Report No. 9] investigates the effect of a certain type of decision rule for making use of idle
time created, for example, by adaptive control on the machine tools. Although the theory is as yet
limited to a single machine, it does provide explicit numerical solutions.

7. Extension of Work into Other Systems - A student spent the summer of 1977 collecting data at Inger-
soll-Rand Company plant in Roanoke, Virginia where a system of entirely different type than the Cater-
piliar system is in operation.

RESEARCH RESULTS SINCE THE SEPTEMBER 1977 REFORT

Presented below are research results obtained in the period of September 1977 to August 1978.

1. Unit Machining Operations -~ The COFORM and APPAS programs were refined to remove nonstandard features
and so to enhance their future expansion and portability. In particular, the "Holes" section of COTORM
was rewritten in the University of Minnesota Fortran version.

2. Scheduling and Loading Problems ~ As related in earlier reports, we have distinguished twoc problems
of a scheduling nature which are critical determinants of the performance of any CMS. (This leaves aside
the question of which part types are most appropriately produced on a CMS. Though certainly an important
and non-trivial problem, we do not consider this a scheduling problem.) Given that a group of parts

must be produced, each according to its own production quantity and technological requirements, and
recognizing that tool magazines are not large enough to accept simultaneously all of the tools required
for all of the part types, which parts should be loaded into the system and htow should the required tools
be allocated? We call this the lcading problem. The second problem, which we call the scheduling pro~
blem, has to do with how to make the decisions in real time about routing of active parts to vacant
machines so as to minimize congestion, maximize production, and so forth. Although these two problems
are intimately related, the time frame in which they must be considered separates them. That is, some
solution to the loading problem must be given before the scheduling problem can even be formulated.

With respect to the loading problem, we have managed to formulate the constraints as mathematical ex~
pressicns. They are non-linear and integer, because of such factors as common tools for different opera-
tions. However, we have found ways to transform these constraints into equivalent ones which are linear
and continuous. With a suitable linear objective function, the loading problem could be solved by a
linear programming algorithm. The difficulty we face at the present is knowing which of several possibi-
lities is the best objective function. We expect to resolve this issue in the near future.

The scheduling problem appears to be unsolvable in anything like a rigorous manner. Quite early in our
research, we identified the problem as one belonging to a class of “provably difficult" combinatorial
problems, for which no practical algorithm has yet been devised. The consensus of expert opinion is that
it will eventually be shown that no practical algorithm can ever be developed for these problems.

At the last grantees’ meeting, we reported on some results from a simulation study of heuristic scheduling
methods. The ones we tried are quite simple and certainly practical possibilities for real systems.

Some of the results were quite surprising, which indicates the importance of conducting such investiga-
tions. Our present belief is thai no generzl conclusions about "best" scheduling policies are possible.
Rather, it appears that the quality of performance cbtained from different policies will depend upon
particularities of system design, part processing, and so forth. As a general procuedure, therefore,

the selection of scheduling policies for a new system should be made in the light of information obtained
from a simulation study of that particular system.




A few general design principles for operating systems can be stated, such as "preserve your options for
as long as possible,' and "base decisions on the most current information available.'" However, these
principles are more helpful in avoiding bad procedures than they are in selecting particularly good onmes.
They are still a great many possible variations for which little advarnce guidance can be offered. We
know that even educated intuition is generally unreliable when it comes to guessing the effects of
changes 1n scheduling policies.

3. Mathematical Model of CMS - The CAN-Q model entailed a number of simplifying assumptions which

were so patently untrealistic that no reasonable person would expect to obtain very accurate results

from it. To our considerable surprise, the model consistently produced results which were within a few

percent of what we got from detailed simulations. The quality of results was so startling that a

theoretical explanation seemed necessary. Although a complete explanation is still lacking, we have -
succeeded in obtaining a partial explanation. Apparently the model is a great deal more robust than it
appears to be at first glance. Nearly all of the assumptions can be weakened without affecting the
answers produced. Fot example, we know that virtually any kind of part routing structure will give the
same results as the simple one used in the original model. Negative exponential service time distribu-
tions, which were originally postulated and are clearly unrealistic seem to affect the results only
through the means. In other words, other distributions having the same means give the same results.

In addition to the theoretical work, we have accumulated over the past year quite a bit of corroborative
empirical evidence that the model does indeed work. It may be some years before we fully understand why,
but in the meantime there is little doubt remaining that the model is safe to use.

Since the last report, the programs implementing the model have undergone considerable revision to make
them easier to understand and use. We have a version for the Texas Instruments SR-59 calculator with
printer, which can handle small systems quite effectively. For large systems, running time becomes a
nuisance even though storage capacity is not a problem. The FORTRAN version is now in a form suitable for
commercial use. That 1s, all of the difficult theory has been made invisible to the user, simple instruc-
tione have been written, the output has been formated for easy understanding, and so forth. The program
has two acceptaple input format options and several output options.

In response to requests, the CAN-Q program has been supplied to, and is now in use by, about a dozen
major companies. Several universities have also requested the program for research purposes.

A new and important extension to the capabilities of CAN-Q occurred in the past year when we developed
expressions for first and seccnd partial derivatives of the performance measures with respect to the

input variables. This extension will permit us to make use of gradient search techniques to optimize the
performance. At present, we do this manually: run the program, observe the results, alter the parameters
in a direction that will improve performance, and repeat.

One byproduct of the development of partial derivatives was a realization that some earlier work on pro-
duct mix optimization was in error. It can be shown that only in special cases is it desirable to attempt
to achieve equal utilization of the machines in a CMS. Indeed, it is not at all obvious how to allocate
work so ‘as to achieve maximum output, even in the absence of practical constraints. This fact complicates
some of our work on the loading problem mentioned earlier.

Addirional work is now underway linking CAN-Q to economic and reliability analysis of computerized
manufacturing systems. There are no important theoretical problems here; it is simply a matter of de-
ciding what kinds of analysis are most useful to industry.

4. Simulation of .Computerized Manufacturing Systems - The investigation of more general-purpose simula-
tion procedures has proceeded in two directions, namely (1) the testing of the GCMS simulator and (2) the
use of the Q-GERT modeling language. Both of these simulation methodologies are being made comparable by
focysing their application on two existing flexible manufacturing systems. One of thes=z systems is the
conveyorized CMS built by Sundstrand for Ingersoll-Rand. The other existing system was built by Kearney
and Trecker for Rockwell. Both systems differ substantially from the Caterpillar system which has al-
ready been modeled by the GCMS program.

Simulation Using GCMS - The application of the GCMS simulator to the Ingersoll-Rand system was
relatively straightforward. GCMS facilities to model a conveyor loop, on-and-of f-shuttles between the
conveyor and machines work-tables, decision points to identify full queues to machines, and default rules
for controlling part flow were applied in modeling the Ingerscll-Rand system. Actual performance data -
was collected at the plant for a three day operation. Each day was simulated separately ignoring machine
breakdown but using the actual parts production schedule &nd process plans. Evaluation of this exercise
included twc main aspects. First, the direct application of GCMS tc model such a conveyor type system
did not require any program changes or extensions. Second, performance measures obtained by the simula-.
tion (particularly, the total time required for daily production, production rate, and average machine
utilization) corresponded well to the actual measures after considering the machine breakdown effects.
Further applications of the GCMS model in this case study included simulating increased daily production
schedules, revised part mix, i.e., less part types per day, and different relative part quantity require-
ments and revised machine assignment, i.e., different process routiag. In all cases the gimulation re-
sults showed logical and anticipated changes in the performance measures, further indicating the simulator
validity.




In order to accurately model the K & T Rockwell line via GCMS, it has been necessary to augment the

twenty basic subroutines of GCMS with user-written programs for introducing parts into the system and for
moving carts. These programs will be made available to future users of GCMS as an option. In more detail,
they include for example the introduction of parts on a "metered" basis so that only a fixed number of
parts enter the system on a per-hour basis. This option ie most useful to the system designer in the
early stages of detailed design. Parts may also be entered on a "desired production level" basis when-
ever another part is completed and leaves the system. The options for material handling systems include
the previously mentioned representation of conveyorized systemg, and, for carts, the selection of either
the nearest idle cart for part pickup or the selection of cart with nearest destination. The newer
developments for cart movement include "pushing" idle carts out of the way and improved

procedures for handling blocking and unblocking of carts in unidirectional systems with converging and
diverging paths. The simulation results for the K & T Rockwell line (as well as for another small pro-
totype K & T system) were compared to simulation data on the same systems provided by Kearney and Trecker.
Comparison of output statistics as well as program traces for both programs showed similar results. The
small discrepancies which do exist seem to be attributable for the most part to differences in the details
of part introduction and cart movement algorithms.

Our efforts in applying GCMS have revealed a major shortcoming of large programs of this type. That is,
the provision of modeled-system datz to the computer has been shown to be a tedious and time-consuming
process considerably subject to error even on the part of experienced GCMS users. In order to improve
access by the designer-user to this general-purpose program and to other programs of this type, we are
beginning work on a simulation data-base manager where this effort is described in some more detail be-
low.

Simulation Using Q-GERT - Another effort to model and simulate the Ingersoll-Rand CMS was made
using Q-GERT, an established, high level network simulation language [R1}. The model, designated IRHMC
[18], 1s .expressed in a network-node notation rather than the specialized CMS specifications in GCMS.
The TRHMC model was developed with a variety of user functions to study several fundamental design and
control issues related to a CMS. These issues include:

a) The Part Mix Problem: Given part production requirements which parts should be introduced
into the system in the same work-day? Analysis with 14 part-types vs. 8 part-types vs. 2 part-types
simultaneously in the system (with adjusted quantity requirements) revealed that drastic reduction in the
variety of part types 1s inefficient for this system, apparently because it reduces the balancing effect
of different part requiremencs. On the other hand, in this example it was found that higher part-mix
variety leads tc better machine utilization and production rate only up to a point.

b) The Part Flow Problem: Given a part-type mix how should individual parts be sequenced into
the system? The analysis included variety of part introduction rules in controlling initial part entry
(into the empty system), general part entry (into a fully loaded system), and the allocation of parfts to
machines once they are inside the system. Differences on the order of 10% in various performance measures
between initial part entry rules were found and indicate that the issue of initial part entry to a CMS
cannot be ignored. In the general entry case, a rule which gives entry priority to part-types with a
higher ratio of parts completed to parts required was found better than another rule which gave higher
priority to part-types with higher difference between parts completed and parts required. In the part-to-
machine allocation the analyses showed advantage to a ratio rule (Production Remaining/Time Kemaining in
the Day) in five out of six rule combinations.

c) The Process Selection Problem: Given alternative process plans in the CMS for a part-type,
which particular one should be selected for an individual part in order to satisfy the system objective?
Iu the analysis processes were assigned to parts prior to entry to the system based on a dynamic rule.
Improvements in production rates using the dynamic selection compared to fixed processes were found in
the range from 1% to 15% with an average of 7%. Further investigstion is planned in this area. Addition-
al details® about the above analyses can be found in [19].

A Q-GERT version was made of Solberg's network analysis model, CAN-Q, and tested for variations in the
length of run, queue capacities, blocking, and changes in the distribution of processing times. A Q-GERT
simulation of Caterpillar's DNC line was run to test its sensitivity to the number of pallets, storage
stations, and load/unload men and to the number and speed of the trangporters. The system also was
simulated as if it had a closed-lcop power conveyor instead of a transporter to permit comparisons of the
two handling systems. The results, reported in [24], indicate that conveyors are generally more productive
than transporters for this type of system; economic and reliability factors were not considered.

Data Bases for Simulators - In order to improve user utilization of GCMS, a data base interface

‘was developed with the following objectives:

a) Simplify the task of data iaput and modification by providing users with clear forms, thus
eliminating the need for strict input data formatting, and using default values where applicable;

b) Maintain the specification data in the data base so that both error correction and design
changes can easily be performed;

¢) Provide a tasis for design documentation and for & decision support system.
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Since GCMS had already been developed and implemented the data base addition was periformed according to

the Interfacing Approach [21], as shown in Figure 3%. The basic elements of the data base software in-
clude eleven forms; an Input Drive that processes data punched from the forms and stores it in the data

base; the data base; an Output Drive that extracts data from the data base and structures it in the strict
format and sequence required by GCMS.

To specify a CMS facility ten forms are filled by a designer with data about part types, work stations,

carts, track, and initialization data. One other general form can be applied for deletions or changes

in data already stotred in the data base. Data punched from the forms is processed automatically by the

Input Software Drive, and stored in the data base (according to the logical structure shown in Figure 4%),

During this stage analysis and verification checks of the input data are performed, and messages are

printed when errors are encountered. A series of other logical checks is performed each time a user »

specifies data deletions or changes.

A user can go through the complete process of data input, logical checks, generation of GCMS input data,

and the simulation run. Alternatively, a user can just create or modify the data base and produce a

printout to check the contents, or use a previously developed data base to generate GCMS input and run T
the simulation. The data base interface programs were programmed in Fortran using ADBMS subroutines

[R2]. They were tested and implemented successfully on several different CMS facilities with significant
reduction in user effort. A user manual and complete documentation for the data base software will be

available shortly [22].

5. System Productivity and Economic Analysis - Realistic estimates of the attainable output rate for a
manufacturing system can be made with the stochastic network model, CAN-Q, developed by Solberg (see
above), which takes into account random variations in processing time and congestion delays. By
successive application of Solberg's efficient computer program, a capacity expansion pattern can be
generated, starting with a minimal system and incrementally increasing bottleneck components. The actual
capacity at different levels of equipment investment and manpower requirements can be compared to the
theoretical capacity, assuming 1007 utilization, and used as a measure of system efficlency. In addition,
estimates can be made of production cost at different output rates and the sensitivity of cost to various
technical and market factors can be studied. An analysis was made of a typical part produced on a con-
ventional stand-alone line and the results were compared to those for the same part if made on a fiexible,
computerized manufacturing system (CMS). The breakeven values for CMS production were shown to be sen-
sitive to the production. rate, as well as the marginal cost of equipment, labor, and capital; however,

the CMS has a consistently higher level of production efficiency than the line. Future work will be
directed at improving and generalizing this method of performance analyeis.

6. Development of Queueing Models - Work has continued on the development of queuveing models and
further progress was made in evaluating time utilization in machines that are under adaptive control. A
paper on the subject is being written.

7. 1Interaction Between a CMS and the Plant - Introduction of such "Yntense" manufacturing unit as a CMS
creates various problems in the host plant and even the entire corporation. Both the capability of the
CMS and its demands must be considered at all levels - for its proper, economic, utilization. A student
spent the summer of 1978 a:i the Caterpillar complex in Peoria to begin a study of this interaction, which

will be continued.

PROGRAM OBJECTIVES FOR THE NEXT 10 MONTHS

1. Consolidate the efforts of modeling exizting systems viz GCMS, and provide options to the GCMS simula-
tor for the "user~functions" developed to accomplish that modeling.

2. Consolidate the Q~GERTS modeling efforts and compare the characteristics of this manner of modeling
with che GCMS and with the CAN~Q approaches. This comparison should be at least with regard to stage of
design where the method is likely to be useful and to the ease of access by a relatively naive user.

3. Develop a data-base for the GCMS simulator to provide easier accese to the program. This data base
should also be applicable to othex programs of this type.

4, Develop a complete, practical method for handiing the loading problem.

5. Contlnue to extend the capabilities and convenience of the CAN-Q programs, ircluding separate versions ~
for economic analysis and reliability analysis.

6. Contiaue with the study of system economics and productivity. Effect of tool management ("flow')
policies, tool duplication, megazine size, etc.

* Figures 3 and 4 referred to in this section are on page 9 and 10.
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7. Study the materials (primary and auxiliary) flow in a CMS by proper adaptation of the Materials
Requirement Planning (MRP) methodology.

8. Continue the study of CMS interaction with the rest of the plant and the corporation as a whole.

i 9, Develop the principles for composing the control system architecture for the next generation of CMS,
accounting for new design features (autonomous tool flow, adaptive control, traveling machines, etc.)
and the capabilities of next generation computers (complex software in firmware form, higher speed and
capacity).

10. Continue with further refinement of the Unit Machining Operations system (COFORM-APPAS).

e : 11. Continue with analytical work in queueing problems resulting from adaptive control of more than one
. machine.
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DESIGN AND ANALYSIS OF COMPUTERIZED MANUFACTURING SYSTEMS
FOR SMALL PARTS WITH EMPHASIS ON NON PALLETIZED PARTS OF ROTATION

Prof. N. Cook, Prof. D. Gossard, M. Bilbrey, Y. Horev, R. Melville, S. Rumsey
Department of Mechanical Engineering
Laboratory for Manufacturing Precductivity
Massachusetts Institute of Technology

PROGRAM OBJECTIVE

Profit maximization and economic growth are generally accepted as fundamental goals for private enterprise
! These goals are concurrent and depend heavily on increasing the output of available productive resources;
| ie increasing productivity. In the mass production industries (notably automotive) productivity is high.
- This has been achieved by 1) transfer lines, 2) automatic assembly machines, 3) excellent fixturing,
; 4) efficient task management, and most importantly 5) optimal work-flow/inventory control (the assembly
I line}. The efficiency of mass production is realized through economies of scale. The automatic assembly
b aids (such as welding robots), and fixed assembly lines require large production volume to justify their
1

high cost. The important common factor in all four items above is that each increases the amount of time
available for a worker to produce. He does not have to chase after parts, fixtures or the workplece. All
necessary material for his job 1s automatically delivered to his work station. A

Batch production is where goods are made in quantities of 50 ~ 10000/year. It has been estimated that 752
of all production in this country falls into this category. Generally, due to inventory cost congidera-
tions, goods are made in small lots. Individual parts are produced in a large shop along with many other
parts of similar configuration and production volume. For each operation, the lot must be moved to the
. appropriate machine. The machine is then fixtured, checked and the operation run off. The setup is then
g torn down and the process continued. A number of inefficiencies are evident in batch manufacture:
! : 1) Improper scheduling of various lots into a limited resource shop holds up production. 2) Each machine
; tool is nonproductive during setup. 3) All setups are repeated for each lot. 4) Tooling and fixturing is, |
by necessity, simple. A great deal of operator skill and attention is required, causing the resulting
operation to be slow.

Part of the inefficiency of batch production has been removed by the numexrical control machine. NC B
machines have reduced setup times and allowed multiple operations to be placed on one machine. In
addition, operation times are decreased due to automation of contouring, tool change, head position, etc.

A logical extension of NC is the Computerized Manufacturing System (CMS). A CMS is a group of NC machin-
ing centers and inspection stations controlled by a central computer and supplied with parts by a
conveyor/robot system (Figure 1). It is capable of simultaneously machining a group of somewhat similar
parts that are defined during system set up and programming. The CMS is intended for batch production and
is capable of machining different families of parts as production priorities change with only tooling and
software modification. (Obviously part class and size cannot change drastically or the machine/line sizes
would be wrong). 3

The CMS has intriguing productivity improvement possibilities. Part scheduling can be optimized and
i handling is reduced to a bare minimum. "Setup'" is eliminated on & non palletized system. If pallets are
! " used, "setup" consists of locating the part to a fixtured pallet once - off line. Thus, many mass
production techniques may be adapted to batch production. The potential savings could be immense.

The drawback to a CMS is high initial cost. The gains in productivity must be large enough to cover this
cost and stiil yield a net saving. There are a few CMS systems in existence, so cost data are scarce.
Design costs are also high. This fact coupled with a questionable return is causing many potential users
to "wait it out",

The gozl of our project is to study the CMS from the user's standpoint. We seek to develop computer
programs that will: 1) Code and classify part families suitable for CMS, 2) Configure a specific group
of machines into a CMS (choose and schedule the appropriate machines), 3) Simulate the behavior of this
CMS to determine it's dynamic properties, and &) Compute the production costs assocliated with the system
including piece cost. The programs are intended for industrial use as tools. They will allow a low
! cost CMS feasibility study to be made by interested companies. The programs are constructed in a highly
interactive -fashion and will run on any minicomputer with 48K bytes of core and remote data storage (disk). ;

RESEARCH RESULTS SINCE THE SEPTEMBER 1977 REPORT
. "Our project is in its first year go this is the first veport. We have carried out research in each of the
following areas: 1) Part Processing,
é 2) System Configuration
: 3) System Simulation
4) Cost Analysis

[Op—

Each area encompasses one of our main project goals and each represents a segment of the total computer

program. During the year, we have tried to maintain balanced progress in each area with the objective of X
producing an initial romplete interactive system. This fivrst attempt includes, by necessity, errors and
approximations that will be corrected later. To reduce the amount of detail further, we have thus far
concentrated only on small parts of rotation. These parts are important since they form a large segment of

.
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batch mznufacture and also zllow us to study the effects of short coperation times on CMS performance., We

have nct lost generality in our program by the part size restriction. We have merely made the data mo
manageable while the progrem is being developed.

The remainder of this section is devoted to discussion of each of the four research areas. The task our
program is to accomplish; rransforming any general pert mix into a scheduled, costed, and simulated CMS;
is complex. For this reason, we shall attempt to summarize with a simple example.

1. Part Processing - Before utilizing our CMS Configuration System the user must decide on which of his
current or planned production pleces are candidates for the CHS and what production rates apply. The
required input to the part processing routine consists of ordered operati~n sheets for each desired part
consisting of: 1) Operation list

- type of operation (code)

re



- tool code (material and type)

- recommended feeds and speeds (if any)
2) Workpiece material
3) Surface/tolerance requirements
4) Production volume

The first task of the program is to optimize cutting conditions on all candidate machines for the CMS. The
data provided by the user is by no means sufficient to accomplish such a task. The "codes'" refer to
extensive stored data we have developed, specifically:

- machinability data , relate workplece material and hardness to tool

- tool data material and hardness for use im cutting equations
- machine tool data } chavracteristics of "all" candidate machines for
"an}f" CMS

We have adapted an extended Taylor's equation to optimize cutting conditions for lowest piece cost. In
this manner the feeds, speeds, costs and times for each operation on each machine in the universe are
obtained.

A flaw in such an optimization procedure is generally due to lack of data. The program, however, has
several levels of sophistication. From most to least desirable, the progrsm will:

- optimize ueing the cutting equations for the specific material-tool combination (if data

available)

~ optimize using data for proper workplece and tool materials but different tool type

- use handbook data

- use data gleaned from experience
This portion of the program is interactive go results may be compared and the desired alternative chosen by
the user,

At this stage, cutting optimization techniques have been estsblished for drilling, reaming, tapping,
milling and turning. These operations comprise the lion's share of all metal cutting processes.

2. System Configuration - The part processing program delivers two major data arrays as output. The
optimized costs to perform each of the desired cperatiomns on &ll machines in the stored "universe' are
placed in a data matrix, a sample of which is shown in Figure 2. A similar array contains operation times
on each machine. The task now is to choose the best group of machines in the universe to machine the given
part mix. ;

The Configuration methed is heuristic. It is based on logical concepts and is changed to meet our contin-
ually clearer picture of the system. We assume, that allowing for scheduling inefficiencles (traffic jams)
and breakdowns, no machine ever exceeds & given target utilization (approximately 70%}. We then configure
a system assuming perfect workplece flow and no breakdowns, but limitc utilization to no greater thanm the
target., The technique is iterative. We begin by "assigning" each operation to the lowest total cost
machine in the universe. Total cost is derived by factoring part transfer time into machining costs,

(This technique favors grouping short operations on a given part onto one machine —- an intuitively pleas-
ing result). The resulting assignment sheet for the first iteration will show a very large "system" with
low utilization on most machines.

The best system will have all operations grouped on & sm2ll number of machines. To accomplish this, the
machine with the lowest utilization is deleted from the universe. During the next iteration, all operat-
ors are reassigned to the smaller universe. The process continues until the lowest total capital cost
system is obtained. During the first few iterations the highly utilized machines are by definition
protected from deletion. This places the long or high volume operations on their optimal machines. As
iterations progress and assignment alternatives decrease, the lower utilization operations are forced onto
these "favored" machines. Though these operations are not produced on their optimal machines, the economic
impact of compromising on a low volume operation is favorable to sysetem efficiency. As machines attempt to
exceed the target ntilization a duplicate is "created”, which allows multiple machines in the final system.

Notice that a routing order is a by product of the algorithm. As a part is placed in the system it must
travel in order to the assigned machines for each operation. The manmner in which the real time assignments
are made is saved for the simulation. Another segment of the program assigns backup machines for each
operation., The logic 1s similar to the primary assignment except that provision is made to balance the
backup operations over the whole system in event of a machine breakdown.

To continue with the example, refer to Figure 3. Here we have configured a eystem around the part mix
shown in Figure 2. The production volumes &re enlarged to compensate for the small number of operations.
Netice that it was most efficient to greup all of the turning operatione on one machine. Notice also that
machine 4 was chosen over machine 3 for these operations; its total machining cost (compensated for part
transfers) is lowest. This is an unexpected, but correct resukt. The final item to note is that it was
necessary to buy one machine for each of the lagt three operations. A drill was chosen over more complex
turning centers -— a logical result.

3. System Simulation - The simulation has a two-fold purpose. First, it is a teol to prove or disprove
the utilizations predicted by the configuration program. Second, it can be used to study the dynamics of
the CMS, Most of our work thus far is centered on the second area. Both will be briefly discussed.
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OPERATION OPERATION TURNING TURNING TURNING TURNING
NUMBER TYPE CENTER CENTER CENTER LATHE CENTER
1 Turning 0,256 0.252 0.149 0.193 0.320
2 Turning 0.256 0.252 0.149 0.193 0.320
3 Turning 0.465 0.464 0.379 0.362 0.564
4 Turning 0.432 0.430 0.342 0,335 0.526
5 Drilling 1.196 0.212 1,187 1000.000 1.414
€ Reaming 0.977 0.988 0.943 1000,000 1,156
7 Tapping 1000.,000 1000,000 1000.000 1000.000 1000.000
# TOOLS 14.000 16.000 16,000 8.000 10.000
MACH 1.000 2.000 3.000 4,000 4,000

FIGURE 2: SAMPLE COST MATRIX FROM PART PROCESSING PROGRAM

PART I
OPERATION OPERATION TURNING TURNING PART
NUMBER TYPE LATHE CENTER CENTER DRILL NUMBER
1 Turning 0.232 0.334 0.276 1000,000 8.000
2 Turning 0.232 0.334 0.276 1000,000 8.000
3 Turning 0,414 0.595 0.506 1000.000 8.000
4 Turning 0.385 0.561 0,470 1000.000 8.000
5 Drilling 1000,000 1.524 1.321 0.874 10.000
6 Reaming 1000.000 1,240 1.G75 0.718 10.000
7 Tapping 1000.000 1000.,000 1000.000 0.389 10,060
# TOOLS 12.000 12.000 12,000 7.000 0.000
MACH # 6.000 7.000 8.000 11.000 0.c00
IGURE 2: SAMPLE COST MATRIX FROM PART PROCESSING PROGRAM - Each element is the cost tc perform
PART II the given operation on the given

machire. .
- "1000" wmeans operation cannot be
performed on the particular machine.

As an integral part of our configuration system, the simulation hae a number of tasks:

- Predict overall machine utilizsztions by including realtime scheduling and breaskdowns.

-~ Predict the sensitivity of tne conflgured system to changes in partmix.

~ Act as a feadback loop to modify target utilization and reconfigure a system if necesaary.
These tasks have the central goal of helping to improve the configuration algorithm.

The simulation has also beern used to study optimal line speeds, pallet quantity and queue size. At this
point, the simulation is being jointly developed with Athans et al and is reported elsewhere in this
volume ,

4. Cost Analysigs - The cost analysis is a vital service iunction to the main programs. We have tried to
breakdown all costs asseciated wicth & CMS. While the costs ere not difficult to tabulate, they are
difficult to zpportion. In order to arrive at a piece cost, the bottom line in a feasibility study, the
system related costs must be allocated to each workplece,

The ircreasing level of automation in & CMS requirez & rethinking of the traditional approach of allocating
costs based on Direct Labcy Hours. As the principal pelat where value is added is at the machime tool, and
as a largsz portion of the lavor le relatively fixed; it was decided to allocate costs based on the Divect
Machine Hours Utilizad.

The respactive machine tnols were considsred as production ceaters while all ocher supportive components of
the system (conveyors, computers, etc.) were considered ac service centers. After identifying the fixed
and variable costs for the centers, the cost of the service centers were reallocated to the machine tools
based on usage of the particular sgervice function. [For exemple a portiom of the computer costs wae
allotted to the conveyor syetem depending on en estimated computer usege. In turn, the total cost of the
conveyor system is sllocated to the machinee based on number of part im)ut. Finelly, the cost per minute
to use a machine ig obtained by dividing the totsl costs attributed . machine tool by an estimate of its

REE
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CMS CONFIGURATION: SUMMARY
FOR DATA FILE FARTMINGZ2

PARTS TQ BE CONSIDERED

FART NUNMNBER FRODUCTION VOLUNE
8 ganaa
18 180908

"‘"‘""""""""-"-":"‘=:::"::::'===-‘-‘===‘=========::===:============'-'======.“.'=:.‘:‘.

— i —— " o - 2> - o > ——

DESIRED MAXIMUN UTILIZATION: .7

DESIRED SYSTEM USAGE:
15 HRS/DAY 5 DAYS/WK 38 WKS-YR

INPUT . QUTPUT TIME: .23 MINS.

T ENNSE NSNS ERNETRERNERIRIER

MACHINE NUMBER UTILIZRTION NUMBER OF TOOLS RER'D

4 - 1 a.613 4
11 -1 8.57¢ 1
1r -2 a.5839 2
11 - 3 8.338 3
OFERATION ASSIGNMENT ARRAY
OPERATION MACHINE FEED SPEED BACKUP
) 1 4.1 .816 173. g.o
2 4.1 .81& 173. g.8
X) 4.1 .81é 173. g.a
4 4.1 .816 185. g.a
5 11.1 .aag 44. 11.3
& 11.2 . 889 58. 11.3
7 11.3 111 7. 11.2
P P PR EEEEE SRR S A L it bt b et h

FISURE 3: TYPICAL CMS CONFIGURAT1ON

utilized capacity. This may be based on one of the following schemes:

- 100% egystem utilization
~ 70% expected utilization
- actual configured utilization
- actual simulated utilization

The final cost per part is then calculated by summing the respective costs for the operations,

PROGRAM OBJECTIVES FOR 1979

1.

Obtain more data for the Part Processing Prcgram. Reprusentative partmixes from industry will be

F~5
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obtained to exercise the system. Addftional Machinability and machine tool data will also be obtained.

2. Integrate the Simulation fully into the system. We shall concentrate heavily on the simulation package
in order that it reflect the same level of sophistication as the other programs.

3. Use simulation and industrial partmixes to improve the configuration program. The algorithms must be
tested for validity. The flexibility of the configured system to changes in partmix must also be
established.

4. Begin dealing with "global optimization”. Determine what system parameters give leverage to improving
overall performance.

In summary, we have now developed a total package which is almost ready to allow analysis of CMS perfor-
mance, That analysis will form a large part of next year's work.

DOCUMENTATION
Bilbrey, M.L., "Machining Parameter Optimization for Computer Managed Parts Manufacturing', MIT, Cambridge,
Mass., To be published soon.

PRESENTATION =
A Jetalled presentation of our present CMS Configuration Program was held on May 30, 1978, Attending were
representatives from: General Motors, General Electric, Cincinnati Milacron, Kingsbury Machine, Draper

Labs, Bond Machine, Ingersoll-Rand, Kearney-Trecker, McGraw Edison and Purdue University.

CO'ITACTS
Professor Nathan H. Cook, Massachusetts Institute of Technology, Cambridge, Mass. 02139
Professor David Cossard, Massachusetts Institute of Technology, Caembridge, Mass. 02139

EQ}LABORATORS
Cincinnati Milacron
General Motors

]
]
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PROGRESS IN FLEXIBLE AUTOMATION AND MATERIALS HANDLING RESEARCH, 1978%

S.B. Gershwin, M. Athans, and J.E. Ward
Electronic Systems Laboratory
August 15, 1978
Massachusetts Institute of Technology

I. PROGRAM OBJECTIVE

The goal of the research program is to investigate new methods, models, theories and algorithms for design,
operation, real time adaptive control and analysis of flexible manufacturing processes which have the
following characteristics:

1. The production process can be represented by an automated network of flow of parts or
material to be processed;

2. A variety of alternative production paths can be followed through the network, depending
upon the work order to be processed or upon the availability of production units or work
stations to process the work order;

3. The work orders to be processed are variable in size, nature, and economic value
(batch manufacturing);

4, The production units or work stations can perform automatically a multiplicity of
functions under the control of a &entral computer or a local microprocessor or
mini-computer;

5. Interspersed among the production units are automatic inspection or quality measuring
stations.

Our research to date indicates that there are fundamental modelling, theoretical, and algorithmic issues
that must be addressed before the coordinated hierarchical control of a flexible automated manufacturing

system can be successfully obtained, with an increase in the overall productivity and subsequent economic
benefits.

Our research deals with issues of system engineering related to

1. System layout topology

2. Strategic operational strategies

3. Real time tactical production control strategies
We believe that there are generic problems that have to be addressed, and our research goal is to provide
a unified methodology for addressing and solving such complex issues associated with flexible automated

manufacturing networks. To do so, it is necessary to carry out researxch dealing with

1. Basic system elements, such as machines, buffers, inspection stations, and conveyor
mechanisms.

2. Subsystem elements such as flexible work stations, flowshops, and transfer lines.

3. System topology, including networking of machines and subsystem elements and comparison
of alternative configurations.

4. Basic optimization studies on both the strategic and tactical level, and subsequent
sensitivity analyses.

5. Coordination of the strategic and tactical algorithms.

Each areadefines fundamental individual research problems in networks, control, optimization, complexity
theory, and algorithms.

II. PROGRAM ACHIEVEMENT

The first year of the program was devoted mainly to preliminary problem formulation and industrial visits.
Important research areas were settled on including the effects of finite buffers on reliability, network
flow optimization, simulation, and scheduling.

* The research described in this report has been supported by the Natiornal Science Foundation under grant
APR76~12036.




III.

RESEARCH RESULTS

(Since 1977 Conf.)

Based upon several visits to industrial
plants, discussion with industrial and

academic representatives,

literature

search, and our basic research, we have
arrived at the following conclusions.

1.

There are many generic problems
in batch manufacturing that are
common to metal processing,
electronic, and process control
industries.

The major problems are associated
with the interface between pro-
duction planning at a strategic
level, and real time tactical
decisions on implementing the
production schedule in the
presence of machine malfunctions
and material shortages.

Utilization of expensive machines
is low, and in-process inventory
is high, resulting in decrease in
productivity and economic losses.

MACHINE #1 _—~BUFFER #1
PIECES \
o \MAIN CONVEYOR SYSTEM
-
J/
L
o
e<éo & & %

PRODUCTS

/
M| B3 )€

Fig. 1 Example of Flexible Manufacturing

System

Manufacturers are reluctant to move toward automated flexible manufacturing systems because of
the lack of a systematic methodology which can convince them of economic payoffs.

Manufacturers are convinced that eventually flexible manufacturing systems will be needed to

improve productivity.

Our initial research efforts have convinced us that significant improvements in productivity

are possible through careful optimization of available resources at several levels.

optimization will have significant economic benefits.

Such

an overall conceptual methodology is not available for formulating, understanding, analyzing,

and optimizing flexible automated manufacturing networks.

is needed in developing sophisticated methods for

(a) planning
(b) scheduling
(c) real time control

of such flexible systems, taking into account

(& static (steady-state) issues

(b)
(c)

and "recycling"”

dynamic phenomenia in production outputs
stochastic effects arising from machine failures, material shortages,
cf faulty products

Directed basic and applied research

Based upon these broad conclusions, the MIT Electronic Systems Laboratory research team embarked upon a
program of basic theoretical research that addressed a subset of the most important problems vhich we

felt were most relevant to batch manufacturing and flexible manufacturing networks.

Our philosophy was

to identify problems and begin investigaticns which clearly advanced the state of the art and which, at
the same time, were clearly relevant to different aspects of batch manufacturing problems.

One kev notion is that of flexibility.

Although traditional transfer lines or flow shops with dedicated

machines and machine interconnections represent inflexible manufacturing systems, the addition of inter-
mediate buffers introduces opticns in the scheduling and control of individual machines or line sections,

and we have identified nceded rescarch in optimizing such systems
typified by multi-function machines with networked interconnections, and are capable of
The single~loop system shown in Fig. 1 is an example of

uring systems are
handling a mix of different parts.

What are now called

flexible manufact-

a simple flex-

ible manufacturing system in which machines may be scheduled individually or in flow-shop fashion.

The conceptual difference betwecen flexible and inflexible systems is the incresse in degrees of freedom

in flexible networks; these pay off when stochastic effects {such as machine failures) occur.
to say, one nceds to carry out a careful analysis of cost vs. complexity for flexible systems.
of freedom introduce more points in which real time control (via mini-

the real-time

reason is that more degrees
computers or microprocessors, c¢r even by more trained floor foremen) is necessary.

Hence,

Needless
The

computational burden necessary for optimization is an essential ingredient of a flexible automated

manufacturing system.




Computational Complexity - We have examined classical flowshops without intermediate buffers as illus-
Trated in Fig. 2. "Assuming that each machine must perform an operation on each job in the sequence shown

and that the set-up and machinc times for each job in each machine are fixed, the problem is to find the
optimal job schedule to minimize production time. A new result, important in its own right in mathemati-
cal complexity theory, is as follows:

For a large number of jobs n, the optimal schedul~

MACHINE
ing problem is NP-complete if the number of machines, m, é //
is four or greater (m>4). 3 JOBS_ M M M PRODUCTS
grea N P SO Py L
The implication of this result is that even in the ab- :
sence of machine failures, scheduling a large number r
of jobs in a bufferless flowshop that contains more
than three machines results in a combinatorial problem gﬁ?ﬂJBLE
that cannot be solved in real time by existing com=- PRIORITY
puters. On the other hand, we were able to develop BUFFER

fast heuristic algorithms having good accuracy.

. Fig. 2 Buffer-
The Effects of Buffers - If one starts with an 1g' vifer-less Flowshop

inflexible system such as a transfer line or
classical flowshop, then one can add a certain
degree of flexibility by adding buffers of finite
size between the machines. This is illustrated in
Figure 3.

' @pnoouc:'rs

There is a cost that is associated with the intro-~
duction of buffers in an otherwise inflexible line.
In fact the cost will depend upon

(a) the type of buffer (first-in-first-out Fig. 3 Transfer Line or Flowshop
or more flexible priority buffers, e.g., with Intermediate Buffers
carrousels)

(b) the maximum size of the buffer storage

The key question that arises is: what are the payoffs associated with the introduction of buffers?

Our research indicates that the introduction of buffers can have an important payoff in terms of increas-
ing production rates and machine utilization. We carried out, and we propose to continue, two distinct
studies on the importance of buffers.

1. What are the effects of buffers in deterministic scheduling?

2. What are the effects of buffers on production rates given machine
failure and repair rates?

With respect to deterministic scheduling, we proved that even the two-machine, single~buffer problem is
NP-complete, making it certain that for large number of jobs the real time computational requirzments

to compute the optimal schedule are formidable. Once more this represents a new theoretical contribution
to complexity theory. On the other hand we were successful in devising a fast suboptimal scheduling
algorithm, with guaranteed performance, which cculd be used for real time scheduling.

The secord area of research that involved buffers deals with the average efficiency and production rates
of transfer lines with the general geometry shown in Figure 3. This research effort, deals with the
development of both analytical models and computer algorithms that calculate steady state production
rates as a function of

(a) thke number of machines

(by the failure probability of each machine
(c) the repair probability of each machine
(d) the size of each buffer

in the cases that

(i) the task execution time on esach machine is known and deterministic
{ii) the task execution time on each machine is a random variable.

The latter is particuiarly important for flexible systems, It can represent a transfer line manufacturing
a mix of parts. The parts must be similar, since all parts experience the same kinds of operations at
the same stations. However, they differ because the operations take different lengths of time for

each part.

Considerable progress in this important area has been made, but much more reseaxch needs to be done.
The eventual goal of this research will be to generate an efficient general purpose computer program
that can be used to carry out economic tradeoff studies relating transfer line efficiency as a function
of individual machine reliability (influenced by maintenance strategies) and size of buffers.

G-3




Methodological Implications

Even with the introduction of buffers, transfer lines and flowshops of the type shown in Figure 3 are
relatively inflexible. 1In our opinion, the maximum size of such transfer lines or flowshops in a

flexible batch manufacturing system should be strongly dictated by the number of precedence constraints
(do not execute task k+l unless task k has been completed). 1In several industrial visits we found that
precedence constraints were artificially established so as to make the life of the floor foreman easier.
In our opinion, one should start with physical groupings of precedence constraints to obtain the structure
of a flexible system, say of the type shown in Figure 1.

On the other hand the real-time computational requirements of even deterministic scheduling problems
(NP-completeness) precludes the overall scheduling of each piece separately. One needs to aggregate the
problem so that optimization calculations become manageable.

The approach that we have developed is to utilize the methodology of modern systems engineering to decom-
pose the problem into a hierarchical structure that contains a strategic (economic) level, and a
decentralized tactical (stabilizing) level.

Broadly speaking, the task of the strategic (economic) level is to establish the optimal steady-state
flows of different product mixes in the different links of the flexible manufacturing network. ‘Means
must also be found so that general sensitivity studies could be made to isolate the system "bottlenecks"
to carry out system tradeoff studies.

On the other hand, the tactical (stabilizing) level is the system which, based upon real-time measure-
nents, carries out the real time control of individual pieces in terms of scheduling pieces to individual
machines, or flowshops, rerouting pieces in case of machine failures, etc. The tactical control strategies
are very important, because attention must be paid to modest computational requirements (to be carried

out by minicomputers and microprocessors) and to minimum real-time communications and interface require-
ments.

We have made considerable progress in both the strategic and tactical levels, although much more research
has to be done.

Flow Optimization Studies (Strategic)

The objective of the flow optimization studies in a network of flexible machines, interconnected by a
loop conveyor system, is to find the optimal steady state routing strategies of different products to
different machine stations. 1In the studies that we conducted we have concentrated in maximizing produc-—
tion rates. The problem has beer. formulated as a nonlinear multicommodity flow problem, and a variation
of the Cantor-Gerla computer algorithm has been used to obtain numerical results for small, but represen-
tative, networks.

The input data for the flow optimization program is

the network topology

precedence constraints

time to carxy out each operation at each work station

travel time on each link

pallet availability

mverage loading time

desired production ratios for each distinct product or piece

a
b
[
d
e
£
g

The optimization program determines the following optimal steady state quantities

(a) the average rate of flow of each product on each network link

(b) the average number of different available pallets, and the probability
cf pallet availability

(c) the optimal manufacturing strategies for each product

(d) average queue lengths at each work station

(e) average utilization of each machine

The flow optimization approach represents the "heart" of the strategic level controiler. Use of the
computer subreoutines leads tc tradeoff studies that can relate changes ir production rates to system

i 3 il . Y
parameters change {(e.g., number of pallets, spesd of conveyor system, changes in machining types, etc.;.

Networks of Queues Approach (strategic)

Although the flow optimization algorithm can be used for systemn tradeoff studies, it is not necessarily
the best vehicle since it calculates in detail several quantities which, although needed for the strategic
level control, are not necessarily relevant for quick and inexpensive tradeoff studies. For this reason,
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we have adapted the Purdue CAN-Q program* to analyze flexible loop-type networks. Results to date are
very encouraging, since numerical results agree closely with those obtained by the flow optimization
algorithm described above, and with these obtained through the discrete event simulation described below.

Several limitations of the present model in regard to loop systems are, however, known. One for example,
is its inahility to predict the degradation in production rate which occurs when pallet loading is in-
creased beyond a certain point, causing congestion and backups at line-merging points. This could be a
serious limitation in more complex networks than those examined to date. The range of applicability of
the present model needs to be explored, and research done on locating or developing "computable" models
which get around those limitations which are found to occur.

Tactical Control Strategies ~ In addition to the scheduling research, progress has been made in the tac-
tical stabilizing level. A discrete event simulator that keeps track of each individual piece in the
network and carries out real-time control strategies has been developed. :

The discrete event simulator has been used, and will be used, as

(a) a test bed for evaluating alternate tactical control strategies
(b) a vehicle for gaining more insight into the real-time dynamic and
stochastic phenomena

There can be significant transient and oscillatory phenomena in the actual production rates as compared
to the desired steady-state ones. We have been successful in developing control strategies that improve
significantly the transient start up phenomena. In addition, we have been able to successfully blend
the real-time control strategies with the steady-state optimal strategies derived by the strategic-level
flow optimization algorithm, with excellent transient behavior.

IV. PROGRAM OBJECTIVES

In the following we list a set of tasks that we intend to perform over the next three years. We plan to
make significant progress along these lines in the next ten months.

TASK 1: TRANSFER LINE STUDIES

Investigate thoroughly the issues relating transfer line efficiency and economic payoffs to machine fail-
ure rates, repair rates, size and cost of intermediate buffers. In particular:

1.1) Complete the closed-form solution of the steady state probabilities of three
machines and two storages. Extend it to longer lines.

1.2) <omplete the numerical technique based on the structure of the transient
matrix. Apply to three-machine and longer lines. Study the propagation
of error in the recursive matrix multiplications of this approach.

1.3) Study the sensitivity of line efficiency to errors in estimating system
parameters. Investigate the variance of the number of pieces produced in
a run of a given length. This task will demonstrate how precisely efficiency
needs to be calculated, and what degree of approximation is appropriate.

1.4) Study approximate methods for calculating efficiency. This will include

' the aggregation or disaggregation of storage levels and the replacement
of sets of machines and storages by a single, approximately equivalent
machine. :

1.5) 1Investigate new models. This will include machines whose operation time
is not constant, and it may include failure, or operation times that are
neither geometric nor exponential. As far as possible, apply the work of
Tasks 1.1 ~ 1.4 to these new models.

1.6) Consider line layouts that are not linear. Investigate decision problems that
arise in such networks. Apply the approaches of Tasks 1.1 - 1.5 to these layouts.

(=

.7) consider the line design problem by investigating the optimization of storage
sizes, subject to costs of floor space, inventory, pachine maintenance and others.

TASK 2: SCHEDULING IN FLOWSHGPS

Investigate the problems of deterministic and stochastic scheduling in flowshops, and analyze in depth
the effects of various buffers. Develop and analyze both optimal and suboptimal scheduling algorithms
with due attention to real-time computational requirements, and stochastic availability of jobs.

*Solberg, J.J., "Optical Design and Control of Computerized Manufacturing Systems", AIIE Systems Engineer-

ing Conference, December 1976.
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In particular:

2.1) Complete the on-going studies on deterministic
scheduling algorithms and evaluate the cost-
cffectiveness of different types of buffers
upon production rates.

P, D ~or ok

2.2) BAnalyze in depth the heuristic algorithms,

develop upper and lower performance bounds, Fig. 4 Flowshop with Probabilistic Recycling
and carry out stochastic sensitivity analyses. of Faulty Components. The P Represent
i

Probabilities
2.3) Initiate research in stochastic scheduling -
algorithms for flowshops followed by a testing )
section that "feeds back" faulty components SORTING ~ FLOWSHOP
(Figure 4). BUFFER /;;f'
addresses explicitly the issues of statistical —

7 CONVEYOR LINK

availability of products on the conveyor mecha-
anism, the nature and cost of a sorting buffer,
and the nature of a general flowshop (Figure 5). Fig. 5 Subsystem Geometry of a Flowshop in
Flexible Manufacturing System

2.5) Fully understand the computational complexity of such
stochastic scheduling problems, and develop rules for maximum sizes of flowshops to act as
subsystems in the overall flexible automated manufacturing network. Include the effects of
storage buffers in the above framework.

TASK 3: DISCRETE SIMULATION

Expand the capebilities of the discrete part simulation so that it can be used as a more effective and
flexible test bed. 1In particular:

3.1) Introduce work station failure and repair capabilities.

3.2) Expand the simulation so that small transfer lines and flowshops with buffers
ara explicitly modelled.

3.3) Carry out "dimensional analysis" studies so that the overall structure of the discrete
simulation is better understood.

3.4) Continue to use the discrete simulation as a test bed for understanding, and evaluating
different strategic and tactical control strategies, especially when machines failures
and repairs occur in stochastic environment.

2.4) Initiate research in stochastic scheduling that \,//DEUHONPOHH -

TASK 4: NETWORKS OF QUEUES

Evaluate the potential of existing methodologies to predict the machine utilization and production rates
for alternate system tradeoff studies. In particular:

4.1) Complste the evaluation of the CAN-Q program as to its accuracy and potentiul limitations.
Compaxe further CAN-Q predictions with present and future results obtained through both
the discrete simulation and the strategic flow optimization algorithm.

4.2) Examine critically the available “"networks of queues" literature, adapt it and extend it if
necessary, to improve steadv state models necessary for the strategic level controller,
with special emphasis on proper modelling of queue length distribution at the work
stations and the effects of finite queue lengths,

TASK 5: STRATEGIC LEVEL CONTROL

Improvs and extend the theoretical and algorithmic aspects of the rmulticommodity flow optimization
algorithm. 1In pesrticular:

5.1) Refine the optimization algorithm. Establiszh rules for efficient choice of the penalty
Lagrange parameters. Efficiently calculate constrained shortest paths. Incorporate looping
paths (due to blocking of products from work stations) in the optimization algorithm.

5.2) Incorporste inspecticn stations in the model that either remove or recycle faulty components
in the network.

5.3) Incorporate additional conveyor loops jn the model.

5.4) Determine means by which jobs with different precedence constraints are to be modelled in the -
multicommodity flow optimization framework. Consider the effects on the overall strategic
optimization strategy of some work stations being single flexible machines while others
are mini transfer lines and/or flowshops.

5.3) Solve more complex flow optimization problems involving more products, more work stations,
and different precedence constraints. Evaluate these eptimization strategiss using the
discrete test-bed simulation (TASK 3).




5.6) Integrate the effects of different tactical control strategies, especially these associated
with deterministic and stochastic scheduling (TASK 2), with the strategic optimization level.

TASK 6: DYNAMIC MODELS

Initiate basic research, from first principles, that will result in dynamic state variable models for
aggregated production variables. These models should be described by simultaneous differential or
difference equations, and they should be able to relate transient changes from desired production rates
to simple or sophisticated tactical real-time control strategies. Evaluate these dynamic models using
the discrete part test bed simulation. If possible, extend these dynamic models to the stochastic case
so that the effects of machine failures and repairs, as well as the probabilistic effects of inspections
stations, are adequately modelled.

TASK 7: TACTICAL REAL~TIME ADAPTIVE CONTROL

7.1) Develop techniques for interfacing real-time stochastic scheduling rules (TASK 2) with the
overall strategic flow optimization algorithm (TASK 5), with due attention to decentralized
- control strategies. Test overall system strategies using the discrete simulation test bed
(TASK 3).

7.2) Develop new tactical control algorithms for improved transient performance using the new
dynamic models (TASK 6) and the methodology of modern control theory. 1Interface these
dynamic aggregate control algorithms with both the flow optimization algorithms (TASK 5)
and the individual scheduling algorithms (TASK 2). Evaluate them using the discrete
simulation test bed (TASK 3).

-

V. DOCUMENTATION (Since 1977 Grantees Conference)

1. Athans, M., N.H. Cook, S.B. Gershwin, Y, Horev, P.C. Kanellakis, J. Kimemia, I.C. Schick,
J.E. Ward, "Complex Materials Handling and Assembly Systems, Second Interim Progress Report",
M.I.T. Electronic Systems Laboratory, Sept. 30, 1977.

2. A multiple volume final report describing the results of our first two years' effort is currently
in preparation. The title of the series will be "Complex Materials Handling and Assembly Systems.”

Tentative authors and titles of the volumes are:

Volume I -~ "Executive Summary", by M. Athans, S.B. Gershwin, and J.E. Ward

Volume II - "Multicommodity Network Flow Optimization in Flexible Manufacturing Systems", by
J. Kimemia and S.B. Gershwin

Volume III - "Optimization of a Closed Network of Queues", by Giovanni Secco-Suardo

Volume IV - "Discrete Simulation of Flexible Manufacturing Systems”, by Y. Horev, N.H. Cook,

and J.E. Ward

Volume V - "Algorithms for a Scheduling Application of the Asymmetric Traveling Salesman
Problem", by P.C. Kanellakis

volume VI - "Modelling and Analysis of Unreliable Transfer Lines with Finite Interstage Buffers",
by I.C. Schick and S.B. Gershwin

Volume VII - "Analysis of Transfer Lines Consisting of Two Unreliable Machines with Random Pro-
cessing Times and Finite Storage Buffers", by S.B. Gershwin and 0. Berman

Volume VIII - "Numerical Experience with a Closed Network of Queues Model”, by J.E. Ward

Volume IX - "Analysis of Transfer Lines Consisting of Three Unreliable Machines and Two Finite
Storage Buffers", by S.B. Gershwin and I.C. Schick

VI. CONTACTS - Name Address Telephone
Professor Michael Athans 35-308, M.I.T., Cambridge, MA 02139 (617)-253-6173
Dr. Stanley B. Gershwin 35-407, M.I.T., Cambridge, MA 02139 (617)-253-2149
Mr. John E. Ward 35-402, M.I.T., Cambridge, MA 02139 (617)-253-3891

VII. COLLABORATORS

We have not formally collaborated with any companies, although we have made a large number of plant
- visits. These visits have included:

AMP, Inc. The Raytheon Co.
AMF Harley-Dividson Raytheon Marine Products Div.
. AVCO Corporation (Lycoming) Raytheon Missile Div.
Electronic Associates, Inc. Raytheon Data Systems
GTE Laboratories, Inc. Scott Paper Company
Kingsbury Machine Tool Corp. USM, Inc.

Xerox Corp.

A Two-day workshop was held at M.I.T. on May 9 and 10, 1978, at which project results were discussed
with 49 attendees from 26 companies and two universities.




"MODELLING AND ANALYSIS OF MATERIAL HANDLING SYSTEMS"

Project Staff#*

The University of Michigan
Department of Industrial and Operations Engineering
Ann Arbor, Michigan 48109

I. PROGRAM OBJECTIVES - The aim of this project is to develop a computer aided design tool which will
assist the designer in identifying material handling system configurations which are worthy of detailed
- study. Typically, material handling systems are designed from a standard hardware components combined
with a few specially designed components and with control logic which is customized for the specific
application. Common functions such as merge, select, transport, etc., are realized through a wide
variety of combinations of equipment and of physical layouts. Predicting the throughput capacity of
" a proposed design when operating under the dynamic workloads forecasted by the customer often requires
complex and tedious flow analysis. Changes in the customer's perception and understanding of his
handling and operating requirements.during the purchase negotiation and design phases may indicate the
need for a series of this type of analysis. Thus there is a need for a design methodology which uses
a mathematical model structure to allow rapid specification of alternative configurations, and quick
analysis of the flow characteristics of a system under dynamic loading.

Monte Carlo simulation is a widely and successfully used computer method for modelling and estimating
the dynamic throughput characteristics of a material handling system design. It does not however,
explicitly indicate the control or layout modifications which would be most cost effective in reducing
queues, increasing throughput, or meeting due dates. Consequently, improvements in a system are
achieved by drawing on the accumulated experience and intuition of the design engineer. Since simula-
tion is a descriptive and experimental methodology, the designer is often uncertain about the conse-
quences of increasing storage space, removing a conveyor link, providing recirculation, etc., except
by rerunning his simulation model for a large number of alternative configurations.

II. PROGRAM ACHIEVEMENT SINCE THE SEPTEMBER, 1977 REPORT

1. Simulation Studies - In the previous report, a simulation system for modelling conveyorized
material handling systems, INDECS, was described briefly. Since that report, a user manual for
INDECS (project Working Paper 1) has been prepared to describe the features of the simulation
system. The INDECS system has been used to simulate the throughput characteristics of conveyor
merge designs which were proposed for different applications by two different manufacturers. In
both studies, the simulation system provided desired insights about the micro-behavior of the
congestion of the flow of unit loads where the space requirements of the load size are critical.
One of the studies in which three parallel belt conveyors feed cases at right angles onto either
of two takeaway belts is reported in project Working Paper 3 . The feeder belts pivot to the
level of the takeaway belts which are separated five feet vertically. No gates or sensors are
provided to prevent collisions between cases during the merge. Therefore, the cases must be
released into the merge at a timing which prevents collisions. Timing constraints and merge
alternatives which may be used to achieve a feasible design with desired throughput are defined.
The simulation experiments are used to compare the throughput rates for different release strate-
gies, (1) simultaneously release a case on each of the three parallel belts at fixed time intervals
or (2) release an individual case from a feeder when its merge onto the takeaway belt would not
collide with an already released case from another feeder. As expected the second strategy is
shown to have a higher throughput rate, but requires more elaborate control for implementation.

2. Observations - These simulation studies demonstrated that the INDECS simulation system is able
to model subsections of continuous conveyor systems and control in great detail. As a consequence
of these studies, a number of modifications seem desirable to simplify the input requirements,
to improve the ability to diagnose the user modelling errors, and to improve the format of the
output reports. INDECS requires detailed programming skills of the user for modelling the
material handling control protocols. Furthermore, INDECS simulates the detailed movement of
each and every unit load as it flows through the simulated system. Consequently, the computer
time requirements for simulating a large material handling system over long periods of time are
large, to the extent of being prohibitive.

A complete reprogramming would be needed to remove these limitations. We have reason to believe
this reprogramming is not likely to contribute toward providing the designer with capability
for preliminary analysis of design configurations with a reasonable computing budget.

*
A listing is given at end of report.
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In our visit to material handling vendors, we observed that the designer analyzes a proposed system
at several levels of analysis. For example, the preliminary selection of devices requires a worst
case analysis of the steady state flow capacity of the material handling system. Next, the designer
may need to analyze the consequences of the different operating schedules of departments using the
proposed system. If the conveyor system starts empty each day, does the system achieve required
daily throughput if all users report for work simultaneously, or must users start on a staggered
schedule? Further analyses may be needed to examine in detail the accumulation and flow capacities
required because of random occurrences during the peak periods, and the bottleneck locations.
Finally, micro-simulation may be used to verify the ability of the proposed design to satisfy the
specified spatial and flow constraints.

OQur discussions with vendors disclosed that the flow analysis preceding the micro-simulation step

is often performed manually by the designer. The task is tedious, time-consuming, and largely
intuitive, As a consequence only a limited set of alternatives are examined. Therefore, we
directed our research efforts to developing an analytic tool which is structurally consistent across
the several design phases and levels of detail.

Dynamic Network Modelling - The analytic tool, called DYNAFLO, we are developing makes use of net-

work flow modelling and optimizing. Compared to common industry practice, it

. provides an analysis of dynamic flows over time in addition to the typical static .
flow analysis,

. is in the spirit of the paper and pencil analysis often practiced except that it
is computerized and can encompass a complete material handling system. (Therefore
it offers the capability for fast analysis of more alternative. designs.)

. avoids the detailed specification, the customized computer programming, and the
micro-second perspective typical of simulation modelling,

. allows analysis of the interplay between dynamic schedules and the storage and
flow limitations which may inhibit achievement of desired throughput.

A material handling system is represented in a network flow model by a set of nodes connected by
directed arcs. An arc represents the potential for passage of items from one point to another.

The number of items which flow across an arc per period may be constrained by upper and lower bounds.
A cost may be assigned to each item which flows across an arc. In order to model the dynamic be-
havior of items flowing through a network of nodes and directed arcs, we attach a travel time to
each arc. A network flow algorithm is used to find the maximum value of the flow of items over

the arcs of the network between specified origin and destination nodes at minimum cost, subject to
the capacity constraints.

Model Assumptions - Our dynamic network models require three assumptions: the handling system flow
can be approximated by discretizing in space, by discretizing time, and by considering all items

as homogeneous. These assumptions are compatible with the aggregate levels of analysis useful in
concept design. By clever tricks, these assumptions can be circumvented in special cases. Generally,
however, our models are restricted to use where these assumptions are acceptable.

Discretization in space implies that we are able to divide the flow path of item movement into a
small number of discrete but connected sections. Usually, each physical device will be modelled

by one or more sections. Thus point "i" and point "j" may symbolize two distinct points in space
which are connected by a two hundred foot long belt conveyor. A second belt conveyor may transport
items from point "k" and merge with the first conveyor at "j". Each identifiable point in space
therefore is a point where the flow of items originates, terminates, merges, connects, or diverts

to another distinct piece of hardware.

We discretize time by assuming that the time for any item to move from one point in space to another
is an integer multiple of a basic discrete time unit called the "time-slice." For example, if

the time-slice is 10 seconds, it takes either 0, or 10, or 20,... etc., seconds to move from one
point to another point in space. The time required to move an item from one point in space to an-
other is a function of the distance between the points; the velocity of the transporting device
connecting these points, and the type of the transporting device.

Items moving or being stored in the system are assumed to be all of the same type. Each item is -
characterized by a critical dimension associated with a particular device and time-slice. For

example, during time-slice t all items on an accumulation conveyor i are of length £, Assume q is

the number which accumulates on the conveyor in a single line. The total length of items q2 accu-

mulated on the conveyor can be constrained to not exceed the length of the conveyor section.

One of the benefits of the network model with these assumptions is that the system can be represented
by a two dimensional diagram in discrete space and time. Thus, a node at time-slice t and space



row i has flows on arcs in from other points in space and time, and also flows out on arcs to points
in space and time. For node (it), we assume that the flows in from preceding space and time nodes
must equal the total flows out to succeeding nodes in space and time. The horizontal arcs imply
that units remain at the same node from one time-slice to the next. These arcs therefore model
carryover of accumulated items from one time-slice to the next. Each of the arcs may have upper
and lower bounds on the flow of items from one space-time node to another. For example, an upper
bound on a storage arc represents the maximum number of units which can be stored on an accumula-
tion conveyor. -An upper bound on a conveyor arc might represent the maximum number of items per
timgéslice which can flow over that arc, corresponding to the maximum carrying rate of that conveyor
section duting the specified time-slice. Similarly a lower bound on the input arcs implies that

at least that number of units must be accepted by the system during that time-slice. Hence, the
bounds on the carryover and flow arcs can be used to model the following examples of performance
requirements:

. Each bank must be capable of holding n pallet loads of the product.

The flow rate shall be at least m tote pans per hour average, with 1507
maximum surge capacity.

 The system'must be capable of receiving inbound items at the rate of m per
hour during the first five hours of an eight hour shift and ship outbound
items at the rate of n per hour during the last three hours of the shift.

Material handling devices have different flow and carryover characteristics. Their network space~
time diagram representations are specialized according to these flow properties. A crucial
postulate of our work is that the space-time operation of a wide variety of industrial transport
devices can be modelled by standard micro-models within the node-arc representation of flows from
points in space and time to other points in space and time. To be practical, a small number of
internal micro-models of transport devices must be available in a library and accessible by generic
name only. To use these micro-models, the design engineer must specify only the parameters of the
device (e.g., the velocity, length, and name), but need not know the internal node-arc transforma-
tions. We ililustrate the internal micro-models for a continuous and for an accumulation conveyor.
Other examples can be found in project VWorking Paper #4,

The following notation is used:

1 = the duration of a time~slice in unit time

A = the number of time-slices for a unit load to move from input
to output of the device

S = the statir holding capacity of the device in number of units

F = the maximum flow or production rate of the device in units per time-slice
¢ = the distance between input and output stations of the device in feet

v = the velocity of a transporter in feet per time-slice

¢ = the critical length of a unit load in feet

g = the minimum gap between unit loads in feet when flowing on a conveyor,

Continuous conveyors are characterized by items moving everywhere at the same constant velocity
and constant headway. - Obvious examples are belt, slat, or powered roller conveyors. Thus, only
movement and no inventecry accumulation is provided. A continuous conveyor with a velocity of v,
and a length d betwesen input point i and output point j is modelled by the node-arc structure in
Figure 1, where the travel time (in number of time-slices) A = d/v, the holding capacity $ = 0,
and the maximum flow rate is F = v/(2+g). The symbols in brackets represent the upper and lower
Lounds on the “fiow on the arc, per time-slice.

In Flow __ it
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Figure 1. Example of node-arc structure for
a continuous conveyor segment be-
tween location i and j, with flow
time of A, and flow rate of F items
per time-slice.
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Accumulation conveyors are similar to continuous conveyors except that items may queue on the
conveyor at the output node, if downstream congestion prevents further flow. If we ignore the
acceleration and deceleration, our model corresponds to the flow of unit loads on gravity roller,
or wheel conveyors, controlled pressure conveyors, a tow cart system, Or in-line power and free
system. We assume for this example that the travel time A is exactly equal to one time-slice,
e.g., A = d/v = 1. Then the holding capacity S = d/% if we assume items accumulate in a compact
queue, and the maximum flow rate in units per time-slice is F = v/(2+4g). The node arc structure
requires two nodes and an inserted arc to model the limited static holding capacity S of the
accumulation section and the one time~slice travel delay of a unit from input to ouput on the
conveyor link, as shown in Figure 2, The case where the travel time A is more than one time-slice
is modelled either by a replication of the preceding node-arc scheme for each time~slice, or by a
simpler structure which omits the storage constraints.

-

Y
Out Flow

Figure 2. Example of node-arc structure for accumu-
lation conveyor with flow time of 1 time-
slice, accumulation space for S units,

_and flow capacity of F items per time-

slice.

To date, we have focused on models which admit to "pure" network formulations; belt, discrete carrier,
and accumulation conveyors have this property.

Other devices such as controllers, processors, and elevators do not admit a "pure'" network formula-
tion. We have been able to model the operations of these other devices within the more general
framework of Linear Programming (LF). Optimization with these other devices is possible using a
general LP code but would require substantially increased computer time for sclution. An important
research topic is the exploitation of the LP structure which these other devices impose so as to
avoid the need for a general purpose LP solution algorithm.

Software Development - The network modelling concept has been incorporated into both & batch program
and an interactive software program for computer aided design studies. The system requires the
designer to specify the input, merge, divert, and output nodes of the physical design, the genmeric
type of device (belt, accum conveyor, queue) which links any node pair, the travel time for a unit
on each device, the maximum and minimum flow rate in units per time-slice, the maximum holding capa-
city, in units, of a carryover link, where appropriate, and the cost per unit of an item which flows
acroes a device. The system then generates a static network expanded over a specified number of
time-slices, with arc bounds and costs correctly applied for each arc.

A network flow algorithm determines the maximum flow which can be achieved through the network, and

produces a report showing the flow of units in each arc for each period of time. Thus, the software
package produces a dynamic analyeis of the maximum throughput for & given design, revealing the flow
fluctuatiouns, congestion, and utilization of all devices,

The interac:ive system uses a Tektronlcs 4014 storage tube for imput. The input process is consider-
ablv simplified, since the designer can "draw" the physical layout of the network to scale on the tube.
The program prompcs rhe user to provide correct iaput data required to develop a valid network model.
3oth programs are written in PL/1 for the University of Michigan Amdahl 470V/6; thus there is the
potentizl for converting tc other types of graphic terminals. The batch version requires about 350K
bytes of storage; the interactive sysctem about 400K bytes. Both systems have been used to analyze a
variety of amall materisl handling contigurations (e.g., 10 stazions with 60 time periods, and 135
stations for &0 zime periods) provided by the advisory firme. Optimizztfon never required more than
15 sgeconds of CPU time.

Analytic Issues - The develoument of the time expanded static network concept as a model of the

dynamic flows in a material handiing design has expcsed a rich field of theoretical issues as well
as application potertial. As a complement to simulation, the network must be able to optimize over
possibly 1,000 time periods. Thus moczls of 10,00¢ nodes and several times that number of arcs are
likely. Presently available algorithms can optimize pure networks of this size. However, the. CPU
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time may be extensive (of the O (n?m)) and a million bytes of memory needed to store the network.
Therefore our investigations have been directed toward basic modelling questions:

a) Can we develop an efficient dynamic network algorithm which will optimize the flow in a pure
network over T periods when the constraints on the arcs change in some periods? An effective
algorithm for this problem if the constraints over time are constant, was provided by Ford
and Fulkersonl., We found that the algorithm for the time varying arc constraint case developed
by Halpern? is not optimal as claimed. We are currently investigating a subsequent publication
on this problem. The applicability of an efficient algorithm to this problem could make dynamic

o network modelling of material handling systems computationally competitive with simulation

o modelling.

i b) One goal of an analytic approach to modelling is to provide comsistent structure and analyses

) when different time units are used in comparative studies of the same system, For example, the
input for an analysis of flows and queues in each hour of a week should be usable and numerically

- consistent with an analysis of the flows and queues of the same handling system partitioned into

sequences of time units aggregated in any arbitrary sets. Thus we may want a model which ana-
lyzes system flow on a ten minute by ten minute base for the first three hours of the day, on
a minute by minute basis for the next two hours when maximum loading occurs, and on & half hour
base for the remainder of the day. ' ‘

¢) In our current version of the system the user can choose a time~expanded model with one time-
slice per time period, or with an equal number of multiple time-slices per period and so
produce smaller and more easily computed models with some loss of accuracy. Our techniques
for aggregating are heuristic. The notion of model aggregation is of importance to the practice
of Operations Research in general, Theoretical study of the degree of accuracy or precision
lost in material handling system models under various kinds of time and space aggregation is
needed.

d) The epplication of network modelling to a diversity of material handling systems depends upon
the availability of micro-models of hardware components such as processors, elevators, stackers,
and controllers for more than one commodity type. For efficient computational purposes, we
need pure network representations of generic material handling devices. Thus, we are investi-
gating equivalence transformations of networks”’, with initial attentionto determining if micro-
models which seem to require additional constraints can be tramsformed into equivalent pure
network formulatioms.

7. Industrial Advisory Committee Activity - Two meetings of an Industrial Advisory Committee consisting
of representatives from thre2 material handling system manufacturers wer: held, in February and in
July 1978. We are currently developing arrangements by which an engineer from one of these firme
will carry out a '‘hands-on" test of the DYNAFLO system on a design problem of his choice. The
project staff also made two or mere visits to each of the advisory firms during this period. The
firms were an important source of ideas about design procedures, and have supplied prototype problems
and data for our use. In addition to continuing interaction with the advisory firms, project staff
have scheduled visits and in some cases maintained regular contact with General Motors Manufacturing
Development, General Motors Parts Division, Ford Motor Company Computer Systems Department, Manu-
facturing Data Systems, Incorporated, Chrysler Corporation Manufacturing Engineering, TRW Michigan,
Kenway Corporation, and Herman Miller Research, Incorporated. A brief presentation of *the work of
the project was made to the National Material Handling Institute meeting in June, 1978.

1II. PLAN OVER THE NEXT PERIOD - Our plans over the next period are to continue exploration of the analy-
tic issues identified in the dynamic network modelling. These include investigation of efficient
algorithms for the optimization of pure dynamic networks with changes in arc constraints over time,
the applications of time and space aggregation on the performance analysis of material handling
systems, and the use of equivalence transformations to enlarge the catalog of hardware components
whichk can be modelled by pure networks.

We plan to conduct at least one training workshop to aggist one of the advisory firms to test and
evaluate the applicability of the dynamic network modelling system om one real material handling sit-
wation. The existing software system "DYNAFLO" will be augmented and improved in order to simplify

“ further the input specification, the output data analysis and displays, system diagnostics, and
plotting capabilities. These modifications will incorporate comments frcm users' evealuations.
Models of additicnal devices will be added tc the DYNAFLO software catalog.

lFord, L., D. R. Fulkerson, Flows in Networks, Princeton Press (1962).

2Halpern, J.,"p-Period Maximal Dynamic Flows in a Network" Int, J. System Sci., Vol. 7, No. 12,
pp. 1403-1415, (1976).

3Iri, M., Network Flow, Transportation, and Scheduling, Acaderic Press, New York pp.120-128, (1969).
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GEMS: A GENERALIZED MANUFACTURING SIMULATOR

Don T. Phillips, Ph.D. Project Staff:
Project Director Pruchya Piumsomboom
Mike Handwerker Shashikant Sathaye

Texas A&M University, I. E. Department
College Station, Texas T8T4O

PROGRAM OBJECTIVE - The purpose of this research project is to develop a Generalized Manufacturing Simula-
tor (GEMS) which can be used in the analysis of complex discrete pert manufacturing systems. A second
major objective is to field test this simulation language Iin selected industrial operating environments.
The first objective has been realized and a working GEMS program hes been created capable of generalized
simulation support capabilities. The result is a FORTRAN based analysis program which can be used to
study assembly line or job shop manufacturing environments. The second objective is currently underway,
and prototype GEMS models are currently being constructed for & wide range of real-world operating
scenarios., These prototype models are being generated through a cooperative effort involving twelve
industrial complexes within the state of Texas serving as industrial advisors to the GEMS project. (See
Collaboretors) Conceptualization of real-world menufacturing enviromments to the GEMS program is executed
vie & box/node/arc network representetion of the manufacturing system. GEMS is an activity-on-box (node)
simulation program composed of standardized simulation input via specielized boxes and arcs. A box (node)
/arc structure can be developed to represent complex materiel flow patterns, probebilistics branching,
routing based on sttribute values, resource constreints, cost considerations, and complex queueing
characteristics., GEMS can be used to study product flow rates, manufacturing cepabilities, and queueing
phenomena; assess in-process inventories and raw material storage requirements; determine the effects of
alternate sequencing and scheduling rules; different routing and meterial handling schemes; &nd the
impacts of limited resources and increased/decrensed production rates. An analysis package has been con-
structed which normally requires only a representation of the menufacturing system in terms of a network
diegram, and transmission of this diagram to the GEM3 program structure through FORTRAN NAMELIST data
inputs.

The GEMS language embodies the philosophy that the burden of complex systems simulation should be placed
upon the simuldtion languege end not the user. To this end, GEMS provides Standard Random Deviate
Generators (13 types), a variable time advance clock routine, dynamic storage allocation, automated
statistical collection capsbilities, and structured modelling methodologies. The synergistic components
of GEMS, and those utilized in normal modeiling procedures, are the wide variety of box types, logical
connectors, and processing cepabilities avellable through GEMS symbology. This type of modelling
philosophy is certainly not unique; both GPSS and Q-GERIS employ similar philosophies in their construc-
tion and operation.  GEMS extends the capabilities of both langueges to generalized manufacturing systems
through several specialized box types and modeliing capabilities,

GEMS is an activity-on-box simuletion language. Each box type provides speclalized modelling capabilities
but in general each box can be characterized by processing costs, resource usage, and probabilistic or
constant processing times. A GEMS box is a naturel representation of a manufacturing entity or component.
A box might represent & transport mechanism, a turret lathe, en assembly line worker or an N/C lathe,
Boxes are logically linked by arcs, which represent the functionsl structure of the system under study.
Arcs are precedence relators, routing mechanisms, and logical linkages - arcs consume no time or re-
gsources. In addition, special node types can be used to simplify network construction end/or facilitate
specialized branching configurations. Development of the GEMS software package provides generalized
capebilities for constructing a customized manufacturing model for operations planning control, production
system enalysis, and engineering evaluations. CEMS is capable of answering the following typical
questions asked by manufacturing management: (1.) Which work centers will become bottlenecks to material
flow besed on the anticipated workload? (2.) How much additional labor/machine capacity will clear the
vottlenecks? (3.) What effects will the delsy in delivery of raw materials have on the related product
shipping schedules? (4.) How should component part production be rescheduled considering several revised/
cancelled orders? (5.) How much buffer storage 1s required at esch work station on the production/
assembly line? (6.) How much storage space is needed to implement a centralized work-in-process control
system? (7.) How much can total throughput time be reduced by routing the jobs to alternative equipment?
(8.) What is the estimated cost of material handiing essoclated with & specific product line? (9.) What
cost savinge may be realized by using each alternative type of materiasl handling system? (10,) What
impect will the introductiocn of a new product line have on the existing factory workload? (11). Which
jobs should be given priority for processing at a common work center? (1£,) When should preventive
meintenance be scheduled to minimize disruption to the exiating workload? (13.) What effacts will the
introduction of N/C equipmeat have cn the meterial flow between related work centers?

The GEMS program is rapidly approaching status of s major simulatior lenguage. A 134 page user's manual
describing box types, data input, and modelling methodologies hes been produced (Pnillips, Handwerker,
and Piumsomboom), and & second 94 page manual describing spplicetions and menagement perspectives is also
avallable (Heisterberg end Phillips). Due to the scope of the GEMS langusge, it is not pessible to com-
pletely describe language components and GEMS methodology in this report. The best that can be accam-
plished in this paper is to briefly describe language cepabilities and illustrate GEMS models without
complete elsboration. The interested user is invited to further pursue GEMS concepts through more
detailed report studles or thrcugh attendance of a modelling session which will be held at night during
the NSF Grantees Conference. (See Documentation, Contracts, and Dsliversbles) .
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PROGRAM ACHIEVEMENT - A management sumary end technicel outline of the GEMS research program wes presented
at the last GEMS conference. At this time, the GEMS program structure, mode of analysis, symbolism, and’
organizational structure was just beilng formed. Virtually no funded project work was accomplished prior
to September, 1977. However, the GEMS Project Teem is indebted to Dr. Kolchi Tonegawe, a former student
at the University of Illinois, for initial progrem development of GEMS under the name of GNS. Tonegawa
developed the prototype program structure and pioneered several box types while working with Dr. Gary Hogg
and Mr. Mike Handwerker (project team)., In addition, the encouragement, vision, end pioneering efforts

of Dr. A, Alan B. Pritsker are reflected in GEMS philosophy, style, and graphicel representation. Dr,
Pritsker's work in stochastic network simulation was inspirationsl, and the capsbilities of Q-GERTS
supplied design concepts for several GEMS box types. Indeed, the GEMS program as envisioned at the
September 1977 Grantees Conference was never intended to duplicate or supplant Q-GERTS, GPSS, SIMSCRIPT,
or GASP; but rather to enhance simulation activities within the menufecturing environment through & care-
fully designed alternative - GEMS,

RESEARCH RESULTS SINCE SEPTEMBER 1977 - At the current time, GEMS is & complete simulation larnguage capa-—
ble of simulating generalized piece-part manufacturing systems. GEMS is a user oriented simulation
language which serves as an alternative to GPSS, SIMSCRIPT, GASP, and Q-GERTS. Special capabilities )
incorporated into the GEMS program structure meke GEMS especially sttractive when modelling manufacturing
systems., GEMS is a FORTRAN based simulstion languege, which normelly requires no programming on the part
of a user. Based on network representations of problem scenarios, GEMS is capable of simultaneously
studying cost, resource, queueing, and fiow time characteristics. GEMS networks are box/node/arc repre-
sentations of physical systems. These are commonly production or manufacturing systems. The entities
which are processed or routed through these systems are caelled transactions. Trensactions can possess
characteristics called sttributes which describe each transaction. For example, a particular transection
might be a plece of steel with certain volume, weight, length, and Brinell hardness that could be
associated with the transaction as its attributes. GEMS employs the concepts of generalized activity
networks; however, some additional features unique to GEMS broaden the scope of the modelling capabilities
and facilitate greater user convenience. A GEMS network is a precedence disgram, and has the following
properties: (1) The network consists of directed arcs, boxes (rectengular boxes), and nodes., The arcs
represent only the precedence relationships of activities and events, The boxes and the nodes represent
activities and events, respectively. A network does not necessarily have any nodes: the nodes are
normally used only if necessary to achleve a desired logic. The major difference between a node and a
box is that a node does not have any duration as it represente an event or milestone. (A node mey be
considersd as a special case of a box.) A node or box is sald to be realized when all precedence relation~
ships necessary to begin the box/node activity have been completed. Everything said about boxes also
applies to nodes unless otherwise noted, (2) Network origination and termination are specified through’
the use of source and sink boxes. A network may have any number of source and sink boxes. All source
boxes are released (started) as the simulation begins, The network is reeslized when & specified number

of sink boxes are realized, (3) A logical operation is associated with the input side of a box. The
logical operation is characterized by: (s} The number of releases for box (node) realization the first

time ‘referred to es the "number of first releases"), and(b) The number of releases for the realization
after the first time (referred to as the "number of post releases"). (¢} The trensaction holding criterion
which is necessary if batch processing is used (if the number of first or post releases is greater than
one). S3ince each transaction carries a set of attributes, when seversl transactions are combined (batched)
the user must specify which attribute set will be associated with the new single (batch) transsction. Any
one of the following four criterions may be used to determine which transaction's attributes will be
preserved. (a) Lest arriving transaction, (b) First erriving transsction, (c) Save the transaction with
the smaellest value of attribute Y, (4) Save the transaction with the lergest value of attribute Y.

(L) The output side of each box is also "logical" and is one of the following types: (&) Deterministic
Output, (b) Probebilistic Output, () Conditional Output--Conditions are associsted with each eminating
arc. Three tyres of conditional output {zenerally trenching depending on specified attribute values) may
we used: (i) A - attribute values used as probabilities, (ii) TF - teke the first branch for which
specified conditions are met (TAKE~FIRST), (iil) TA - taeke all branches on which the conditions are met
(TAKE-ALL). (5: Boxes can also have a priority level (zero unless assigned by the user) which may be
used to schedule activities when competition for available resources exist. A resource conflict exists
when two boxes have been realized (are resdy to start) end require the same resource, When pricrity
levels are usad, the box with the nigher priority level is given the avsilable resources. The lower
priority box w2ll receive rescurces only after the higher .. ority box{s) are savisfied. Note that if

all availseble resources are utilized, resource blocking can occur. (6) Queue boxes have the cepability
of storing transactions prior tc a service activity. Queue boxes are the most complex and flexible come
ponents of a GEMS model, and are characterized by a large set of modelling features. (a) the initial
nunber in the queve, (b) the maximum number of transections ellowed in the queue, (c) the batch size
required to begin a service activity. This combinetion of inpute allows the usex tc specify processing

by batches or single waits. his "batch" requirement at a queue box is similar ja concept to the "Number
of rel=zases" at & stendard box type. In addition, a queue box can also be blocked from immediate service
due %0 lack of resources as can any other box. (d) the box the transaction is routed to if it balke (i.e.
the jueue is full), (e) the queue discipline (8 types), (f) the number of service channels, or the number
of parallel processors. (The serving capacity), (g) the transsction holding criterion, (h) the priority
level, (i) cost parameters and rescurce parameters ir applicable, (J) the preempt level (if competiticn
for resources), (k) service time density functica and the associated time perameters, (1) serial
blocking indicator - which specifies that the queue processcor can be blocked if its follower's queue is at
capacity (en alternative to having the transaction balk at the follcwer's queue box). Blocking 1s allowed
only at gerial single server queua processors., The queue box notation is shown in Figure 2. A dashed
line leaving a queue bov indizates the box to which a belking transection ‘s sent. Note that 1z desired,
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all information shown in Figure 2 can be used when drewing GEMS networks. However, this information is
for display purposes only.

Specialized Boxes: The major function of the distinguishing box is to select a single transaction, from
among those walting at separate preceding parallel queues, to be processed by the distinguishing box. The
trensaction selection process is controlled by the specificetion of & selection rule, such as teke a
transaction from the queue with the largest number of waiting transactions or from the queue with the
smallest remeining capacity. A queue may be associeted with more than one distinguishing box., Two
special cases of the distinguishing box are the essembly box and the match box., The assembly box selects
a single item from each member of & designated set of parallel gueue boxes (or storage nodes). “These
items ere then treated as & single treansaction and the "essembly" activity is performed at the assembly
box. The match box is a further refinement of the assembly box in that the iransactiouns selevted from
the set of preceeding queue boxes must have the same value of a specified attribute, i.e. a "match" must
occur before the "assembly" activity is performed et the match box. The selector box has two transaction
routing functions: (1) to select one of several following perallel queue boxes (queue selection) or, (2)
for "server selection" when non-identicel servers exist, The queue selection process is similar to that
for the distinguishing box, however, it is conducted on the output side of the selector box, after the
completion of its activity. The server selection process is more camplex in that the queue of transaction
awaiting processing at the server boxes (following the selector box) is held by the selector box. When
all the following server boxes are busy the selector box is prohibited from removing any further trens-
actions from its queue until one of the server boxes has completed its processing activity. A box may be
specified to be both a distinguishing and a selector box. This distinguishing-selector box can then be
used to select from parallel queue boxes, perform an activity on the selected trensaction, and then route
the transaction to one of several parallel queue boxes. Alternately, this hox can select from parallel
queues and route the transaction to one of the following non-identical servers, The attribute assignment
box is used to assign attributes to each trensaction passing through the box. The attribute values may be
essigned from any of GEMS' random deviate generators., Additionally, the assigned values mey be functions
of previous or newly assigned attribute values of the transaction, e.g. attributes may be added or sub~
tractéd from the present value, The batch generstor box will generate multiple trangsactions (batches)
to be sent to designated follower boxes upon completing its processing activity (e.g. truck unloading).
Tre size of each batch may be generated from eny of GEMS' rendom deviate generators,or may be set equal to
any of the incoming transactions attributes, The order generator serves two functions: (1) initiel
gystem loading, and (2) to generate orders (system arrivals) at fixed times, i.e., when orders arrive in
a known deterministic fashion. The first use is necessary when attributes control the transaction flow
through the model. The storsge node is & specialized queue box with zero time duration that is used to
store eny number of trensactions with identical attribute values. The storage node must be used in con-
Junction with an assembly box (distinguishing box with selection code 1) as only an assembly box can

- pemove transactions from it. The resource control node is generelly used to iucrease the supply of a
particular consumeble resource, although it mey also be used to meke & permanent incresse in the supply
of a rsgular resource. Lag boxes allow complex precedence relationships to be incorporated into a GEMS
network. In conventional networks, the start of an activity depends only on the completion of its pre-
decessors. In addition to the conventional (1) Finish to Start relationships GEMS also allows, (2) Start
tc Start, (3) Finish to Finish, and (4) proportional relationships to be utilized., A segmentable box,
when in progress using a resource of limited aveilability, cen be stopped temporarily at any time, This
can occur ‘only when an urgent activity (with a higher priority) requires the resource in use at the
segmentable box., The segmentable box will resume progress when the urgent activity is completed and the
regource is sgain availaeble.

There ars five box/node types which can be used to alter the structure of a GEMS network model during a
system's simulation: (1) swapping nodes, (2) resetting nodes, (3) lag resetting nodes, (4) removal boxes
end nodes, (5) removal and set boxes or nodes. The swapping node, when reelized, is used to replace scme
box(s) in the network with another box(s). The resetting node is used to reset the required number of
releases to reelize a specified box back to its number of first releases, The lag resetting node is used
to reset the status of specified lag boxes to thelr initial state, provided they are in progress or have
glready been completed when this node is realized. Associeted with each removal pox (node) is a set of
boxes wnose activities are to be removed if they are in progress, and likewise eny waiting transactions
are slgo removed, Any of the "removed" boxes may be started at a later time if their precedence require-
ments are met., The removai and set box first performs the same operation as a removal box, end then
ensures the “pemcval’ boxes cen never be scheduled again.

Costs: When costs are specified for manufacturing activities, GEMS maintains a current record of network
costs incurred by various model activities, i.e., the total cost of gll activities and associated re~
gources, In addition, the total system (networks may have fixed/variable costs assoclated with its
operstion and these costs are included in the total network cost., The network and each individual activity
have twe essoclated costs; a setup (fixed) cost and & cost/unit time (varisble cost). For boxes with
activities which heve an associated cost, each time that an activity is started, a fixed and varieble cost
might be incurred. The setup cost is added to the totel fixed costs, and the actusl processing time of
each activity at & box is multiplied by that box's cost/unit time of operatica and this value is also
added to the total variable cost. The network setup cest 1s charged at the beginning of each simulation
pass run, and the network cost/unit time is multiplied by the length (in time) of the run, The sua of
total fixed costs, and associated varieble costs per unit time is the totel network cost. The GEMS output
report includes a summary of costs essociated with resources, group costs, and total box/network costs.

A cost/unit time can also be assoclated with each resource type. This rate is multiplied by how long

esch individusl resource is ia use anywhere in the network, Group cost statistics cen also be collected
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by specifying that a given set of boxes'belong to the same group number, GEMS will meintain the total
cost incurred by all boxes in each group.

Resources: GEMS allows the specification of three different types of resources: reusable resources,
consumable resources, end limited resources, A reusable resource is returned to a resource pool after its
use at a particular box (activity) and may be used egain at that box or any other box requiring that
resource type (e.g., a machine operator or tool), A consumable resource is considered to be consumed at
the box (activity) requiring it, and is not returned to the pool (e.g., bolts). Consumable resources may
be replenished either through the use of a resource control node, or by specifying a reorder policy and a
"supplier" box whose time distribution is the time between arrivals or the lead time. The third resource
type is a limited resource and is used when a fixed mumber (or amount) of thet resource is available over
the simulation's horizon (e.g., dollars or barrels of oil), Thus, limited resources are consumsble
resources which cannot be replenished if the supply is exhausted during the simulation. The reason for
distinction between consumeble resources which are not replenished and limited resources which cannot be
replenished is that activities (boxes) requiring more of & limited resource then is available are removed
from the waiting list since they can never be scheduled., If this occurs, the GEMS program will alert the
user with a non-fatal werning messsge,
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Figure 1: BOX (NCDE) NOTATION Figure 2: QUEUE BCX NOTATION

Deta Input and Structure: GEMS utilizes the NAMELIST option for all dete input. Each box is described

by an eppropriate date string specified by direct assignment through e NAMELIST data set, Four NAMELISTS
ere used by the GEMS program for datae input: RUN, RESIN, BOX, and STAT., NAMETIST RUN is required for all
simulation runs since it contains overall informetion for GEMS execution; such as the lerngth of the simu~
lation, the number of resources, tke mumber of boxes, ete, NAMELIST RESIN is required only if resources
ars used in a simulation run. The characteristiss for eeca box are read in through NAMELIST BOX., It is
cn these cards that a box's activity duration, resource requirements, etz, are specified. NAMELIST STAT

- is used to specify the leocation (box) and type of statistics to be ccllected for the simulation (end is

preseatly being used to input informetion sbout multiple ectivity boxes)., A GEMS user may request various
types of statistics to be collected., The requested statistics are collected and thelr reporis are printed
out autcmatically, Time Statistics:-~The collection of time statisties may be requested on any non-queue
box or node. The box (node) cn which statistics collection is requested is referred to as a statistics
box (nc@e). The types of time statistics are as follows. (See reports GEMS 4=T7 or GEMS 7-T8 for details)
lo Delay 2. First 3. All 4, Between 5. Counter 6, intervel. Queue Statistizs:--Queue statis-—
tics are automaticelly ccllected on a&il the gqueus boxes in the network unless specified otherwise by &
user, The queue stetistics collected are (1) number of busy servers, (2) queue length of number of
entities in the waiting line, (3) iine length (the sum of the number of entities in the waiting line, and
entities being processed), (L) waiting time in the queue, (5’ mercent busy time of the processor, (6)
total number of balked entities, (7) totsl number cf entities pessed through the processor, and (8)

tetal cost of the processor (4f cost is incurred), The statistics on the treversal time of entitiee

going from one point to another in a 3EMS network mey be collected by specifying & mark node and & flow
time statistics node. The murk node stores, as the second attribue of the trenaaction, the time that

the entity passed thrcugh the node, and the flow time sististic: node collects statisties on the flow
time or the traversal time by examining the marked time of the eatity. Histograns and Time Shotsie A
user may reguest the collecsticn of histograms ard time shote {discrate time serié§3 on the statistics,

The graphical printcuts of the statistics ars giver seutomatically. The time sho or time profile statis—
tics are collected at fived time intzrvals, The time shots mey bs requested, for example, to analyze

the build up of a gueue over time. The foliowlng discuseicn iz intended ts overview the GEMS modelling
structure end clerify/sugment prior comments.

Selected Examples: In this sectior, two examples will be preserted to illustrate the ease of GEMS
modelling, Data input will also be given xor Example 1 to show the simplicity of user input.

Exampie 1: A Single Server Queveing System: The first exauple is a simple ringie server gueueing process
and is shown in Figure 3. Output statistice ere automaticelly provided t GEAS for queue boxes om the
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avervage gqueue length, busy sevver percentage, number of balkers, etc.; unless the user specifles that
standard queue statistics are not to be ccllented., In this example, it is also of intercat to deternine
the average time that each transacticon (part) spende in the system, Box 1 is the source box for this
model. Box L1 is tsed to generete trarsaction (part) arrivaels to the system with an exponential time
between arrivals, Sinr~e box 1 has deterministic output, esch time box 1 is completed, a rart arrives to
the system (is sent to rode 2) and box 1 is scheduled again, its activity time being the time until the
next part's arrival. (exponential) Node 2 is released sfter each perts arrivel. Node 2 is a mark node,
Since each transaction enters the system at the mark noce, the time it reaches rode 2 is recorded in the
transaction's secon3 attribute. This mark tine, at node 4, is used to caleulate how long each part has
spent in the system. The only function of ncde 2 1s to mark each trensaction. Queue b.x 3 is the single
server (NSERV = 1) processor for the arriving parts. The server is iritiaslly eapty, and the batch size
or number of releases is 3. The maximum Queue lcngth is 30, No box for belkers has been specified, so
eny balking transaction will be destroyed. However, a couat of the number of balkers is automatically
meintained for esch jueue box., Nede is the siak for the network, Node U4 is als . used to collect the
gtatistics on the time esch transazction has spent in the system (the flow time statistiz)., This 1is
accomplished bty subtracting the transaction's mark time {ihe value of its second attribute stored &t

node 2) trom the time TNOW at which the trunsection errives et node 4, TNOW is the verieble in GEMS that
ig always the current simulstion clock time, Data Input indicates that node 2 is a mark node ard node b
is used to collect flow time statistics for which & histogrem (number 1) of the observations has been
requested.

Figure 3 A SINGLE SERVER QUEUEING SYSTEM

DATA INPUT FOR EXAMPLE 1

&RUN .IDRUN = 1, MENTRY = 40, NATRIB = 2, NBOX = 4, NOPREM = .TRUE.,

NETRL = 1000, QUE = .TRUE., IPRTY = 3, &END

&BO0X ID = 1, NFRL = O, NPRL = 1, ITYPE = 11, PARAM = 1, 0, 5. IFOLL = 1, 2,
&END

&BOX ID = 2, NPRL
&B0X ID = 3, QBOX
SEND

&B0OX ID = 4, SINK = .TRUE., NPRL = 1, DUR = O, &END

SETST IN = -1, 2, 15, 0, 4, 16, !, HISTL = 0, 9, HISTI = .1, O, NCELL = 20,
&EN

1, PUR = 0, IFOLL = 3, &END
.TRUE., NPRL = 30, ITYPE = 6, PARAM = .4, 1.4, IFOLL = 4,

hu

' 4
Note that the input for each card type is not formatted. Each entry is
simply separated by a comma. Data entry must begin in column 2 and can
span all 80 columns.

Example 2: Illusiration of a Selector Box and Service Activities Utilizing Rescurces: Example 2
illustrates a situetion where a central processor routes work-in-process to four machines. Two machines
are new (identical) and two are older {non~-identical), The rew mechines are under DNC control, while the
two older machines require manual operation. A part can be mede on eny machine, and each requires a
special attachment (resource), Preference is given to the new machines in routing (pr- *28sing) items.
This exenple is designed to illustrate the use of multiple resources in a GEMS network. The two new
mechines are represented by queue box 4, and two older, menuslly operated mechines are represented by
queue boxes S and 6. Two resources are used in this mcdel. The first resourcze is a machine operator,
required for the activities at toxes 5 and 6, and the second is & speclalty ltem that is sttached to

each product (job) at every work station. Flow time stetistics are collected at Node 7 to allow the
evaluetion of how fast the Jobs are moving through the system. At the start of the similation, one
machine opsrator and 50C specialty items are available {NOWA)}, with & maximum of 1000 specialty items
allowed (MAXL). The mechine operator is classified as & reusable resource end the specia’ty items as a
consumable resource (NRTYPE), Box 1 is the srrival gererstor and node 2 is a mark node, Selector box 3
performs the function of routing the jobs to tke verious wmachines for processing. The routing is done by
selecting the queue box with the shortest queue length {NSRULE = 10} This rule would keep box 4 busy
most of the time due to its faster service rates and would send Jobs to boxes 5 and 6 only if a backlog
develops et box 4. A short job preparation activiiy im psrformed at box 3. This is reflected by essign-
ing a time duration et selector btox 3, Queue box 4 represents the new DNC machines and therefore it has
two servers (NSFRV. = 2). Assuning each machine has its own operator, there is no need to create &
resource t¢ indicate this since they would not be used anywhere else in the system and would always be
evailable. Hence, only the need for the speclalty item is indicated in the resource requirements. Queue
box 5 represents the fasier of ithe two older machines and requires both a machine operator and the .
specialty item toc process a job. When & confliot orcurs betwaen boxes 6 and 5, both requiring the machine
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operator to process a Job, the overall priority scheduling rule IPRTY which is first-in first-out (actually
first-come first-served in this case) is used to determine which box gets the resource, and can be started.
Queue box 6 represents the slower of the two older machines and also requires both the specialty item and
the operator to process a jJob. Node 7 is used to collect flow time statistics, and box 10 is used to con=-
trol the length of the simulation. Source box 8 and node 9 are used to model the supply of specialty
items, Box 8 is completed every 2400 time units at which time a new order of specialty items arrives,

Box 8 is an attribute assignment box, and assigns to the transaction's third attribute the number of
specialty items that have arrived in this order., Node 9 is the resource control node that increases the
emount of the second resource that is available, The amount of the increase is determined from the
arriving transaction's ‘third attribute value that was assigned at box 8, A point of interest in this

model is the disposition of a transaction which is routed to box 5 or box 6 when the type 1 resource
(laborer) or type 2 resource (specielty item) is not available. In this case, items will be delayed at
asch box type (in queue) until resources are available, Note that when specified, higher priority boxes
will always have "first call" on scarce resources. (This occurs if the user sets IPRTY = 6 and JPRTY =
"priority number" for that box). In this example, the rule "first-in first-out" was specified for item
processing at boxes 5 and 6 and will govern the user of resources (lsborer)., If desired, system costs -
can also be studied by specifying component/processing/resource costs,
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Figure < Illustration of a Selector Box and
Service Activities Utilizing Resources

PROGRAM OBJECTIVES - A Generalized Manufacturing simulator has been constructed (GEMS) which is cepable of
gimulating a wide variety of cauplex, flexible menufacturing systems. The ability to simultaneously deal
with product/process costs, resources, and queueing charscteristics within a programing-free environment
greatly enhances the abiiity to study manufacturing systens. The GEMS langusge has now been stabilized
with regards to modelling components and cespsbiiities. Throughout the remainder of this contract the
following tasks will be conducted, {1) GEMS input end output will be revised to make it easier to use and
interpret., CEMS outpat will be expanded to include measures of interezt as they arise in field demon=~
strations. (2) Field demonstrations will be conducted using members of the GEMS advisory staff for
prototype modelling efforts., In particular, the folicwing companiss will ba used. &) Hughes Tool Company-
Comple®e assemhly/menufacturing models for the Hughes Tool Joint Line {Houston, Texas ) b) Detailed

nodels of the Hughes Tooling processes and ths topl supply policles, ¢) NC snd DNC GEMS models for Otis
Enginesring Company's mapufacturing facilities (Sherman, Texas), d) A GEMS model of Versatran Robotic -
Operations within the manufacturing facilities of Nichols-Kussr, Inc, (Jecksonvilie, Texas). (3). A major
shorteourse in Menufacturing Productivity with nationally recognized speakers will be offered at Texas

ARM University in the spring of 1979. A workshop teaching GEM3 methodology will be offereé, (4) GEMS

program refinements and internal cnanges will be made as the need arises,

DOCUMENTATION , CONTRACYS, AND DELIVEXABLES - Since this project was initiated in June of 1977, there

heve been eight HSF/RANN project reports generated. This report is the second annual Grentees Conference
documentation, The following papers are now aveileble for background supn-vt meterisl and es supportive
evidence of our ongoing researci pPrograme
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1. An Annotated Bibliogrephy: Systems Analysis Techniques as Applied to Manufacturing Systems; Dr., Don T.
Phillips, Dr. R. J. Heisterberg, Mr. John Blackstone, and Mr., Shashikant Sathaye, Research Report
GEMS~1-7T.

2, Manufacturing Simulation As a CAM Tool, Lr. Rodney J. Heisterberg end DIr. Don T, Phillips, Research
Report GEMS~2-TT,

3. Definiticn, Develcpment, and Inplementaticn of a Generalized Manufacturing Simulatcr; Dr. Lon T.
Phililys, Ir. Rodney J. Helsterverg, Research Report GEMS-3-TT. :

b, Devalopment of a Generalized Manufacturing Simulator (GEMS); Dr. Don T, ihillips, Dr, Rodney J. Heis-
terberg, Dr. Ramon E. Goforth, Dr. Gary T. Hogg, end staff, Research Report GEMS=-L-TT.

5. A Stete-of-Art Survey on Dlspatching Rules for Manufacturing Job Shop Operations; Mr. John Blackstone,
Dr. Don T, Phillips, and Dr. Rodney J, Heisterberg, Research Report GEMS-~5-T7.

6. Generalized Manufacturing Simulator (GEMS): A Management Perspective and Examples; Dr. Rodney J.
Heisterberg, Dr. Don T. Phillips, Mr. Vijey Dharia, and lMr. Sheshikent Sathaye, Research Report GEMS
6-78.

T. A Users Manual For GEMS: A Generalized Manufacturing Simuletor; Mr. Mike Handwerker, Dr. Don T.
Fhillips, Mr. Pruchya Fiumsomboom, GEMS=T~T8,

8. Simulation of Numericaliy Controiled Production Machining Operations Using GEMS; Dr, Ramon Goforth,
Mr, Micky Hough, Dr., Don T. Phillips, Research Reportv GEMS-8-78,

9. NC/DNC Machining Applications: A Survey of Industrial Users; Dr. Raymon Goforth, Research Report,
Productivity Center; Texas A&M University

The research team employed in this project is as follows:

NAME FUNCTION ADDRESS
Dr. Don T, Phillips ProJect Director, Principal Investigeto:r Texas A%M University
Dr. Raymon Goforth Faculty Assoclate Zachry Engineering Center
Dr, Gary L. Hogg Faculty Associate Department of Industrial Engr.
Dean R. E. Thcmas Director: Productivity Center College Station, Texas TETL3
Dr. Rodney Heisterberg Material Flow Associlates 713-845-5531
Mr, Michsel Handwerker Research Associate
Mr, V. J. Dharia Research Associate
Mr., John Blackstone Research Assoclete
Mr, Shashikant Sathaye Research Associate
Mr. P, Piumsomboom - Research Associate

COLLABORATORS -+ A unique feature of this research i1s a coordineted, interactive research program involving
medium to small sized manufacturing industries, Medium to small silze manufacturers will be defined as
tnose which employ 50 to 1000 workers. Specifically, a group of 1z different manufacturing corporations
have agreed to actively participate in this research proJect. Industrial representatives will serve as

an advisory board to the research team, and help to specify and structure the final form of the GEMS
simulstica prcgram. Figure 5 portrays an organization chart which graphically illustrates the interactive
structure between Texas A&M University and the industrial consortium. Although each of these manufactur-
ing corporations qualify as a medium to small size menufacturer, the scope of their combined manufacturing
activities are tremendous, The range of production planning progresses from 100% job shop operations to
highly eutomsted production lines. Technoclogically, processes involve manual labor, industrial robots,
and & battery of contour milling machines which represent a $1.2 million investment. The industrial con-
gsortium will continucusly interact with the GEMS development, providing technical advice and iadustrial
expertise, Each corporation has pledged their support to this project for the next two years., During

the latter 12 months of thls project,; real-worlé industrial maenufacturing problems will be modelled using
the GEMS program.wiihin the manufacturing facilities of selected industrial participants, It is believed
that this type of industrial cooperation and application will keep the project "honest" and result in a
meaningful manufacturing simuletor for a wide range of manufacturing situations,

University Research Tean

v Uni e
Texas AW University Industrial Research Advisors/Cooperstives

1. ZILufkin Industries, Inc. 7, Nichols~Kusan, Inc,
Lufkin, Texas Jacksonville, Texas
Project Director
Don T. Phillips 2, Menasco, Inc, 8. TRACOR, Inc.
Ft. Worth, Texas Austin, Texas
<$:1>> 3. Streus Systems, Inc, 9. Cclumbia Industries, Inc,
[Two 1/2 Time Research Associates | ' Houston, Texas Sen Antonio, Texas
I I I I, Krafcor Corporation 10. International Steel
: Waco, Texas Fabricators, Hou.TX
Four Research Graduate Assistants
L 1 T 7 i 5. American Desk, Mfg.Ine. 11, Skyline Industries
, : ! l Terple, Texas Ft. Worth, Texas
[ 1 t
Rodney J. Helsterberg 6. Hughes Tool Company 12. Nardis of Dallas, Inc,
Materiel Flow Associates Houston, Texas Dallas, Texas




IN-PROCESS OPTICAL GAUGING FOR NUMERICAL MACHINE TOOL
CONTROL AND AUTOMATED PROCESSES

Professor H. W. Mergler & Steven Sahajdak
Department of Electrical Engineering
Case Western Reserve University

PROGRAM OBJECTIVE < Over the past 15 years the parts programming/coding, data manipulation, and servo
technologies of numerical machine tool control have advanced to a point where the limiting factor is now
the technique used for the real-time measurement of the controlled process (and the attendant inferred
measurement of the workpiece) in the feedback loop. All transduction methods used today close the loop on
the machine slides or the positioning screws leaving machine deflections, tool wear, backlash, screw/nut
errors, thermal expansions, etc. outside the control/measurement loop. This research deals with the study
of this loop closure by monitoring, by laser optical techniques, the dimension of the actual workpiece as
close as possible to the point of contact of the cutting tool so that all machine errors are within the
control loop. -

All machined surfaces have a significant non-specular property. Our proposed solution to the measurement/
control problem is based on this fact, Our measurement scheme involves the use of a small modulated He-Ne
laser source focused on the workpilece surface. Due to the non-specular surface property, the scattered
light cbserved from a fixed direction with a position-sensitive photodetector gives the necessary magni-
tude/phase information to provide a servo tracking signal for mechanical distance measurement to the work-
piece surface from a reference station. In this research program a theoretically realizable optical/servo
system was physically implemented. Alternate optical geometries, alternate detector systems, and a polar-
ized vs. a non-polarized laser source were investigated, and the optical system performance and response
to an extreme range of workpiece surface properties were studied. Finally, the optimized optical gauging
system was consolidated, and the response both in optical measurement and closed-loop machine control was
studied.

PROGRAM ACHIEVEMENT - Various techniques were considered for making the required distance measurement. It

was concluded at an early date that optical techniques offered the greatest promise of making precise
workpiece measurements from a remote position. Of several optical techniques for measuring distances, the
method selected is a geometric approach, where an incident laser beam is focused on the workpiece, and the
image is analyzed with a position-sensitive photodetector. The distance is determined by triangulation.
Interferometric techniques are not suitable here because they give relative readings and usually require
good reflectors, while in this application direct absolute measurement of non-specular surfaces is requir-
ed. There appear to be no other special phemomena which can be applied.

The desired performance was achieved in the optical system with measurement precisions of + 10 microms

(+ 0.0004") from a distance of 20 centimeters (8"). The measurement principle can be scaled tc different
sizes and distances, and the precision of the measurement is not directly related to the distance from the
optical assembly to the workpiece.

The geometric meésurement principle is illustrated in Fig. 1. The incident laser heam and the centerline
of a position-sensitive photodetector are focused at the common intersection point, and the photodetector
lens forms an image of the scattered laser light from the workpiece on the photodetector. The position-

"sensitive photodetector determines whether the focal point is in front of, behind, or at the workpiece

surface. A servo control loop drives the optical assembly with precision actuators to maintain the focal
point at the workpiece surface, and the distance is determined by geometry from the mechanical positions

of the optical components. The optical measurement can be achieved by moving individual optical components
within the optical gauging head, or by moving the entire optical head with a precision linear carriage.

The optical head is considerably simpler and smaller with fixed optical components, and no mechanical pro-
blems were encountered in moving the entire optical assembly with a precision servo-controlled slide, so
this appears to be the optimum method of implementation.

Extensive experimentation was performed with the optical system on an optical bench. It was quickly found
that the reflection from machined workpiece surfaces is very irregular and distorted, with large local
variations in reflectivity. The non-specular reflection of the focused laser beam, which was expected to
be rather constant, commonly varied over a 10:1 range for small movements of typical workpieces. The over-
211 range of intensity for different machined workpieces was 20,000:1. " The large local variations in re-
flectivity require a very small focused epot diameter at the workpiece, on the order of 15 microns
(0.0006"), to prevent excessive shifting of the centroid of the reflected laser light. The non-uniform
workpiece surface is the major limitation in the measurement.

Various configurations of the optical system wexe tested on the optical bench. Due to the random nature
of the grain in the workpicce surface, the performance of the optical system cannot be calculated and must
be determined empirically. Extensive experimental data was collected &nd processed to find performance
trends with various configurations of the optical system. The optical system was implemented in the
arrangement shown in Fig. 2 for testing on an engine lathe.

For evaluating the overall system, the optical system was mounted on a smali engine lathe directly opposite
the cutting tool, as shown in Fig. 3. The cross slide of thie lathe was rebuilt for automatic closed-loop
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control, and the entire machine control loop was designed and implemented. All the hardware was construct-
ed and made operational for final evaluation of the complete system.

RESEARCH RESULTS SINCE THE SEPTEMBER 1377 REPORT - All the hardware was completed before the last report,

and the overall system was described in the last report. This report presumes knowledge of the previous
report regarding the particulars of the experimental machine control system, which are not repeated here.

Since the last report the final system was evaluated and all the research results were compiled. A motion
plcture of the operation of the final system was completed for demonstration of the results of this pro-
gram. As of this writing, a detailed report of the entire research ptoject is being prepared and it will
be available for distribution soon after this report is published.

A summary of the characteristics of this optical system is presented here, and the relevant system para-
meters for application of the gauging principle are discussed.

The desired goal was to demonstrate an optical system which can measure to 13 micron (0.0005") accuracy
from a distance of 20 centimeters (8"). The optical head readily meets the desired goal with a precision
of better than 10 microns (0.0004") on the optical bench for individual readings or samples of workpiece
surfaces. The variance or scatter in the readings is due to random fluctuations of the surface grain of
the workpiece. If the workpiece surface is moving tangentially relative to the optical system, the var-
iance of the measurement can be reduced by statistically averaging a number of individual readings. A
longer time and a longer segment of the workpiece surface is required for each averaged measurement, but &
real improvement in precision is obtained. This method is used in the experimental system, and averaging
only 16 individual readings for each measurement results in a typical scatter of 2.5 microns (0.0001"),
which rarely exceeds 5 microns (0.0002"). The overall absolute accuracy of the system depends on the
stability of the mounting, which adds some error in this experimental system, but which can be greatly
improved on a large industrial machine.

The effects of a liquid film on the workpiece were studied by applying a film of oil to each sample surface
and comparing the results. The presence of a thick film changed the measured distance randomly either
positively or negatively by as much as 50 microns (0.002") in many cases. However, when the cil film was
wiped off or blown away with a powerful air jet, the reading was restored to within 2.5 microns (0.0001")
of the original reading in almost all cases, even though a stain was still visible on the surface. Thus
the presence of coolant or lubricant in machining applications poses no problems. Also the slew rate of
the optical system is limited, so that the invasion of momentary chips and scratches has no significant
effect.

The optical system determines the position of a surface by triangulation between the incident beam and the
centerline of the photodetector. The geometric sensitivity to distance is obviously increased as the
angle between the incident beam and the photodetector is increased. This improves resolutiom up to about
45 degrees, but for larger angles resolution does not continue to improve due to changes in surface re-
flectivity. The best range is 45 degrees to 60 degrees. In the experimental cptical head, a 50 degree
angle was chosen because the 32 centimeter (12.5") length of the gas laser requires a long enclosure, and
the distance between the beams is used to focus onto the photodetector.

All the experimental data cannot be described here; however, a sample of data pertaining to the experiment-
al optical head is presented.

There is a fundamental difference between measuremerts made with a micrometer and measurements made with a
laser beam or other non-contact gauging method. A machined surface comsists of fine ridges and valleys,
which form a surface grain. A micrometer measures the peaks of the ridges, and the fit of parts is deter~
mined by these peaks. Non-contact methods measure some average of the actual surface. The resolution of
surface irregularities with this laser-optical system is determined by the spot diameter st the workpiece
and also the orientation of the surface grain, the angle of the incident beam, and the angle of the photo-
detector.,

The direction cf the machined surface grain relative to th~ nlane of the incident beam and the optical
axis of the photodetector affects the results of the measurement. Data wasc obtained for the grain orient~
ed either parallel te the plane of the incident and reflected beams, so the laser beam was incident along
the grain of the workpiece, or perpendicular to the plane of the incident and reflected beams, so the
laser beam was incidert across the grain of the workpiece. Due to the surface grain, the reflected light
tends to scatter over a much wider angle across the grain, as shown in Fig. 4, which depicts the cross-
section of the incident and reflected beams. The reflected laser light is not uniform, but consists of
irregular patches of light which move and change shape as the worlpisce is moved.

The typical precision of che optical system on smooth machined surfaces is shewn in Fig. 5 for different
orientations of the workpiece surface. The workpiece surface was perpendicular to the plane of the
incident beam and the photodetector and was turned to different angles relative to the incident beam and
the photodetector. Similar tests were also made for other angies between the incident beam and the photo-
detector. From this dats the performance of various configurations can be estimaced.

It can be seen in Fig. 5 thot "specular" reflection gives the best results, and slightly better maximum

precision is obtained alcng the grain, but good precision over & wide range of angles is obtained across
the grain. Also, the precision is degraded rapidly when the workpiece ¢ fa:e 1s turned toward the
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incident beam, but good results are obtained when the workpiece surface is turned toward the photodetector.
When the machined surface contains coarse grooves, much larger than the focused spot diameter at the sur-
face, as caused by a high feed rate, the actual contour of the surface can be measured along the grain,

but this detail is obscured across the grain. When the machined surface contains deep, fine grooves, as
occur in turning mild steel without lubricant, incident laser light along the grain penetrates deep into
the surface and propagates along the grooves. This gives a measurement considerably below the peaks of

the surface. Incident laser light across deep surface grain does not penetrate as far and gives a measure-
ment near the peaks of the surface, which corresponds more closely to the micrometer size of the workpiece.
Therefore, the choice of orientation of the optical head relative to the machined grain of the workpiece
surface to be measured depends on the surface quality of the workpilece.

In this experimental system, high gauging accuracy was sought at an arbitrary distance of 20 centimeters.
The optical system can be scaled for a wide variety of applications, with the same precision of 10 microns.
For less critical applications, such as position sensing in robotic devices, the precision can be traded
off for a smaller optical head at a given distance from the workpiece surface. These considerations are
discussed subsequently. '

The ultimate accuracy of this optical gauging system is primarily limited by the surface properties of the
workplece. Due to the random nature of machined and other nonspecular surfaces, the performance of the
optical system cannot be calculated and must be determined empirically for the specific types of surfaces
which are to be measured. The measurement is affected by actual changes in distance of the surface and

by local variations in reflectivity of the surface. These two effects are indistinguishable in the optical
measurement process. If the surface 1s "smooth" and can be moved tangentially relative to the optical
head so the distance is constant over a segment of the surface, the variance or scatter in the measurement
is random and can be reduced by averaging. Even if the surface is not flat or does not move tangentially,
the random scatter can be averaged by curve-fitting techniques. Averaging gives some average measurement
of the surface; as do other non-contact gauging techniques.

The variance in the measurement due to local variations in reflectivity of the surface is reduced by re-
ducing the focused spot diameter of the incident light beam. The incident beam illuminates the workpiece
surface with a certain intensity profile. If the surface was a uniform diffuse reflector, the scattered
light from the surface would preserve the intensity profile of the incident beam at the photodetector and
a constant measuremeat would be obtained. However, actual machined surfaces have highly non-uniform re-
flectivity, and the intensiiy profiie of the incident beam is greatly altered at the photodetector. This
alters the apparent position of the incident light over much of the iiluminated area with any type of
position~sensitive photodetector which does not employ complex image-processing techniques, and the
measurement is affected by this variation in reflected light, The varietion in apparent position of the
incident light is reduced when the width of the intensity profile of the incident light is reduced.

The resolution of fine details in the contour of the surface is also improved both due to finer focusing
of the incident light on the surface details and due to reduction of the random variation in the meacure-
ment. Therefore, a very small focused spot diameter is necessary for precise measurement. In the ex-
perimental optical head, a spot diameter of approximately 12 microns (0.0005") is used to achieve the 10
micron (0.0004") precision.

When the focused spot diameter of the incident beam is increased, there can be some averaging of the re-
flective properties of the measured surface, but this depends on the spot diameter relative to the spatial
frequency distribution of the surface reflectivity, including diffraction effects, under the operating
conditions. Without any averaging of the surface properties, the variance in the measurement is propor-
tional to the spot diameter of the incident beam. If the spot diameter is increased enough to cause
statistical averaging of the surface reflectivity, the variance in the measurement would become propor-
tional to the square root of the spot diameter. Lack of knowledge of the optical properties of general
machined surfaces limits the ability to calculate or extrapolate the performance of the optical system.
It is more practical to determine the actual performance of an experimental implementation of the optical
system on the desired test surfaces than to determine the optical properties of the test surfaces for

the planned configuration of the optical system and calculate the performance.

In addition to variance in the measurement due to non-uniform reflectivity of the surface, the incident
light can also scatter and propagate along the surface grain ir the workpiece, thereby causing reflected
light from areas not illuminated by the incident beam. This is an asymmetrical effect which causes a
shift in the measurement. This effect is least significant in regions of high reflection from the
incident beam and becomes more significant in regions of low reflection, because the undesirable scattered
light is a more major portion of the total reflected light. Due to this effect, it is better to orient
the incident beam across the grain in a machined surface whenever possible, especially when the surface
has a deep, porous, fine groove structure.

A very small spot diameter of the incident beam is difficult to achieve; therefore, there is a tradeoff
between spot diameter and resolution of fine surface detail, variance in the measurement, and averaging
of a segment of the surface to increase precision.

Diffraction a:z the lens aperature is the furdamental limitation in focusing to a very small spot diameter.
Aberrations in the optical system may degrade focusing and result in a larger spot diameter, but it is
impossible to exceed the diffraction limit in focusing capability. For a coherent incident beam

with a suitable cross-sectional inteunsity distribution, the focused spot diameter is approximately
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where s = spot diameter, X = wavelength, d = distance from the lens aperature to the focus, and D = aper-
ature diameter. The focusing properties are shown in Fig. 6. As the diameter of the lens is increased
for the same focal length, the diffraction limit for the spot diameter is reduced. However, spherical
aberration'incredses in the lens and focusing becomes increasingly blurred, so more complex lenses are
needed to maintain adequate focusing. A coherent incident beam with a flat or spherical wavefront is also
essential, so all the optical components in the incident beam must become increasingly perfect as a small-
er spot diameter 1s required.

The gaussian output beam of a single transverse mode gas laser is the best possible light source for focus-
ing. Incoherent light sources are inadequate for any precise gauging applications. Recently experiments
were performed in focusing the output of a continuous wave solid state laser diode. Although the output
has many asymmetric spatial modes, good focusing was achieved without the usual spatial filtering.

Away from the focal point, the incident beam is a conical spherical wave which can be focused from any
arbitrary distance to the same spot diameter, which is determined by the cone angle. Thus the incident
beam of the optical system can be scaled to any arbitrary distance and achieve the same spot diameter at
the workpiece, which determines the precision of the system. The diameter of the lens can be reduced and/
or the distance can be increased if a larger spot diameter 1s acceptable. The only limitations in scaling
the entire optical head are the size of certain optical components, such as the coherent light source and
the photodetector, when the optical head is reduced to a very small size, and the mechanical limitationms
of a very large optical head which must not move from stress or thermal effects.

A position-sensitive photodetector is necessary for any geometric optical system of this type. The cap-
abilities required in the photodetector depend on the application.

An image of the scattered laser light from the workplece is focused onto the photodetector. The first lens
for the photodetector is arbitrarily chosen to have a diameter similar to the focusing lens for the
incident beam. Additional lenses may be used to obtain the desired image size on the photodetector. The
imaging in the photodetector optics is not as critical as in the incident beam, and optical components of
comparable quality are more than adequate because the photodetector is not limited by such nonuniformities
as occur at the workplece surface.

Changes in distance to the workpiece surface cause the image of the scattered iight from the workpiece to
move across the photodetector. Beyond a certain active range, the image falls completely off the photo-
detector. There is a tradeoff between a large active range and sufficient resolution in the photodetector
to detect very small changes in distance, which is controlled by the magnification of the photodetector
lens or lenses relative to the size of the photodetector.

Irn a system which measures distance over a wide range, a stepping motor drives the optical head to maintain
the image of the scattered light from the workpiece centered on the photcdetector, and the distance is
determined by the position of the precision lead screw which drives the optical head. 1In this case a
simple center null-detector 1is required to determine the direction of each step of the motor.

In some applications, such as flatness or runout gauges, measurement over a very small range of distance
is needed, and the measurement can be made without moving parts in the optical system if a photodetector
which can measure absolute position c¢f the image of the scattered light from the workpiece is used.

A modulated laser source is required with any photodetector because the photocurrent generated by scatter-
ed light from the workpiece is comparable to the leakage current in the photodetector. A narrowband
spectral filter is desirable to eliminate most of the extraneous room light from the photodetector even
though modulation is used. Modulation eliminates errors due to DC leakage and offset effects and also
unmodulated room light. A modulation frequency of 10 kilohertz was used in the experimental system for
rapid response and to avoid beats with machine vibration.

The photodetector now being used is a linear position detector. It employs a large silicon wafer with
output terminals at the edges. The photocurrent generated by incident light divides between the terminals
as in a resistive current divider due to the uniform sheet resistance of the output junction areca of the
device. The device is fairly linear over a wide area and very linear over a small area. The output is
the sum of all the photccurrents, so over a small, very linear range, the photodetector very accurately
measures the true centroid of the incident light., There is a point near the center where the photocurrent
divides equally between the outputs. The physical distance from the null position of the photondetector is
the difference between the output currents normalized by the sum of the currents. The principle of the
photodetector 1is shown in Fig. 7.

This photodetector can be used for absolute position measurement, but in this applicarion the required
normalization of curvent is difficult due to the very wide range of intensity at the photodetector, which
generates proportional photocurrent. If the workpiece moves tangentially, the intensity varies rapidly
over a wide range. The output currents can be suitably demodulated and filterad to average the rapid
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intensity variations and permit accurate normalization of the output current. Demodulation inherently
{imits the frequency response to less than half of the modulation frequency, and the required subsequent
filtering in this application further restricts the frequency response, but it is still possible to obtain
faster response than a mechanically driven optical head. An accuracy of 10% of full range can be achieved '
easily. Increasing the accuracy to 17 of full range requires sophisticated electronic processing, but it
is still simpler than a mechanical servo control system. Since the photodetector responds to distance

: from the null point, normalization is least eritical there, and much better results are obtained near the

| center of the measurement range. As a null-detector, the photodetector is excellent, because normalization
is not needed.

- The only photodiode array which could be used here is one with discrete, parallel outputs from each diode.
A scanning array, such as a charge-coupled photodiode array, could not be used because the scan rate must
be high enough to sample each element at a frequency at least twice the highest significant frequency
component generated in the photodetector to recover the modulation. Such a scan rate is impractical. The ‘
photocurrent is also too low compared to leakage currents to allow scanning or multiplexing. Therefore, o
parallel outputs must be individually amplified and processed. To cbtain good resolution over a wide ¢
range, a large number of photodiode array elements is needed. ‘ ;

A charge-coupled photodiode array could probably be used without modulation if the optical system is 1
arranged in a configuration which gives high scattered light into the photodetector under all conditions. H
The performance of a charge-coupled array was not considered.

A simple null-detector is much simpler to implement. The linear detector is an excellent null-detector, -
and it detects the true centroid of the light. A null detector can also be made by splitting the light g
with a knife-edge roof prism or similar beamsplitter onto two photodetectors and balancing for an equal
division of light. Such a photodetector responds to the median of the light instead of the centroid, but
siwmilar overall results would be obtained.

When considering an optical system without moving parts, the depth of field of the incident beam must be
considered. When a very small spot diameter is required, a wide come of light is used, and very little
defocusing is permissible, so the depth of field is small. For a larger spot diameter, the narrow cone
and greater permissible defocusing allow a much greater depth of field, as ifllustrated in Fig. 6. There
are equations for calculating depth of field and spot diameter. The experimental optical head, which was |
designed for high precision, has a depth of field of only 375 microns (0.015"). i

The geometric sensitivity of the optical system obviously depends on the angle between the incident beam
and the photodetector. The image of the laser light from the workpiece moves farther across the photo-
detector for the same change in distance as the angle between the incident beam and the photodetector is
increased. High geometric semsitivity is needed not due to lack of sensitivity in the photodetector, but
because a shift in the apparent position of the incident laser light on the workpiece due to local changes
in reflectivity corresponds to a larger change in distance for smaller angles. The performance of the
optical system improves as the angle between the incident beam and the photodetector is increased to 45
degrees, but beyond that the results do not improve due to adverse changes in reflectivity as the angle is
increased. Therefore, a 45 degree angle is optimum unless there is some other reason for using a larger

angle. Typical precision for 'specular” reflection for different angles is shown in Fig. 8.

Now, all the parameters pertaining to scaling have been presented. The optical head can be proportionally
scaled to achieve the same performance at any distance, as shown in Fig. 9, TFor large distances, the
optical head becomes rather long due to the large distance between the incident beam and the photodetector
lens. If maximum precision is not required, the spot diameter of the incident beam can be increased and/
or the angle between the incident beam and the photodetector can be reduced, as shown in Fig. 10. In-
creasing the spot diameter reduces the required diameter of the focusing lens but does not greatly reduce
the size of the optical head. If the angle is reduced, the optical head can be made considerably shorter.
For rnon-critical applications, such as 1 millimeter (0.040") accuracy at a distance of 2 meters (79",

the spot diameter can be increased to about 200 microns (0.008") and the angle can be reduced to about 3
degrees for a short optical head with small lenses.

In addition to scaling of the size of the optical head, the sensitivity of the photodetector and the re-
quired power of the incident beam must be considered. When the optical head is proportionally scaled,
the power levels remain the same. When the configuration of the optical system is changed, the relative

” power reflected and focused onto the photodetector may change, and photodetector performance must be ex-
amined.

The linear position detector is the least sensitive photodetector. . The photocurrent generated by the

- incident light covers the full range of the photodetector, and a small change in position gives a very
small change in output current, which is difficult to measure at low incident light levels. In additionm,
the photodetector has a resistive source impedance, which generates thermal noise current, and per-
formance limited by the thermal noise of the photodetector resistance can be achieved. With a one milli-
watt laser and this photodetector, a resclution better than 1% of the active range was achieved on machin-
ed surfaces, but the non-specular vefiection from highly polished gurfaces was insufficient for measure-
ment. Of course, specular reflection from polished surfaces gave excellent resolution.

A photodiode array.with individual outputs has much higher positicn sensitivity because the full photo-
current is available from the illuminated segments. and position is determined by the physical location of
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the illuminated segments, with no need to detect very small fractional changes in photocurrent. For fine
resolution over a wide range, a large number of array elements is needed, and processing the large number
of outputs becomes unreasonable. Photodiode arrays are useful only when sufficient light cannot be obtain-
ed for the linear position detector.

When a center null-detector is required, the arrangement using a beamsplitter at the center of the range

is much more sensitive than the linear position detector. The linear position detector suffers from the
same lack of sensitivity at low light levels, while with the beamsplitter the photocurrent makes a sharp
transition between two photodetectors at the center of the range, and there can be a large active range on
each side of center, so very fine resolution over a large active range can be achieved at very low light
levels where the total photocurrent is hardly detectable. The linear position detector can be made more
sensitive as a null-detector by special fabrication which gives a high resistance near the center and low -
resistance over the rest of the area, so that a sudden change in the division of the photocurrent occurs
near the center of the range. There are also quadrant detectors which have split active areas, but there
is a relatively large inactive gap of at least 0.05 millimeters (0.002") out of a total length of 10 milli-
meters (0.400") which makes the devices unsuitable for high resolution.

Recently additional research work was initiated to study the focusing properties of a solid state laser
diode. The results were very encouraging, and it appears that a solid state laser can be utilized effect-~
ively in the optical gauging system without the spatial filtering which was originally anticipated. A
comparison of the original gas laser and the solid state laser source is shown in Fig., 11l.

The output of the solid state laser diode emanates in a rectangular beam with about an 80 degree included
angle along one axis and a 10 degree included angle along the other axis. This beam exhibits a diffract-
ion pattern showing many finely divided spatial modes along the major axis of the beam and several broad
spatial modes along the minor axis of the beam. The output of the laser is coherent, and regardless of
this, the specified source size of the laser 1s 0.25 microns (0.01 mil) by 12 microns (0.5 mil). Simple
imaging of the source is diffraction-limited for a normal aperature. Any filtering of the output beam
results in an inevitable major loss of power. 1In this case only about 10% of the 15 milliwatt laser out-
put is collected by the lens aperature, and the image produced is mainly a diffraction pattern of the
illuminated lens aperature, with no complex spatial filtering required. The only practical requirement
is to effectively absorb the light falling cutside the lens aperature to prevent spurious light from the
enclosed optical head.

A peculiarity of this particular solid state laser is that there is a null on the major axis of the output

beam, and it is necessary to tilt the body of the laser to obtain suitable illumination of the lens aper-~
ature. Our current configuration of the optical head with a solid state laser is shown in Fig. 12.

There are many more details in this optical gauging system. The highlights were presented here to
acquaint the reader with the properties of this optical system.

PROGRAM OBJECTIVES - All the original objectives were achieved in this research program. Additional re-

search was initjated to study the properties of solid state laser diodes to nermit a great reduction in
the size of the optical head. Construction of an entirely new and dramatically smaller optical head with
a focal distance cf about 5 centimeters (2") and utilizing a solid state laser is now under study.
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HOLOGRAPHIC LASER MATERIAL PROCESSING

Professors D.W. Sweeney*, N.C. Gallagher+, and W.H. Stevenson*
*School of Mechanical Enginecring
+School of Electrical Engineering
Purdue University
West Lafayette, Indiana 47907

PROCRAM OBJECTIVE - Laser material processing systems have been developed to the point where they are now
routinely used in production-line environments for such processes as cutting, drilling, and welding.
Since optical processes are non-contacting, they offer the significant advantage of not contaminating or
exerting any forces on the work surface and there are no problems associated with tool wear as is common
with conventional machining systems. Laser systems have been used in precision micromachining operations
where they are used to drill holes a few microns in diameter, while by contrast laser machining systems
are used in the aircraft industry to cut thick titanium plates.

Laser processing systems normally employ CO,, Ruby, or Nd-YAG laser operating in either the continuous or
pulsed mode. We are concerned primarily wigh systems that utilize CO, lasers operating at the infrared
wavelength of 10.6pm. The CO, laser has the significant advantage of having high average power (on the
order of kilowatts) and high €lectrical efficiency (on the order of 5 to 15 percent at optimum conditions).
A difficulty with CO, lasers compared to visible wavelength lasers is that it is difficult to fabricate
aberration corrected optical elements for high power beams at these infrared wavelengths.

Our program objective 1s to develop a holographic projection scheme which can be used to directly deflect
the energy of the CO, laser into some desired configuration on the work surface. Such a system will po-
tentially simplify t%e operation of the laser processing system and increase production rates. Concep~
tually, the simplest procedure would involve producing a hologram of a mask or photographic transparency
of the pattern which is to be projected onto the work piece as shown in Figure l(a). Following the proper
exposure, the photographic plate in Figure 1(a) is developed and bleached to produce a phase hologram of
the original mask. The real image of the hologram can be projected onto the work surface by rée-illumi-
nating the hologram with the conjugate reference beam as shown in Figure 1(b). .
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(b)

Figure 1. A simple holographic projection system for laser material processing.
(a) Recording the hologram. (») Recomstructing the hologram to pro-
joct a real image on a work surface.

Unfort.mately, there are sceveral fundamencal problems that prevent direct application of the above scheme
with systems that employ CO, lascrs. Firstly, photographic films are not sensitlve to the CO, laser
savelength of 10.6um. Thig prevents direct production of holograms using photopraphic films.” Secondly,

the extremely high energy flux passing through the hcolographic plate in the reconstruction process could
~esult in excessive heating of the holographic plate due to the optical absorptivity of the plate or emul-
sion. Thirdly, the total energy incident on the work material must be sufficient to perform the desired
operation, such as welding or cutting.

We believe that we have recently demcnstrated significant advances in the solution of these problems.
Basically, the infrared hologram is produced using any ome of several different possible methods, in-
cluding recording on thermal detectors and computer generation c¢f holograms. The energy absorption prob-
iem is partly solved using a phase reflection hologram. The hologram in this case consists of a mirror-
1ike surface on which the holographic information is recorded by locally modulating the surface height of
the mirror.

A project related to ours is being conducted at Case Western Reserve University. This project involves a
study into the fabrication of rugged reflection holograms. This work is described in the following paper
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in this proceeding.

PROGRAM ACHIEVEMENT - Since this project is less than one year old, all program achievements are reported
below.

RESEARCH RESULTS SINCE MAY |, 1978 - There are many possible schemes for recording the computer generated
holograms (CGH) necded for this project. Each of the various schemes has its own advantages and disad-
vantages. In general, the two most important criteria used in selecting the optimum procedure are dif-

fraction efficiency and image quality. A high diffraction efficiency means a high percentage of the laser
energy is diffracted by the hologram into a useful image. Good image quality here refers to a measure of
the noise content in the image. Unfortunately, obtaining the highest diffraction efficiency and good
image quality tend to be incompatible objectives. Briefly, the CGH should encode both amplitude and phase
about the optical wavefront to be reconstructed. The CGH that encodes only the phase information (and not
amplitude) produces the highest diffraction efficiency. On the other hand, a noise-free image requires
that both amplitude and phase information be recorded. We have deveioped a numerical technique which pro-
duces the maximum diffraction efficiency while retaining image quality even if the amplitude information
is not recorded.

To demonstrate the capabilities of these techniques we have compared a number of images produced using
various schemes. Two of these images are shown in Figure 2. Figure 2(a) shows an image from a hologram
in which both amplitude and phase information have been recorded. The image quality is good but the dif-
fraction efficiency of the hologram will be low. Figure 2(b) shows an image in which an iterative numer-
ical technique has been used to suppress the information content in the amplitude. The image quality in
this case is also good and the diffraction efficiency 1is about twice that of Figure 2(a). Comparisons

of this type allow the selection of the optimum procedure for producing the necessary holograms.

%
P

Figure 2. Real images from computer generated holograms, The holograms

have been reconstructed here with a He-Ne laser. (a) Both

amplitude and phase information are recorded. (b) The infor-

mation conterr in the amplitude has been minimized to increase

the diffraction efficiency.
One disadvantage of using a holographic element to project a pattern is that if the pattern on the work-
piece is very complex or large, the resultant energy density in the projected pattern may be too low to
perform the necessary material processing operation, We have proposed an alternate method for laser
materials processing using computer penerated holographic scanners(CGHS). This technique eliminates the
complex translation device but maintains a high energy density. An example of a holographic scanner oper-
ating in the reflection geometry is shown in Figure 3. * holographic scanner will diffract a laser beam
into a single spot that will scan over the desired pattern. as the scanner is trancslated. Since the entire
first diffracted order is concentrated into a single focused spot, rather than spread over an extended
image, a high energy density is maintained. Only a simple, one-dimensicnal motion of the scanner is re-
quired to generate a complex translation on the workpiece.

As with other holographic elements these scanners can, in principle, be constructed by recording the in-
terference pattern betwean two coherent wavefronts., However, there are several advantages to construct-
ing these holographic scanners as computer generated holograms. The computer generated holographic scan-
ner (CGHS) utilizes a digital computer to calculata and plot am appropriate fringe pattern which will
cause the laser beam to scan the desired pattern. One important advantage to computer generating these
scanners is that a recording media sensitive to the 10.6um wavelength of CO, lasers is not needed. Addi-
tionally, computer generation allows the recording of scanners with complex scan patterns having varying
scan rates and scan directions. These same scanners might be difficult or impcssible to optically fabri-
cate, but their fabrication becomes straightforward when using computer generation. Finally, CGHS are
typically made binary. This binary nature allows them to be more easily convertad to phase reflection

holograms for use in FOZ lacer material processing.
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Figure 5. Reconstruction of a phase reflection scanner with an 11 Watt
CO2 taser. The image is engraved in Plexiglass.
Figure 4 shows a typical result when a scanner is reconstructed with a He-Ne laser. This scanner scans
the laser beam over the letters "D" and '"C". The letters are about one centimeter high.

The image shown in Figure 5 was obtained by reconstructing a phase reflection CGHS with an 11 watt CO
laser. This scanner had a first-order diffraction efficiency of about 30%, the images were reconstructed
at a distance of 23 cm. from the CGHS. The maximum power density in the first-order image should be on
the order of 1000 watts/em?. [f the diffracticn efficiency of this CGHS was increased to the theoretical
maximum of 40.5%, and it was veconstructed with a 1000 watt CO, laser, the maximum power density in the
first-order image would increase to l.2x105 watts/cmé. Furthe¥more, if this same scanner was reconstrug-
ted so the images are at a distauce of 10 cm. from the CGHS, the power density would increase to 2.0x10
watts/cmZ, These power densities should be sufficient to perform a number of laser material processing
operations.

PROGRAM OBJECTIVES - During the next ten months we plan to address the following issues:

1. Develop a techuique for recording holograms in the visible and reconstructing at 10.6um. This
will require a procedure for balancing the aberrations introduced by the wavelength shift.

2. Study the effects of reconstructing the holograms with lasers that lase in higher order trans-
verse modes. This is an important practical consideration since most high-power C02 lasers operate in
higher-order medes.

3. Analyze new types of CGH Lo det .rmine the optimum prodedure for this particuiar application.

4. Analyze image degradation in phase reflectiosn CGH caused by distortion, approximations, and
errors in the construction of the CCH.

5. Study the advantages of multi-level etching to determine if there are svificient advantages over
two-level etching to warrant development of the necessary fabrication procedures.

6. Develop a simple technique for constructing low to medium power density phase reflection holo-
grams. Case Western Reserve University is developing rugged high power density holograms but there is a
need to be able to quickly generate simple reflection holoug ams at Purdue to test new ideas.

DOCUMENTATION - None.

- Dr. Wai Uon loe, Yerex Palo Alto Research Center, Palo Altu, Califorvnia, 415+494-4238

LYERABLES - None.

COLLABORATORS - Zerox Corpcration {Tentative)
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HOLOGRAPHIC LASER MACHINING

Professor John C. Angus
Professor Robert V. Edwards

Professor Uziel Landau
Professor J. A. Mann, Jr.
Mr. Fred Coffield
Mr. Yezdi Dordi
Department of Chemical Engineering
Case Western Reserve Unilversity

PROGRAM OBJECTIVE -~ The purpose of this research is to determine whether computer generated, reflection
holograms can be used with high power lasers for precision machining operations.

High power lasers have found applications in industrial processing. Typical uses include welding,
drilling, scribing, cutting and surface hardening. These applications have made little use of the
coherence properties of the laser light, but rather use the laser as an '"energy hose'. The usual

scheme has the beam focused to a small spot which is then moved over the work surface by moving the
workpiece or by moving the beam. The approach we are taking requires motion of neither the workpiece nor
the optical components and potentially can be used to machine shapes of great complexity.

In simplest terms, we propose to put the laser power Iin the desired places on the workpiece by means of a
reflection hologram. The hologram will be illuminated by a coherent beam of high power laser radiation.
(In our case a CO, laser operating at 10.6 pm is used.) The real image generated by the hologram will
fall on the workpiece, removing material selectively and simultaneously over the entire surface of the
workpiece. Potential applications are many, including: part marking, scribing of complex two dimensional
shapes, simultaneous drilling, welding or soldering operations, surface heat treatment of complex patterns.

The advantage of reflection holograms over imaging or transmission holograms is maximum utilization of
laser power. No power is masked off and thus the only losses are heating losses in the hologram. These
are typically less than a fraction of a percent. Further, the metal holograms can be cooled to minimize
distortion due to heating.

Major technical problems include the development of economical, rugged holograms that can be used in
practical settings and, secondly, achievemecnt of more efficient utilization of the available laser
power. Specifically, we will 1) develop holograms which will suppress the zero order spot and higher
diffraction orders, 2) study means of initiating machining at lower total power densities, 3) develop
alternate methods of hologram fabrication including electroplating, and 4) study hologram degradation.

Suppression of the zero order spot (putting the power in the desired image) needs to be attacked on twoc
fronts. First, algorithms for efficient, low distortion holcgrams without zero order spots need to be
developed. Coupled with that, we need a method to keep good tolerances on the fabricated holograms.
The dimensional fidelity required to suppress the zero order spot is much higher than the tolerances
required merely to make a good image.

PROGRAM ACHIEVEMENT -~ This project started on May 15, 1978. Research results achieved prior to the -grant
are summarized in two published papers referenced under the DOCUMENTATION section below. .

Briefly, we have developed several methods, based on conventional integrated circuit technology, for
production of rugged, binary reflection holograms. Special purpose Fast Fourier Transform routines are
used ‘to compute the hologram of the desired image. (In most cases we have used routines developed by
Professor Neal C{'Gallaghcr, Jr., of Purdue University). The hologram, usually a patchwork of black
rectangles on a white field, is plotted with a Cal Comp plotter. A high contrast reduced phcotographic
mask is made from the binary (black and white) hologram plot. 1In one technique a /4 thick layer of Al,
i.e., 2.65 A , is vapor deposited on a Si mirror blank. The Al 1is coated with a standard commercial
photoresist and the mask is used to pattern the photoresist using conventional techniques. Subsequent
etching of the Al through the patterned photoresist down to the Si substrate leaves the hologram
imprinted on the surface as an array of rectangular raised mesas, A/4 high, above the Si surface. (The
negative, i.e., an array of rectangular pits, is equally effective because of the phase only nature of
the image coonstruction from the hologram.) The final step is the deposition of a very thin aluminum
coating to insure uniform reflectivity,

Holoprgms produced in this and similar ways have been succesafully used to form {mages with visible light
{6328 A He-Ne laser) and in the infra-red (10.6 um CO, laser). Efficlency of the present devices is,
however, not optimal., Excessive power appears in the central order spot and some additional power is

lost In the hipher order (mages., Furthermore, the fidellty of reproduction of the hologram on the re-
flector Is not as pood as desired.

RESEARCH RESULTS SINCE THE PROJECT START DATE - This grant has been in effect only since May 15, 1978.
During the first two months of the grant we have initiated work on the fabrication of holographic
reflectors by electroplating. Copper is electroplated onto copper mirror blanks through the patterned
photoresist., This process has the advantage of providing a monolithic, rather than a composite, reflector
and also holds the promise of much greater fidelity of reproduction of the hologram. Initial results
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indicate pulsed plating techniques with careful control of current density can provide the desired quality
of electroplate. We are also starting work on the electrochemical production of continuously modulated
reflecting surfaces, which could potentially be used as grey scale reflection holograms.

Further work during the first two months of the project has involved power measurements using a series of
existing reflectors and the development of a better method for the direct measurement of the depth of the
surface features. Deviation in the depth of surface modulation from A/4 degrades the diffraction effi-
ciency. At the present time we only have indirect means of measuring the depth.

We have also made several attempts to product a ternary (three level) reflector. This research could
lead ultimately to the production of reflection kinoforms, a type of multi-level reflector which con-

structs an image with no zero order spot and no multiple images.

PROGRAM OBJECTIVES - During the next ten months we plan to: 1) finish the development of a process for
producing binary copper reflectors by electroplating, 2) continue work on electrochemically producing
continuously modulated reflector surfaces, 3) product and test several reflectors using different types
of holographic arrays, 4) continue work on development of multilevel reflectors.

DOCUMENTATION - The following two papers were publighed prior to the start of the present project.

Neal C. Gallagher, Jr., John C. Angus, Frederick E. Coffield, Robert V. Edwards, J. Adin Mann, Jr.,
"Binary Phase Digital Reflecticn Holograms: Fabrication and Potentisl Applications, "Applied Optics,

16(2), 413-17 (1977).

John C. Angus, Frederick E. Coffield, Robert V. Edwards, J. Adin Mann, Jr., Robert W. Rugh, Neal C.
Gallagher, "Infrared Image Construction with Computer Generated Reflection Hclograms,” Applied Optics,

16(11), 2798-99 (1977).

CONTACTS - Professor John C. Angus
Department of Chemical Engineering
Case Western Reserve Unilversity
Cleveland, Ohio 44106
(216) 343-4180

Professor J. Adin Manxn, Jr.
Department of Chemical Engineering
Case Western Reserve University
Cleveland, Ohio 44106

(216) 368-4180

Professor Robert V. Edwards
Department of Chemical Engineering
Case Western Reserve University
Cleveland, Ohio 44106

(216) 368-4180

Professor Uziel Landau

Department of Chemical Engineering
Case Western keserve University
Cleveland, Ohioc 44106

(216) 368-4180

DELIVERABLES ~ We have the capability of producing binary hoiographic reflectors on a routine basis,
The starting point can be a black and white opaque plot of the hologram or, preferably, a mask of the

desired dimensions.

COLLABORATORS - Our principal collaborators are the research group at Purdue University which includes
Professors Donald W. Sweeney and Professor Warren H. Stevenson of the Department of Mechanical Engi~-
neering and Professor Neal C. Gallagher of the Department of Electrical Engineering. Technical assis-
tance with silicon chips and other matters has been received from the Cincinnati Milacron Corporation
of Cincinnati, Ohio (formerly Cincinnati Milling Machine Co.). Extensive collaboration also takes
place between our group and the hizh energy laser group at the WASA Lewis Research Centzr in Cleveland.
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GENFRAL METHODS TO ENABLE ROBOTS WITH VISION TO ACQUIRE,

ORIENT AND TRANSPORT WORKPIECES

Professors J, R, Birk and R. B. Kelley
Department of Electrical Engineering
University of Rhode Island

PROGRAM OBJECTIVE - Almost all manufacturing machines require oriented workpieces for proper operation,

Workpieces are usually oriented by the human operators who feed these machines. However, the continued
use of human labor will not lead to sufficient improvements in productivity, Furthermore, the cost of

labor is increasing, Some workpieces can be oriented by mechanical feeders. Sometimes the orientation
of workpieces can be preserved. If these approaches are not appropriate, industrial robots with vision
may be used, The research problem is to find useful robot techniques to feed machines with workpieces

supplied unoriented in containers.

Program objectives include the following:

1. Develop methods to acquire, orient and transport workpieces using a computer controlled arm and
vision,

2. Deveiop mcthods to find the position and orientation of workpieces when they are in a bin or in a ro-
bot hand using data from TV cameras, )

3. Develop a useful system architecture and experimentally demonstrate a robot feeding workpieces di-
rectly from a bin,

4, Transfer the results to industry.

PROGRAM ACHIEVEMENT - NSF support commenced on April 15, 1975, Substantial preparatory work was done
prior to that date., The program achievements to be described here are for the period December 1976
through September 1977,

Visits to industry - Visits to local industries were made for the dual purpose of introducing our re-
search interests to the manufacturing community and of gaining familiarity with the manufacturing issues
relevant to our research., Many photographs of workstations were taken and samples of workpieces were
collected. These visits were our primary methed of interacting with local industry,

Definitions - Definitions clarify ideas within a research group, Definitions also clarify descriptions
to facilitate the transfer of technology to industry, A set of definitions was developed relevant to re-
search on general methods to enable robots with vision to feed machines with workpieces supplied in con-
tainers, Some of these definitions are listed below:

Workpiece - a unit quantity of material which is being processed,

Pose - position and orientation (usually of a workpiece),

Acquire - calculate how to move a robot arm to grasp, move the arm, and then grasp.

Transport - change pose without a collision,

Orient - gain pose information and then transport using that informationm.

Goal site - structure which receives and processes oriented workpleces.

System architecture ~ the physical structure and function of the following system components and their
interrelationship: the robot arm, the computer, sensors including the TV camera
and lenses, the sources of illumination, the supply of workpieces, and the goal
sites,

Task hierarchy - A hierarchy of fundamental tasks and subtasks which must be performed by a robot to enme
able it to feed workpieces directly from a bin was developed. This allowed the research problems to be
identified and ensured that a complete solution would be provided., An abbreviated version of the task
hierarchy is listed below:
1. Acquire a transportable workpiece from a bin,

A. Gain information about the poses of workpieces in a bin,

i. Relete pose to image features,

B. Cheoose a hand-workpiece relationship.

C., Move and grasp the workpiece. )
2. Decide if the hand-held workpiece is transportable.
3. Transport the workpiece to the goal pose.

Acquisition algorithms - One of the major subtasks of acquiring a transportable workpiece is to gain pose
information on workpieces in a bin by relating imege features to pose. To provide distinctive image
features and make recognition insensitive to a slight overlap of workpieces, software was developed for a
set of features which are based on a portion of a gingle workpiece image. These are extracted from a bi-
nary image and thus function particularly well when clean edges exist for workpieces in a chute or for
flat surfaces under directed illumination., The features are derived from the peripheral pixels of holes
and globs., The features are strafight line segments, corner angles, hole centroid, hole area, and
maximum/minimum distances from hole periphery to centroid. An orientation classification experiment on a
15° sampling grid with workpieces obscured as much as 25 per cent always gave correct classification,
However, sometimes one or two adjacent orientations were equally well matched.
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Hand-workpiece relationship -~ The problem of estimating the hand-workpiece relationship was divided into

two parts because different solutions are appropriate for coarse and fine decisions.

1. The suggested procedure for finding the major subdivision of the pitch-roll sphere to which the ori-
entation of a workpiece belongs is to choose the sampled appearance which most closely matches the
current image.

2. The suggested procedure for precisely identifying the orientation and position of a workpiece is to
relate appearance perturbation, measured by image features, to pose perturbation. This relation can
be established during instruction at several "visual check poses,"

Hardware development - To conduct general experiments on workpiece orientation, a new three axis rotary
joint wrist was designed., It incorporates improvements suggested by experience with the predecessor
wrist unit, The new wrist uses a housed encoder attached to the output shaft via antibacklash gearing.
Cylindrical shell construction is used for strength and alignment of the shafts, gears, and motor,
Tachometer feedback is incorporated to facilitate hardware servo control. Wrist geometry is designed to
minimize the effects of gravity by having it point down and by limiting long moment arms.

Software development - Software is the vehicle for carrying concepts and procedures from the idea to the
experimental world, This project typically generates more than 10,000 lines of assembly language code
per year, Our software concerns are the efficient generation of software to support our experimental
work, documentation so that duplication can be avoided, and ease of reuse and modification of existing
software for new experiments. Software standards for the description of programs and for data struc-
tures, especially data blocks and public stacks, were developed.

RESEARCH RESULTS SINCE THE SEPTEMBER 1977 REPORT - The work since September 1977 is described under the

following headings: first integrated robot system for feeding workpieces from bins; representing images
of workpizces; a theory for automating symmetry determination; alternative system architectures; and
gage for measuring workpiece pose.

First integrated robot system for feeding workpieces from bins =~ An experimental robot system has been

developed which is designed to acquire unoriented workpieces from a bin, analyze workpiece orientation in
the hand, and then orient the workpiece on & goal site. An overview of the system can be seen in Fig. 1,
The prcblem of acquiring unoriented workpieces was solved by integrating a visual algorithm with the de-
sign of a gripper. The difficulty of visually computing the orientation of workpieces in & bim and the

‘Fig, 1. Overview of an experimental integrated robot system for ~ ad.ng workpieces from bins,
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difficulty of avoiding collisions between the gripper and workpieces led to the concept of building a
gripper which would adapt to surface orientation. Such a gripper was designed using a vacuum cup that is
connected to a piston thru a spring. When the piston is released, the spring allows the vacuum cup sur-
face to adapt to surface orientation, as shown in Fig. 2. When the piston is locked, the workpiece can
be held rigidly, as shown in Fig. 3. To select a location for the arm to descend with the gripper un-
locked, a simple vision algorithm was found to be quite successful. A camera on the arm can take a pic-
ture from directly above the bin, This image is analyzed to locate square regions with intensity values
all above a threshold., This algorithm tends to select uniformly reflecting surfaces that are close to
horizontal. 1t avoids sending the gripper to regions in the bin in which there are holes, slots, or no
workpieces, A TV camera picture of a bin of drapery brackets is shown in the upper part of Fig. 4. 1In
the lower part of Fig., 4 is a binary picture formed from the gray scale picture. Superimposed on this
binary picture are a few squares which satisfied the square region criteria. Experiments with several
workpieces indicate that 60 to 80 per cent of the attempts made to grasp a workpiece are successful.

Once a workpiece is in the robot hand, the workstation camera can examine it. By matching features
learned during instruction for the different workpiece states in the hand, the state can be computed,
along with translation and rotation on the vacuum cup surface. For the experimental system, local binary
features are used, such as corners, The upper left quadrant of Fig. 5 shows a gray scale image. The
lower left quadrant shows a binary image. The lower right shows peripheral pixels with holes and corners
labeled. If two states of the workpiece in the hand yield nearly the same appearance, the arm moves to a
verification pose where simple image features, such as centroid or area, can be used to distinguish
states. The image at a verification pose is shown in the upper right quadrant in Fig. 5. Using know-
ledge of workpiece orientation in the hand, the workpiece is placed either on an insertion tool or a re-
grasping station. When it is placed at these two goal sites it always has the same position and orienta-
tion. Experiments have shown that the piece can be positioned within 1/4 inch and 5 degrees, worst case,

Once a piece is placed at a goal site with a fixed orientation, many options exist to transfer the piece
to a machine, including the use of fixed stop arms. For the experimental system, a piece placed on the
insertion tool is brought to a gage by having the robot pick up the insertion tool and go thru a fixed

motion, If the piece is at the regrasping station, the arm grasps the insertion tool, which grasps the
piece, as shown in Fig. €. Then the arm goes thru a fixed sequence of motions to bring the plece to the

gage.,

The engineering significance of this experimental system is that, as far as we know, it is the first in-
tegrated robot system for feeding workpieces which are completely unoriented in bins. The ability to
orient and place workpieces on the goal sites, the technically difficult problem, has been operational
for two months. Transferring the parts to the gage automatically should be completed soon. Currently
the time to transfer a piece to a goal site is about 30 seconds for a piece that requires a verification
pose., We can expect significant reductions in cycle time as the system matures.

The system has general utility because it can readily be reprogrammed to handle different workpieces.
Feeding parts directly from a bin eliminates the need for mechanical parts presentation systems which add
cost to the system and are often workpiece dependent., If the technology exists to feed from bins, then

Fig, 2. A vacuum cup gripper Fig. 3. The same vacuum cup grip- Fig. 4. Image analysis used to
. demofistrating surface per, when locked, holding direct the surface
~adaptation. the workpiece firmly, adapting vacuum gripper.
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Fig. 6. An insertion tool attached to the robot
hand, grasping an oriented piece at a
goal site to transport it to a gage with
the pose required for measurement.

Fig. 5. Image analysis of the workpiece in the
robot hand to determine the pose of the
workpiece relative to the robot hand.

it will also be cossible to feed parts supplied in just about any other way. However, if a technology is
developed which exploits the constraints of workpleces in certain presentation systems, then it may not
be possible to apply that technology when the constraints can't be imposed.

Rerresenting images of workpieces - A major research problem associated with acquiring, orienting and
transporting workpieces is finding good ways to represent images of workpieces. A good representation
yields a small set of numbers which characterize the array of intensity values, yet permit decisions to
be made, such as determining the pose of a workpiece, In the past we have explored global binary fea-
tures. These features change if any part of the binary picture changes. They are useful for many work-
pieces with stable resting states, but generally can't be used when workpieces overlap in an arbitrary
way.,

During the past year, the software to compute local binary features was upgraded. These features may be
used to compute workpiece pose when a modest amount of overlap exists, e.g., 25 per cent. Thus these
features might be used for computing the pose of workpieces in & thin layer, such as would occur on a
chute., Problems with binary images are that they frequently provide inadequate data to make decisions
about workpiece pose and the image can change significantly if a change in lighting occurs at the work-
station.

During the past year, a set of local gray scale image features was developed. Although local computation
makes them useful for overlapping workpieces, the chief advantage of local computation is that these fea-
tures can be computed in hardware, The local gray scale image features developed are based on the histo-
gram of the gradient directions for all the pixels of an approximately circular region-about a pixel. By
testing for strong peaks in this histogram, edges can be located. Double peaks in the gradient direction
histogram occur when corners are present, Wide peaks occur when rounded edges are present. To reduce
the number of feature points, wide peak and second peak detectors must satisfy the test of being locally
optimum in a circular region. Strong peek detectors are required to pass a test of being locally optimum
along the direction of the dominant intensity gradient. The parameters used to contrcl the feature ex-
traction process cen be optimized by varying them until the output matches the labeling superimpcsed on
test images by a human, Tests indicate that this type of feature will be useful in image representation,
al though more work is required to explore their potential adequately.

A theory for automating symmetry determination - Workpieces which present the same appearance to a TV
camera for two orientations are a special problem for an cu ~nting robot, If the robot knew the work-
plece to be symmetrical, it would know that it doesn't matter that two or more sides appear the same and
could proceed directly to transporting the piece to a goal site., On the other hand, if the robot doesn't
know about the piece's symmetry, it would have to try another view Ly changing the orientation between
the workpiece and the TV camera, It might find an unambiguous view for an unsymmetrical workpiece, but
th2 process would repeat for a symmetrical piece.

A method has been developed to analyze equal appearances from many views of an object to automatically
determine rotational axes of symmetry, Mirror symmetry is no problem because mirror symmetrical images
are distinguishable. To propose an axis of symmetry, two orientations with equal appearances and image
direction, i and k, are relazed by a symmetry transformation, iTy, using 3x 3 cosine matrices between
axes: 1T, = (OoT;)"1 ¢Ty. f the image directions don't match, ft is possible to adjust a matrix using
the angle between the direction of the two images,

The proposed axes of symmetry are verified by a matching procedure which takes into account the appear-

ance for all sampled orientations. One sampling scheme used for experiments has 38 samples over the
pitch, roll sphere. Each saumple orientatior, m, is operated upon by the 5 mmetry transformation to find
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the orientation, n, after rotation about the axis of symmetry by the following formula,®T, = OTp iTk.

The sample orientation closest to n is examined to see if it has a similar appearance to orientation m,
1f so, support is gathered for the validity of the proposed symmetry transformation. A proposed symmetry
transformation is only verified if nearly all orientation samples map into other orientations with a sime
ilar appearance.

The theory for automatically identifying rotational axes of symmetry has been verified by exercising the
theory on a sample problem, This experiment indicated that true axes of symmetry receive strong confir-
mation from the matching procedure, whereas axes of symmetry proposed by circumstantial equivalent ap-
pearances atre readily rejected,

Alternative system architectures - Although the system architecture of the experimental orienting robot
was selected for tests, alternative approaches have been identified, Various methods of presenting worke-
pieces were considered, Desirable properties of a presentation system are: pieces are placed where they
are easily accessible, pose uncertainty is reduced, pieces are isolated, pieces that are not easily
transported to a goal site are recycled, and it should function for many different pieces.

One way of constructing a device, which might satisfy all these requirements, would be based on a series
of conveyor belts operating at different speeds, with the slower ones dropping pieces onto the faster
ones, The use of presentation systems is an option for engineers in industry concerned with applica-
tions. In general, presentation systems add cost and occupy workspace, but they simplify and make faster
the process of acquiring workpieces.

Other system architecture components worth considering relate to the problem of transporting a workpiece
with arbitrary orientation in the hand. One component which is not demonstrated in the current URI ex-
perimental system is an orienting station, An orienting station can receive a workpiece, change its
pose, and release it, Thus when an arm can't transport a workpiece to a goal site, it could bring the
arm to a reorienting station which would permit the hand-workpiece relation to be changed.

Gage for measuring workpiece pose - The URI Mark IV robot uses vision to position and orient workpieces
in space, To evaluate the accuracy with which this job is performed, a gage was built. The gage can
measure pose and pose errors for workpieces having a right trihedral corner, as shown in Fig. 7. Two of
the probe pairs are in contact with the workpiece, one probe pair is still retracted,.

The probes of the gage define a reference coordinate system, The tips of each probe pair move along
parailel paths; the probe pairs lie in mutually perpendicular planes, The gage coordinate system origin
is the common intersection point of the three planes. The gage coordinate system axes are along lines
defined by the pairwise intersection of the three
planes, To establish a nominal workpiece pose rela-
tive to the gage, a workpiece is inserted into the
gage, six probe readings are taken and the gage-
nominal pose relationship is computed. Thereafter,
when a workpiece is inserted into the gage, the six
readings permit the gage-actual pose relationship to
be computed. Relative to the nominal pose, the pose
error is given by the nominal-actual pose relation-
ship which is easily computed using the standard
homogeneous matrix representation for the poses. A
straight forward computation results in evaluating
the expression for the pose error matrix

Ty = (ng)"l 8T,
which was obtained from the equality
gTa = ng np

a
wheres

8T, = gage=-actual pose relationship matrix,

Fig. 7. A gage with six probes that can measure
the six values of pose for a piece with
BT, = nominal-actual pose relationship matrix. a right trihedral corner.

8T, = gage-nominal pose relationship matrix,

Erxor statistics can be collected on the rms position and rms angular pose error without extracting the
error components from the entries of the pose error matrix "T,. The homogeneous matrix entries corres-
ponding to origin coordinates are the position error terms, Thus rms position error is the square root
of the average of the squared position error terms, The rms angular pose ervor is obtained from the sum
cf the entries corresponding to the cosines between corresponding X, Y, and Z coordinate axes {the trace
of the rotation submatrix), For small error angles (less than 5°), the yms angular pose error is the
square root of the quantity: one minus the average trace entry.:

Gage specifications are as follows. Mechanically, the DC-LVDT probes have ranges of % 1/4 inch, maximum

spring loads of less than 3 ounces, and have spherical contact points with a diameter of 1/32 inch, The

probes are carried on slides with a travel of 3 inches and are held in the measuring position by magnets

wvith a force of 5 pounds., Electrically, the DC-LVDT probes require + 15 V at + 20 mA, have a sensitivity
of 40 V/inch (full range is + 10 V), and a deviation from linearity of less than 25 mV which equals
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1/4 per cent of full range. The A/D converter gain was adjusted so that the least significant bit cor-
responded to 1/2 mil (which cquals 20 mV electrically), This results in a probe reading of sign plus 9
significant magnitude bits.

Probe reading error contributions are: electrical linearity = 0.6 mil, A/D conversion = 1/4 mil. To ob-
tain less than 2 mil computed position coordinate errors, probe reading errors must be less than 1 milj;
this also gives angular rotation errors of less than 1/8 degree. Thus, mechanical errors can contribute
0.15 mils error. There are three independent sources of mechanical error: probe parallelism and plane
perpendicularity. For each source to contribute less than 1/20 mil (equal contributions), parallelism
must be better than 1 1/4 degrees, perpendicularity between planes must be better than 1/4 degree.

Such a gage may be used in various ways,

1. The gage can be used to measure the performance of the robot arm itself, By attaching a right tri-
hedral corner to the robot, repeatability, accuracy and incremental motions can be investigated,

2. Other orienting and positioning systems can be measured. If the piece doesn't have a right trihedral
corner, give it one for use in the gage. Fewer than six degrees of freedom can be measured; mount
the probe sets on ball-jointed holders to get the measurements desired,

3. Periodic workpiece pose gaging monitors variations in workpieces or changes due to the handling sys-
tem,

4. Automatic gaging under computer control is an exciting possibility for obtaining highly precise
placement of workpieces., Preliminary procedures can be used to get the workpiece into the restricted
measuring range of the gage. The measured workpiece pose can be used to accomplish critical place~-
men:t tasks.

The gage is a versatile measurement tool,

PROGRAM OBJECTIVES - For the next ten months, work will continue on three main themes: estimating work-
piece pose, acquiring workpicces from bins, and transporting workpieces, Specific research problems
which will be addressed ‘are: improved representations for images, improved representation for work-
picces, pose estimation for six continuous degrees of freedom, hardware image processing for local gray
scale features, vision for acquisition, and general purpose hand designs which simplify acquisition, ori-
entation determination, and transportation. Other activizies in the near future include: improving the
quality of image data, giving velocity control to the Mark IV arm, studying alternative system architec~
tures, and improving the performance of the experimental system that feeds workpieces from bins,

DOCUMENTATION - Generated since September 1977:

1. J. Birk, R. Kelley, L. Wilson, V. Badami, T, Brownell, N, Chen, D, Duncan, J, Hall, H. Martins, R.
Silva and R. Tella, "General Methods to Enable Robots with Vision to Acquire, Orient and Transport
Workpieces,' Fourth Report, Grant APR74-13935, University of Rhods Island, July 1978,

2, L. Wilson, "Selective Acquisition of a Workpiece from a Chute by a Robot Using Image Processing Tech~
niques," M.S., Thesis, University of Rhode Island, 1978.

3. R. Kelley, J, Birk, and R, Silva, "Identification of Object Symmetry from Multiple Views," IEEE Com-
puter Society Conference on Pattern Recognition and Image Processing, Chicago, Illinois, May 31 -
June 2, 1978, )

4. J. Birk, R. Kelley, and L. Wilson, "Acquiring Workpieces: Three Approaches Using Vision," Eighth In-
ternational Symposium on Industrial Robots, Stuttgart, Germany, May 30 - June 1, 1978,

5. J. Birk, R. Kelley, N. Chen, and L. Wilson, "Image Feature Extraction Using Diameter Limited Gradient
Direction Histograms,'" TEFEE Computer Society Workshop on Pattern Recognition and Artificial Intelli-
gence, Princeton, New Jersey, April 12 - 14, 1978,

Also submitted for publication in the IEEE Transactions on Computers,

¢, R. Relley, J., Birk, and V., Badami, "Workpiece Transportation by Robots Using Vision," Second North
American Industrial Robot Conference, Detroit, Michigan, October 31 - November 3, 1977, SME Paper
MS77-746,

Alsc published in The 1978 Manufacturing Engineering Transactions, SME, Dearborn, Michigan,

7» R. Kelley, J. Birk, and T, Wilson, "Algorithms to Visually Acquire Workpieces,” Seventh International

Symposium on Industrial Robots, Tokyo, Japan, October 19- 21, 1977,

CONTACTS ~ Project personnel, September 1978: J. Birk, R. Kelley, V. Badami, T. Brownell, N, Chen, J.
Crouch, D. Durcan, J. Hall, H., Martins, R. Silva, R, Tella.

All project personnel may be reached at:
Department of Electrical Engineering, University of Rhode Island, Kingston, RI 02881 (401 )792-2514

DELIVERABLES - Repcrts, software, electvonic and electrical diagrams, and mechanical drawings are avail-
able upon request,

COLLABORATORS - A variety of local companies have supplied us and will continue to supply us with infor-
mation about machines which are loaded with workpileces supplied in bins or chutes, Some of these compa-
nies include Browr: and Sharpe, Bostitch, Gorham, Uncas, Kenney, Welsh, Sheldahl, Dixon, Amtrol, and
Tuprerware. During the next year, we are interested in seeking advisors from industry whc will assist in
making decisions about the priority of vavious research problems.




ADVANCED [INDUSTRIAL ROBOT CONTROL SYSTEMS
Richard P. Paul and J.Y.S. Luh
School of Electrical Engineering
Purdue University

PROGRAM OBJECTIVE = The objectives of this research are to extend the flexibility and usefulness of current

industrial robots and to provide a solid base for future advanced systems based on computer control tech-
niques and dynamic manipulator models. In order to meet these objectives we are developing a control
scheme based on manipulator motion in joint coordinates, yet capable of working on moving assembly lines
and accepting visual -position information. A main feature of this approach is the greatly reduced real
time computational requirements over systems which control motion directly in cartesian coordinates.

Within this joint motion control scheme we have the following research objectives.

To develop a simple language in order to test various manipulator control and task primitives.

To provide compliance to external position constraints, such as in mating parts during assembly.

To study various approaches, both on-line and off-line, to motion optimization with respect to time.
To develop a system suitable for implementation on currently available microcomputers.

In parallel with the manipulator research we are also investigating a vislon system to detect, identify and
locate objects on a moving conveyer. This work 15 based on a continuing investigation of three-dimension-
al scene analysis tased on a two-dimensional projection.

The mode of attaining these research objectives is based on dynamic and kinematic models of the manipula-
tor which provides a solid base on which to build a manipulator control system. Compliant tasks, in which
the manipulator adapts dynamically, are described in terms of degrees of freedom in a working coordinate
cystem; in this work, joint torque control will be employed to provide the required compliance. Speed of
operation of the manipulator will be optimized both directly and in terms of a model. This work will be
integrated into a manipulator control language; the primitive instructions will be carefully chosen to
provide a consistent language to facilitate programming and as a target output language for future high
level languages. Thls manipulator control language will account for the dynamics of the manipulator and
will provide optimized and compliant motions, freeing the user, or high level language, from these con-
siderations.

PROGRAM ACHIEVEMENT‘- Major accomplishments for the first three months of this grant, through September

1977 are:

A. Motion in Joint Coordinates - The initial theoretical development work was performed in the area of
motion In joint coordinates. Whlle robot tasks may be described in terms of cartesian coordinates or in
joint coordinates, robots are more simply moved In joint coordinates. Given two positions close together
in space, a coordinated motion In joint coordinates from one poslition to the next is a differential
approximation to a true straight line cartesian motion. Over large distances coordinated motion in joint
coordinated motion in joint coordinates is as predictable as straight line cartesfan motion, The computa-
tions necessary to move a robot in joint coordinates are only those necessary to provide for the coordina-
tion of the joints. UYher robotc are to work on moving assembly lines, however, the change In relative
position between the robot and Tts work must be taken into account. This may be done by describing the
task in cartesian coordlinates of the robot end effector, to which the relative displacement of the line is
added. We describe the conveyor in terms of an array of cartesian positions; the task is descrlbed with
respect to the conveyor. These two descriptions may be combined to obtain task positions with respect to
the manipulator for a discrete number of conveyor positions. These positlons may then be transformed into
corresponding joint coordinates. For any given tracking task joint coordinates for two adjacent positions
are obtained; one for a position the conveyor has just passed and the other for a position it has yet to
reach, Interpolation in joint coordinates, as a function of conveyor motion, between these polints then
provides for conveyor tracking. For a typical tracking task an array of 32 transformations is sufficient
to provide for tracking to within nominal robot tolerance.

B. Minimum Traveling Time - Conventional manipulator control systems are designed in such a way that the
manipulator stops at the end of each path segment. For motions make up from a number of path segments this
réesults In an inefficient operation. By eliminating the need to stop at the end of each path segment and
by ensuring that the manlpulator moves at maxImum velocity and acceleration, the traveling time can be re-
duced. These requirements as wsll as other physical constraints are expressed as a set of Iinequalitles so
that linear programming techniques can be applied in order to optimize the motion with respect to time.

RESEARCH RESULTS SINCE THE SEPTEMBER 1977 REPORT

A. Software for the Stanford Arm -~ The Stanford Arm has teen Interfaced to a COMSTAR industrial micro-
processor system; and the Interface, analog conditioning circults, and power ampliflers have all been
checked-out. The microprocessor system has In turn been Interfaced toc the Advanced Automation Research
Laboratory PDP 11/45 computer thvough a bi-directional 1€ blit bus. The bus and bus protoccl software

have been developéd and checked-out. A sixty hertz clock has been added tu the microprocessor system to
provide manipulator state information to the PDP 11/45 at servo rate, Servo routines run in the 11/45 in
response to the microprocessor interrupt and compute motor drive voltages which are transmitted back to

the microprocessor system. Programs enabling commuriications between the arm and microprocessor and between
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the processor and PDP 11/45 have been debugged.

B. Joint Motion Control Software - A joint motion control scheme which provides for coordinated motion in
joint coordinates, controlled velocity through intermediate path-points, and cartesian or rotary conveyor
tacking has been simulated in PASCAL and is belng transferred to the PDP 11/45,

The system, known as PAL, will run under a UNIX operating system and is being coded in 'C'. The system is

in three modules: an editor/scanner, a teach module and an execution module. The editor/scanner module

will allow-a user.to create procedures in PAL, read in such procedures from an external file, edit the
procedures, check for syntactic errors and compute transformations while parsing the procedures, and to

write all procedures into an external flle. Procedures are stored In an internal form bearing a one to ~
one correspondance to the source text. The source text Is replaced by a sequence of symbols with values
stored in a symbol table.

The teach module will be capable of single stepping through a PAL procedure. If positions are undefined
the manipulator will be placed under control of a joy-stick and the operator requested to move the manip-
ulator to the correct spatial position, (teaching by doing). If the position is defined the manipulator
will be moved there slowly under computer control, Auxlliary transformations representing such relation-
ships as tools, grip position and manipulator placement are defined symbolically. The positions defined
by teaching are recorded automatically by ammending the transform declarations to include initialization
values. On teaching, only those positions through which the manipulator must pass need to be taught.
Statements in the PAL procedure referring to compliance will modify the joy-stick control to provide the
necessary compliance such that those positions requiring compliance (such as a part insertion) can be
attained. The third module provides for program execution. |Its input is a syntactically correct pro-
cedure with all positions defined in intermediate symbolic form. it provides for high speed motion with
continuity of velocity and compliance through intermedlate points. The system can work in moving
coordinate systems and accept visual input information.

C. Optimal Coordinated Motion Control! - It is important to be able to drive the manipulator in such a
way as to obtain smooth and coordinated motion in a minimum of time. By coordination we mean driving the
arm so that all joints traverse their required angles or distances in the same amourt of time. 'For small
motions this is a good approximation to straight line motion.

While it is possible to move all jolnts as a coord!nated function of time, such functions are based on a
model of the robot arm and this results In motion slower than that possible. Driving the joints in-
dividually with a PID (position Integral derivative) controlier results in fast motion but is totally un-
coordinated. In this work we try to capture the fast motion of the latter with the coordination of the
formar,

A typical servo‘system for an industrial robot consists of PID controllers using position and velocity
error signals to determine the motor drives for a glven motlon. This approach has worked well and is
fast, but does not provide coordinated motion defined above.

To accomplish coordination we propose to have to related servo systems. The first servo, which we wili
call a joint servo, is similar to the one referred to above and provides for minimum time. The second
servo, which shall be referred to as a coordinator servo, uses the relative position and the rate of
change of relative position to determine the motor drives. (Figure 1). By relative position we mean the
prcportion of the trajectory the Individual joints have traveled. |In other words, if a jolnt is to travel
60° and it currently has traveled 10° its relative position is 1/6. These calculated values will be
called coordination factors h. It can be seen that the values of h will be between 0 and 1. These values
are calculated for each joint everv sample perfod (1/60 second). The joint with the smallest h value will
be the joint which is farthest behind for that sample period.

The determinatlon of the slowest joint Is dIfficult and the error has been calculated in a number of dif-
fererit ways with varyling degrees of success. The current method takes the difference between the joint's
h value and the weighted mean of the slowest jolnts. Only those joints with coordiration factors less
than the average coordination factor contribute to the average In the next sample period. Thus if there
is one joint that is predominately slow the welghted sum reduces to the minimum vaiue of the coordination
factors, )

If the relative position error is less than zero this implies that the joint is a slow joint and the joint -
servo is used, |f the error is greater than zero the joint is ahead of the average and must be slowed
down. This Is accomplished by calculating where the faster Joints should be If they were the same pro-
portion of the distance through their motion as the slowest joint. Thls position is obtained by multiply-
ing the average h value by the total change of position for that Joint. This value and its rate of change
are used as the error signals for the coordinztion servo (Figure 1). The resulting drive will have & sign
opposite to that of the drive from the large scale servo. Therefore, when the two are added the drive
will be reduced and any Joint that is ahead of the slowest Joint will be slowed down. This wlil make the
faster jolints track the slowest Jjoint, while moving at the spead of the slowest Joint which Is as fast as
the arm can move.

To date a series of simulation programs have been written in Fortran on the PDP 11/70 system.

The next step in the process will be the implementation of the coordi--c:ian control system on the arm.
This will be done 'n the next few months.
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Joint and Coordination Servos

P. Linkwise Model of a Manipulator - To accomplish the objective of extending the flexibility and use-
fulness of current industrial robots, it is desirable to drastically curtail the computing time for the
on-line control signals. Thus, a mathematlcal model was developed for the manipulator, which describes
the dynamic behavior of each Tink and then combined to express the relationship between forces and moments
at each successive link. The derivation of the model is based on the concept of frame of reference for
moving coordinates. By the use of Corlolls' theorem, the model includes centrifugel and corlolis
accelerations in addition to the gravity loading terms.

In using dynamic models for the design of control systems, It is important that the model be accurate
enough so that the resulting control algorithm performs adequately. In other words, if the model Is not
a close enough approximation to the real system, then the response of the controlled system may not be
very close to the expected response and In fact may be unstable. In modeling a mechanical arm, there are
three components which make up the forces or moments at each link. These are due to jolnt accelerations,
joint velocitles, and gravity. Forces due to friction in the jolnts are also a2 component but are not
Included In this analysis,

An analysis of the relative magnitude of each of the components of the joint forces or moments was per-
formed for the Stanford arm. In the analysis two typical trajectorles were executed and then each com-
ponent of ‘the forces or moments at each Joint were plotted versus time. The results showed that all three
components of the forces and moments are equally important.

We shall compare the three nodels that have been developed for the analysis and control of the Stanford
model arm, As an exampie we picked q;=0.2, §;=1.0, and §;=1.0, for I-th joint i=1,...,6, and then com-
puted the resulting joint forces and moments usling three models: viz, Hartenberg-Denavit [1,3], Bejczy [3],
and the new recursive that we have developed. The computing times on the PDP 11/45 are summarized as In
Table 1.

Table 1., List of time to compute joint forces and moments on the PDP 11/45 for various models.

Mode ! Language Computation Time
Hartenberg-Denavit Fortran 7.9 sec.
Bejczy Fortran 0.0025 sec.
New Recursive Fortran 0.0335 sec.
New Recursive Floating Polnt Assem, 0.C033 sec.

From Table 1, it is seen that only the model developed by Bejczy and the new recursive model written in
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floating point assembly language are fast enough to be computed every sample period of 1/60vsecond. }
\
|

The outputs from the various programs are listed in Table 2 in which the new recursive model and the
Hartenberg-Denavit model are theoretically exact models while the outputs generated by Bejczy's model
include only the gravity terms and local joint accelerations. As can be seen from Table 2, excluding
the velocity terms can cause signiflcant errors in computed forces and moments.

Table 2. List of outputs for different models., Units are newtons for joint 3 and newton-meters for the
remaining joints,

Joint Forces or Moments

Model
1 2 3 4 5 6
Hartenberg-Denavit - .959 -3.61 54,7 .1092 .1958 -.002
& New Recursive -
Bejczy 1.488 1.286 -55.8 1516 «3775 .0204

PROGRAM OBJECTIVES FOR NEXT PERIOD

A. PAL System - We will continue the development of PAL system and bring up all three components (EDIT,
TEACH, EXECUTE) on the 11/45 operating under the UNIX system and running the Stanford Arm. We will then

evaluate the system segment it, and prepare it for transfer to an LSI/11 microprocessor.

B. Optimized Coordinated Motion - We wlll continue the development of the Optimized Coordinated Motion
Control scheme, and merge It with the time controlled coordinated motion already provided in PAL. This
will provide for optimized coordinated motions with velocity controlled trajectory segments. We will
further extend this system to provide coordination with external machinery, such as presses. In this case
the press, although uncontrolled, will appear as the slowest joint and will coordinate the motion. Such

a system could provide for much closer coordination than present interlock schemes. This form of close
coordination could result in significant time savings.

C. Compliant Motion - PAL primitives for compliant motion will be developed and included in the language
together with the necessary algorithms for force and torque transformations between coordinate systems.
The investigation of torque servo loops will continue with experimental verification using a single joint
manipulator. i

D. Parallel Processing for a Manipulator - To curtail the on-line computing and processing times for the
linkwise model, a scheme will be developed for manipulator control using a microcomputer system. The
overall manipulator control problem will be segmented Into suitable subproblems so that the computational
load can be distributed evenly.

E. Vision - The visual experimentation will be performed with a GE 128 X 128 element, solid-state video
camera. A scheme will be developed which is based on the perspective transformation using syntactic
approach for determining point - to - point correspondence between a two-dimensional projected pattern
and a given set of three-dimensional model of known geometries. The on-line determination of 2D to 3D
correspondences is achieved via tree matching.
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INDUSTRIAL ASSEMBLY PART MATING STUDIES

J. L. Nevins, D. E. Whitney

Draper Laboratory Staff

The Charles Stark Draper Laboratory, Inc.
Cambridge, MA 02139

GENERAL — The long range goal of this project is twofold, namely: 1) explore the new

concept of force sensing at the interface when parts intersect during the process of
assembly and, 2) tu transfer this knowledge to industry.

The program has four main facets this year: 1) part mating theory; 2) experiments;

3) industrial applications; and 4) remote center compliance (RCC) theory. Early part
mating analysis was limited to rigid devices with fairly simple geometry combined with
carefully specified and located compliances. Out of this work came the unique Remote .
Compliance Center idea. Recently this idea has been developed for passive systems which
are just now finding application in special machines where part variation has proved
formidatle. Simple RCC systems coupled with analog force measurement displays are a
positive aid in low volume manual assembly of precision parts to avoid part spoilage and
to allow a reproducible process. Theoretical analyses of press fits and of RCC deflections
under large static and dynamic loads are in progress.

To date four industrial firms are currently exploring these techniques in their assembly
problems. A fifth is more interested in the application of part mating science to the
design of their products. This has resulted in extending the analysis to non-rigid
pieces and pieces of very complex geometry. The extension of this work to other preducts
offers design systematization in areas not previously thought possible.

PROGRAM ACHIEVEMENT — The principal program achievements have been the development of an
integrated scientific knowledge base, both for categorizing assembly tasks and deter-
mining new machine configurations necessary to economically perform industrial assembly.
These developments were recently incorporated into a demonstration of programmable auto-
matic assembly of an automotive alternator. The work has been divided into four broad
areas: 1) analysis of insertion tasks; 2) task statistics; 3) economic analysis and
assembly system configuration choices; and 4) programmabie automatic assembly demonstra-
tion, with the following results.

Analysis of Insertion Tasks. Round peg-hole insertion tasks with chamfered corners are
by far the most frequent in assembly of metal products with machined or cast parts. This
task was extensivaely analyzed and a complete statement of the requirements on relative
errors is now available. The important design variables have been identified and for
many parts it has been determined that conditions for successful assembly can be met more
easily than the clearances between the parts would make it at first appear. These anal-
yses have been amply verified experimentally and it has been shown that the conditions
can be obtained from the blue prints for the parts. The analysis and experiments also
form a valuable pattern which can be followed in the analysis of other tasks.

The geometry of angular errors in screw thread mating has also been analyzed and shown to
have looser error tolerances than typical peg-hole insertion tasks. Cases where the peg
touches one. side of the hole and both sides of the hole have been considered. Two types
of "jamming" during assembly have been identified, and the conditions for preventing

them specified in terms of the geometry, the friction coefficient, and the arrangement of
the applied forces.

Careful experiments have been carried out with a spring loaded wrist device coupled to a

‘sensitive 6-axis force-torque sensor. This device was attached to a milling machine base

and specific relative errors were imposed on insertion tasks using special test pegs and
holes. A1l data were gathered and processed on-line by a computer. The results verified
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the conditions derived for one of the two predicted types of jamming and showed that
unambiguous force and moment data could be obtained.

The combination of geometric and friction analyses, plus the stimulus of the above data,
gave rise to the invention of a totally new device for accomplishing assembly, the remote
center compliance. This device accomplishes mechanically what active accommodation does
with sensors and servoes and allows chamfered peg-hole insertions with 0.0003 clearance
ratio with Tmm (0.04") or larger initial position errors and a few degrees of angular
misalignment. The error tolerance of this passive compliance device is much larger than
was originally thought possible for passive devices.

Task Statistics. Ten products and subassemblies were examined for two types of character-
istics: what assembly tasks occur, and what directions relative to the assembly do the
parts approach from. Eight of these products were of cast or machined metal, one of
molded plastic and one of a variety of plastic, sheet metal stampings and wires. The
latter product was the exception to the findings from the others: 70% of the parts
arrive from one direction and 35% of all tasks are single peg-hole insertions. Adding a
second direction picks up another 20% of the parts. Screw insertions represent 25% of
all tasks, and 10 other tasks make up the rest. This justifies the choice of tasks to
analyze, although more extensive surveys could alter the results. It can be concluded
that the first 9 products form a group with quantifiable characteristics. In parti-
cular, because most parts arrive from one direction, it should be possible to assemble
them with devices which have much fewer than 6 degrees of freedom. This has important
economic and system configuration ramifications.

A second survey examined industrial design practice with respect to sizes and clearances
between parts. Here it was found that particular types of parts, made by certain manu-
facturing techriques, reliably fall into predictable ranges from 0.001 to 0.01. This
confirms the choice of assembly task difficulty to analyze. It categorizes parts by
their geometry properties and allows the analytical tools developed to be applied to
general manufactured parts.

Economic Analysis and Assembly System Configuration Choices. Economic models have been
made of programmable assembly machines and systems of such machines. Simple assumptions
have been made concerning machine component costs and cycle times. Comparison models of
special purpose assembly machines and manual assembly have been developed from similar
assumptions so that relative costs can be obtained. The structure of this model has

been examined and conclusions have been drawn concerning the sensitivity of unit assembly
costs to various factors. Without an analytical model these vital sensitivity analyses
cannot be performed.

Programmable Automatic Assembly Demonstration. The assembly knowledge just discussed was
tested on a programmable system. The product assembled is an automobile alternator with
17 parts. The demonstration is performed testing a single computer controlled arm with
tool changing capability. This demonstration has yielded much knowiedge of a technical
and ecoriomic nature concerning programmable assembly,

RESEARCH RESULTS SINCE THE SEPTEMBER 1977 REPORT =~ The specific objectives of the current
year's work have been to capitalize upon and to extend recent developments in part mating
theory. The earlier work in part mating thoroughly investigated the forces which occur
during positive clearance fits of round pins and holes under quasi-static conditions.

We have now extended our investigations to negative clearances (interference fits) and to
high speed insertions.

The RCC and the 6-axis force sensor have both been subjected to additional theoretical
analyses. They have also been reconfigured several times during application engineering
for several industrial customers. A new series of experiments on force sensing during
assembly is just beginning.

Part Mating Activities. A theoretical investigation of negative clearance {interferences)

insertions is now in progress. Itc objectives are: 1) to find the insertion force for
quasi-static force fits given the dimensions and materials; 2) to determine the parameters
necessary for the selection of an appropriate hammer for hemmered force-fits; and 3) cal-
culate the forces developed during hammered force fits. Analytical solutions have been
developed to describe the insertion force for a peg intc a hele for any pair of materials
which both obey Hooke's law. The minimum energy for further movemert of a hammered force
fit or a press fit can now be calculated. Future activities here will include modeiing
the behavior of pneumatic hammers, develoring a model to account for the effects of

static preloads and fixture design on hammered force-fits, and extensive experimental
testing to verify analytical models.
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The investigation of high speed insertions has caused a reexamination of the RCC (discussed
below). One of the key questions to be answered here is: during a high speed impact, is

"the center of percussion of the suspended mass more important than the center of com-

pliance? To date equations have been developed that can predict the motions of the mass
suspended in the RCC after impact. The lateral and angular velocities of the suspended
mass must be known along with the coefficient of restitution for the materials involved.
An equation for an effective mass was also developed for more precise determinations of
the coefficient of restitution. These equations were developed by representing the sus-
pended mass as a bipolar equivalnet mass system. An experiment is planned to verify the
validity of this action. '

The amplitude of the bounces can be reduced by increasing the stiffness (reducing the
compliance) of the RCC. However, if the stiffness is sufficiently large, it is possible
that the sliding motion during the insertion can be restricted. The three regimes that
occur during the sliding part of an insertion are being analyzed so that the maximum
stiffness that will allow insertion can be determined. The three regimes are sliding on
the chamfer, one point contact sliding and two point contact sliding.

Before the system can be modeled the equations of motion for the various regimes must be
developed. In addition to the three previously mentioned regimes, the free vibration
situation must be considered. Differential equations have been developed for all but the
two point contact situation. During an insertion several changes in the boundary
conditions take place. As the insertion passes from one regime to another, changes in the
direction and magnitude of the various forces acting on the suspended mass occur. Geo-
metric restrictions also change with depth due to the chamfer. These effects must be
accounted for in the model.

Several subtle nonlinearities may also be added to the model. While the migration of the

Center of Compliance due to deformation of the RCC has been shown to be insignificant, a i
change in the magnitude of the latter stiffness due to deformation may be great enough to

require modeling.

If is hoped that by varying the inertia and compliance elements of the RCC and suspended }
mass, a more rapid insertion can be realized. . It may also be necessary to add damping
to the system to reduce free vibration.

A milling machine is still being used as a testbed for assembly experiments. It has
recently had a D.C. motor attached to the pinion which lowers the quill., After this
system has been tested over a range of controlled rate insertions, a special high speed
insertion station will be built to investigate insertion speeds unobtainable on the mill.

Optimal _Chamfers

As part of a large part mating program for an industrial sponsor some results on optimal
chamfers have been obtained, of which some can be presented here. The problem is to find
the optimal slope for a straight chamfer. Optimal is defined as yielding the smallest
work to achieve insertion:
: Zy |
Min J FIdz !
Ly

where F. is the Z axis (or insertion direction) force required for insertion, Z is where

the par{ first strikes the chamfer (considered constant) and Z, is the bottom 09 the

chamfer. If we assume that the part to be inserted is long compared to its diameter, . i
and it is supported by a rotational compliance at the end far from the inserted portion, ' )
then Fp is approximately

K(zg-2) (142 ')
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where Z is the travel distance of the ?art since striking the chamfer at Z,, K is the

effective lateral support stiffness, Z' is the chamfer stops (to be chosen-optimally),

and 1 is the coefficient of friction. Carrying out the minimization results in
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Some examples are:
u Z1 Chamfer Slope in degrees
0 1 45°
0 1.618 58°
1.0 2.414 67.5°
2.0 4,236 76.7°

RCC Development. The sucéess of the RCC has led to many inquiries about possible appli-

cations. One challenging application was for a press fit done at high speed. It was
necessary to recheck the validity of the assumptions behind the design since it was
originally designed to do clearance fits at low speeds.

The ideally behaving planar RCC consists, in part, of a four bar linkage with pinned-
ends. In its common realization the pinned ends are replaced by elastic wires. The
question is whether the effects of this replacement on the kinematic behavior of the RCC
are significant under 'any load condition.

It was decided to ignore the portion of the linkage allowing translation, on the basis
that its behavior is acceptable in either embodiment, to establish an elastic multi-
element beam-column element computer model of the wires and manipulate the model with
various Toads, noting deflections and inferring the center of rotation for each set of
Toads.

The conclusions were that in the geometry range of existing RCC units, the use of elastic
links does not have a significant effect on the deformation geometry. The rotational
compiiance is very stiff to either a lateral or an axial force (at least for force

levels small compared with buckling critical forces) and while center of rotation
deviates greatly from its ideal location at the focus, under load of such forces, the
associated deformations are nealigible. Significant deformations occur, of course, in
response to an applied moment, but the center of rotation is at or near the focus.

Under combined axial lateral forces and an applied moment, the deformation response to
the moment swamps that of the forces and the center, and while not at the focus, is

very, very close.

The RCC under axial loads was also studied since the spring constants are augmented by
the presence of that load. These spring constants are:

Ky ~ 'FV/HL and Ke‘ ~ FVL(%%:- 1), the second equation is a simplification of:
Mo D\2,1 ] 2L
L I SRR ) P

v
The variables are defined in Fiqure 1.

The first RCC units sold to customers were designed to be "bulletproof". While no fail-
ures were anticipated, any necessary repairs would have been very difficuit. A new

design (Figure 2) s now being tested which offers the same function at Tower weight and
cost (7075 aluminum vs, 17-4PH stainless steel). While it is less well armored, it offers
ease and economy of repair. The rate of creation of new designs is also accelerating.

Six-Axis Force Sensor Development. Effort has been auplied to the design and development
of the six-axis wrist sensor. Motivations include some operational difficulties with the
sensors in our own laboratory as well as the experience of the first users.

Development follows compietely traditional and straightforward lines. Particular aspects
exposed and studied include gate heating, operating temperatures, and excitation;
materials, material stress 1imits, and material specific errors or uncertainties; gage
and bridge configurations, compensation, bridge configuration-specific non-linearities
and bridge sensitivity; surface preparation, adhesives, and gage backing; amplifier
choice, size, location and grounding; sensor geometry and specialization for different
magnitudes and mixes of loads. The goals are to be able to produce conservatively-
configured sensors for Tong 1ife stable laboratory/industrial use and to be able to
quickly configure and design sensors for specific requirements in a largely routine way.




Data Taking Facilities. A computerized data-taking test station has been developed for

the measurement of forces during parts mating experiments. The facilities include a test
bed, six degree of freedom force sensor, data acquisition electronics, minicomputer, data-
taking software, and hard copy output units.

‘The test bed is a modified Bridgeport milling machine (see Figure 3) a]]ow1ng accurate

X, ¥, and z alignments and motions of test parts. The spindel, or z axis of the milling
machine, which is the one generally used for mating, is instrumented with a position
medsuring potentiometer, soon to be replaced with a LVDT. Of the parts to be mated, one
is mounted on the bed, and the other attached to the spindle. The six axis force sensor
is either attached to the spindle, or mounted on the bed as a pedestal type sensor.

Signals from the force sensor and position transducer are passed through low pass filters,
multiplexed, and digitized by a 12-bit analog to digital converter, before being read by

a Nova 2 minicomputer. Presently, the computer inputs a complete set of force and position
data every ten millseconds. The data acquisition electronics, however, will permit cycle
times as short as 0.25 milliseconds.

A software package has also been developed to support data taking experiments. Programs,
which are generally interactive, are written in BASIC, with assembly language subrout1nes
to handle interface 1/0. Calibration programs automate the process by which the sensor's
36 element calibration matrix is determined. Test programs verify proper sensor per-
formance. Data-taking programs record the forces and z axis position, versus time during
experimental matings, while subtracting out preloads and biases, resolving actual forces
from raw sensor output voltages, and correcting for geometric offsets. Data, which are
stored in core memory during real-time recording, are automatically dumped onto disk
files along with documenting information. The disk files are available for future access
by programs which post-process the data, generate complete line printer outputs, or auto-
matically plot selected data.

This software package has proven to be very convenient to use. Because it is written in
an interpretive rather than compiled language, it can be readily modified to adapt to

the neéds of a particular exper1ment Due to its interactive nature it has been easily
used by persons having no programming experience. This has enabled the gathering of an
enormous amount of data. The force histories of nearly 10,000 part matings or separations
have been recorded, and hundreds of plots have been computer generated.

Presently, though, the milling machine quill must be lowered manually. Work is being
done, however, to motorize the quill drive, and provide digital control. Expected bene-

fits are finer position control, smoother velocities, and computer synchronization,

resulting in better experimental data.

Force Feedback Experiments. Early work on force feedback and arm control revealed that
the processing of force sensor information placed a heavy load on the CPU. At a minimum
this processing requires the subtraction of initial offsets from the six element input
vector of sensor voltages, and multiplication by a 6 x 6 matrix. Generally, additional

" matrix operations are required to translate to other coordinate frames. The existing

operating system, which ran on a 10 mitlisecond update cycle, could not handle this
additional computation,

Distributed processing was decided upon as the best approach for solving the problem.

A D1g1ta1 Equipment Company LSI-11 was chosen as a satellite processor for preprocessing

the sensor output. The LSI-11 has direct control over an A/D converter and muitiplexer
connected to the sensor via a serial link. Two unidirectional 16-bit buses provide
communication between the LSI-11 and the Nova. The Nova is the host computer, down-
loading the LSI-11 from its own disk, and controlling its operation. The LSI-11 will
read the sensor, subtract offsets, and multiply by both calibration and geometric trans-
formation matrices. The results are communicated to the Nova through a simple semaphore
protocol. '

An alternative approach to the problem of processing force sensor information is to use
a dedicated analog device to perform the matrix multiplication which transforms the
raw sensor voltages into resolved forces. Such an analog processor has been designed
and built. It utilizes operaticnal amplifier summing networks with weighted resistor
values to perform the transformation.

The main advantages of this device over a computer approach are cost and size. Materials
cost is less than $200. Measuring only 12 x 8 x 8", it is highly portable, yet contains
both power supplies and meter output display. A sensor and analog force processor alone,
with no other equipment, can comprise a complete instrumentation system. Other devices
such as chart recorders, can be easily interfaced.
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The primary disadvantages are accuracy and flexibility. The tolerances of the various
components leads to errors on the order of 5%. The calibration matrix is not as readily
changed as with a computer. The entire resistor network must be physically replaced
when a sensor is changed, or a new geometric offset is desired. A computer can handle
these modificationts easily and virtually instantaneously.

Furthermore, proper software can compensate for preloads and biases, whereas the analog
processor requires the manual zeroing of 6 potentiometers.

Despite these drawbacks the analog force processor has proven to be a useful laboratory
research tool. It may also be suitable for specialized industrial applications parti-
cularly monitoring procession manual assembly.

An improved version, with digital display, is under construction.

The vertical or.z axis of the electric arm differs from the other 3 axes in that it
requiras a constant motor drive signal just to maintain its position against the force

of gravity. If allowed to fall under its own weight it will quickly develop sufficient
momentum to cause serious damage to the wrist assembly or work table fixtures. To prevent
this an electrical brake is mounted on the axis. The brake is normally locked; electrical
power is required to release the brake and free up the z axis. Relay interlocks cause

the brake to grip whenever power is removed from the motor servo drivers.

Unfortunately it is possible for a failure to occur downstream from the interlock
circuits--a component internal to the motor controller, a circuit breaker, or perhaps a
relay contact. Under such circumstances an undetected loss of power to the motor would
occur resulting in a crash. Such an accident did, in fact, occur, demonstrating the need
for a backup protection circuit for actuating the brake.

The circuit that was developed compares actual and commanded velocities to detect when
the axis has a downward velocity that significantly exceeds the command velocity. Such

a condition exists when the arm is falling. Unfortunately, it also occurs briefly during
starting and stopping motions. A special filtering circuit, however, distinguishes
between actual falling and false transient states.

Inputs to the protection circuit are the velocity command input signal to the servo con-
troller, and the tachometer signal from the arm. OQutput is a relay wired into the same
interlock system that actuates the brake and shuts down the arm.

As a further protective step the original brake that was supplied with the arm was re-
placed. A similar model, but with twice the holding torque was installed in its place.
It is hoped that no further schedule-shattering malfunctions will occur.

Pedestal Force Sensor. During the initial alternator assembly experiments a 6-axis force

censor was mounted in the wrist of the manipulator arm. This sensor provided information
about insertion forces of various parts (notably the insertion of the bearing into the
alternator front housing). 1t was then determined that mounting the force sensor under
the workpiece would supply additional information during assembly. For example, while a
wrist-mounted force sensor would indicate the angular displacement of a peg entering a
hole, a pedestal force sensor would more readily indicate the lateral displacement of the
peg relative to the hole. This information is of use not only in force-feedback assembly
but also to speed up the teaching process by allowing che arm to detect errors in
positicning.

Several considerations influenced the design of the pedestal force sensor. Rather than
fabricate a new type of force sensor, the pedestal was designed to accept the 6-axis
force sensor which was previously mounted on the robot arm. The pedestal serves as a
mounting point for the force sensor, to which is attached a plate serving as the assembly
jig for tne alternator subassemhly. The pedestal force sensor is able to monitor the
forces involved with inserting the bearing in the alternator front housing, and fastening
the bearing retainer.

An accident resulting in damage to a force sensor mounted on the robot zrm also influenced
the design of the pedestal. That is, it must protect the force sensor from a catastrophic
impact by the robot arm. This was accomplished by mounting the force sensor and assembly
jig within a thick walled aluminum casing, held in place with spring-Toaded plungers.




o R T T : e

In normal use the assembly jig is supported only by the force sensor which, in turn, is
supported within the casing by the spring-plungers. An excessive force on the assembly
Jig releases the plungers and causes the jig to bottom on a shoulder inside the casing.
This transfers the load to the casing, protecting the force sensor. See Figure 4.

This unit is now mounted on the milling machine for the initial experiments. It will
soon be transferred to the robot's assembly stage to begin experiments on the value of
force feedback during both teaching and automatic operation.

Alternator Assembly Experiment. Several significant results and conclusions were obtain-

ed from the alternator assembly experiment.

1) Adaptable, programmable assembly of a real industrial product was
accomplished. As of this writing, approximately 75 alternators
have been assembled (many by disassembling the same sets of parts).
Adaptability was demonstrated by the system's ability to absorb
position error of 0.05 in., (1.25 mm) or more, due to part
variation, uncertainty of part location in feeders, softness of
feeder mounting, and lack of precise assembly fixture alignment.
Programmability was demonstrated by our ability to program different
assembly sequences using substitute tools when other tools were
broken, to improve the program's reliability by teaching it “tricks",
and to shorten the cycle time by a combination of new tools and more
efficient teaching. The basic software system is sufficient to
support programs and assembly sequences for a wide variety of pro-
ducts containing similar assembly tasks.

2) The performance of the system was thoroughly documented. A detailed
© time study was made. From an industrial point of view, the major

missing element is inspection during assembly. Improvements toc the
software system would be necessary to support inspection, but the
basic software structure is sufficient. The system's strong point
was its reliability in performing the insertions themselves. Its
weak point was in performing tonl changes. The tool rack's gripper
mechanism should be redesigned. There were occasional problems
picking up one part (the rotor) and from time to time the screw
feeder failed to Teed a screw.

It was determined that the system as constructed could assembly an
alternator in 2:42, Working with documented time-motion studies, we
found that the system had the potential for assembling an alternator
in 65 seconds if many alternators were made &t once, with tool

change time spread over all. This short cycle time also required
some tooling improvements and a design change. No change in software
or arm performance was assumed., Further reductions are possible.

See Fiqures 5, 6, 7, 8, and 9.

Alternators are needed in large quantities. It is not clear whether
duplicates of the system tried here would be an appropriate way to
meet the demand for alternators. A progressive 1ine might be better.

3) A detailed cost analysis was made. Among other things, we found that
feeders cost about $1,00C per part fed and tools cost about $1,000
per part handled. The figures are for low-speed feeders and assume
experienced engineering and design personnel at usual industry pay
scales. The figures are also biased by the particular tool designs
‘and by the fact that we took pains to design tools for multiple
purposes.

4) The concept of engineered compliance was shown to be sufficient to
perform a variety of difficuit single-direction tasks vertically.
The impact of the RCC on system design style, design and debugging
time, and ultimate performance was profound. Rather than estimate a
time needed for debugging insertion tasks without the RCC, we prefer
to state that some tasks could not have been reliably and repeatedly
performed at all without it.
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5) The sofiware and teacning techniques appear adequate. The 4-axis

arm design makes visualization of the geometric relationsnips by
shou floor personnel easy. It thus appears feasible to divide the
programming as we have done: an industrial engineer lays out the
feeders and tools and writes the flow sequence in tine high-level
Tanguage; a shop floor teacher (or in the future a CAD/CAM data
file) inputs the arm position data corresponding to this program.
The advantages of this technique are its hands-on immediacy, its

" simplicity, ease of debugging, and relatively simple software.
Potential weaknesses could emerge if extensive reteaching were to
be needed in a great hurry. Note, however, that the original
program to assemble the alternator contained 141 lines and about
200 points. It was written in 3 hours and the data taugnt in 2
additional hours. This should be compared with design time of 4
months and debug time of 3 months, plus over 12 months to create
the software system. (Each of these projects had the equivalent
of about 1.5 men for the time stated.) The alternator assembly
experiment has been documented in a sound color film.

Technology Transfer to Industry. Part of this year's work has been to transfer to industry
the technological developments in the science of parts mating. One form of this transfer
has occurred within the Draper Laboratory in the area of precision component assembly
(gyroscopes and accelerometers). For reliable performance these components have very
precise surface finish and very tight tolerances. A1l components of this family of instru-
ments are assembly by highly skilled craftsmen under strict clean room conditions. As
higher performance for these instruments is denanded, tighter tolerances and clearances
will be needed to meet these needs. As economic pressures mount to produce less expensive
instruments, there is greater need to develop a reliable assembly process.

A program was carried out with Internal Research and Development funds to adapt the techni-
ques for parts mating to the assembly of gyro reaction wheels. The wheel analyzed had a
bearing assembly that was inserted into its bore to form a shrink fit assembly. To reduce
the time between the tests to be conducted, an actual bearing package assembly and a dummy
wheel were constructed for a clearance fit at room temperature. This clearance (€600 p in.
or C=.0007) was the same that would be expected when performing this shrink fit assembly
with actual flight hardware with the correct temperature gradient.

The equipment consisted of a high sensitivity force sensor, a compliance designed for pre-
vious parts mating work and the piece parts that are being assembled. A systematic input
of lateral and angular misalignments were set up and the insertion forces required for these
errors were recorded. From this data a specific force sensor and compliance were designed
for ciean room use. Figure 10 is a typical data plot obtained from these series of tests
that were conducted.

Following the completion of the initial testing program, a specific compliance and force
sensor were designed for specific joads to be encountered. Figure 11 shows two compliances
(one in its protecting housing). A manual inserter station was designed and constructed to
facilitate the assembly of these components in a clean room environment. An analog force
processor, described elsewhere. in conjunction with the insertion device, completes the
instrumented insertion station for precision component assembly (see Figure 12}.. This
station can thus be used to obtain force data on precision component assemblies.' As of
this writing, test pieces are being manufactured to perform the actual shrink fit assemblies
of gyro reaction wheels under clean room conditions. With this new application of science
of parts mating to precision comporient assembly, the reliability of these components will
increase with a decrease in the production cost.

Several RCCs have been sold to industrial customers (see Figure 13). One, shown in Figure
14, was part of an experimental assembly station which pressed a small brass insert into a
hole in an aluminum casting. Neither the location of the hole nor its direction were
tightly controlled. However, this proved to be not a problem with the RCC. We are working
with another industry which is trying to make the RCC spring from rubber and thus add to
its standard product Tine. Another customer has duplicated our milling machine insertion
test stand. So far, 6 RCC units and 2 force sensors have been sold. There are several
other orders pending.
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get high enough tc harm the assembly.




PROGRAM OBJECTIVES — The program objective is to exploit the knowledge base developed
To date. This includes the systematic procedures for analyzing part mating tasks, part
mating knowledge, experimental equipment and procedures, and the design experience for
generating RCCs for different applications. New devices currently being tested should
be of interest for the non-chamfered insertion task, such as hydraulic valves. The
application of the analytical techniques to a host of industrial tasks is of paramount
jmportance if technology transfer is to succeed. The analytical techniques include a
study of the geometry of parts, determination of the force and friction interaction
between parts as they slide together, and the combination of these to produce criterion
for the design of assembly tools or fixtures and prediction of how to avoid jamming of ~
parts.

The supporting experimental equipment is a necessary part of this transfer, otherwise
the necessary verification before try out on a manufacturing floor could be hazardous.

To accomplish this transfer many techniques are being explored. A number of them are
reported here and others are in the planning stage.

DOCUMENTATION — Documentation is listed below, by sections.

1) Charles Stark Draper Laboratory, Inc., "Exploratory Research in Industrial
Modular Assembly, Sixth Report", Report No. R-1184, September 1978.

Articles -

1) Nevins, J. L. and Whitney, D. E., "Research on Advanced Assembly Automation"
[.E.E.E. Computer Society, Computer, 10, no. 12, pp. 24-38, December 1977.

2) American Metal Harket, Metalworking News Edition, 85, No. 244, "Automated
Batch Assembly toves Nearer With Draper Laboratory Device", 19 December 1977.

3) Nevins, J. L. and Whiteney, D. E., "Computer-Controlled Assembly"”, Scientific
American, 238, lio. 2, pp. 62-74, February 1978.

4) HNevins, J. L. and Whitney, D. E., et al., "Exploring New Assembly Concepts",
an article in American Machinist, pp. 93-96, March 1978. This was adapted
from the paper presented at the First IFAC Symposium on Information-Controi
Problews in Manufacturing Technology, October 17-20, 1977, Tokyo, Japan.

5) Assembly Engineering, 21} no. 4, "'I See', Said the Robot", April 1978.

6) Production Engineering, 25, No. 5, "Production Research--Path to the Promised
Land™, May 1978.

Film
1) A 10 minute, 16mm, optical-sound-track, color film, "Computer-Controlled
Assembly" illustrating the alternator robot assembly and discussing parts
mating research. Copies are for sale at $75 each from: C. S. Draper Labora-
tory, Inc., M.S. 65, 555 Technology Square, Cambridge, MA 02139. It is
available on Toan within the U.S.A.
Videotape

1) A 58 minute color videotape describing the latest Draper Laboratory research
results in industrial assembly has been produced under another NSF grant.
This tape is called “Computer Controlled Assembly", serial No. 50-204, and is
available from: HMIT, Center for Advanced Engineering Education, 105 Massachu-
setts Avenue, Cambridge, MA 02139 (Room 9-223). It is avaiiable for purchase
at $395, or a 5-day rental at $59.

2) A 20 minute black and white tape (AV No. 278) describing and illustrating
Force Sensor Calibration has been made and is available for sale at $30/copy
from: C. S. Uraper Laboratory, Inc., M.S. 65E, 555 Technology Square, Cam-
bridge, 1A 02139.

Ngﬁg; Both tapes are recorded on 3/4 inch U-Matic format.




Papers

1) Kondoleon, A. S., "Results of Programiable Assembly Machinc Confijuration
Studies", presented at Robots 11, Autofact I, Cobo Hall, Detroit, Ml on
3 Novewber 1977.

2) Drake, S. H., Watson, P. C., and Simunovic, S. N., "High Speed Robot .
Asseribly of Precision Parts Using Compliance Instead of Sensory Feedback",
a paper peresented at the 7th International Symposium on Industrial Robots,
October 19-21, 1977, Tokyo, Japan.

3) Nevins, J. L., Uhiteney, D. E., et al., “Assembly Research and Manipulation",
a paper presented at the 1977 I.E.E.E. Conference on Decision and Control,
December 7-9, 1977, New Orleans, Louisiana.

4) Nevins, J. L., Whitney, D. E., and Seltzer, D. J., "Research Issues for
Automatic Assembly", a paper presented at the 15th Numerical Control Society
Annual ileeting and Technical Conference, April 9-12, 1978, rcCormick Inn,
Chicago, and published in the conference's proceedings.

Distributions

Approximately 350 copies of "Exploratory Research in Industrial iodular Assenbly,
Fifth Report", C. S. Draper Laboratory Report No. R-1111 (September 1977} have
been sent throughout the world.

Approximately 25 copies of the film "Computer Controlled Assenbly" have been sold
in the Unites States and abroad.

During the past year there have been over 40 separate visits of 118 people to the
C. S. Draper Laboratory to discuss the possible application of this research to
various problenms.

Seninars

1) Nevins, J. L., "State of the Art of Automated Assembly", Tecture given at the
Automation Montage, sponsored by the Technological Institute of Copenhagen,
June 7, 1977, Copenhagen, Denmark.

2) Whitney, D. E., "Draper Laboratory Assembly Research", lectures given in
support of the ifIT Industrial Liaison Office and the summer course in Artificial
Intelligence.

3) C. S. Draper Laboratory staff, "Part Mating Theory". £/ series of lectures
given to various industrial sponsors interested in applying this kncwledge to
their product design.

CONTACTS — The following contacts are all located at the following address and teleghone:

C. S. Draper Laboratory, Inc.
ilail Station 16

555 Technology Square
Cambridge, MA 02139, U.S.A.

(617) 258-1395

Principal Investigator: J. L. Nevins
Co-Investigator: D. E. Whitney
Program Manager: T. L. DefFazio
Professional Staff: D. R. Killeran
A. S. Kondoleon
D. S. Seltzer

Students: .0. Candidate)
. Guinn (S. Candidate)
. Padavano B. Candidate)

. Simunovic (Ph
M.
(S.
. Selvage (S. M. Candidate)
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DELIVERABLES — The deliverables fall into three categories, namely: 1) devices, such as

The RCC, 6-axis sensor, and the special tooling developed; 2) design tools, such as techni-
ques for designing RCCs, geometric analysis for studying or redesigning pieces or products,
task analysis techniques for classifying assembly tasks and deterinining requirements on
assembly systems, and economic modeling for comparing various assembly methods, product
assembly configuration studies and sensitivity analyses for determining the principal cost
items of assembly configuration requiring research activity; and 3) assembly software, a

five level hierarchical system for real time control of product assembly has been con-
structed that is capable of being extended to multiplie arms and many kinds of sensor devices.

The technology transfer of these items to industry, as described earlier, is actively being
pursued through the mechanism of research agreements. Under research agreements specific
applications serve as a focus for transferring the developed knowledge.

During the past year six Remote Center Compliance (RCC) units hsave been sold and delivered
and six more are on order and under construction. Additionally, two 6-axis force sensors
have been sold and delivered.

Patents. MWe have been advised that the patent office has allowed the patent application of
The RCC and 6-axis free sensor and that receipt of the respective patents is expected
within a few weeks. The specific patent applications are the Remote Center Compliance by
Paul C. Watson, No. 4098001, and the 6-axis Force Sensor by Paul C. Watson and Samuel H.
Drake, No. 4094192.

An invention disclosure for a refined RCC has been made by Samuel H. Drake and Sergio N.
Simunovic. . :

COLLABORATORS — The following comprises a list of industries participating in the program.
Mr. Joseph H. Cox, Jr., Director of Engineering .

Bendix Automation and ieasurements Division

721 Springfield Street (P. 0. Box 893)

Dayton, Ohio 45401

(513) 254-4377

ilr. Norman N. Hopwood

ilanufacturing Computer Systems Manager

Ford ilotor Company

19855 Outer Drive (3rd Floor, Garrison Place West)
Dearborn, flichigan 48124

(313) 222-8773

{ir. Joseph B. Gibbons, Chief
Automation Equipment Branch
General Etlectric

Corporate Research and Developuent
Building 37, Room 663

Schenectady, New York 12345

(518) 385-2487

ifr. Joel Engelberger, President

ilr. Torsten H. Linbom, Vice President
Unimation, Inc.

Shetter Rock Lane

Panbury, Connecticut 06810

(203) 744-1800

Mr. Joseph Sweeney

Director of Applied Technology
AMP, Inc.

EFisenhower Boulevard
Harrisburg, Pennsylvania 17105
(717) 564-0100, [xt. 6325




FIGURE 1.

SCHEMATIC OF RCC FOR STIFFNESS
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FIGURE 2. MODEL 4B RLMGTE CENTER
COMPLIANCE

Designed to provide a lighter weight
(1 1b. or .45 kg mass) unit capable
of easier repair and lower cost. The
focal length and elastic parameters
are nominally the same as the Model
4A.

FIGURE 3. DRAPER LABORATORY PARTS-
MATING EXPERIMENTAL TEST
STAND

The spindie and table of the vertical
mill may be fitted with a variety of
tooling, measuring or control hard-
ware. Quantitative data on mating
forces and moments can be displayed,
read into a digital data file or
plotted. As shown, the spindle is
fitted with an RCC and 6 degree-of-
freedom aluminum force sensor. The
nominal maximum forces and moments
of the aluminum force sensor are:

Axially

400N (100 1bs) Force
20 Nm (200 in 1bs) Moment

Laterally

200 N (50 1bs) Force
10 Nm (100 in 1bs)  Homent

Resolution of one part in 2,000 of
the maximum axial force is possible.
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FIGURE 4. PEDESTAL
FORCE SENSOR

Unit is protected from
static overload forces
by a break-away mounting.
The break-away mounting
is adjustable for static
force as torque level.
Once broken away, forces
are transmitted to the
outer casing directly

by the fixture plate.

FIGURE 5. Reducing effect
of tool change
by building
several alter-
nators at once.

FIGURE 6. Possible Assembly

Station layout
for building

several alter-
nators at once.
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180s + 3 min

160s |-
w 140s
E e l2me ~—— BUILT ONE UNIT AT A TIME
g
3 100sf
w0
0
<
b 80s -
z | A ~—— BUILD 6 UNITS AT A TIME -

. | <— BUILD 12 UNITS AT A TIME

60s +— 1 min

40s +—

20s - *

CUMULATIVE
IMPROVEMENT
A B ¢ )

X:  PRESENT LAB SYSTEM
A: DRIVE 3SCREWS AT ONCE WITH A 3-HEAD SCREWDRIVER
B:  DESIGN CHANGE TO ELIMINATE BEARING RETAINER PLATE, PLUS A
C: PICK UP ROTOR AND TIGHTEN ROTOR NUT WITH ONE TOOL INSTEAD OF TWO, PLUS A AND B
D ELIMINATE SUBASSEMBLY STATION AND BUILD ENTIRE ASSEMBLY ON ONE FIXTURE, PLUS A, 8 AND C

FIGURE 7. tffect on time to build one alternator of various
improvements in tooling and product design.

FIGURES 8 AND 9. : =

Layout of the Robot Assembly Station places tools and parts within easy reach of the Robot's
arm, which has four degrees-of-freedom. The assembly task requires six different kinds of
tools, held on a tabie that "indexes," or turns, to supply the proper tool for each operation. -
The alternator's 17 parts are fed by gravity from 12 feeders. (The 17 parts include 3 screws,
which have only one feeder, and 3 long bolts, fed together with the rear housing.) The
assembly is performed on two different fixtures, one for the main assembly, the other for a
subassembly. The Robot i operated by a computer that drives the four points to designated
stopping at designated speeds. The points, speeds and tool operations arc programmed with

the aid of a control box and « simple keyboard language. The language namcs and sequences

the points and tool operation. A major feature of the Robo% is a wrist-and-gripper mechanism
that responds compliantly so that parts can be inserted into close fit ing openings without
Jjamming. '
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FIGURE 13. HMODEL 4A REiiOTE COIMPLIANCE
CENTER

The 4A RCC has been designed as a rugged

and relatively foolproof unit with overload
protection in all directions. It was design-
ed to provide a unit for evaluation by
industry in the industrial environment.
Several models of the 4A have been placed

in industry. Its nominal specifications

are:
Nass (weight) 1.36 kg (3 1bs)
Focal length 20 cm (8 in.)
from base 5
Lateral Stiffness 100 N/cm (55 1b/in)
- 3 Torsional Stiffness 0.1 ni/mrad (0.9 inlb/
MOD A mrad )

COGPUIANGE CHETEE 17 e ROM BASL

[

FIGURE 14. ASSENBLY FIXTURE IKCORPORATING
RCC

An assembly fixture incorporating the RCC
for the purpose of centering and erecting
a small brass ferrule to be driven into
an interference hole in an aluminum cast-
ing. The purpose is to avoid possible
problems with jamming and subsequent
broaching by using the unique properties
of the RCC.




MACHINE INTELLIGENCE RESEARCH APPLIED TO INDUSTRIAL AUTOMATION

Reported by David Nitzan
September 1978

Work performed by the Industrial Automation Group
SRI International

PROGRAM 0BQ§CTI¥E§ - It is essential to advance automation in batch manufacturing of discrete products for
both economic and social reasons. Our nation is faced with economic needs to combat inflation and to
compete effectively in world markets. We shoula also improve the working life of the labor force and
raise the standard of living of the population as a whole. To fulfill these requirements we must develop
a new technology, called "programmable industrial automation," whose salient characteristics are
flexibility and adaptability -- the capability of a machine system to perform a variety of tasks under
variable conditions -~ and ease of training -~ the efficient facility with which factory personnel can
program the system to perform these tasks. Programmable automation systems existing today include
industrial robots that are flexible and easy to train for jobs performed under fixed conditions, but these
robots are not adaptable. They are unable to replace human workers who use their muscles, senses, and
brains to perform material handling, inspection, and assembly tasks under variable conditions. To
overcome this limitation, we shoula develop intelligent robots, consisting of arms with versatile end-
effectors, sensors, and computer control.

The main objectives of our program are to (1) develop general-purpose and cost-effective hardware/software
techniques for computer control of modular systems of manipulators, sensors, and other components that are
flexible, adaptable, and easily trained for performing material-handling, inspection, and assembly tasks,
and (2) transfer this technology to industry.

Our mode of solution consists of (1) developing basic techniques and hardware/software modular subsystems
for manipulator path control, machine visian, sensor-controlled manipulation, accommodation, training
aids, and distributed microcomputer communication; (2) integrating these subsystems into a programmable
system and experimentally demonstrating training and execution of material-handling, inspection, and
assembly tasks; (3) affiliating with industrial companies that provide us with practical, production-
related automation problems, assess our solutions, and absorb the technology we develop through mutual
visits, consultations, transfer of hardware/software modules, quarterly progress-report meetings, and
publications. )

PROGRAM ACHIEVEMENT - Major accomplishments from April 1973 through September 1977 include those described
below.

A. Teehnigues and Hardware/Scftware Modular Subsystems - We have developed technjques and modular systems
of hardware and software (source code in the BLISS-11 language) in the following areas.

Manipula;or Path control - We have developed analytical techniques and a library of software subroutines
to control the trajectory of a manipulator, including (1) transformations between Cartesian and Joint
coordinates of a Unimate arm; (2) transformations between different Cartesian coordinate frames, such as
frames attached to tlie Unimate base, its end-effector, a work station, a moving conveyor, and a workpiece;
(3) smooth path control for arbitrary trajectories.

Machine Vision - To sense the image of a stationary object, we have used a solid-state TV camera (General
Electric 100 x 100-element Model Z7891 or 128 x 128-element Model TN-2200); to sense the image of a moving
object, we have used either a TV camera with a flash-lamp strobe or a linear-diode array. The gray-level
data acquired from .the image sensor are converted into binary (black and white) to reduce the amount of
image data, thereby increasing the speed and reliability of processing and lowering the cost of equipment.
We have developed analytical techniques and a library of software subroutines for many vision functionms,
including (1) finding "blobs" (connected regions) and extracting a set of distinguishing features of each
blob "on the fly"; (2) training the vision subsystem to recognize an object on the basis of a subset of
these features by simply showing the object to the TV camera in different orientations; (3) determining
the identity, posjtion, and orientation of objects that are either stationary or on a moving line.

Sensor-Controlled Mgnlpglg;igg - We have developed hardware and software techniques for using sensory
feedback to control the motion or action of the end-effector of a manipulator, including (1) binary
signals (e.g., from a contact sensor) to stop or start the motion or action of the manipulator end-
effector; (2) a calibrated vision subsystem to determine the identity, position, and orientation of an
object and to control the manipulator motion relative to that object by dead reckoning; (3) visual
servoing, using an "eye in the hand" (a GE 100 x 100-element solid-state TV camera mounted on the Unimate
end-effector) to reach -an object target by measuring and correcting the displacement error between the
target and the end-effector camera until that error is sufficiently small.

Agcommodation - We have designed and built a triaxial, pneumatic accommodation device, which is mounted
between the wrist and end-effector of a manipulator. Equipped with position and force sensors, this
device can exert on the workpiece a controllable force along each axis, such as zero force (for passive
accommodation), positive or negative constant force, and force proportional to the end-effector
displacement (a programmable "spring"). We have also incorporated passive accommodation into an x-y table
by letting its top float freely on a ball slide within a given tolerance; alternatively, the top can be
rigidly locked to the table's frame.
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Training Aids - Using the Cartesian-to-joint coordinate transformations, we have developed analog and
digital joysticks to manually control end-effector motion in Cartesian room coordinates. Using a
commercial phrase recognizer (Threshold Technology VIP-100), we have also controlled the Unimate motion by
voice commands. We have developed, and continue to improve, a user language to facilitate the writing and
debugging of application programs for a variety of tasks employing the Unimate.

B. Experimental Task Demonstrations - We have integrated the techniques and hardware/software modular
subsystems described above and applied them to laboratory demonstrations of different tasks, including the
ones described below.

Material-Handling Tasks: (1) Part Recognition -~ Using the training~by-showing capability, the vision
subsystem was trained to recognize 4 casting types in 7 different stable states and 8 different parts of a
water pump. (2) Acquisition of Moving Parts - Different parts (connecting rods, water pumps, etc.) were
placed randomly on a moving conveyor belt. As each part passed under the camera, the identity, position,
and orientation of that part were determined by the vision subsystem. Based on this information, the
Unimate was commanded to track the part, pick it up, and transport it to its destination. (3) Packing
Water Pumps in Box - Using feedback from a proximity sensor and a triaxial force sensor in its end-
effector, the Unimate acquired individual water pumps from approximately known positions and packed them
neatly in a tote-box. (4) Packing Moving Boxes - Boxes were placed randomly on a moving conveyor belt,
the vision subsystem determined the position and orientation of each box, and the Unimate packed castings
into the box regardless of the conveyor speed. (5) Bin Picking - We have built an end-effector with four
electromagnets and 'a contact sensor to pick up four separate castings from the top of a pile of jumbled
castings in a bin. The Unimate transported the four castings and set them apart on a backlighted table.
The vision subsystem then determined the stable state, position, and orientation of each casting. With
this information; the Unimate gripper acquired each casting and, depending on its stable state,
transported the casting to its destination. (6) Stenciling Moving Boxes - Boxes were placed randomly on a
moving conveyor belt and the vision subsystem determined the position and orientation of each box. Using
this information, the Unimate placed a stencil on the upper right corner of each box, sprayed the stencil
with ink, and removed the stencil.

Visual Inspection: (1) Water Pumps - Washing-machine water pumps were inspected to verify that the handle
of each pump was present and to determine which of two possible positions it was in. (2) Lamp Bases - A
group of lamp bases was inspected to verify that each base had two electrical-contact grommets and that
these grommets were properly located.

Assembly: (1) Pop Riveting - Force sensing was applied to detect a hole and trigger a one-sided riveting
in that hole. A pneumatic Chobert riveting gun was mounted on a leaf spring on which a strain gage had
been cemented. A search algorithm was executed by the Unimate until the riveting gun mandrel entered a
hole, causing the leaf spring to deflect; this deflection was sensed by the strain gage, the pop riveting
gun was triggered, and the mandrel was pulled to expand the rivet in the hole. (2) Insertion of a
Retaining Ring - Attached to the Unimate wrist, the triaxial accommodation device was used to insert a
retaining ring in a slot on a cylindrical shaft with a 4-mil tolerance, making use of both constant
applied force and passive accommodation. (3) Bolting of Compressor Head - W2 applied visual servoing to
the job of bolting a compressor head to its housing by eight bolts. The bolter (a pneumatic wrench) and
the GE 100 x 100- element TV camera were mounted on the z component of the triaxial accommodation device.
Calibration was done manually using a trial-and-error procedure and the coordinate-transformation
software. The bolting operation consisted of performing 3 servo repetitions to find a hole and move the
‘Inimate accordingly, inserting a bolt into the hole, and tightening the bolt.

RESEARCH RESULTS SINCE THE SEPTEMBEK 1977 REPORT - Progress has been achieved in the following areas.

4. Vision Module - We have designed and constructed a practical visual sensing module for development and
execution of application programs entailing vision tasks. These tasks include training-by-showing for
part recognition; determination of the identity, position, and orientation of parts, holes, and the like;
and visual inspection of the integrity of parts and assemblies. The Vision Module consists of three major
components (see Figure 1): A GE Model TN-2200 solid-state TV camera with 128 x 128 elements; a DEC LSI-11
microcomputer with a 28K-word memory; and an interface p-~—»ocessor between the TV camera and the
microcomputer. The microcomputer memory stores the entire vision library previously developed at SRI, as
well as some application programs and newly developed capabilities. These capabilities include the
ability to specify a "window" in the image and to compute the area and first and second moments of each
blob within the window faster than by invoking the connectivity analysis of these blobs.

The interface preprocessor performs five tunctions: (1) providing an adjustaple threshold for converting
the analog intensity data to binary image data; (2) buffering the binary image data of one frame (128 x
128 bits) to permit the LSI-i1 to read in the image data later at a rate independent of the camera speed;
(3) converting the binary image data into run-length ocode, i.e., the image coordinates of the transitions
from black to white and white to black (this general purpose feature may save up to 25% of the proceasing
time jn the LSI-11 microcomputer); (4) providing a second adjustable threshold that, together with the
first one, can be used to generate intensity histograms (we intend to analyze these hisiograms and apply
them to automatic adjustment of the first binary threshold); (5) triggering » flash lamp in synchronism
with the frame scan of the TV camera.

B. Yisual Servoing - We have built a smwall projector to illuminate a scere with a planar bar of light for
visual servoing. The image sensed by the TV camera is a bright streal -hrt depends on the three-
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dimensional line of intersection between the light plane and surfaces in the scene. For example,
occlusion results in discontinuity in the streak itself, whereas a step change in the surface normal
results in discontinuity in the streak's direction. In this way we can sense three-dimensional objects
whose reflectance is identical with that of their background.

We have developed software to detect nonhorizontal streaks in images and fit straight-line segments to
these streéaks. Each segment is then characterized in a fashion similar to the one we use to characterize
a blob in the image. We have mounted a TV camera and the light-bar projector on the wrist of the Unimate
arm. Using our new line-finding subroutines, we are able to perform visual servoing in three dimensions.
We are experimenting with this configuration to simulate spot welding on a moving line and to follow
lines, grooves, and corners on stationary objects. We have tound that the response of the overall servo
system is limited by the mechanical components of the Unimate rather than by the PDP-11/40 processing
time.

C. Assembly Using Visual Feedback and Passive Accommodation ~ We have been exploring innovative
configurations and techniques for cost-effective flexible and adaptable assembly with minimum jigging.
The first version of such an assembly process has been demonstrated and we are now working on the second
version. In both versions a compressor cover is fastened to its housing by 8 bolts.

The assembly station in the first version (see Figure 2) consists of the following components: (1) a
Unimate arm under direct control of an LSI-11 microcomputer, constrained to move between 8 fixed
positions, thereby simulating a less costly 4-joint limited sequence arm with servoed wrist rotation; (2)
a gripper, mounted with a linear potentjometer on a pneumatic-cylinder piston to provide force control and
displacement sensing along the vertical direction; (3) a programmable x~y table whose frame is driven by
two de servomotors (with 5-mil accuracy) and whose top is either rigidly attached to the frame or free to
move relative to it (within +/- 6.3 mm in either x or y direction) to allow passive accommodation; (4) a
GE Model Z7891 solid-state TV camera with 100 x 100 elements above the x-y table; (5) auxiliary items,
consisting of a pneumatic bolter (impact wrench) held by the Unimate gripper, a bolt feeder, and two
fixtures -- one for the bolter and the other for the compressor cover; (6) a DEC PDP-11/40 minicomputer,
which supervises the the Unimate LSI-11 microcomputer and controls the remaining components of the system.

Following a one-time calibration procedure establishing the parameters of transformation between the image
coordinates of the TV;camera and the axes of the x-y table, the compressor housing is placed randomly on
the x-y table and the assembly operation proceeds as follows. The TV camera takes a picture of the
compressor housing and the minicomputer analyzes its image, computes its position and orientation, and
commands the x-y table to move the housing to a fixed arm-stacking position at the center of the camera's
field of view. The Unimate then picks up the cover and places it on the compressor housing while the X=-y
table is freed to passively accommodate any minor cover misalignment. The minicomputer analyzes the cover
image seen by the TV camera, computes the position of the first bolt nole, and commands the x-y table,
with its top rigidly locked, to move and align the bolt nole at the central stacking position. The
Unimate acquires the bolcer, picks up the first bolt, and inserts it in the cover hole. As the x-y table
is now freed to passively accommodate any minor bolt misalignment, the Unimate drives the bolt into the
housing by spirning the bolter and exerting a constant vertical force downward, and then moves away.
Performing in-process inspection, the minicomputer analyzes the cover image seen by the TV camera and
verifies that the hole image has disappeared (if not, a second trial is executed before aborting the
operation). The last three steps are repeated for the remaining 7 bolts, after which the Unimate returns
the bolter to its fixture.

In the second version of the assembly, the following improvements are being introduced: (1) The bolting
operation is performed by a pneumatic 4-joint limited sequence arm, the Auto-Place Series 50, whose rotary
Joint is driven by a de servomotor and whose end-effector is a bolter; (2) the Vision Module (desecribed
above) is used as a self-contained vision subsystem to sense and process visual images in response to top~
level commands from the supervisory PDP-11/40 minicomputer; (3) the Unimate is being used to present panss
with the aid of visual feedback in lieu of jigging, namely, picking up the compressor housing from a :
moving conveyor belt and picking up the cover from a tote-box containing semiorderly packed covers.

D. Communication in Distributed Processing - We have pbeen developing a distributed computer system
consisting of a PDP-11/40 minicomputer and LSI-11 microcomputers (see Figure 3), each performing an
isolated modular function, such as controlling a manipulator and its end-effector and nonvisual sensors;
visual sensing and processing; controlling auxiliary equipment (x-y table, part presenter, etc.} and its
nonvisual sensors; safety monitoring; and voice control. Since most tasks are controlled by more than one
microcomputer, we have developed a system of hardware and software for Intercomputer communication. The
communication hardware consists of 16-bit parallel input-output interface units (DR11-C interface in the
PDP-11/40 and DRV-11 interface in the LSI-11). The communication software is organized hierarchically so
that a user can invoke any of the high-level functions provided without being required to know either the
details of the communication protocol or that some functions are being executed remotely. This software
organization protects programs in one computer from the effects of changes made in another computer and
simplifies programming for new jobs.

Our current distributed system consists of a supervisory PDP-11/40 mini-computer and two LSI-11
microcomputers, oné controlling the Unimate and its end-effector and the other constituting part of the
Vision Module.
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E. Robot Prozramming Language (RPL) - We have completed and are now applying the first version of an
interpreted, FORTRAN-like user language, called RPL, to facilitate the writing and debugging of
application programs on a PDP-11/40 minicomputer for materjal-handling, inspection, and agsembly tasks.
Applicatjon-program statements consist of calls to executable library subroutines (which may take
arguments) or to interpretable, user-defined RPL subroutines (which at present do not take arguments).
The current library includes subroutines for the following functions: controlling the Unimate arm and its
end-effector; defining and computing position/orientation transformation matrices; visual sensing and
processing to recognize, locate, and inspect objects; opening and closing equipment relays; teletype
input/output; arithmetic, trigonometric, and vector functions; and branching.

The RPL software includes a compiler and an interpreter, both written in the BLISS-11 language, which
currently run under DEC's RSX-11/M operating system. The compiler reads the user-program text from a disk
file, translates it in a single pass into an interpretable object code, and writes that object code on a
disk file or a cassette. After being loaded and started, the interpreter first reads the interpretable
object code from the disk file or the cassette into memory and then begins to call library subroutines
with appropriate arguments according to the instructions in the object code. Although executable RPL
object code would run faster than interpretable RPL object code, the increase in speed would not be
significant because the computer usually spends most of its time executing library subroutines and
relatively little time interpreting the RPL object code. On the other hand, the use of an interpreter
permits the user to debug his application program easily and efficiently. Nevertheless, for certain tasks
(e.g., high-speed visual inspection), the user may wish to rewrite a debugged RPL application program in
FORTRAN, compile it, and run the entire executable object code faster,

RPL programs now run in the distributed-processing system described in Section D above. The maximum size
>f an RPL application program is currently about 125 steps; this size will be increased by using a smaller
operating system (DEC's RT-11), devising a dynamic overlay structure, or both. RPL could be improved by
adding the following features: arguments to user-defined subroutines; arithmetic and logical expressions;
assignment statements; function subroutines; subscripted variables; local variables; condition monitors;
and dynamic memory for some variables.

F. Part Presertation for Assembly - We nave designed and constructed a programmable unit for presenting
different three-dimensional parts, which are too large to be handled by a bowl feeder, to an assembly
statjon. The unit employs a vibratory chute, a Vision Module, and an Auto-Place arm--all under
minicomputer control. As shown in Figure 4, the unit consists of three circular compartments and, above
these, a circular "shuttle" that can push individual parts from one compartment to another. The floor of
the first compartment, called an "elevator", can move down to a programmable level and then back up to the
base level. The. backlighted translucent floor of the second compartment, called "turntable", can rotate
to a programmable orientation. The third compartment is simply a container for rejected parts. The
vibratory chute is mounted above the elevator, and the TV camera of the Vision Module is mounted above the
turntable.

Using the RPL user language, an application program was developed for the part-presentation operation., As
the first step in this sequence, the vibratory chLvte is energized until a part falls onto the elevator
while the shuttle is above it, whereupon this fall is sensed by a microswitch and the vibratory power is
turned off. The shuttle moves the part to the center of the turntable, where the stable state and
orientation of the part are determined by the Vision Module. If the part is wrong, it is pushed by the
shuttle to the reject container. If the part is right but in the wrong state, then the turntable rotates
the part to the proper orientation, the elevator is lowered to a level corresponding to that state, and
the shuttle pushes the part into the elevator and drops it to the correct state; the elevator then rises
to the base level and the shuttle moves the part back to the center of the turntable. The Vision Module
determines the orientation of the part and the turntable rotates it into a fixed pick-up orientation. The
Auto-Place arm now swings in, picks up the part, and transports it to its destination in the assembly
station.

PROGRAM OBJECTIVES FOR NEXT PERIOD - We plan to concentrate our efforts on the following problem areas.

A. Visual Inspection - We will use our existing hardware/software vision system and develop new methods,
algorithms, subroutines, and applications programs for visual inspection of the integrity of parts and
subassemblies. We will use structured light to obtain tn:. 3-dimensional information and to enhance the
image contrast of three-dimensional objects. we will also add attributes of the relationships among holes
and other object components to the set of distinguishing features,

B. Visual Servoing - We intend to analyze the whole servo system, which incorporates the line-following
visual feedback and the Unimate arm, and improve its performance (stability, smoothness, spezd, and
accuracy.)

C. JVision Module - We will improve our existing Vision Module by addiig new features, such as the
displaying and processing of image data within a specified window; allowing sequential operation of up to
four TV cameras; having two image-data buffers for motion analysis from one viewpoint or for stationary
analysis from two viewpcints; and summation of pixels to shorten the software processing time.

D. Part Handling -~ We will apply visual feedback to improved or new methods for presenting unoriented
parts to assembly stations, packing unoriented parts in containers, and picking jumbled parts from bins.
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E. FERobot Programming language (RPL) - We may improve RPL by adding certain capabilities that are
important and relatively easy to implement, such as arguments to user-defined subroutines, arithmetic and

logical expressions, and assignment statements.

F. Automatic Assembly Planning - We will study the incorporation of a software supervisory layer above
RPL to be able to perform automatic planning of a new assembly task, or modify an old one, by generating
the appropriate RPL application program. This study will be based on Artificial Intelligence planning
techniques using networks of action hierarchies and world modeling.

G. Assembly - We will continue our efforts to develop cost-effective techniques for flexible and
adaptable assembly with sensor-controlled manipulation, in-process inspection, and minimum jigging. The
development areas described above will be integrated into such an assembly system.
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Computer Integrated Assembly Systems

Thomas O. Binford
Artificial Intelligence Laboratory
Computer Science Department
Stanford University

Program Objective - The objective of this research is to solve fundamental problems which stand in the way of building
practical programmable systems for discrete parts ‘production. It is intended to demonstrate technology with which
programmable $ystems can do more tasks, be more cost-effective, and be simpler to set up and program than current systems.
Research is directed toward three capabilities: 1. Very High Level Language for programmable devices; 2. sensory/motor
control; 3. inspection and vision. Results of this research apply across a broad range of programmable production systems
from industrial robots for medium volume and batch production to relatively special purpose automation for high production
volumes.

The research has been integrated in the AL system. AL is intended to serve for programmable assembly as APT did for
numerically-controlled machining. The research deals with three problems of productivity: difficulty of adequate inspection;
low productivity in medium volume and batch production; and the difficulty of automating hazardous tasks.

There are two directions visible in research in productivity technology. One is to minimize manipulator hardware cost by
using minimal degrees of freedom and special purpose hardware. This is important for the short term. Our approach is based .
on the ‘estimate that even if manipulators and computers were free, system costs would decrease only about a third. In typical
systems, engineering costs dominate. But computers with high performance will have low cost in the near future. Sensing and
vision will likewise become inexpensive. There is good reason to believe that low cost robots will become available. If low cost
computers, vision, sensors, and robots are available in the near future, how can they be used in tradeoffs to cut overall system
cost? This research concentrates on software to make effective use of them.

The following capabilities can cut the amount of engineering and setup cost: self-calibration and self-setup; advanced software
capabilities based on models; standard vision and sensing modules which are powerful enough to work without special case
preparation and programming. Production can be increased by getting into production more quickly, moving more quickly up
the learning curve and maintaining higher reliability. These benefits require continuous monitoring capabilities and
integration” with the :production system to feedback results of inspection into production control, and continuous
self-calibration for reliability.

PROGRAM ACHIEVEMENT 1974-77 - The project built up & coherent program of software, hardware and experimentation
which led to the first computer integrated assembly system in 1973. The assembly system was used to assemble an automobile
water pump from 10 component parts [1,2). The assembly included using a power tool and several fixtures. Force and touch
sensing were used extensively, and vision was used in several places in the assembly. The current NSF program was begun
after the water pump assembly. Subsequently the system was extended to use two manipulators in performing assembly of a
hinge [8]. The assembly system was used to perform the piston-crank and clutch sub-assemblies of a two-stroke gasoline
engine {3). Those assemblies were performed to demonstrate the use of sensing for automating setup and alignment of
assemblies. .

Paul built our first software system for assembly, WAVE [4]. It was the first system to provide several important features for
assembly: automatic transformation between joint angles and Cartesian space; a predictive dynamic arm model with joint
inertia and gravity. used in software servo (the improved arm model allows higher performance for the manipulator),
automatic planning of smooth tra jectories, modification of planned trajectories in response to variations in locations of parts
at runtime; rudimentary force and touch sensing used in control; and a macro library of assembly operations which made
successive assembly tasks increasingly quick to program [1].

Design requirements for a manipulator had been formulated on the basis of previous software and hardware experience.
During 1970, Scheinman designed and built a manipulator to these design criteria {B). A second arm was built and operating
in 1974. Scheinman designed a sccond model, the MIT arm, based on the Stanford arm. A total of about twenty of the two
models of the manipulator have been installed in research faboratories around the country. The arm is having a major
impact in industry. Unimation is now building an industrial manipulator based on the Scheinman arm.

The AL Systemn
After completion -of the water pump assembly, several assembly experiments were performed to gain experience in
programming assemblies and to test the integration of sensing in setup and assembly. A system redesign was undertaken [6] to
provide for: multiple assembly devices in synchronized, corcurrent and cooperative operation; capabilities for moving
assembly lines, especially arithmetic transformations of position and orientation; more general trajectories; higher level
constructs such as specifying motion of ob jects rather than motion of the manipulator. In AL [6], the user can specify
MOYVE bolt TO hole.

The system automatically keeps track of locations of parts of a subassembly when the subassembly is moved. This direction
has also been taken in the AUTOPASS project by the automated assembly group at IBM.




The AL system has been i operation in complete form for a year. Finkel, Shimano, Taylor, Goldman and others have
developed it to the point that it is an easy task to complle and run an AL program. It is a system for users, not just for its
builders. Numerous people have come in with no previous experlence with AL and gotten programs working in a short time.

The AL system includes an advanced system for teaching-by-guiding. It provides the added capabllity to model an assembly;
if the assembly fixture is moved or rotated, the assembly operation can be reprogrammed by changing two fiducials. M. Gini
and G. Gini designed and implemented a new version of the POINTY system [12] originated by Grossman and implemented
by Taylor. The new version is simpler to use than the old; it accepts a subset of AL necessary to build AL models. POINTY
use$ the arm as an input device and outputs a file of AL declarations containing the model of frames and affixments.

S Representation and Modeling

An important part of the AL design is the use of models of workpiece and workstation. They are intended to be obtained
from various sources: from CAD information; from POINTY:; from vision and sensing; and from symbolic constraints. There
are important applications for which simple teaching-by-guiding is inadequate because no operation is repeated and no two
parts are identical. Instead, off-line programming from a CAD data base is essential. Parts such as elements of an aircraft
wing are very similar yet not identical, and there are CAD models for them. The modeling of parts for assembly was carried
out in two systems. Originally, a system based on polyhedral models, GEOMED, was used [ 10]. Then the SPI system based on
our representational scheme, generalized cones, was implemented [11).

Taylor wrote a geometry system in the planning system [14] to translate symbolic constraints of the form “part is against
fixture" into a system of inequalities and equalities. Sets of contraints were linearized, and by linear programming techniques,
the constraints were resolved to assign positions to parts in the planning phase. The greatest utility of the constraint system
was in automatic determination of positional inaccuracies in assembly.

‘ Modeling dynamics of Devices
Ishida designed several new algorithms for cooperative control of two manipulators (21,24]. Cooperative motion appears to be
important for handling large or heavy objects, and in many assemblies. The analysis distinguishes translations and rotations
as primitives. Complex motions are made from simultaneous two-arm translations and rotations.

Two analyses of manipulator dynamics were performed with the goal of faster response without increasing hardware cost
{13,15). The first was a discrete sampled data system analysis of the maniputator control system. Several conclusions came
from this work: The sampling rate could in fact be decreased. The torque equation could be changed to minimize sensitivity
to changes in inertia. The equations could be modified to minimize their dependence on the sampling time interval, The
more sophisticated state space analysis made little improvement over classical analysis.

) Macrosystem Models . :
Analysis and modeling of assembly were begun. Grossman [16] began a line of investigation of the effects of errors and
tolerancing in parts manufacturing and assembly. He used a geometric modeling program to simulate discrete parts
tolerancing, - to. study the propagation of manufacturing errors affecting the probability of successful assembly. A
comprehensive Monte Carlo method systematically analyzes stochastic errors. Mujtaba anatyzed .automatic assembly of a
pencil sharpener using the Stanford Arm and compared motion times with MTM (Methods Time Measurement) standards
for a human [13]. The task was also analyzed using assembly primitives developed at Draper Lab. For this task, human
assembly was much faster.

Glaser and Liu conducted analyses of assemblies of a carburetor, a distributor, a fuel pump, and a generator. Two
observations were made: I. If a screwdriver is provided, 931 of operations are one degree of freedom. 2. An appreciable’
number of operations involve two manipulators, where the second is used as programmable and controllable tooling; typically,
few degrees of freedom are necessary.

. Vision .
Boiles designed and implemented a Verification Vision system for inspection and visual control of assembly [9). He interfaced
Verification Vision with the AL system [9,23). Fifteen or twenty tasks were performed with this system. The average time to
program a task was one hour. Teaching someone to use the system required about two hours. Parts models are also important
for inspection in the Verification Vision system [9). The SPI system was used to predict curves for the curve-matching process
in the Verification Vision system.

Force Sensing
Scheinman built a wrist force sensor with overload protection in 1974. Shimano calibrated it and measured its sensitivity at
about 1/2 ounce force, which is close to its designed sensitivity {17]. Shimano and Paul [18] analyzed force control and
designed a system based on an approximation to cut computation time to affordable limits. Shimano implemented these ideas
in a force control package in the AL runtime system [21). The system provides motions for which position is controlled by
external forces (insertions and parts mating) and motions for exerting forces.

‘ Collision Avoidance
Widdoes [20] made a collision avoidance program for the first three Joints of the arm which was a significant improvement
over Pieper's earlier program [19] Both programs could be useful at compile time, but both were too slow for runtime
collision avoidance.




) . , RESULTS SINCE THE SEPTEMBER 1977 REPORT

The force sensing wrist is now in operation. Prior to the fast grantees' conference, Scheinman rebuilt the Blue Stanford arm
with extra wires to accomodate the force sensor; he mounted the Scheinman force sensing wrist and provided an interface
board. It uses 8 pairs of strain gages whose outputs are transformed by software to 3 force and 3 torque values. Since the last
report, Salamin interfaced the sensor to the PDP-11. Salisbury debugged the software and calibrated the wrist. It has several
useful features which are important for our work with small arms and small scale parts and assemblies. It is small, about the
size of a stack of four silver dollars. It is light, and sensitive. It measures the weight of a 300 gm mass to about 5 gms
standard deviation. Much of the effort came in making the interface in a small package appropriate to the arm, in interfacing
so as to measute 8 low level signals to high accuracy, and modifying the arm to accomodate extra signals. '

There are certain problems in using any wrist sensor: it provides force and torque information only for single contact;
corrections must be made for dynamic effects of the mass of the hand when the arm is in fotion (acceleration). The dynamic
effects are large and no corrections are yet being made for them. The interface for the wrist sensor can be used for force
sensing fingers which were developed by Mu jtaba. Force sensing fingers help to deal with both problems; there is little mass
beyond the sensors to introduce dynamic effects, and the sensors provide independent information with much higher
sensitivity than the wrist, properties which are relevant in tool using and grasping.

Salisbury and Mujtaba made an automatic self-calibration procedure for the wrist sensor in POINTY. This makes
calibration quick and simple, requiring no expertise. AL has been modified to use the sensor. The AL expression WRIST(A)
returns 8 forces and 3 torques in the array A; the statement SET_BASE establishes zero force and torque levels for current
values of sensor readings. Typically the wrist is read within some procedure which is called about 20 times a second. It is
expected that another statement, SET_FRAME(T) will be used to specify transformation of force measurements to the
coordinate frame specified by the TRANS T. These facilities make good use of additions to AL, namely arrays and
procedures. The force control system [21] has been added to AL. It is now possible to have the arm apply or sense specified
forces and moments. To avoid incompatible requests the force components must always be orthogonal. To insure this, a force
frame must be specified, and the directions of the applied forces and moments must be aligned with one of the cardinal axes
of this current force coordinate system. Also specified is whether the orientation of the axes changes as the hand moves, i.e. is
the force frame defined relative to the hand or the table (world) coordinate system. An example follows:
WITH FORCE = <sval> ALONG <axis-vector> OF <frame> ]

This is only a beginning in Very High Level Language for sensory/motor control. Several small introductory programs have
been written. One called CG finds the center of gravily of a long bar. Another maintains a controlled force or compliance
absout a single axis. Another uses force to locate the baseplate in an assembly.

Goldman has extended the AL system in several ways: 1. extensive documentation was produced, the AL User's Manual; 2.
programming language constructs were added most of which were not in the original specification: procedures, arrays, CASE
statements, new arithmetic and logical operations, user inputfoutput routines; 3. force specifications described above; 4.
changes to the graph structure used in the modeling system; 5. separate data and instruction spaces irs the PDP11 to make use
of additional memory now available. Mujtaba has extended the POINTY system for advanced teaching-by-guiding to
execute a large subset of AL and approach the status of an AL interpreter. Some new facilities are: 1. nearly full AL
arithmetic capabilities; 2. execution of series of statements from a file; 3. macros (implemented by Pagello) and limited
procedures; 4. multi-segment motion statements; 5. the beginnings of a library for assembly. We expect to merge these two
parts of the AL system not far downstream into an interactive system running on a stand-alone PDP11.

Mujtaba has completed a film showing the use of POINTY; the film is available for distribution. A set of programs has been
written to test new capabilities and to serve as examples of AL programs for pedagogical purposes. They include: 1. VALVE:
assembly of a water valve; 2. valve assembly with reprogramming the assembly by determining the assembly position using
touch, force, or vision; 3. DECIDE: a decision program which handles castings and rejects those with wrong weights; 4.
PUSH: a program which demonstrates various modes of the Shimano compliance system; 5. CG: finds the center of gravity of
a long rod; 6. WRISTCALIB: POINTY macro which calibrates the wrist force sensor automatically; 7. POINTY macros
which write the alphabet. A set of film sequences of these examples are being assembled.

To aid in assembly experiments, Mu jtaba and Salisbury designed and arranged for fabrication of a flexible fixturing system.
It was designed to make it quick and easy to set up and reposition assemblies in a reproducible way. A base plate was made
with an accurate grid of both tapped holes for clamping and drilled holes for locating pins, combined with a set of clamps
and plates to carry individual assemblies. The flexible fixturing cost was minor. The capability to perform experiments in
force control and assembly is severely limited by the quality of hardware and control. Effort has been made to improve the
arm hardware. Salisbury replaced several harmonic drives of the blue arm, which improved its performance significantly. It is
stifl relatively rough. He has replaced the wiring harness on the Gold arm, the first Scheintran arm. Additional work is
required to miake it operational again. We hope to replace the two arms with two of an appropriate industrial robot.

A second Workst;op on Sbftware for Assembly was held at the Stanford Al Lab, November 29-30. The morning of the first
day was devoted to a tutorial of AL and POINTY, the afternoon was spent in hands-on programming with AL and
POINTY. The second day was devoted to discussion. Evaluations were solicited about the experience of programming with

AL and comparison with oth.er programming systems with which attendees had experimented.

Haas has nearly comi)leted a stereo version of the Verification Vision system. Sterec provides a direct, accurate, and powerful
technique for inspection and visual control. Difficulties remain with the monocular calibration of the cameras. When these
difficulties are overcome, a stereo self-calibration of cameras and arms will be implemented.
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Brooks and Binford have begun a substantial new effort, based on "reasoning about geometry”. Brooks is constructing a set
of rules for grasping of ob jects and mating of ob jects, to operate in a backward-chaining reasoning system. The reasoning
System uses object models in the generalized cone representation [25]. A powerful ob ject modeling system is operating and
being developed further. This system is the basis for off-line programming of operations using a CAD data base, stereo
vision, or interactive graphics modeling. The same system is being used for model-based inspection and vision. The aim is to
reduce programming to specifying ob ject models. A natural common language for the system and human operators is based
on ob ject models. The system was designed with a high level modeling language.

Ob jects are modeled in a high level language based on a generalized cone representation of primitives in a part/whole graph
[25]. The representations of most ob jects are very compact; they are segmented into volume parts which seem natural to the
user. This modeling system provides graphic aids for the user for modeling generic ob jects and relations. The representation
also seems natural for machine reasoning because important relationships between surfaces are simply represented in the
generalized cone models. :

The high level modeling system is a byproduct of providing symbolic relations for reasoning about shape. Previous modeling
systems do not provide symbolic results which are necessary for reasoning about manipulation and inspection and they are
not general enough. They can be classified as those based on a few primitives such as cylinders and blocks [26,27] and those
based on polyhedra [10]. Those based on simple primitives were not general enough to represent the objects that were
considered. Those based on polyhedra do not have explicit relationships between faces nor do they have the part/whole
decomposition needed for reasoning about the models. Previous systems were aimed at hidden surface graphics; in this system,
symbolic information about edges and surfaces was needed for reasoning, symbolic information which was not available in
those systems. A previous modeling system based on generalized cones [11] provided a background for the design of the new
system.

PROGRAM OBJECTIVES FOR THE NEXT TEN MONTHS -
Research will be pursued in the areas of sensory/motor control, inspection and vision, and the AL system.

AL and POINTY wiill be merged into an interactive programming system running on the PDP11. A library for assembly
will be beguin. The system for reasoning about geometry will be used for a new version of the planning system for AL.

The model-based system and stereo vision will be used for inspection and visual control of assembly. The stereo Verification
Vision System' will be completed and self-calibration performed for arms and cameras.

Analysis and experimentation with the force wrist will be continued. Analysis and software for closed loop control of a single
axis will be carried out as a preliminary to a multi-link study. The computation requirements for sensory/motor control wiil be
evaluated and ways of limiting computation and providing the necessary computation power will be studied. Kinematic
studies of design for controlled exertion of force will be carried out, and evaluations made of redundant manipulator designs.
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SREPTS A

DESIGN AND CONTROL OF ADAPTABLE - PROGRAMMABLE ASSEMBLY SYSTEMS

Daniel E. Whitney
C.S. Draper Laboratory, Inc.
Cambridge, Mass 02139

1. GENERAL - Work has just begun on a two year study of the systems aspects of adaptable~programmable
assembly systems. Previous work at Draper and elsewhere has shown the feasibility of programmable robot
asgembly. Most of such work has utilized one workstation with one or two robots. The new work will.
investigate the system problems of designing and operating multi-station programmable assembly systems.
The work will be divided into three main areas: .
1. Requirements - what are the characteristics of parts and products that influence assembly system de-
sign and how can these characteristics be systematized?

i

2. Systems - what are the options for workstations and transport layouts and what special control pro-
blems do these present?

. |
3. Operational behavior - how do different types of programmable assembly systems behave in thé face of
different batch sizes, mix of products and assembly requirements, and breakdowns?

Programmable assembly systems seem to have many analogies in flexible machining systems, Both:
are geared to a mix of incoming work
aim at below mass production on any one type of work
have several workstations of undetermined speclalization

exhibit queuing and scheduling problems due to work mix, tool changing, transport saturation,
breakdowns, and so on

There are also many differences. Assembly systems:
may require less precision in construction and operation
exhibit shorter work cycle times
require part feeding
employ tools which may be more generalizable (useful for more operations)
interface to the rest of the factory in a different way.

A central core of the pfoposed work will be to explore these similarities and differences further, Con-

tact with other FMS research groups (at Draper, MIT, Purdue, and Europe) will be established and their
tools utilized to the extent possible.

The three work areas will now be discussed in greater detail.

II. REQUIREMENTS -~ Our-previous work on assembly requirements consisted of a survey of ten product items
which were assembled and disassembled. Many similarities emerged from these seemingly different items,
and we found that several characteristics of them were important to the design of assembly systems.

For example: pertinent to individual parts: size, weight, clearances, chamfers, support, dimensional
stability, insertion distance, insertion type, arrival direction axis, and kinematics. Our work in part
mating theory contributed to our ability to evaluate some of these characteristics.

This work needs to be expanded in two directions. First, an attempt must be made to extend this kind of
survey to entire product units, to determine the ranges of variables like batch size, model mix, the real
differences between models, the flow rate, and the need, if any, for multi-product mix in one assembly
system. The procedure will be to work with our industrial partners (AMP,Ford and General Electric),
selecting several families of products for study. Care will be taken to ensure a broad sample but de-

tailed study will be given only to a few lines, one or two of which will be retained for study in sub-
sequent tasks.

Second, deeper examination of the parts and assembly tasks in products is needed. Prior work identified
insertions of round pegs the most frequent task and found that many products have one dominant insertion
direction. While this pattern may not hold up as the sample is broadened, we hope that some identifiable
classes of products and tasks emerge. It may be that defining tasks in the human way (insert, twist,etc)
is too loose and will never converge to a finite set. A new way of identifying assembly tasks and new
designators for tasks may be necessary.

It is hoped that the methods of Group Technology will be applicable. In the long term one can visualize
a code to describe a product so that the overall requirements for an assembly can be read from the code.
Product families capable of being assembled by the same system could be identified by similarity of the
codes, as i3 presently done in metal cutting.

IIT. SYSTEMS - We have built and operated a single station programmable seembly system. At present it

can assemble a 17 part automotive alternator in 2 minutes 42 seconds using 6 tools and 8 tool changes.
In principle it can assemble products about one foot cube in size requiring insertion motions vertically
down, or (with appropriate tools) horizontally, or vertically down with some spin about the vertical axis.

Electric motors, some types of pumps and gearboxes, electric entrance boxes and terminal board arrays are
examples.




The requirements on work stations in an assembly system depend on the presenting tasks in the products to
be assembled an on overall production requirements. These will come from the survey data discussed above.
A major option for station design is the degree of specialization (as to tasks or task types it can per-
orm, number and/or direction of the degrees of freedom, range of motion, number of tools available, and
so on). These options will be explored only deeply enough to relate them adequately to requirements
data and simple performance models. No station design will be undertaken.

The requirements on system transport facilities depend on both the products and the statfons., If stations
are specialized, much transport and congestion can be expected, but station operation will be efficient.
Many FMS's are designed this way. But FMS station timeés are long, so the analogy may break down. For
assembly, we need to know if there are any generic transport layouts, whether layout detail can be de-
coupled from system performance, and what should be transported (partially completed assemblies, parts,
fixtures, tools, complete parts kits for one unit, pallets full of identical parts, etc). Again, we

will explore the options deeply enough to be able to make simple models of behavior, based on para-
meterized equations.

The result of these efforts will be performance descriptions capable of being analyzed and/or simulated. .
This work constitutes the last portion of the work. i

IV. OPERATIONAL BEHAVIOR - Our experience operating the assembly station in our laboratory showed that

tool change time was a dominant feature of its behavior. There is little we can learn from it, however,
concerning behavior of systems of such stations. Mathematical analysis and simulation are the tools
available.

Any such system presents scheduling (in what sequence should work be introduced) and queuing (do lines
form at some stations) problems. Ideally scheduling problems can be eliminated if the work on the

system provides equal load for all stations, even if each item on the system precents unequal station
loads. The eqqual load criterion is so powerful that it is important to study its consequences. For
example, if stations can do some of each others' work, (due both to adequate station/tool design and :
prescient product design) then the load can be redistributed to achleve balance. But random fluctuations
in station time, inevitable if sensory feedback is used, plus other fluctuations, will upset the neat
balance. Do such upsets spread to other stations? Does Steady state operation occur and how large must
batches be for this to happen? Noting that such questions have been investigated for FMS, where the
station times are long relative to transport and tool change times, do recent findings carry over to
programmable assembly? Or are there critical relations between station time, transport time, amount of
inprocess inventory, pallet and tool change time, and output rate?

These questions will be looked at in several ways. Existing mathematical tools (such as Purdue's CAN-Q)
will be expanded as necessary to model the critical events in an assembly system. Extremes of system
type (lines, islands, loops) will be analyzed, using simple example layouts, Stochastic simulations

of these same layouts will be made to determine other operating behavior to compare to CAN-Q. When the
product surveys have progressed sufficiently, one or two specific examples will be chosen for detailed
representation, the objective being to provide depth and avoid incorrect generalizations,

V. WORK PLAN -~ 1, In conjunction with industrial affiliates, select for study a number of product lines

which appear from previous work to be possible candidates for programmable assembly: manufactured in
mix or batch mode with low to mid volume production requirements. Disassemble and reassemble these
products and determine the assembly tasks and approach directions they present, as was done in our
previous reasearch. Note new tasks or tool types. With this further insight, try to redefine the
tasks so as to be less anthropomorphic and more mechanistic, so that a range of generic workstation
requirements can be mapped out.

In addition, determine the range and mix of production parameters for these products. It is so often
stated that "75% of all US production is in batches of 50 units or less". We would like to gather a
little data on this point, although a large scale effort is clearly beyond our scope, But current

-batch sizes and model mix are determined to some extent by the limitations of existing technology, and

the opportunities for new technology are limited by the range of existing production practice. So some
base data will be gathered in the hope of shedding light here. :

2. Results from task 1 will be used in task 2 to indicats -hat an assembly system should be prepared to
do in terms of assembly operations, production rates, model mixes, etc. These will be matched against
five or six bBaslic system configuration types, tentatively to be chosen from those in Figure 1.

An operations research model, proceding along established analytical lines, will be made of several of -
these systems types with the goals of quantifying the options and determining what makes a good match to
the requirements. If possible, a design procedure for each chosen system type will be formulated.

3. The result of task 2 will be performance descriptions which can be analyzed and simulated for their
operation behavior. This step is essential because some of these configuration types may have grave
operational drawbacks under the conditions of assembly(short unit operation times, for example). Second,
certain types may be more robust than others in the face of changing circumstances and this robustness
must be properly expressed so that it can be traded off against initial capital cost.
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project team. Other industrial partners are welcome.
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EXPLORATORY STUDY OF CONSTRAINTS ON DESIGN
BY FUNCTIONAL REQUIREMENTS AND MANUFACTURING

Professors Nam P, Suh, Adam C. Bell and Dr. Frans Van Dyck,
Steven H. Kim, and David R. Wilson
Department of Mechanical Engineering
and
Laboratory for Manufacturing and Productivity
School of Engineering
Massachusetts Institute of Technology

PROGRAM OBJECTIVE - The primary emphasis of the MIT research 1s on the basic understanding of design

decisions and the design decision making process that affects the subsequent manufacturing process. Of
all the decision making processes involved in manufacturing, design decisions have the most far-reaching
effects on manufacturing, efficiency, and product quality. Yet very little is understood as to how
decisions should be made which lead to '"good" designs and to the effects of design decisions on the
overall manufacturing system. A "good" design is one which performs its function well, is easily
manufactured, and withstands the test of time.

Two approaches exist for system optimization: algorithmic and axiomatic. The algorithmic approach
requires an understanding of the data base for each element of the manufacturing system as well as the
interactions among the separate elements. At present, neither requirement can be satisfied. In
particular, present-day techniques for handling large data bases are inadequate. In fact there seem.to
be limitations on data processing arising from the number of variables that can be handled within a
reasonable time period due to the limitations imposed by nature on the maximum possible rate of data
handling.

A more promising method appears to be the axiomatic approach. The first step in manufacturing a product

is the design of the product which satisfies the functional requirements and constraints. A functional
requirement is defined as the specification of an independent characteristic which an acceptable solution
must exhibit; with each functional requirement is associated a tolerance which defines the margin of error
allowed. The satisfaction of the functional requirements must be compatible with each constraint specified
where constraints establish the boundaries within which acceptable solutions must be found. The
decisions made in designing a product have a significant effect on the subsequent elements of the
manufacturing system. For example, a product design, once crystallized, constrains the choice of
processing methods and assembly techniques. The degree and nature of the constraints imposed on the

processing methods by design determine whethetr the use of a new process is mandatory or if one of the

existing methods is permissible. Subsequent steps in manufacturing are similarly affected. Conversely,
constraints on assembly techniques and decisions for subsequent processes also affect the original design
of the product.

Notwithstanding the importance of these decisions on manufacturing productivity, they are currently done
empirically. Little {s understood about the decision making process and the evaluation of the quality of
these decisions. Nevertheless the fact is that empirical decisions often lead to the "right" or "good"
design rather than "wrong" or "bad" designs. This suggests that there exist underlying design "truths"
which good designers make use of. In other words, there exist axioms which govern the decision-making
process. If these axioms can be formalized and their corollaries derived, then it should be possible to
establish a scientific basis for guidelines in manufacturing design.

The role and power of manufacturing axiomatics can best be appreciated by comparing it with thermo-
dynamics. Although thermodynamics is often thought of in terms of steam engines and other power-gener-
ating equipment, it is in reality a powerful scientific tool whose axioms enable us to define and deal
with two important, fundamental concepts: energy and entropy. The ultimate goal of the MIT research on
manufacturing axiomatics is to identify the fundamental design and decision concepts, to systematize a set

of axioms for use in decision making, and to quantify characteristics for measuring the efficacy of
decisions.

The specific purpose of the research project is to provide a fundamental understanding of the design
decision-making process and thereby establish basic principles by which design decisions can be made,
using an axiomatic approach to design and manufacturing. Specifically:

1. To verify the validity of the present preliminary set of hypothetical axioms and to create new
axioms if needed.

2. To determine the effectiveness of axioms in making design decisions by developing and evaluating
specific designs based upon the axioms.

3. To understand the role of decisions in the design cuntext and investigate how decisions can be
put on a quantitative basis.

4. To establish methods of quantifying information and study the relationships among axioms,
information, entropy and decisions.




5. 1Investigate whether decisions and information can be defined in terms of axioms (just as the
concepts of entropy and energy are defined by thermodynamic axioms).

PROGRAM ACHIEVEMENT - The work done prior to September 1977 was summarized in a paper by Sub et al.

and presented at the ASME Winter Annual Meeting that year. It was the first publication on this new
approach to the design of manufacturing systems. The authors introduced axiomatics as an alternative to
the traditional "algorithmic" design procedure, the latter often requiring exhaustive searching of massive
data banks or design alternatives. Seven hypothetical axioms were posed as a point of departure for a
heuristic investigation which was to include case studies of a lathe and an air compressor. Eight
corollaries were also derived, and several examples given.

RESEARCH RESULTS SINCE THE SEPTEMBER 1977 REPORT - An effort was made to question through case studies
the basic notion of axiomatics and the definitions adopted earlier [1]. A critical application of the
axioms has resulted in a reduction of the original seven axioms to six in the CIRP paper [2], and then
further to two. The axioms were condensed because there were apparent among them only two independent
ideas. With two exceptions noted below, the original "axioms" are directly deducible from the two stated
here and are now considered corollaries. As in thermodynamics, the axioms are perhaps too general for
direct application, and the corollaries are the more functional tools.

The results of the past year's research are reported below in four sections. The first describes the
content in which axiomatics is considered. The next two sections present the new axioms and the corol-
laries respectively; and the fourth section describes information in more detail.

1. Axiomatics in the Design Process* - Let us consider a typical design process. The percelved needs
are first translated into functional requirements (FR's) and the constraints (C's) imposed on the design
by factors external to the perceived needs. Then, ideas are generated which may satisfy the functional
requirements and constraints. Initially a good design practice is to minimize the considerations to the
most important functional requirements and constraints. When a satisfactory solution is found for the
coarse set of functional requirements and constraints, the solution is refined by expanding the set. This
process may be envisioned as a "design helix" since each iteration improves the design.

The problem in design arises because the solutions proposed to satisfy the functional requirements and
constraints cannot be evaluated readily, especlally if the designer does not have a wealth of experience
(i.e., a large data base) from which to draw. Even if he does, the decision making process is risky at
best. There must be a means of checking whether the proposed solutions are indeed good design solutions
without having to fabricate and test them. This is where axioms can play a useful role.

Axioms can be used to eliminate inferior solutions to a given problem by checking whether the proposed
solutions violate any axloms. Axioms can also be used to evaluate the solutions quantitatively by
providing tools with which to rank order them. 1In terms of manufacturing axioms, the axlom which deals
with maintaining independence of functional requirements, for example, may be used to eliminate solutioms
which couple them. The axiom that deals with minimization of information content can be used to quantify
the information contents of proposed designs for rank ordering.

It is important to recognize that the manufacturing axioms must be used within a rigid structure estab-
lished through a common definition of terms and methodology. For example, the definitions of FR's and C's
must be rigidly adhered to, and once the FR's and the C's are defined, the solutions which satisfy them
are the solutions to the specified problem. If it is desired to improve the design, the solution process
requires that the FR's and the C's be refined. Then there can be corresponding solutions which satisfy
the perceived needs better. What the iteration process (of refining the FR's and the C's) does 1is to
improve the definition of the problem in terms of the perceived needs, and to provide corresponding solu-

tions. In this sense, it is similar to solving differential equations for different sets of boundary
conditions.

Axiomatics does not obviate creativity, but it assists the creative process by channeling creative
thought . For example, the axiom on maintaining the independence of functional requirements would elimi~

nate any ideas which violate the axiom, thus allowing for the generation of candidates which have high
probability of success.

Between each stage of design, including the initial stage of . fining functional requirements and con-
straints, there flows information. Information coming into each step of the design process is modified
by the decisions (some of which are axiomatic) made at that stage. At every stage of the process, infor-
mation is certainly lost (equivocation) and spurious information (noise) is introduced. Functional
requirements and constraints constitute a type of information which is generated from perceived needs,
This step is equivalent to a coding of the problem based on an arbitrary set of values.

The role of manufacturing axiomatics may also be presented within a deterministic structure. Here the
process of design starts from a UNIVERSE of possible design solutions. In the framework of design selec~
tion, this universe may be assigned Level 0. Projected on this level is the problem statement in the
form of FRs and C5., The imposition of FRs (which represent Screen 1) to the design universe results in

a smaller set of candidates, denoted Level 2, At this point a screen of constraints is applied, yielding
a finer Level 2 of ACCEPTABLE solutions. Since these solutions fulfill both the FRs and Ch, they are

mechanically acceptable solutions to the given problem.
*For detailed background on manufacturing axiomatics, see the original paper [1]
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Next the set of axioms and corollaries are applied, thereby resulting in the set of TERMINAL solutions,
Level 3. The function of axlomatics may end at this level, since the terminal solutions have been
optimized in an engineering sense: these solutions satisfy the problem by fulfilling the FRs and Ch, and
are further optimized in terms of the axioms. However, if the solution obtained differs from the per-
ceived needs, it indicates that the initial formulation of functional requirements and constraints was not
sufficlent, 1In some cases thege may be more than one solution that satisfied the FR's, C's, and the

axfoms, TIn order to choose the best solution from these, the functional requirements and constraints must
be redefined or new ones added.

The final phase of the optimization process may be a straight-forward selection task using the established
techniques of decision analysis. Although each terminal solution fulfills the FRs and abides by the Ck,
the individual levels of constraint attributes will vary from one design to the next: these may be evalu-
ated for relative merit.

EXAMPLE: Two compressor designs A and B both fall within the minimum established constraints

of size and noise. But A is noisier than B, which in.turn is bulkier than A. Here a labora-

tory technician might prefer to use A, while a hospital technician might prefer B.

The final stage, Screen 4, may be involved for some problems. If 80, the decision maker must then draft
a preference structure (in the case of certainty about attribute levels) or a utility function (for
noncertainty). These are established for each attribute within its permissible range of variation and
used to identify the best solution for the given problem,

2,Axioms - Before the axioms can be stated, the definitions of functional requirements and constraints
must be understood, They are defined as [1]:
1. Functional requirements: the desired set of independent specifications that solutions
must meet,
2, Constraints: factors which establish boundaries on acceptable solutions.
The functional requirements are, by definition, independent., A primary goal of design is to keep them

independent in a solution., The independence of the specified functional requirements should be verified
before solutions are sought.

The first axiom considers the independence of functional requirements and constraints and stipulates that
FRs must be satisfied independently in any acteptable design solution.

Axiom 1: Maintain the independence of functional requirements and constraints.

Axiom 2: Minimize information content.

Axiom 2 states that the simplest way of satisfying functional requirements and constraints is the best,

3. Corollaries: Many corollaries can be derived from the axioms. As in thermodynamics, they are the
actual tools which are used in system analysis aud design. Here only four of the most general and most
important corollaries are treated. All four were originally posed as axioms [1], but redundancies have
been recognized and two independent ideas have filtered out as the axioms presented above.

Corollary 1: Minimize the number of functional requirements and of constraints.
Each functional requirement and conmstraint carries information into a design. Axiom 2 requires minimi-
zation of this information. Unnecessary functional requirements and constraints are a result of noise
or inefficient coding during need perception.

Corollary 2 : Decouple or separate parts or aspects of a solution if functional require-

ments are coupled or become interdependent in the designs or processes proposed.
This powerful corollary derives from Axiom 1. Its implications are much deeper than they at first appear,
There are situations where coupling is inevitable. Pressure and temperature of a gas, for example, are
inherently coupled, and any adiabatic system which changes the pressure of a gas by mechanical work must
also change the temperature. If certain pressures and temperatures were both functional requirements of
the system, an additional element (e.g. temperature control) must be added to regain independence. This
task may be quite difficult unless tolerances on pressure or temperature or both are kept loose. When
possible, coupling should not be allowed in the first place.

’ Corollary 3: Conserve materials and energy.

Implicit in this and all corollaries is the understanding that neither axiom be violated; "conserve"
here means use no more than.necessary. Information is required for processing any material or energy, so
wasting either of these violates Axiom 2. )

Corollary 4: Integrate functional requirements in a single part or solution if they can be indepen-

dently satisfied in the proposed solution.
This corollary actually follows directly from Corollary 3 above and carries with it a caveat about coup-
ling. (Figure 1 indicates how the corollaries derive from the axioms.)

Integration refers to the combination or juxtaposition of physical or conceptual quantities. This may or
may not result in COUPLING, which refers to the combination of functions in which one FR interferes with
the execution of another. These concepts will be illustrated through concrete examples in Section 6.

4. Types of Information - The information required for the evaluation of manufacturing systems may be
classified into DECISION and SYSTEM information (see Fig. 2)., The former (ID) refers to the information
needed for task evaluation and conceptual decision making; the latter (I__) refers to the information des-
cribing the physical system-or  apparatus. One subdivision of IS is MICROinformation (I, ) which specifies
information on a microscopic scale. To illustrate: consider two blocks of metal, one heat-treated and
the other not: they differ only in this respect, The gross geometric information may be the same in each
tase, but microinformation obviously 1s not. The first block contains more microinformation than the sec-
ond, since the crystalline structure has changed from a homogeneous to a heterogeneous condition.
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AXIOM 1 AXIOM 2 The second type of system information is MACROin-~
formation Iy referring to the data due to the
gross characteristics of a product or process: it
may be dubdivided into processing and geometric in-
formation,

COR., 2 COR. 3 COR. 1

PROCESSING information (Ip) indexes the data re-
quired for fabrication and assembly. FABRICATION
information (IF) refers to the creation of the
COR, 4 actual physical objects, whereas ASSEMBLY informa-
tion (Ia) refers to the unification of the parts
FIGURE 1: DERIVATION OF COROLLARIES into a composite whole.,

The other aspect of Ty is GEOMETRIC information
(I)) pertaining to the form of the final product.
ThE three subdivisions of Ty are dimensional,
tolerance, and surface finish information (see
Information (I) Fig. 3).

DIMENSIONAL information (I4) refers to the informa-
[ ] tion required to specify the gross dimensions of an
object. The "blocks" of data used to generate
D sy dimensions for numerical-control production may
adequately monitor the I4 index. (Example: Gene-
AJ rating a hole would require a block of information,
l I and so would specifying a flat cut, On the other
hand, an external curved surface would require one
Iu IM block per quadrant -- as a result four blocks would
be used for a full circle,)

I TOLERANCE information (It) relates to the tolerance
. within which a dimension is acceptable, and is de-
I I
P

fined as
g It = Ktln D

AD
[ | | where D is the dimension and AD the tolerance. The
1 I J 1 I T constant K, is a weighting function that describes
a

d t s the difficulty assoclated with a specific process.
A standard value for the tolerance in machine pro-
duction is 0,005 inches. This definition of toler-
ance Information is the same as that used in the
information theory [3].

FIGURE 2: TYPES OF INFORMATION.

SURFACE finish information (IS) must be taken into account when a fine surface finish is needed. It is

defined as I _Xln Sg

s 5 .
where s is the specifief finish and s, the standard finish obtainable from a given operation (e.g., turn-
ing) without any extra effort. For many machining and milling operations 8y, 1s 64 microinches. When a
finish of 4 microinches is specified, for example,
L the surface finish information is
< -y
- = 4
7[ : Ig Ksln _67:_
: “l’,/’ When a designer does not stipulate any particular
[ 7 S surface finish, the standard finish is assumed for
! ! s, and the IS term disappears:
oty I, =KInS =0

s
o
Fo. »ach workpiece surface, the total geometric in-
formation is then given by the sum of the previous

FIGURE 3: GEOMETRIC INFORMATION,

three:
Ig=Id+It+IS

which may also be stated as I =1I;+K.ln D So
y g d t D + Ksln .

Information and Decisions - Recalling the objectives of manufacturing axiomatics, decision rules are
sought which can be used quantitatively to focus alternatives and improve the quality of the overall
design decisions. Since a major facet of the manufacturing process involves the identification and evalu-
ation of decisions, a critical task for the success of the axiomatic approach is the development of a

quantitative formulation of the entire decision making process. Development of the formulation begins with
the following observations:

1., Decisions are uncertain.
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2. 1Information about a decision increases the likelihood of making the best choice.

3., Decisions that have been made provide information for subsequent decisions.
A decision, then,is a conceptual entity which requires certain information as an input and makes availa-
ble certain other information as an output. Decisions and therefore design are probabtlistic. That is,
one can never be 100% sure, at the time a decision is made, that it is the right one, In addition all
real physical processes are to a degree, stochastic. The necessary specification of tolerances for sys=-
tem parameters implies probabliity density functions since parameters cannot be obtained exactly but
should, with high probability, be within the specified tolerances.

Extensive work has been done in information theory considering information as a logarithmic accounting
tool for handling probabilities. This final observation offers a means of tying the earlier observa-
tions together by considering decision making from an information theory perspective., Before addressing
the decision model, some terms must be defined. First, a somewhat restrictive definition must be im-
posed on the word "information".

Information here is considered in the communication sense. Information, or "negentropy", is intuitively
the opposite of entropy in that additional information about a system decreases its randomness or uncer-
tainty. Shannon [3] defined an entropy, or "confusion", functional:

H = Kfq ln q4 :
which 1s positive for probabilities qi less than 1 (K is a constant), Information received is the dif
ference between the entropies before and after receipt of information; i.e. information decreases entropy
as stated above,

An important distinction must be maintained when considering information this way. Information here 1s
only a numerical accounting of probabilities; while it often reflects knowledge about a situation as in
normal usage, there is no definitive connection between information and knowledge. More importantly,
perhaps, information has no explicit value. That is, the quantity of information transmitted should

be calculated as the same number by any two people even though the value of that information may be con~
siderably different. An extension of this point is that bad (incorrect or uncertain) information counts
as much as good information, and the two are indistinguishable., A juxtaposition of good and bad informa-
tion is called noise.

As depicted in Figure 4, a "need" can be considered an information source. Perception of the need in
terms of functional requirements and constraints then represents a coding of that information. The
decision making process channels the information toward the final design. Also represented in the figure
are information being lost (equivocation), and superfluous information being added (noise). Inclusion

of these last two quantities is a statement that people are unable, in general, to properly specify a
need and make the proper decisions required to produce a design exactly meeting that need. The key
feature of Figure 4, however, is the notion of axioms entering at the decision stage. The implication

is that information can be eliminated or added based on decisions made by the use of axioms.

Need
L
y o1 H
IN [ e 2 4
Perception —*3 | I
IE : \
12 . qi If
}l——— I
IN D — F‘"_". °
Decisions @ZE
I, <— hXTOMS 1 Yy 3
()
I, (a) (b) ()
FIGURE 5: STATES OF A DEGTSION AT THREE DIFFERENT. TIMES
Design

FIGURE 4: AN INFORMATION .THEORY .MODEL
Of DECISION MAKING AND. THE DESIGN
" PROCESS.
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As an example of one such decision, take the choice of material. The state of this decision is represent-

ed at three different times in Figure 5. The points are possible alternatives, and qi is the normalized

apparent correctness of choice i; q, is treated as a probability. It is not known how to quantify infor-

mation such as functional requirements and constraints; in fact all functional requirements probably do

not carry the same information. The information can be quantified, however, by observing its effect on

the state of the decision. Consider as a thermodynamic analogy a piston and a cylinder containing a gas )
in Fig., 6. Heat Q; added to that system cannot be measured explicitly, but it can be calculated by E‘

s, AXIOMS i
1 DS
G =2 )y

o IO

[-—-——O

LAWS OF

=>

THERMODYNAMICS

FIGURE 6: A THERMODYNAMIC ANALOGY OF THE DECISION MAKING
PROCESS.

observing its effect on the system. In fact, Qi is directly related to the change in entropy of the
system by the formula AS = Qi/T. However, heat need not be added intentionally because work, in a less
obvious way, can change the entropy and the state of a system, The laws (axioms) of thermodynamics
govern that change. Examination of the changes of state of a decision indicates that the addition of
information is not the only way to effect a change. The actual making of the decision, even in the ab-
sence of sufficient information, also causes a change of state in a manner analogous to the addition of
work to a thermodynamic system, If I, is zero as discussed below pertalning to Figures 5(a) and 6, then
I is equal to the entropy change (S0 ~- Sg). Notice that the decision states of Figure 6 must not be
states of an isolated system since entropy decreases (the final state 1s much less random). The informa-
tion Iy and the decislon itself Dy are the external agents.

Returning to the single decision of Figure 5: of all the information available as input to that decision,
very little is pertinent -- and even less is probably used. Relevant information not used is considered
lost to that decision (equivocation) although that information may still be used by other decisions. In
addition, some information may be invented, or educated guesses may have to be made and will count as
noise. Initially, before anything is known about the decision, there exist many equal alternatives.

That is, at a hypothetical instant before the decision is considered, its state is as in Figure 5(a).

A decision made at this point would be entirely random; the information resulting would represent noise.

As information becomes available in terms of functional requirements, constraints, and results of other
decisions, the material decision is gradually constrained. Certain choices can be eliminated, and others

begin to look less favorable as represented in Figure 5(b). Less additional information is required to

make the decision now, It can be shown that eliminating alternatives or making q's less equal both have

the effect of reducing the remaining information required to make the decision., Just as (a) in Figure 5

is the initial limiting situation, (c) represents the ultimate limiting case where sufficient information

is available to reduce the choices to one and make the decision deterministic. In any complex decision, :
this case would not arise. Instead (c) would represent the decision immediately after a choice had been

made. An instant before t. choilces probably would have been narrowed to only a few, some of which might

still have been indistingufshable. A decision must be made at this point. That decision is the addition- -
al input which results in the final state of Figure 5. The rules governing that decision and change of

state are the design or manufacturing axioms,

6. Some Examples
DUAL OPENER - A common kitchen item is a dual tool which combines a bottle opener at one end with a can M

opener at the other. As long as no FR stipulates that the two uses of the tool must be executed simulta-
neously, the requisite FR's are independent. In conmsequence, they are (physically) integrated but (func-
tionally) uncoupled and therefore, do not wiolate Axiom 1.

FLYWHEEL - A case study for the development of manufacturing axiomatics is a 15-horsepower Ingersoll-Rand
reciprocating air compressor. A study of its FR's proves the flywheel to have integrated its three
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functions: fanning, inertia and torque~handiing. The fanning ability may be varied by the number and
pitch of the radial blades; the inertia by the mass on the rim; and the torque-handling by the geometry of
the rim, Thus these FR's are integrated rather than coupled.

CYLINDER - Another component of the reciprocating compressor is the pair of first-stage compression cylin-

ders. The three FR's are adequate wear life, pressure containment, and temperature reduction through heat
transfer. The last two are coupled in theory, since the thickness of each cast-iron cylinder is used to
satisfy both requirements,

However, the heat transfer mechanism happens to be dominated by the convective resistances internal and
external to the cylinder: the conductive resistance of the metal accounts for less than 4% of the total.
As a result, the two FR's are coupled in theory but almost independent in practice,
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IDENTIFYING THE MATERIAL HANDLING RESEARCH NEEDS FOR
DISCRETE PARTS IN THE AUTOMATIC FACTORY

John A. White
School of Industrial and Systems Engineering
Georgia Institute of Technology

PROGRAM OBJECTIVE - Currently, material handling research appears to represent a passive response to
short~term needs, rather than an active response to long-term challenges. Material handling equipment
developments have tended to be evolutionary, rather than revolutionary. Many of the "new" equipment con-
. cepts introduced to the U.S. market were developed originally in Europe. CAD/CAM research in the U.S.
has concentrated on the product design and process design functions of manufacturing; little, if any,
consideration has been given to either the schedule design function or the process design function as it
relates to material handling. The success of the integrated manufacturing facility is highly dependent
upon each function being performed effectively. Under the current set of research priorities, little

- attention is being given to the material handling research needs of the automatic factory that manufac-~
tures discrete parts.,

The objective of this research effort is to identify specific directions for material handling research.
In order to achieve the research objective a workshop will be conducted. The workshop will provide

directions for research such that material handling will not be the bottleneck in the automatic factory
of the 1990's.

PROGRAM ACHIEVEMENT -~ Since the research contract was awarded after the last report meeting at MIT in
September 1977, this report covers all progress to date. The workshop will be held at Georgia Institute
of Technology during the four day period January 29 -~ February 1, 1979. An advisory committee has been
formed, consisting of Dr. Wilbur L. Meier (Purdue University), Dr. Donald T. Phillips (Texas A&M
University), and Dr. Richard C. Wilson (University of Michigan). The workshop will address the material
handling requirements of the functional areas of receiving, storing, processing, warehousing, and ship-
ping In the automatic factory. The research needs will focus on identifying the academic disciplines
required, as well as the technological gaps that exist. Although the program for the workshop has not
been finalized, a tentative program has been developed; it is anticipated that the final program will be
available at the time of the September meeting at Purdue.

On January 29 the workshop will begin with an address by Dr. Joseph Pettit, President of Georgia Institute
of Technology and a member of the National Science Board. Dr. Bernard Chern will describe the challenge
to material handling presented by the automatic factory. Perspectives on material handling research will
be provided by a leader from the material handling industry. Several speakers from Europe will address
the subject of CAD/CAM and Material Handling.

On January 30 the workshop will focus on CAD/CAM and material handling in the United States. Representa-*
tives from university, government, and industry research groups will give presentations. The intent is

to provide the workshop participants with a feel for the state-of-the~art in the U.S. as compared with
Europe.

On the morning of January 31, it is planned to provide status reports on material handling research pro-
grams at four universities. 1In the afternoon, the attendees will be divided into discussion groups and
will address the material handling research needs. The groups will report their findings and a composite
list of needs will be formed.

On February 1, new groups will be formed and priorities will be assigned to the research needs. The

groups will report their findings and a composite prioritized list of material handling research areas
will be generated.
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CINCINNATI MILACRUN
4701 MARBURG AVENUE
CINCINNATI OH 45209

HARTMAN, DALE E.
HUGHES AIRCRAFT CO.
F.0. BOX 2035135

LOS ANGELES CA 90007

HAVENER, . B.
WESTERN ELECTRIC

P.0. BOX 1104
INDIANAPOLIS IN 46206

HART, WILLIAM G
GENERAL ELECTRIC
NELA PARK
CLEVELAND OH 44112




HARK. INZ, ROBERT

X

NAT. BUR. OF STANDARDS
WASHINGTON DC 20004

HEEN, HELGE

EASTMAN KODAK COMPANY
201 ELMGROVE ROAD
ROCHESTER NY 146350

HEGLAND, DONALD E.
PENTON/IFC

1111 CHESTER AVE.
CLEVELAND OH 44114

HERDZ INA. FRANK

/0 AMERICAN CAN COMPAN
AMERICAN LANE - 3A&
GREENWICH €T 046820

HINTZMAN, F. H.
WESTERN ELECTRIC

F.J. ROX 1104
INDIANAPOLIZ iN 46206

HOOFPES, THOMAS
DEFT. OF NAT.
RESOURCESR
FREDERICK MD 21701

HURWITZ, MARTIN .
ZENITH RADIO CUORF. -
1000 MILWAUKEE AVE.

HERMANN, ROBERT
GENERAL MOTORS TECH.
CENTER, MFG. DEVEL.
WARREN MI 420%0

B. BLDG,

HOCKEN, ROBERT

NAT. EUREAL OF STANDARDS
MET E104

WASHINGTON DC 20234

HOPWODD: NORMAN W.
FORD MOTOR CORP.

19255 OUTER DRIVE
DEARBDRN MI 48124

HY INE, ROY

CUTLER - HAMMER
F.C. BOX 463 - 464
MILWALKEE WI 53201

U-6

HESEZ, GEORGE

INGERZOLL MILLING MACHINE €0,
707 FULTON AVE.

ROCKFORD IL 41101

HOEHN, H. .
OWENS-ILLINGIS
P. 0. EOX 1035
TOLEDD OH 43446

HUBEARD, JOHN H.

THE WARNER % SWASEY RES.
28977 AURORA RDO.

SOLON OH 44139

HESS, RICHARD
TEXAS INSTRUMENTS
TEXAS INSTRUMENTS
P. 0. BOX 225421,
DALLAS TX 75269

HOLMES, JOHN G.

C/0 CINCINNATI MILACRON
4701 MARBURG AVE. LEPT. 03E
CINCINNATI OH 45209

HUGHES, JOHN J.

FEARNEY & TRECKER CORF. .
11000 THECODORE TRECKER WAY
MILWAUKEE WI 53214

INC.

M. &,

452

IDEL.SOHN, JEROME
C/0 BENDIX RES. LARS.
SOUTHFIELLD MI 48076

I NE‘ELS? 5- R-

WESTERN ELECTRIC

P.0. BOX 1104
INDIANAFOLIS IN 46206

JACORI, GEORGE
JOHNSON CONTROLS INC.
-7 E. MICHIGAN: P.UG.
MILWAUKEE WI 53201

BOX 423

JUHANNES, CAROL.
3506 LEATHERBY LN. APT.A
INDIANAPOLIS IN 46122

JUSTICE, JAMES F.

CATERPILLAR TRACTOR CO.

600 W. WASHINGTON ST. -BLLG. W
E. PEORIA IL 61430



Bl o

KELLER, PETER L

3M COMPANY

ROUTE 2, TROUT EROOK KRD.
HUDSON WI 34014

'ELLEY, ROBERT V

UNIV. OR RHODE ISLAND
DEFT. OF ELECT. ENGR.
KINGSTON RI 0z&81

KIESSEL, WILLIAM

EATON CORFPORATION
100 ERIEVIEW FLAZA
CLEVELAND OH 44114

KNAPFMANN, ROLF JUERGEN
HOLZGARTENSTR. 17

7000 STUTTGART 1
GERMANY

KELLY, JAMES C.
SANDIA LABS.
ALBUGIUERGUE NM 87185

KING, A. M.

WESTERN ELECTRIC

F.O. BOX 1104
INDIANAPOL.IS IN 46206

KELLY, ROBERT. B

UNIV OF RHODE ISLAND
DEFPT OF ELEC ENGINEERING
KINGSTON RI 02821

KISH, STEVEN C.

THE WARNER & SWASEY RES.
28999 AURORA RD.

SOLON OH 44139

KIDDER, DENNIS

C/0 AMERICAN CAN COMPANY.,
AMERICAN LANE - 3Aé
GREENWICH CT 04830

KLEMM, C. JOHN
F.0. BOX 702
NEENAH WI S4956

LAKE:, FRANK N.
TRW INC. 23535 EUCLID AVE.
CLEVELAND OH 44117

LANE, H. P.

WESTERN ELECTRIC

P.0. BOX 1104
INDIANAPOL.IS IN 46206

LAUPRETRE: T. T.
TELEMECANIQUE

2523 S0. CLEARBROOK DR.
ARLINGTON HTS. IL 60005

LEMONS, CLIFTON
AMF
GREENSEORD NC 274032

LYNCH, MIKE
TULANE UNIV.
NEW ORLEANS LA 70118

LAYMON, SEVC
SCHWITZER LV,

F.G, BOX S0-E
INDIANAPOLIS IN 46206

LEWANDDSK T, WALTER
EATON CORP,

22500 CHARDON ROAL
WILLOQUGHEY OH 44094

LEAMAN, JOH M

INIVERSITY OF WISCONSIN
1114 SUNSET CT.

GRAFTON WI 53024

LINDEOM, TCRSTEN
UNIMATION INC

17 JUNCTION ROAD
EROOKFIELLD CENTER CT 048035

LEE, ELDWARD

TEXAS INSTRUMENTS

P.0. BOX 225621, M. S, 452
DALLAS TX 75245

LUTS, WILLIAM

SIKORSKY AIRCRAFT
NORTH MAIN STREET
STRATFORD CT 04402

MADDOX, JOHN A,
HARRIS CORF,

F.O. BOX 525
WESTERLY RI 02891




AARTYMIAK, Go o
WESTERN ELECTRIL

F. O BOX 1104
INDIANAFOL IS IN 44204

MC CLURE, WARD

TeXAs INSTRUMENIS

Folo BOX 220631, M. 5. 452
UALLAS TX 732465

TIICHALEC, GEGRGE

L0 AMERICAN  CAN CUMFANY,
AMERICAN LANE - 3R4
GREEMWICH CT G&320

MILLER: STUART w.
GENERAL ELECTRIC

F. 0. BOX-43-BLDG. 377311
SCHENECTADY NY 12201

MORTON, RICHARD C.
HONEYWELL INC.
HUNEYWELL FLAZA
MINNEAFOLIS MN S5427

MATHIS, J L

WESTERN ELECTRIC

F.O. BOX 1104
INDIANAFUOLIS IN 46204

MG EATHRON, G K.
TENNECT

P 0. BOX 2511
HOUSTON 1X 77001

MILLER, DAVIL W.
LUULYEAR ARRUSFACE CORP,
1410 MAS=ILLON RD,

ARRUN H 443215

MILLEY, MICHAEL

EASTMAN KODAK COMFANY,

1669 LAKE AVE. » KODAK FARK LIV,
ROCHESTER NY 144650

MOSCYNSKI, MICHAEL

AIR FORCE

AFML/LTC

WRIGHT .FATTERSON 0OH 45433

MANN, J. ADIN

CASE WESTERN RESERVE UN.
DEPT. OF CHEM. ENGR,
CLEVELAND OH 44104

MAXWELL, WILLIAM L.
CORNELL UNIVERSITY
441 SOUTH FIRST, APT. 10Z
ANN ARBOR MI 42103

MEHLHOFE, KENNETH
CINCINNATI MILACRON
2725 CAMARGU RI.
CINCINNATI OH 45243

MILLER, GORLCN
EASTMAN EOLAK
ROCHESTER NY 14450

MODDOX, | JOHN
HARRIS CORF.
WESTERLY RI 02891

MURRAY, - MICHAEL F.
THE DE VILBISS CO.
F.0. BOX 913
TOLEDO OH 434692

MAYD, BRUCE R.
TEXAS INSTRUMENTS
F. 0. BOX &0173
DALLAS TX 735243

MERGLER, H. W.

CASE WESTERN RL-ERVE
1525 QUEEN ANNE'S GATE
WESTLAKE OH 44145

MOREL, E.

TELEMECANIGUE

2525 &0, CLEARBROOK LR.
ARLINGTON HTS. IL 60005

NEVINES, JAMES

THE CHARLES STARK DRAPER LAB.
555 TECHNOLOGY SRUARE
CAMERIDGE MA 02139

MITZAN, DAVID .
STANFORD RESEARCH INSTITUTE
F. 0. ROX 2203

MENLO PARE CA 9402%

USTER, EUGENE
OWEN-ILLINOIS
F. 0. BOX 1033
TOLEDD 0OH 43644



CrHAUEN, M1CHAEL
TEXAS INZIRUMENTZ
F.in BOX 220474
LALLAS 1X 79269

OVERTON, A
GENERAL ELECTRIC
1101 WALL STREET
F.o. BOX 2220

FORT WAYNE IN 446204

OKAMOTO, KETICHI
HITACHL

292 YOSHIDA-MACHI
TOTSUEA-KU

Y OHAMA

JAFAN

CLEZTYN, JOSEFH T
GENERAL. MOTORS
GENERAL MOTORS RES.

LAES.
WARREN MI 42090

FARSONS, FRED

FED. FROL.

1144 EDDY STREET
PROVIDENCE RI 02901

FEARCY, R. E.

WESTERN ELECTRIC

F.Q. BOX 1104
INDIANAPOLTS IN 44204

FFLEUGNER, R. T.
SOUTH BEND LATHE CORF.
400 W. SAMPLE S7. -
GOUTH BEND IN 46618

PARSONS, FRED G.
FEDERAL PRODLCTS CORP.
1144 EODY STREET
PROVIDENCE RI 02901

FERZLEY, WILLIAM
UNIMATION INC,
SHELTER ROCK LANE
DANBURY CT 06810

FLANTE, ROBERT
WHIRLFIOOL

MUONTE ROAD

K & £ LIVISION

BENTUN HARBOR MI 49012

U-9

FARK, WILLIAM

STANFORD RES. INSTITUTE
786 COLEMAN AVE.

MENLO FPARK CA 94023

FASTORING, A. A

LOCKHEED MISSILES & SPACE
CO. » INC. , PO, BOX 304
SUNNYVALE CA 94088

PETERSON, A. V.
INTERNATIONAL HARVESTER,
164 WEST 2460 33RD STREET
HINSDALE IL 60321

FOLI, CORRADC R.
UNIV. OF MAZS.

DEFT. OF MECH. ENGR.
AMHERST MA 01003

PARKINSON, T. D.

GOULD, INC.

40 GOULD CENTER

ROLLING MEADOWS IL 40003

PATUN, RONALD

EORG - WARNER REEZ.
WOLF & ALGONGUIN RDS.
DES FLAINES IL 40013

PETERSON, DONALD F.
SANDIA LAES.
ALEURUERQUE NM 871835

WUAYLE, JAMES K.
HONEYWELL INC.
HANEYWELL FLAZA
MINNEAPDL IS MN 55408

QUADE, E. D.

ALUMINUM COMPANY OF AMERICA
ALCOA CENTER

ALCOA CENTER PA 15069

RALEER, MARK

JET PROP. LA

2300 DAK GROVE LKIVE
PASALENA CA #1103

REGUICHA: ARISTIDES
#HE aNIVERSITY OF ROCHESTER

ROCHESTER
ROCHESTER NY 14627




REINGOLD, ALVIN
FORD CORF. -

P. 0. BOX S907
DALLAS TX 75222

RAUS, o E.

WESTERN ELECTRIC

F.0. BUX 1104
INDIANAGFULIS IN 46204

RHORER, A. =.

WESTERN ELECTRIC

F.0. BOX 1104
INDIANAPOLIS IN 46206

REEMAN, JACK

LORD CORPORATION

1435 WEST .2TH STREET
ERIE PA 146512

RIESGRAF, MATT
HONEYWELL

2400 RIDGWAY PARKWAY
MINNEAPOLIS MN 55413

RING: M. o

WESTERN ELECTRIC

P.0., BOX 1104
INDIANAPOLIS IN 46206

ROSEN, CHARLES

STANFORD RESEARCH INS11TUIE
F. 0. BOX £24003

MENLO FARE CA 4042

ROTH,  JUHN A,
UNITED STEEL CORF.
1353 FORTVIEW DRIVE
FITTSRURGH FPA 135227

RING, STUART

EASTMAN KODOAK COMFANY
201 ELMGROVE ROAL
ROCHESTER NY 14420

ROs=, MILTOM D

amMP  INUORFURATEL
F. U BUX 3608
HakR1=BURG PA 17105
RUEGSEGEER, JACK

MIT

CAMBRIDGE MA 02134

U-10

RIFMA. [. I

WESTERN ELECTRIC

P.0. EOX 1104
INDIANAFPOLIS IN 446204

FO=s0L, LOTHAR
GENERAL MO URE
GENERAL MOTORS RES. LAES
WARKEN M1 480%0

Rilu-F, CARL
GENERAL ELECTRIC
SCHENECTADY NY 12304

ROBERTZ0ON, GORLON 1.
WESTERN ELECTRILC
P. . BOX 900
FRINCETON No 085340

ROTH, JOHN
&00 GRANT &T., ROOM 1621
FITTSEURGH PA 152320

ZAHAJADAR, STEVEN
CASE WESTERN RESERVE LN,
10200 EUCLID AVE..
CLEVELAND OH 44104

SCHOEN, RICHARD
NAT. 5CI. FOUNDATION
WASHINGTON LT 20530

SELTZER, DONALD

C. 5. DRAFER LABORATORY
555 TECHNOLOGY SaUARE
CAMBRIDGE Ma 02138

SHIRAL, YOSHIAKI

ELECTROTECH LAE
ELECTRUTECHNICAL LAE.

F=fb=1 NEGATA-CHU, CHIYODA-KU
TUEYD

JAPAN

SNYDER, WESLEY E.
C/0 NORTH CAROLINA STATE
UNIVERSITY, DEFT. OF E.E.
RALEIGHT NC 27630

SANDER- CEDERL.OF, BOE
TEXAS INSTRUMENTS

F.Q. BOX 225621, M. & 452
DALLAS TX 79265



SCHRALDER, G. E.

TRW INC.

2335 EUCLID AVE.
CLEVELAND OH 44117

Sy RICHARL
NATIUNAL ENu.  LAE.
EAS ! KILERILMGE
GLASL(W

SCOTLANLD

SHARTHE, 4 A

WES 'eERN eLECTRIC

F. 00 EBOX 1104
INDIANAPOLIS IN 44206

SARGENT, DAN W.

NAVAL AVIONICS CTR.
4000 B 218T
INDIARAFOLIS IN 4421

SCHULZ, EKHEHARD

HOLZGARTENSTR., 17
7000 STUTTGART 1

GERMANY

SHATTO, .WALTER C.
AMF INCORPORATEL
F.O. BOX 3408
HARRISEURG FA 17103

SKAGGS, FRANK

TEXAZ INSTRUMENTSZ,

F. 0. BOX 225&21, M. Z.
DALLAS 1X 792463

STAUKHOUSE, TED H.
CINCINNATI MILACRON
7751 SHALYWOODS COURT
CINCINNATI OH 45244

SCHIKATA, HIROSHI
145 W. GILMAN =T.
MADIZON WI 53701

SCHUMM, . L.

WESTERN ELECTRI.

F. O, BOX 1164
INDIANAFOLIS IN 44206

432
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SHEN, SHAN-FU
CORNELL UNIVERSITY.
2046 UFSON HALL
ITHACA NY 14233

SMITH, BRUCE

MC DONALD -DOUGLAS
PO S1é

ST LOIUS MO 631484

STADELMAN, JOSEPH F.
GOODYEAR AEROSPACE CORP.
1210 MASSILLON RO

AKRON OH 443215

WESTERN ELECTRIC
F.0. BOX 1104
INDIANAPOLIS IN 446206

SULLIVAN, ROBERT W.
GENERAL ELECTRIC

1 ROVER ROAD, BLDG. 36
ROOM 627

SCHENECTALY NY 12343

STEINBERG, MORRIZ
LOCKHEED

F. 0. BOX 331
BUREANK CA 913520

SUTHERLANDL, GEORGE H.

L0 OHIO STATE UNIVERSITY
206 WEST 18TH AVENUE
COLLMBUS OH 43210

STEVENSON, WARREN; H

SCHOOL OF MECH. ENGINEERING
FUR DUE UNIV.

W LAFAYETTE IN 47907

SUTTON, GEDRGE
LAWRENCE LIVERMORE LAB.
LIVERMURE CA 94450

SUH. NAM P

MASE. INSTITUTE OF TECH.
77 MASSACHUSETTS AVE.
CAMERIDGE MA 02129




SWEENEY, DONALLD W.
C/0 PURDUE LINIV.,
DEPT OF MECHANICAL ENGR.
WEST LAFAYETTE IN 47907

TAKASE, KUNIFATZU

400 M. RIVER RLL, AFT. 41u

WEST LAFAYETTE IN 4770&

TESAR, DELEERT
UNIVERSITY OF FLORIDA
MECHANICAL ENGINEERING
GAINESVILLE FL 232411

TREECE. RUBERT
CATERPILLAR TRACTOR CO.
A00 W. WASHINGTON S5T.
E. PEORIA IL &1&30

TANCHOCL,  JO5E MARLIU
1004 WidRil LRIVE
BLACKSRURG VA L4080

TLUSTY: Ja
MC MASTER UNIVERSITY

MECHANTCAL ENG. DEFT, ONTARIO

HAMILTON La% 4L7
CANALA

TUCKER, CHARLES L.
Z005A FLORIDA AVE.
URBANA IL &1201

TARAMAN, SANAA
&£341 UNIVERSITY DR.
DEAKBORN HTS. MI 48127

TOTH, I,

TRW

2359% ELCLID
CLEVELAND 0OH 44117

TYSON, DAIVD Z.

GONDYEAR TIRE % RUBBRER CO.
4425 W, EATH ROAD

AKRON OH 44=1Z

U-12

TAYLOR, RUSSELL

IEM, T..d. WATSON

RESEARCH

YORETOWN HEIGHTS NY 10593

ToOW, JULIUS T

C/0 UNIVERSITY OF FLORIDA.
339 LARSEN HALL
GAINESVILLE FL 22611

VAN LYCK, FRANS

MASS., INSTITUTE OF TECH.
77 MAZSACHUSETTS AVE.
CAMERIDGE MA Q21372

VOELCKER, HEREERT B.
THE UNIVERSITY OF
ROCHESTER

ROCHESTER NY 144847

WARD, JOHN

MASS. INST. OF TECHNOLGY
19 ROEINSON RIM

LEXINGTON MA QZ173

WHITNEY, LANIEL

L. S. DRAFER LABURATORY
9% TECHNOLOGY SQUARE
CAMBRIDGE MA GZ129

WARKENFELT, F. L.
WESTERN ELECTRIC

F.0. BOX 1104
INDHANAFOLIS IN 446204

Witl, PEIER M.

ligrr CURE.

b G. BUXK 132

EOLA RATON FL 3245<

WAGNER. ELWARLD E.
EASTMAN EOQDAK COMFANY
201 ELMGRCOVE ROAL
ROCHESTER NY 144350

WATSON, FALL

INNOMAT TON

F. o, EOX 43

ARLINGTON HEIGHTS MA Q2173

WILSON: DAVID
CAMERIDGE MA 02139




WANG, KUD-FING
CORNELL UNIVERSITY,
236 UPSON HALL
ITHACA NY 14853

WHITE, JOHN A.
GEORGIA INST. OF TECH.
SCHOOL OF INDUSTRIAL
& SYSTEM ENGG.
ATLANTA GA 30332

WILSON, DONALD
DIGITAL EQUIP. CORP.
¥7 PIPER RUOAD
ACTON MA 01720

WILSON, LAURIE

TEXAS INSTRUMENTS

MS 12-21;34 FOREST ST.
ATTLEBORG MA 02703

WYNN, N. R.

WESTERN ELECTRIC

F.0. BOX 1104
INDIANAPOLIS IN 44206

WILSON, RICHARD L.
UNIVERZITY OF MICHIGAN
INDUSTRIAL & OFERATIONS
ENGINEERING

ANN ARBOR MI 43109

WYSK., RICHARD A.
ROUTE 1, BOX &03A
CHRISTIANS- BURG VA 24073

WL, SHIEN-MING
237 SOUTH HIGHLANDS AVE,
MADISON WI S270%

WURTZEL, RICHARD 1.
LOCKHEED~ CALIFORNIA Co.
LOCKHEED-CALIFORNIA CO.
6430 BELMAR

EUREANK. CA 915290

YEAGER, TOM
CINCINNATI MILACRON
4701 MARBURG AVE.
CINCINNATI O 45209

U-13

YOUNG, ROBERT E.
15301 JAMES
0Ak. PARK MI 48237

LDEBLICK, WILLIAM
METCUT RESEARCH
2703 E. ILLINOIS
URBAEA IL 61801

ALBUS, JAMES
ARLISON, DAVID
BELHOTT, MEL

*BINFORD, THOMAS
BIANCARELLI, E. J.
CLYMER, J. C.

*COLE, JOHN

*CUST, ERIC

*DAUDT, STEPHEN

*DRAKE, SAMUEL
DOUGLAS, McDONALD

*DALE, TOM
GLADISH, GARY

*JACOBSEN, CHARLES

*KLAVANS, RICHARD

*KUMPH, SCOTT

*LEHR, FRANK
MAYER, RICHARD
PARKINSON, T. D.
SCHULTZ, EKHEBACD
SUTTON, GEORGE

*SIMUNOVIC, SERGIO
TSENG, M. M.
UPDIKE, JAMES

WHITMYRE, DAVE

*TEMPORARY REGISTRATION




