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Summary 

While the relationship between internal consistency and validity in traditional tests is well 
established, little is available for tests that predict dichotomous diagnostic outcomes. An 
understanding of such a relationship is important in cases such as the prediction of 
clinician diagnoses by psychological tests. Tests such as the MCMI are validated against 
such clinical diagnoses. The limiting effects on positive predictive powers given levels of 
Kappa are developed. The current work provides the relationship between Kappa and 
Positive Predictive Power for use with tests and applies it specifically to a test of 
psychopathology as an example. This may be applied to any situation where judgments 
are predicted by tests such as in mental health, medicine, or selection and training. 



The relationship between reliability and validity 
in a Bayesian world 

Introduction 

Background: The relationship between reliability and validity in Fisherian statistics is 
well established (Nunnally, 1978; Suen, 1990). Traditional tests calculate reliability 
through Cronbach alpha and validity, usually, through a correlation coefficient. With 
traditional norm referenced and continuous metric tests such as the MMPI-II (Butcher, 
Dahlstrom, Graham, Tellegen, and Kaemmer, 1991) these statistics are appropriate. 

Some of the newer tests such as the MCMI-IH (Millon, 1994), however, provide 
diagnostic hit rate data which is dichotomous and Bayesian in nature (Retzlaff, 1995; 
Craig, 1993). For example, while the Base Rate scores of the MCMI-HI can vary from 0 
to 115, the fundamental interpretation is whether the score is 85 or greater. This test was 
built to optimally predict membership in a diagnostic group (American Psychiatric 
Association, 1987; 1994) and 85 is the cut score. This test and its earlier versions (Millon, 
1977; 1987) have often been used in the military (e. g., King, 1994, Retzlaff and 
Gibertini, 1987; 1988). 

Validity of tests such as these is calculated through operating characteristics (see 
Table 1). These characteristics (Gibertini, Brandenburg, and Retzlaff, 1986; Williams, 
1982) include diagnostic prevalence, test positives, sensitivity, specificity, positive 
predictive power, and negative predictive power. Positive predictive power is the most 
important statistic for clinicians. It is the proportion of cases who are identified as having 
the disorder who actually have the disorder. It answers the question, for example, "Of all 
patients with a high score on Antisocial, how many are actually antisocial?" 

The calculation of these statistics involves a 2 by 2 hit rate matrix with the test on 
one marginal and clinician diagnoses on the other. The problem with this is, however, 
that the test is being validated against clinician diagnoses which are to some degree 
unreliable (e. g., Retzlaff, 1996, Retzlaff and Gibertini, 1994). Interjudge (clinician) 
agreement is usually established through the calculation of Kappa (see Table 2). Kappa is 
basically the proportion of correct agreement beyond sheer chance (Wickens, 1989). It, 
therefore, corrects for situations where extreme prevalence artifactually increases 
apparent interjudge agreement. It is calculated through a 2 by 2 matrix with each of two 
judges on one marginal. DSM field trials (Diagnostic and Statistical Manual; American 
Psychiatric Association, 1980) for example found Kappa's for the personality disorders 
(Millon, 1981; 1990) in the 0.26 to 0.76 range. Clinicians are not very reliable. Part of 
this is due to the relatively low prevalence of clinical disorders which usually are in the 
0.05 to 0.15 range. 



Purpose: The purpose of the current work was to calculate the ceiling effect of Kappa on 
positive predictive power. 

Method and Results 

As both operating characteristics and Kappa are calculated from 2 by 2 matrices, 
common cell frequencies could be used to calculate both. In effect, the summary 
statistics are algebraically solved through the common cell frequencies. In many ways, 
just as reliability is a special case of validity (the validity of a test against itself), Kappa is 
just another way of looking at operating characteristics. 

Table 1 

The calculation of operating characteristics 

Judge + Judge - 
Test + a b a + b 
Test- c d c + d 

a + c b + d 1.00 

positive predictive power = a/(a+b) 
negative predictive power = d/(c+d) 
sensitivity = a/(a+c) 
specificity = d/(b+d) 
prevalence = a+c 
test positives = a+b 

Table 2 

The calculation of Kappa 

Judge A + Judge A - 
Judge B + a b a + b 
Judge B- c d c + d 

a + c b + d 1.00 

po = a+d 
pc = ((a+b)*(a+c))+((c+d)*(b+d)) 
Kappa = (po-pc)/(l-pc) 
prevalences = a+b and a+c 



Table 3 combines the operating characteristic and Kappa tables into, in essence, a 
three way table including both judges and the test. This is done to allow for an integrated 
approach to the problem. The eight cells include all possible combinations of judgment 
agreement and test prediction. 

Table 3 

The combination of operating characteristics and Kappa tables 

J1+J2+ J1+J2- J1-J2+ J1-J2- 

Test    + ätest + btest + Ctest + dtest + test+ 
Test     - &test" btest - Ctest - dtest - test- 

a b C d 1 

In order to set Kappa and operating characteristics equal, a number of assumptions 
are necessary. The purpose of these assumptions is to limit and constrain the models in 
such a manner as to allow for a solution. It is impractical to attempt to solve such a 
problem with too many "degrees of freedom". The first assumption is that the two judges 
will have equal prevalence rates. In effect, each judge will diagnose the same proportion 
of cases as "having the disorder". In practice such is not always the case. The degree to 
which prevalences are different, however, impacts the reliability of the judgments and 
Kappa. The more the prevalences are different, the lower Kappa will be. By setting the 
two prevalences equal, this source of error is eliminated and allows for the desired 
estimation of maximal PPP given "pure disagreement". Included in this assumption is 
that the test positive rate will equal the clinician prevalence rates. Here again, test 
positive rates may be different from the underlying clinician prevalence rates but doing so 
will usually exact a cost in terms of a lowered PPP. 

The second assumption further defines the model in asserting that the sensitivity 
(and given equal prevalences, the specificity) of the test to each judge is the same. This 
constraint is necessary to eliminate situations where the test is "better" at modeling the 
decisions of one judge over the other. Indeed, without this assumption, there is nothing to 
prevent PPP with respect to one of the judges from reaching 1.00. 

Assumption #1: Prevalence of disorder is identical for Judge 1 and Judge 2. The test 
positives (prevalence for test) is also identical to the judges. 

In the case of the Kappa table, 
therefore, a+b = a+c, 
which means b = c. 



In the case of the Operating Characteristics table and the table above, 
test positives = atest + + btest + + ctest + + dtest +, 
which means test positives = a + b. 

Assumption #2: Sensitivity of the test relative to each judge is the same. 

So, (atest + + btest +) / (a + b) = (atest+ + ctest+) / (a + c), 
which means btest + = ctest + and btest - = ctest - 

Placing these constraints on the problem and Table 3 gives Table 4. The two 
assumptions make the off diagonals of the original 2 by 2 matrices equal. As such, b 
equals c and c may be replaced by b, simplifying the matrix and cellular structure. 

Incorporating Assumptions #1 and #2 gives the table below: 

Table 4 

Combined tables with first assumptions 

J1+J2+ J1+J2- J1-J2+ J1J2- 

Test     + atest + btest + btest + dtest + test+ 
Test     - atest- btest - btest - dtest - test- 

a b b d 1 

In our quest for maximal PPP given a specific Kappa, the maximal case will occur 
when the test at least always agrees when the judges agree. As such, when the two judges 
agree on either the diagnosis being present or being absent, the test would also agree 
(Assumption 3a). This suggests that the test is perfectly reliable and valid. No test is, but 
this constant allows for the calculation of a truly maximal PPP. Assumption 3b later will 
provide an alternative. 

Additionally, imbedded in this assumption is the "correcting" of Kappa for the 
reduction in judges from two to one. The logic goes that "it takes two to disagree". One 
could assume that half of the disagreement is attributable to one judge and the other half 
to the other judge. In essence, the off diagonals are error and half the error is attributable 
to each of the two judges. If it is necessary to develop a model where a test is used to 
predict the diagnoses of a single judge, then it is necessary to correct for the "double 
error" and attribute only half the error to the single judge. In effect, this is a "single judge 
corrected Kappa". In and of itself it is an important conceptual development. However, 
with some algebra, maximal PPP may be defined in terms of b and prevalence (see 
Equation 1). 



Assumption 3a: The maximum possible value of PPP will occur when the test is perfect 
relative to the agreements of the judges and atest- = 0 and dtest+ = 0, meaning atest+ = a and 
btest+ = b/2. 

Therefore,      PPPmax = (a + b/2) / (a + b) 
PPPmax = (a + b-b/2)/(a + b) 
PPPmax=l-(b/(2(a+b))) 

Since prevalence = a + b, 

PPPmax = 1 - (b/ (2(prev)) Equation 1. 

With an ultimate goal of defining PPP in terms of Kappa and prevalence, b must 
be defined in terms of Kappa and prevalence.  Equation 2 defines b in terms of Kappa 
and pc. Equation 3 substitutes this for b in Equation 1. Equation 4 solve for pc in a 
manner which allows for its substitution into Equation 3. 

Now, K = (po - pc) / (1 - pc), 
where po = a + d=l-2b 
and     pc = (a+c)(a+b) + (b+d)(c+d) 

= (a+b)2 + (b+d)2 

= (prev)2 + (1-prev)2 

Therefore,       K = ((l-2b) - pc) / (1 - pc) 
K = ((l-pc)-2b)/(l-pc) 
K (1-pc) = (1-pc) - 2b 
2b = (1-pc) - K(l-pc) 
2b = (1-pc) (1-K) 

b = (l-pc)(l-K) / 2 Equation 2. 

Substituting equation 2 for b in equation 1, 

PPPmax = 1 - (((l-pc)(l-K))/2) / 2(prev) 
PPPmax = 1 - ((l-pc)(l-K)) /4(prev) 

PPPmax = 1 - ((l-K)/4) ((l-pc)/prev) Equation 3. 

Next, consider what (l-pc)/prev might be, 

Recall pc = (prev)2 + (1- prev)2, 



so (l-pc)/prev = (1 - (prev)2 - (1-prev)2) / prev 
(l-pc)/prev = (1 - (prev)2 -1 + 2(prev) - (prev)2) / prev 
(l-pc)/prev = (2(prev) - 2(prev)2) / prev 
(l-pc)/prev = (2(prev)( 1-prev)) /prev 

(l-pc)/prev = 2(l-prev) Equation 4. 

Substituting equation 4 for (l-pc)/prev in equation 3, 

PPPmax=l-((l-K)/4)(2(l-prev)) 

Simplifying the above, we are left with the relationship between PPP and Kappa 
given a specific prevalence level. This, however, does include the above three 
assumptions. The first two are relatively appropriate. The third, though, assumes a test 
which is perfectly reliable and valid. 

So PPPmax under the current assumptions is related to kappa in the following manner: 

PPPmax = 1 - ((l-K)(l-prev)) / 2 Equation 5. 

Appendix A provides these figures for a range of Kappa's at .05, .10, and .15 
prevalence levels. It should be noted that this figure is truly a maximal PPP and as such 
will probably never be attained by a test of any sort. Note also the probably unrealistic 
elements at the extreme lower end of Kappa's. In the case of a .05 prevalence, the off 
diagonal correction for the single judge allows for more correction than reality. In effect, 
at a Kappa of -.05, which is below chance, the test supposedly could have a PPPmax of 
.50. This is highly unlikely and purely the result of the correction from two judges to one. 

This, however, assumes that the test is perfectly reliable and valid. An additional 
assumption could be proposed to better reflect most tests in the "real world". Tests are 
less than perfectly reliable and certainly less than perfectly valid. Some estimation of the 
degree of imperfection is necessary. An argument could be made that the quality of the 
test is fairly directly related to the quality of clinician judgments. If two judges can't 
seem to agree on a diagnosis (and have a low Kappa), it is likely that a test of that 
particular diagnosis would also be relatively poor. The connection is probably even more 
direct when one considers that fact that it is the clinicians who write and choose items for 
psychological tests. One could set the imperfection of the test equal to the imperfection 
of the clinicians. 

Assumption #3b: The level of agreement between the test and either judge is the same 
as the agreement between the judges. 

Therefore,       atest + + btest + = a. 



Incorporating that assumption, the table would become: 

Table 5 

Combined tables with final assumption 

J1+J2+ J1+J2- J1-J2+ J1J2- 

Test    + a-x X X b-x a + b 
Test     - X b-x b-x d - (b - x) b + d 

a b b d 1 

If        PPP = a/(a + b) generally 
then    PPPrw = ((a - x) + x) / (a + b), where rw stands for "real world" 
then    PPPrw = (a + b - b) / (a + b) 

PPPrw = ((a + b)/(a + b)) - (b/(a + b)) 

PPPrw = 1 - b/prev Equation 6. 

Equation 6 is very similar to Equation 1 except that the prevalence element has 
been reduced. As such, more is subtracted from 1 and a more conservative and "real 
world" PPP is developed. 

Substituting equation 2 for b in equation 6 gives, 

PPPrw=l-(((l-pc)(l-K))/2)/prev 
PPPrw = 1 - (d-K)/2) ((l-pc)/prev) 

Substituting equation 4 for (l-pc)/prev gives, 

PPPrw=l-((l-K)/2)(2(l-prev)) 
PPPrw=l-(l-K)(l-prev) 
PPPrw = 1 -1 + K + prev - K(prev) 

So PPP is related to Kappa with the third "real world" assumption added in the following 
way: 

PPPrw = prev + K(l - prev) Equation 7. 

Appendix A provides these estimates along with the maximal PPP's developed 
earlier. Across varying prevalence rates, three things are discovered about real world 
PPP. 1) At perfect agreement, Kappa is 1.00 and positive predictive power is 1.00. 2) 
At chance agreement, Kappa is 0.00 and positive predictive power is equal to prevalence. 
And 3) positive predictive power of 0.00 is only possible with Kappa's below chance. 



This formula presents the limits of validity given reliability in a Bayesian world. 
Positive predictive values for psychological tests can never be perfect given the 
imperfection of the clinician standards. 

Discussion 

Two estimations of positive predictive power have been developed given levels of 
Kappa and prevalence. The first is a truly maximal estimation and is heavily constrained 
by the assumption of perfect test psychometrics. No test would ever be able to match 
these numbers. This figure may be of use in a ratio approach to the validity of tests. If 
indeed this number is the best possible figure given Kappa and a prevalence, then perhaps 
it should serve as the denominator in a ratio statistic describing the ability of a test. For 
example, if the prevalence rate is 0.05 for a particular study with an underlying Kappa of 
0.40, the maximal PPP would be 0.72 (Appendix A).  If the test has a PPP of 0.36, the 
ratio of obtained PPP to maximal PPP would be 0.50. This ratio indicates that the test 
has achieved 50% of the possible and available positive predictive power. Depending 
upon the situation this may be considered adequate. 

In developing this formula, however, an interesting development occurred. It was 
necessary to partial the error variance in Kappa to the two judges. As such, a single judge 
Kappa was developed. This concept may be a more realistic estimate of a single judge's 
ability to diagnose conditions. Original Kappa essentially models the error in an 
agreement situation involving two judges and in so doing does something of a disservice 
to each individual judge. 

The second is an estimation which is achievable by many psychological tests. 
This second estimation should be considered the goal of tests which attempt to make 
dichotomous predictions of judgments. By way of example using psychiatric diagnoses 
and the MCMI, if the Kappa for Compulsive personality disorder is 0.25 in the DSM, a 
scale such as the MCMI-in Compulsive Personality disorder will probably only achieve a 
positive predictive power of about 0.29 at a disorder prevalence of 0.05. In other words, 
the scale will only accurately identify 29% of those who score above the cut score. This is 
due to the unreliability of the clinician judgments plus the probable level of test 
psychometrics. This estimation is important in that it allows for appropriate expectation 
levels of psychological tests. Tests of this type are doing "well" if they achieve that 0.29 
PPP. Positive predictive powers of 0.80 or 0.90 are unlikely and should not be expected. 
Indeed, positive predictive powers well above these estimates should be suspect. 

While the current work has focused on the use of psychological tests to predict 
psychiatric diagnoses, the current formulae may be used in any situation where tests are 
used to predict judgments. In the military, tests are used to predict who will make a good 
officer, who should be selected for training, who should be dropped from training, who 
should be promoted, who should be retained, and a large number of other situations. 
While some of these judgments may seem very objective such as who fails out of 
training, the fact of the matter is that it is always a judgment who has failed and who 



should continue. Tests and check rides may seem to offer objective measures of ability 
but the grades are judgments. As such, most military decisions are more like the 
diagnosis of a psychiatric disturbance than most realize. 
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Appendix 

Maximum and "real world" positive predictive powers at various prevalences and 
kappa's. 

PREVALENCE: 
 .05 .10 ,15  

KAPPA PPPmax PPP™ PPPmax PPP™ PPPmax PPPr 

1.00 1.00 1.00 1.00 1.00 1.00 1.00 
0.95 0.98 0.96 0.98 0.95 0.98 0.96 
0.90 0.95 0.91 0.95 0.91 0.96 0.91 
0.85 0.93 0.86 0.93 0.86 0.94 0.87 
0.80 0.91 0.81 0.91 0.82 0.91 0.83 
0.75 0.88 0.77 0.89 0.77 0.89 0.79 
0.70 0.86 0.72 0.86 0.73 0.87 0.74 
0.65 0.84 0.67 0.84 0.68 0.85 0.70 
0.60 0.81 0.62 0.82 0.64 0.83 0.66 
0.55 0.79 0.58 0.80 0.59 0.81 0.62 
0.50 0.76 0.53 0.77 0.55 0.79 0.57 
0.45 0.74 0.48 0.75 0.50 0.77 0.53 
0.40 0.72 0.43 0.73 0.46 0.74 0.49 
0.35 0.69 0.39 0.71 0.41 0.72 0.45 
0.30 0.67 0.34 0.68 0.37 0.70 0.40 
0.25 0.65 0.29 0.66 0.32 0.68 0.36 
0.20 0.62 0.24 0.64 0.28 0.66 0.32 
0.15 0.60 0.20 0.62 0.23 0.64 0.28 
0.10 0.57 0.15 0.59 0.19 0.62 0.23 
0.05 0.55 0.10 0.57 0.14 0.60 0.19 
-.00 0.53 0.05 0.55 0.10 0.57 0.15 
-.05 0.50 0.00 0.53 0.05 0.55 0.10 
-.10 , . 0.50 0.01 0.53 0.06 
-.15 , . 0.51 0.02 
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