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• Honors Received: 1. 
• Prizes or Awards Received: 1. 
• Promotions obtained: 0. 
• Graduate Students Supported: 8. 
• Post-docs supported: 1. 
• Minorities supported: 0. 

2    Project Summary 

Objective The general goal of this program is to scale up our ability to do uncertain reasoning 
to domains that are significantly larger and more complex. As part of this effort, we are defining 
a natural and expressive knowledge representation language which combines the expressive power 
of Bayesian networks with that of first-order logic and object-oriented models. This language 
exploits the fact that most complex domains are highly structured, and can therefore be described 
compactly. Knowledge represented in this language is modular and reusable, so that it can be 
applied to many situations. The model can be adapted over time, in response to changes in 
the world or to conclusions reached in the reasoning process. In conjunction with our work on 
representation, we are also developing inference algorithms for large-scale complex model, and 
learning algorithms which will allow these models to be learned from data. 

Background Over the last decade, there has been growing consensus that the ability to reason 
and act under uncertainty is fundamental to intelligent behavior. After all, the available sensors 
are rarely accurate, there are many relevant factors that cannot be observed, the future can never 
be predicted with certainty, and actions do not always have the desired outcomes. 

In recent years, probabilistic representations have come to dominate the field of reasoning under 
uncertainty. These allow the agent's reasoning process to be based on sound theoretical foundations, 
and to utilize such well-understood techniques as conditioning for incorporating new information, 
and expected utility maximization for making decisions. 

Bayesian belief networks make probabilistic reasoning tractable by utilizing the locality structure 
in the domain: the fact that, typically, only very few aspects of the situation directly affect each 
other. They have been used successfully in a variety of applications, ranging from medical diagnosis 
to real-time monitoring of space shuttle launches. 

Despite their great success, Bayesian networks do not address all of the representational needs 
of a large and complex domain. In particular, a Bayesian network describes the world in terms of 
a predetermined set of attributes and a fixed set of connections among them. As a consequence, 
domains that involve many complex entities must be modeled using a single large network, one which 
is usually too complex to be useful. The static nature of the network is even more problematic in 
domains where the set of relevant entities is not known in advance. Finally, the fixed nature of 
the network structure also makes it difficult to share knowledge among applications, so that a high 
initial knowledge acquisition cost must typically be paid for each new domain. 

Approach We are addressing this task using two main tools: the development of a flexible 
representation language which allows knowledge to be used in a wide variety of situations, and 
the development of algorithms that support effective inference by tailoring their behavior to the 
context and to the user's task. 



Our representation language augments Bayesian networks with some of the expressive power of 
first-order logic (predicate calculus) and object-oriented models. It exploits the same basic idea, 
of viewing the world as a set of domain entities (or objects). We associate properties with these 
entities, and allow them to be related to each other. In a military context, for example, each military 
unit is an entity; various geographic locations where troops can be located are also entities, with 
their own properties. By defining classes of entities, we can exploit regularities in the domain, i.e., 
provide a single representation for complex behavior patterns that recur many times in the domain. 
For example, we can specify general models for military structure and tactics, for terrain, etc. We 
can also specify connections between different objects, e.g., the connection between a unit's activity 
and the properties of the terrain where it's currently located. These general models can then be 
used to generate specific models for a variety of situations. 

In our recent work, we have defined an object-oriented Bayesian network language that supports 
modeling of this type. We have shown that the use of encapsulation allows the construction of 
complex entities out of simpler ones, with the ability to ignore the internal structure except where 
necessary. The use of inheritance hierarchies gives rise to a natural notion of abstraction, supporting 
reasoning at different levels of granularity. We can ascribe well-defined declarative semantics for 
this language using ideas from functional programming languages. We are currently integrating 
this framework with that of logical frame-based systems. The language will thus provide the first 
integration between two disparate strands of work: frame-based or object-oriented systems and 
Bayesian networks. As such, it allows a direct integration between sensor to symbol level systems 
and higher level schema-based representations. 

In addition to the work on representation, we are also working on inference algorithms for more 
complex domains. In our recent work, we have shown that when we represent a complex domain 
using a more expressive language, we are not increasing the complexity of inference. Rather, the 
additional structure encoded in the language can be used to make inference significantly more 
efficient. For example, our language allows one object to be encapsulated within another. This 
property can be used to modularize the reasoning within objects, providing scaling guarantees for 
the performance of large domain models specified in this language. Our language also allows a 
model to explicitly encode the fact that the domain contains many similar entities (e.g., vehicles); 
an inference algorithm can then combine the inference process for all of them, avoiding unnecessary 
duplication of work. In some cases, we obtain an exponential decrease in complexity. 

We are also continuing our work on inference targetted to a particular context and task. Our 
language allows us to focus our inference only to the entities that are relevant to the query. We 
are also developing techniques which allow intelligent approximate inference via a context-sensitive 
abstraction of parts of the domain. 

Finally, we are doing substantial work on learning models from data, with the goal of easing 
or avoiding the process of knowledge elicitation from human experts. Our focus so far has been on 
learning the probabilistic parameters, since probabilities are notoriously hard to elicit from people. 
In the future, we are planning to begin investigating the problem of learning the domain structure: 
the probabilistic relationships between the properties of an entity, the taxonomic hierarchy over 
entities, etc. We believe that the additional structure encoded in our representation language will 
prove beneficial for the design of learning algorithms, as it did for the design of inference algorithms. 

Progress    There has been substantial progress on the project in the last year. We have completed 
the design of a stochastic functional language which forms the semantic underpinnings for the rest 



of our work. We have defined an object-oriented Bayesian network language, which allows us to 
explicitly represent entities, inheritance (class) hierarchies, and component (part-of) hierarchies. 
We have shown how these additional language features can be used to support faster inference. 
We have used the idea of context-based inference for dealing with the task of reasoning with 
continuous-valued variables (such as location, velocity, or temperature). We provided an algorithm 
for discretizing such variables in a way that places the emphasis on those values that are likely to 
be relevant; e.g., when discretizing a location variable, the algorithm constructs a finer partition in 
those parts of the space where the object is likely to be. We have also made significant progress 
on the task of learning probabilistic parameters. We have shown how existing parameter learning 
algorithms can be made significantly faster at no extra cost. We have also extended these algorithms 
to the task of parameter learning for the more expressive representations that we are in the process 
of developing. We have shwon that learning algorithms, like inference algorithms, can utilize the 
structure encoded in our more expressive representation language to achieve performance gains. 

3 Work Planned for Next Year 

• Exploit the paradigm of context-based inference for a much wider range of tasks, includ- 
ing context-specific abstraction in standard Bayesian networks, and automatic choice of the 
appropriate level of granularity in object-oriented Bayesian networks. 

• Implement a prototype system for object-oriented Bayesian networks. 

• Extend the object-oriented Bayesian network framework to deal with domains where there 
may be uncertainty over the domain structure. 

• Extend the framework to deal with domains involving multiple objects whose state evolves 
over time. 

• Develop inference algorithms for such temporal domains, exploiting the partition of the do- 
main into different entities. 

• Explore the problem of learning the structure of complex hierarchical models from data. 

• Utilize hierarchical structure in representations for planning under uncertainty, and explore 
planning algorithms that utilize this structure. 

4 Technical Transitions 

• The object-oriented Bayesian representation language, whose development was initiated un- 
der this contract, will be used as the core representation of uncertainty in DARPA's DMIF 
program. The complexity of this application requires a modular structured representation 
language with the functionality described above, as well as the ability to generate specific 
domain models tailored to different regional conflicts and military exercises. The technology 
transfer is done in collaboration with IET (Information Extraction and Transport), Inc., one 
of the prime DMIF contractors. The technology transfer started a year ago, and will proceed 
throughout the DMIF contract; it is supported by a Stanford subcontract from IET's DMIF 
contract. 

• Our object-oriented Bayesian representation language is being integrated into logical frame- 
based systems. The resulting system will utilize a recently stabilized Generic Frame Protocol 



(GFP), which will allow it to interface with most of the existing large-scale knowledge-based 
systems (including Stanford University's Ontolingua system and ISPs Loom system). This 
work is being supported by a recently awarded DARPA contract which is part of DARPA's 
HP KB program. 

• As part of the work on this contract, we have defined a probabilistic extension to description 
logic (a tractable sublanguage of first-order logic). A sublanguage of this language has been 
utilized by AT&T in their Information Manifold project. This project maintains a high- 
level description of the contents of various information sources on the web; the description is 
used to guide information gathering in response to user queries. The project currently utilizes 
standard description logic as its primary representation language, an approach which is limited 
since the contents of a data source can never be described with complete accuracy. The use 
of our language allows the Information Manifold to explicitly represent the extent to which 
a data source contains information relevant to the query, thereby intelligently prioritizing 
access to various data sources. 

• Elements of our 1996 work on context-specific structure are in the process of being imple- 
mented into Microsoft's Bayesian Network reasoning tool. 

5 Significant Accomplishments of Last Year 

• The design and specification of an object-oriented Bayesian network language, and the speci- 
fication of associated inference algorithms that utilize the additional domain structure in our 
more expressive representation language. 

• The transfer of this technology to two major DARPA programs (DMIF and HPKB). 

• Specification of an inference algorithm for arbitrary models with continuous attributes. 

• Development of effective parameter learning algorithms for Bayesian networks and for models 
in our more expressive language. 
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8 Quad Charts 

In separate powerpoint file. 
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