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Preface 

In the past few years, nanostructured materials have received a great deal of attention for their unusual solid state 
properties for structural, magnetic, catalytic, electronic and optical applications. The contents of this special volume 
comprise the proceedings of a symposium on "Engineering of Nanostructured Materials" held in Boston, MA, USA 
during November 28-30, 1994. The papers in this volume present recent advances in the processing of nanocrystals 
as bulk solid systems, and the tailoring of nanostructured materials for engineering of properties on the nanometer- 
scale. Various issues on grain boundary structure, compositional flexibility, grain and pore size control, as well as 
surface reactivity of these unique materials are discussed for design of materials characteristics. 

The symposium organizers have served as guest editors for this special volume. We wish to express our gratitude 
to the reviews of the manuscripts, and to the participants of the symposium, especially the invited speakers and the 
session chairs. We are grateful to Office of Naval Research and Nanophase Technologies Corporation for sponsoring 
this symposium. The help of Kenneth J. Bryden, Lei Zhang, Linda L. Mousseau and Ellen L. Weene of MIT in 
preparation of this volume is also appreciated. 

Jackie Y. Ying, Massachusetts Institute of Technology 
Merrilea J. Mayo, Pennsylvania State University 

Yet-Ming Chiang, Massachusetts Institute of Technology 
Lawrence T. Kabacoff, Office of Naval Research 
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Young's modulus of nanocrystalline Fe measured by nanoindentation 

G.E. FougereaJ, L. Riesterb, M. Ferberb, J.R. Weertmana R.W. Siegel0 

"Department of Materials Science and Engineering, Northwestern University, Evanston, IL 60208, USA 
bHigh Temperature Materials Laboratory, Oak Ridge National Laboratory, Oak Ridge, TN 37831, USA 

'Materials Science Division, Argonne National Laboratory, Argonne, IL 60439, USA 

Abstract 

Nanoindentation techniques were used to measure Young's modulus for nanocrystalline Fe samples produced by inert-gas 
condensation and warm consolidation. The samples had grain sizes of 4-20 nm and residual porosity of 2-30% calculated relative 
to conventional Fe. Values of Young's modulus for the nanocrystalline Fe are reduced relative to that of conventional, fully dense 
Fe. A review of Young's modulus for other nanocrystalline materials showed similar trends. Published results for porous 
conventional Fe showed similar reductions in Young's modulus for samples with comparable porosity levels. The observed 
reductions in Young's modulus for both the nanocrystalline and the conventional porous Fe can be described adequately by 
several theories utilizing spheroidal porosity. 

Keywords: Young's modulus; Nanoindentation; Iron 

1. Introduction 

The elastic modulus of a material is an indication of 
the atomic binding forces and therefore the elastic 
properties of a material under loading. For a full dense 
material in the elastic regime, Hooke's law relates the 
applied stress a to the resultant strain e by Young's 
modulus £0: 

:£„£ (1) 

Materials with residual porosity may not exhibit the 
expected Young's modulus £0 for bulk materials that 
are fully dense. Pores and flaws from processing reduce 
the effective load-bearing area in a material, which in 
turn increases the effective stress and changes the elastic 
response of the material. Pores with crack-like features 
also concentrate the stress because of their shape and 
their orientation relative to the stress axis. A theory [1] 
developed to explain the empirical results of reduced 
moduli of porous materials relates the apparent reduced 
Young's modulus £, to the value E0 for a fully dense 
material by an exponential function: 

£ = £0exp(-/?/>) (2) 

1 Present address: Motorola, Inc., Automotive, Energy and Con- 
trols Group Northbrook, IL 60062, USA 

where p is the volume fraction of pores and ß is a 
factor between 2 and 4. The value of ß appears to be 
dependent upon the material and the processing and to 
result from a specific number of open and closed pores. 
The limitations of this exponential relationship are the 
narrow range of porosities [2,3] over which it is valid 
and its applicability only at small values of p. To 
address these limitations, other power law and double- 
exponential relationships [3-6] have been developed, 
and these relations agree with both boundary condi- 
tions for the limits of p, operate over wider ranges of 
porosity and often provide a better fit to the experimen- 
tal data. 

Recently, Boccaccini et al. [7] have developed a uni- 
versal model for porous metals, ceramic and glasses to 
correlate the. apparent modulus with porosity and the 
model appears to agree well with experimental data for 
these various materials. The model is based on earlier 
theoretical work on two-phase composite materials [8]. 
The apparent Young's modulus E is related to the value 
£0 for a fully dense material and the volume fraction of 
pores p through the following: 

E = E0(l-p^Y 

where the power factor 5 is 

„m.+rfir-." COS2 Kd 

11/2 

(3) 

(4) 

0921-5093/95/S09.50 © 1995 • 
SSDI 0921 -5093(95)09927- 

Elsevier Science S.A. All rights reserved 
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Table 1 
Young's modulus results for nanocrystalline materials 

Material Grain Synthesis P £ £o £/£„ £ test" Reference 
size (%) (GPa) (GPa) (%) 
(nm) 

CaF, 7 IGC Not specified 38 111 34 S,T [9] 
Pd 8 IGC Not specified 88 123 72 S,T [9] 
Mg 12 IGC Not specified 39 41 95 S,T [9] 
ZnO 24-140 IGC 10-15 35-100 123.5 28-81 N [10] 
TiO, 12-243 IGC 10-25 40-240 284 14-85 N [11] 
Cu 25 and 50 IGC Not measured 36-45 130 28-35 T [12] 
Pd 5-15 IGC 4-17 21-66 120 18-55 T [12] 

Ag 60 IGC 3 64 80 80 S [13] 
Ni-1.2wt.% P 7 Electroplating 0 225 221 102 T [14] 

a Young's modulus measured by sound velocity measurements (S), by tensile testing (T) and by nanoindentation experiments (N). 

The model assumes closed porosity and uses 
"spheroidal" pores with a known aspect ratio z/x. The 
pores impart different effects based on their relative 
orientation to the stress axis, described by the angle ad. 
The orientation factor cos2 ad is equivalent to 0.31 for 
material with a random orientation of pores, which 
correspond to an ad of 56°. This theory was shown to 
be valid over a wide range of porosities and materials, 
although the experimental data deviate from the theory 
when the pores are interconnected at high values of p. 

A possible density decrement associated with the 
numerous interfaces in nanocrystalline (n-) materials 
could also affect their Young's moduli. The intrinsic 
structure of nanocrystalline materials consists of small 
dense grains and a comparable volume fraction of 
interfaces (e.g. grain or phase boundries and triple 
junctions). Nanocrystalline materials may also contain 
extrinsic defects from processing (e.g. flaws and pores). 
Table 1 contains Young's modulus data for a variety of 
nanocrystalline metals and ceramics produced by inert 
gas condensation (IGC) or electroplating. 

The majority of the nanocrystalline materials showed 
significant reductions in their Young's moduli, and a 
variety of reasons were proposed. The results for CaF2, 
Mg and Pd [9] were ascribed to the increased average 
interatomic distances in the grain boundary regions; 
however, the level of porosity in the samples in [9] was 
not specified. The E results for n-ZnO [10] and n-Ti02 

[11] were attributed to the porosity in their samples, 
and porosity was considered as a possible cause of the 
decrement in E for n-Pd and n-Cu in [12], although the 
accuracy of the measurement of E for the metals was 
questioned by the authors. The reduced Young's mod- 
ulus for n-Ag [13] was hypothesized to result either 
from a combination of internal stresses enhancing inter- 
grain sliding or from anelastic effects from a reversible 
stress-induced transformation. 

The significant porosity commonly present in 
nanocrystalline materials is expected to have a strong 

effect on their Young's moduli. In contrast with the 
majority of the data in Table 1, n-NiP, produced by 
electroplating with negligible porosity levels, showed an 
E value which was almost identical to that of fully 
dense conventional Ni [14]. This result for n-NiP led 
Krstic et al. [15] to develop a model for the elastic 
response of nanocrystalline materials compacted from 
powders that is based on the presence of extrinsic 
defects (e.g. pores and cracks) in these materials. Krstic 
et al. extended the theory of porous solids (cf. Eq. (2)) 
to include a pore radius, R and a crack of length 5 
extending from the pore surface in the following rela- 
tion: 

£ = £„ i + fS^I# (5) 

where v is Poisson's ratio and the factor <j> is calculated 
from the following: 

4» £V 9 
RJ +2(7-5v)(l+S/R)2 + 4-5v 

2(7 - 5») 
(6) 

Krstic et al. reported good agreement for their theory 
with the results for n-Pd tested in tension [12]. The 
stress concentration associated with the pore and the 
crack tip stress field during crack opening under load 
resulted in a drastic reduction in the apparent Young's 
modulus. 

The objective of the present study was to examine 
the effects of porosity on Young's modulus for n-Fe 
with average grain sizes of about 4-20 nm. The poros- 
ity level in these samples ranges from 2 to 30%. There- 
fore the grain size varies by a factor of 5, and the 
porosity level changes by a factor of 15. The results 
for n-Fe with varying grain sizes and porosity levels 
are contrasted to those for fully dense and for porous 
Fe with conventional grain sizes. The respective 
elastic behaviors of the Fe samples are modeled in 
terms of p. 
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2. Experimental procedures 

The n-Fe samples were made by IGC and warm 
compaction at temperatures ranging from 25 to 294 CC 
[16]. The samples were characterized to determine their 
grain size, density, and composition, as described in 
[16]. The aspect ratio of the pores in these samples was 
determined by analyzing micrographs taken with the 
Hitachi S4500 field-emission scanning electron micro- 
scope at Oak Ridge National Laboratory and using an 
image analysis program. The calculated pore aspect 
ratio x/z was about 3. 

The elastic response of the Fe samples was studied 
using nanoindentation [17,18]. The nanoindentater has 
a displacement resolution of 0.16 nm and a load resolu- 
tion of 0.3 uN, allowing precise measurements of the 
depth h and load w. A nanoindenter constantly records 
the displacement of the indenter and the load during 
the loading and unloading to form an indent at a 
specified depth. The slope dw/dh of the unloading curve 
from a nanoindentation indent can be used to measure 
E. This method of analysis assumes that, during the 
initial unloading, only elastic recovery of the indent 
occurs, and the area of the indent remains in perfect 
contact with the indenter [17]. (Beyond this point, the 
unloading curve becomes curved as the material later- 
ally surrounding the indent elastically recovers as well). 
The slope dw/dh is then calculated from a linear fit to 
the first portion of the unloading curve and extrapo- 
lated to the depth at zero load [17]. The slope is related 
to the reduced modulus ET and the plastic area A of the 
indent, calculated from the extrapolated indent depth at 
zero load, through the following: 

The reduced modulus ET represents a composite mea- 
sure of the compliance of the sample and of the inden- 
ter: 

_1_ 
Er 

1 
■ + - 

l-vl 
(8) 

The properties of the diamond indenter used were as 
follows: Poisson's ratio v-, = 0.07; Young's modulus 
£i = 800 GPa [18]. The value of the Poisson's ratio vs 

used for the Fe samples was 0.293. This method has 
been used to measure E for most materials to within 3% 
of the literature values [17-19]. 

Ten nanocrystalline samples and one coarse-grained 
Fe sample were mounted and vibratory polished to a 
0.05 um finish. The polishing was done with caution to 
minimize the impact and the loading to reduce the 
amount of deformation during polishing. A Nano In- 
struments, Inc. nanoindenter at the Oak Ridge Na- 
tional Laboratory was used for these experiments. The 
depth and rates of loading and unloading were pro- 

grammed and a pattern for a set of indents was estab- 
lished. Each sample was tested in an area of nine 
indents spaced at least 20 urn apart. Each indent was 
loaded to four different target depths (i.e. 100, 300, 500 
and 700 nm) and then unloaded, providing 36 unload- 
ing slopes per sample for the determination of E. The 
data were corrected for the imperfect geometry associ- 
ated with blunting of the indenter tip by knowledge of 
the cross-sectional area of the indenter as a function of 
the distance from its tip [19], and the data were also 
corrected for the compliance of the machine [17]. 

3. Results 

The coarse-grained, fully dense Fe standard was first 
tested twice to determine the accuracy of the nanoin- 
denter and the associated analysis in calculating 
Young's modulus. The results for the coarse-grained Fe 
sample are shown in Fig. 1 as the data at p = 0. The 
mean value, 217 GPa, agreed to within about 3% of the 
literature value of 211 GPa for conventional Fe, and 
the standard deviation of these measurements was 
about 10%. (Single-crystal Fe is highly anisotropic with 
an E value equal to 275 GPa in the [111] direction and 
125 GPa in the [100] direction.) The E data for the n-Fe 
samples range from about 90 to 233 GPa with a stan- 
dard deviation of 10-15%. The porosity of the samples 
appears to be the dominant feature controlling Young's 
modulus in the grain size regime studied. 

Fig. 1 represents the data for the n-Fe samples (filled 
squares and p > 0) plotted with the theoretical predic- 
tions from Eqs. (3)-(6) [8,15]. The measured Young?s 
modulus values for the n-Fe samples are plotted against 
the volume fraction of pores p which was calculated 
from the measured density relative to the theoretical 
density of Fe. The p values of the n-Fe samples range 
from 0.02 to 0.30 while the average grain size ranges 
from 4 to 20 nm. Also included in Fig. 1 are the 
theoretical predictions of Boccaccini et al. [7] and 
Mazilu and Ondracek [8] for the reduced moduli of 
porous sintered materials using Eqs. (3) and (4). Boccac- 
cini et al. [7] assumed spheroidal pores with an aspect 
ratio of about 3 and this x/z was also found to be valid 
for the n-Fe in the present study. Boccaccini et al. [7] 
assumed a random orientation of the pores with 
cos2 ad = 0.31 for the porous conventional Fe, and this 
treatment was taken to be valid for the porous n-Fe 
samples as well. Fig. 1 also contains the data that 
Boccaccini et al. used to demonstrate the validity of their 
theory. The data (open squares) are for porous sintered 
Fe with p values that range between 0.05 and 0.25 [8]. 
The deviation of their theory from these data at the high 
p values was attributed to interconnected porosity. 

Fig. 1 also includes the theoretical predictions of 
Krstic et al. [15] as well as the experimental data for 
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Fig. 1. Young's modulus of porous n-Fe and conventional Fe samples [7,20] plotted against the volume fraction of pores. Also shown are 
predictions of theories from Krstic et al. [15], Boccaccini et al. and Mazilu and Ondracek [8]. 

other porous sintered Fe samples with conventional 
grain sizes (diamonds and triangles) [20]. The theoreti- 
cal predictions of Krstic et al. [15] using Eqs. (5)and (6) 
are shown with S/R = 0 and S/R = 1. The E data for 
porous sintered Fe samples were obtained from mate- 
rial processed by the pressing and sintering of powder 
produced either by electrolytic methods or hydrogen 
reduction [20]. One set had grain sizes of 44 urn and p 
values of 0.05-0.35 (diamonds); the other set of data 
had 90 (im grain sizes and p values ranging from 0.04 to 
0.25 (triangles). 

The volume fraction of pores p of all the Fe samples 
shown in Fig. 1 varies from about 0.02 to 0.35 and 
represents a wide range of grain sizes (4 nm-90 urn). 
The data for all these can be adequately described by 
the two theories [7,15]. In general, the theories using 
spheroidal pores without cracks appear to describe 
adequately the data for the porous Fe samples of all 
grain sizes shown, except at low p values, where the 
theories overestimate the effects of pores in reducing 
Young's modulus. 

4. Discussion 

The decrement in modulus shown by most of the 
n-Fe samples agrees qualitatively with the published 
results for other nanocrystalline materials shown in 

Table 1 [9-13]. The modulus values measured for the 
n-Fe are also in agreement with those in the literature 
for porous sintered Fe with conventional grain sizes 
[7,20]. For similar levels of p, the elastic behavior of 
n-Fe is similar to that of coarse-grained Fe. The results 
suggest that the effect of porosity in decreasing the 
Young's modulus for Fe dominates the influence of 
grain size and the synthesis method used to produce the 
powder. 

Young's modulus results for porous sintered Fe sam- 
ples of various grain sizes and produced by different 
synthesis methods are best described by two theories 
which involve porosity [7,8] and neglect the effect of 
cracks [14,15] in reducing the modulus. The stress state 
in the vicinity of an indenter is complex but is expected 
to be largely compressive directly under the tip. Cracks 
emanating from pores would remain closed in pure 
compression and thus would not greatly affect the value 
of E measured by nanoindentation. It is not surprising 
that the curve of E vs. p for S/R = 1 predicts too large 
a decrement in E. However, at other areas underneath 
the indenter, the stress state is more complicated and 
different crack orientations are possible. The presence 
of cracks could affect the compliance of the material 
and therefore alter Young's modulus under these cir- 
cumstances. 

For two of the ten n-Fe samples, the measured E 
values in excess of that predicted by the theories consid- 
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0.05        0.1 0.15        0.2        0.25        0.3 

p, Volume Fraction of Pores 
0.35 0.4 

d = (4, 20) nm 

Porous Fe   [7] 

d = 44 am [20] 

d = 44 um [20] 

d = 90 um [20] 

d = 90 um [20] 

Krstic:   S/R = 0 [15] 

Krstic:   S/R = 1 [20] 

Boccaccini:   x/z = 3 [7,8] 

Fig. 2. Young's modulus of porous n-Fe and conventional Fe samples [7,20] plotted against the volume fraction of pores. The volume fraction 
of pores was calculated by treating the n-Fe as a composite of Fe and Fe oxide and comparing the n-Fe density with that of the composite. Also 
shown are the theoretical predictions of Krstic et al. [15], Boccaccini and Mazilu and Ondracek [8]. 

ering their porosity levels. These two samples (shown in 
Fig. 1 at p = 0.06 and p = 0.31) had very high hardness 
values of 8-9 'GPa, compared with the average value of 
about 4.5 GPa for the majority of the samples [16]. 
(One other n-Fe sample, shown in Fig. 1 at p = 0.02, 
also had a very high hardness of 9 GPa). Doerner and 
Nix [17] found a few of their samples with higher 
hardness-to-modulus ratios had non-linear unloading 
curves and subsequently overly high E values. During 
unloading, large compressive strains which develop 
change the contact area in a non-linear fashion and 
result in curvature of the unloading curve. Indentation 
of higher hardness samples involves higher strain rates 
and, in materials which are strain rate sensitive, the 
unloading curve can become curved. The unloading 
curves of these n-Fe samples did not indicate substan- 
tial curvature. The measurements of the strain rate 
sensitivity m of the n-Fe samples resulted in values 
which were quite low (i.e. w = 0.02) [21]; so a small 
effect from strain rate sensitivity is expected. 

The data for those samples of n-Fe with E values 
falling well above the theoretical predictions for their 
porosity may be affected by oxygen contamination. 
Measurements of oxygen content by fast neutron acti- 
vation analysis indicated that the samples contained on 
average 15 at.% O, although the amount varied consid- 
erably from sample to sample. The elastic modulus of a 
n-Fe oxide should be similar to that of pure n-Fe as is 

the case for conventional Fe203 (210 GPa) and Fe304 

(220 GPa) relative to coarse-grained Fe (211 GPa). The 
values of p for the n-Fe data points in Fig. 1 were 
calculated on the assumption that the samples consist 
of pure Fe. It is possible that the decreased density of 
the compacts results from a significant contribution 
from a lighter oxide rather than solely from pores in the 
material. As a limiting case, it is assumed that all of the 
oxygen is in the form of iron oxide. The densities of the 
Fe oxide composite (a mixture of Fe and Fe203 and 
Fe304) were calculated using the measured oxygen 
contents. For the calculation, the density of Fe203 and 
Fe304 was taken to be' 5.2 g cm-3 and the density of Fe 
was 7.87gem-3. Fig. 2 shows the relationship between 
modulus and porosity based on this assumed limiting 
case. Although some of the points are moved horizon- 
tally by substantial amounts, the data are still reason- 
ably well described by the models using spheroidal or 
spherical porosity. 

The impact of sample inhomogeneities on Young's 
modulus was examined by retesting one of the samples 
with high values of E. The sample was repolished and 
measured in four additional areas with six indents and 
four target depths, providing 96 values of E. The E 
results were quite repeatable in all the areas measured 
and agreed with the first set of measurements to within 
a standard deviation, indicating that the sample data 
were representative. Therefore it is probable that this is 
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a real effect. For the two anomalous samples, the 
hardness measured by nanoindentation was much 
higher than that measured with the higher load Vickers 
microhardness testing. Because nanoindentation sam- 
ples a smaller volume of the sample, the near-surface 
area impacted could be more dense, possibly resulting 
from polishing. The result would be that the material 
would appear harder and also stiffer, with a higher E 
value than that expected on the basis of bulk porosity 
measured on the whole sample. Sample inhomogenei- 
ties therefore could contribute to the existence of these 
apparent errors and the nanoindentation measurement 
could be more representative of the intrinsic (i.e. pore- 
free) structure of n-Fe. 

The possibility that the apparently high values of E 
for the two samples originated from errors in the 
analytical methods was also investigated. Oliver and 
coworkers [18,19] have found that the unloading curve 
is better described by a power law relation between the 
loading and the depth. The data from one of the 
anomalous n-Fe samples were analyzed according to 
Oliver and coworkers, and the results agreed with the 
first set of measurements by the Doerner and Nix [17] 
method to within a standard deviation. This result lent 
credence to the efficacy of the Doerner and Nix method. 

5. Conclusions 

Young's modulus for a series of n-Fe samples made 
by IGC and compaction was measured by nanoindenta- 
tion. The porosity of the samples varied from 2 to 30%, 
a factor of 15, while the grain size ranged from 4 to 
20 nm, a factor of 5. As has been observed in other 
nanocrystalline materials, the modulus is considerably 
reduced below the fully dense value. Results of the 
measurements indicate that porosity is the dominant 
microstructural feature in determining the extent of this 
decrement in E. 

The modulus results for n-Fe are reasonably well 
described by theories based on the presence of spherical 
or spheroidal pores. A survey of modulus values for 
porous Fe with grain sizes in the conventional range 
shows that porosity is the dominant feature in the 
decrease in Young's modulus for Fe. 
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Abstract 

Nanocrystalline Pd and Cu, prepared by inert-gas condensation and warm compaction, were studied using X-ray diffraction 
techniques. A sample of Cu with submicrometer grain size produced by severe plastic deformation was also examined. The 
Warren-Averbach technique was used to separate the line broadening due to grain size, t.m.s. strain and faults. Peak shifts and 
asymmetry were used to determine the long-range surface stresses, stacking-fault probability and twin probability. Young's 
modulus for a Pd sample was determined by an ultrasonic technique and compared with the coarse-grained, fully dense value. 

Keywords: Nanocrystalline; Faults; Strain; Palladium; Copper 

1. Introduction 

The ultimate goal of this investigation is the determi- 
nation of the intrinsic mechanical behavior of 
nanocrystalline (n-) Pd and Cu. Toward this end, it is 
important to understand the structure of these materi- 
als. For this reason, the grain size, residual stress, 
stacking faults and twins are significant structural fea- 
tures to understand so that their impact on mechanical 
properties may be evaluated. Twins and r.m.s. strains 
are commonly observed in fine-grained materials, but 
their variation as a function of grain size and prepara- 
tion conditions is not fully understood. In addition, it is 
important to compare materials made by different pro- 
cesses, because techniques and methods of structural 
determination may vary between laboratories. In this 
study, the structure of Cu with submicrometer grain 
size, denoted as ultrafine-grained (UFG-), was com- 
pared with that of n-Cu. 

2. Experimental procedure 

The n-Pd and n-Cu samples were prepared by inert 

' Present address: Materials Science and Engineering Department, 
Rensselaer Polytechnic Institute, Troy, NY 12180-3590, USA. 

gas condensation (IGC) and warm compaction at Ar- 
gonne National Laboratory [1]. High purity (99.997%) 
Pd wire and high purity (99.999%) Cu shot were evapo- 
rated from alumina-lined boats into an atmosphere of 
ultrahigh-purity (99.9999%) He at 650 Pa. The resulting 
powder, after being warmed following collection on a 
liquid-nitrogen-cooled surface, was compacted with 
1.4 GPa of pressure for 10 min at temperatures ranging 
from 100 to 300 °C. Typical samples were 9 mm in 
diameter and 0.1-0.5 mm thick. The UFG-Cu sample 
was prepared by severe plastic deformation by torsion 
under high pressure at room temperature to a true 
logarithmic strain e x, 7 [2]. (In the following graphs for 
Cu, this sample is denoted as sample 8 or the sample 
with the largest grain size.) Density measurements were 
made on each sample using Archimedes' principle, with 
particular care used to ensure minimal thermal effects 
in the liquid measurement. X-ray diffraction (discussed 
below) was used to determine the grain size, r.m.s. 
strain <£2>1/2, stacking fault probability a, twin proba- 
bility ß and residual surface stress. The residual stress 
was remeasured. after the samples were polished to 
0.05 um surface finish. A measurement of Young's 
modulus by an ultrasonic technique was used to esti- 
mate the error resulting from assuming the coarse- 
grained, fully dense values of the elastic constants. 

0921-5093/95/509.50 © 1995 — Elsevier Science S.A. All rights reserved 
SSDI 0921-5093(95)09928-X 
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Transmission electron microscopy (TEM) was per- 
formed on a Hitachi H-700 microscope operating at 
200 kV. 

For  the Warren-Averbach (W-A) analysis [3] in 
n-Pd and n-Cu, the 111, 200, 311, 222 and 400 X-ray 
peaks were scanned over a range of +5 times the full 
width at half-maximum (FWHM). A pseudo-Voight or 
Lorentzian function was fitted to the data only to 
remove the background and to deconvolute overlapped 
tails. The data were then corrected for functions which 
vary   with   26,   including   the   Lorentz-polarization 
factor,   the   variation   in   the   structure   factor,   the 
Debye-Waller factor and the dispersion-corrected scat- 
tering factor. The range of the data was selected to 
correspond to a 1 nm interval in real space, and then 
the Fourier transform was numerically integrated. The 
instrumental   function  was   deconvoluted   using   the 
Stokes [4] correction with a standard sample made 
from annealed compacted filings of high purity Pd 
or  Cu.   The data  were  then  normalized  using  the 
method of Rothman and Cohen [5], and only a cosine 
expansion was used to separate the broadening due to 
size and strain. Two orders of a reflection (e.g. 111- 
222) were used to separate size and strain, while two 
different sets of peaks (e.g.  111-222 and 200-400) 
were used to separate the grain size broadening from 
that due to intrinsic stacking faults and twins (defor- 
mation and growth faults respectively in Warren's ter- 
minology). Independent confirmation of these results 
was obtained by determining a using peak shifts be- 
tween a standard and the sample [3], and ß using the 
difference between the peak maximum and the centroid 
[6]. 

Residual surface stress measurements were made 
with Cr Ka radiation on n-Pd samples using the 311 
peak (20 «155°), where the l/e penetration depth is 
0.3 urn. All five samples received identical processing 
treatments, including a 200 °C compaction. The sam- 
ples ranged between 0.15 and 0.48 mm thick, and all 
were 94% or more dense. The biaxial residual stress 
was determined using the sin2 ft technique [7], where 
scans were performed for six different values of sin2 ft. 
After background subtraction and employing all the 
angular corrections listed above, plus the absorption 
factor (which varies with ft), the top approximately 
15% of the peak was fitted with a parabola [7]. For 
biaxial stress, a plot of sin2 ft vs. d is linear with a 
slope proportional to the residual surface stress, where 
Young's modulus and Poisson's ratio used in the calcu- 
lation were an average of the single-crystal elastic con- 
stants [8]. As a test of the method's accuracy, the 
annealed Pd standard used in the W-A analysis was 
tested, and the residual stress was found to be 
— 3.8 ± 0.1 MPa, or almost zero compared with all the 
other measurements, which were usually about an or- 
der of magnitude higher. 

All X-ray data uncertainties in this paper are stan- 
dard deviations propagated from counting statistics 
using standard methods (e.g. that of Beers [9]); other 
sources of error have not been quantified. Propagation 
of errors through the W-A analysis follows the treat- 
ment of Wilson [10] and Schlosberg and Cohen [II]. 

3. Results 

3.1.  Warren-Averbach analysis 

Grain size data from the W-A analysis of n-Pd and 
n-Cu are shown in Fig. 1. The first feature noticed is 
the measurable difference between the 111-222 W-A 
value, which is typically reported, and the grain size 
after removal of the stacking fault and twin contribu- 
tions (data labelled W-A (no a & ß)). The TEM grain 
size was found to be in the same range as the X-ray 
data, but more work is necessary to obtain quantitative 
data. The X-ray grain size of the UFG-Cu was found 
to be 52.8 + 0.5 nm, which is smaller than the approxi- 
mately 170 nm size observed by TEM [2]. However, 
this difference may be due to the high dislocation 
density p. Using a relation from Mikkola and Cohen 
[12], where p can be calculated from the 111-222 and 
200-400 W-A sizes and r.m.s. strains, p was found to 
be (6-12) x 1014m-2, which agrees well with the TEM 
value of (5-10) x 1014m-2 [2]. Also plotted in Fig. 1 is 
the grain size calculated from the Scherrer formula, 
where an attempt has been made to remove the instru- 
mental function by subtracting the square of the stan- 
dard's FWHM from that of the nanocrystal. Without 
going into too much depth, it must be noted that the 
Scherrer method assumes that the only source of 
broadening is the small size of the crystallites. In addi- 
tion, the Scherrer method volume averages, while the 
W-A method area averages grain size. 

The grain size and faulting probabilities (only the 
sum 1.5a + ß can be obtained from the W-A analysis) 
were separated using the 111-222 and 200-400 W-A 
sizes. In n-Pd and n-Cu, tx is almost zero, considering 
the standard deviation of the measurement (Fig. 2). 
This is not surprising because stacking faults are typi- 
cally remnants of plastic deformation and dislocation 
motion in f.c.c. crystals, and little of this has occurred 
in these nanocrystalline samples. However, a was 
about an order of magnitude higher (0.002 with a small 
uncertainty compared with about 0.0002 for the n-Cu) 
in the UFG-Cu, which makes sense considering it was 
made by severe plastic deformation. Since a is small, 
values of ß should agree with those of 1.5a + ß from 
W-A. As seen in Fig. 2, the agreement is excellent. 
Both the magnitude of ß and the trend of decreasing ß 
with increasing grain size are similar in n-Cu and n-Pd, 
even though the twin energy is higher in Pd. Large 
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• 

numbers of twins in n-Cu made by IGC have been 
observed with high resolution electron microscopy 
[13]. 

TEM studies have shown that twins are very com- 
mon in small clusters (e.g. [14]) perhaps owing to 
growth faults and/or to reduce surface energy. In accor- 
dance with these observations, it was postulated that 
the twins form during cluster condensation, and not 
during compaction. To test this hypothesis, loose pow- 
der and a compacted sample from Pd evaporation were 
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Fig. 1. Comparison of grain sizes determined from X-ray analysis of 
line broadening for (a) n-Pd and (b) n-Cu. Sample 8 in (b) is 
UFG-Cu. 
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Fig. 2. Stacking fault probability a and twin probability ß as func- 
tions of grain size for (a) n-Pd and (b) n-Cu. Also note the agreement 
for the two methods used to determine a and ß. The sample with the 
largest grain size in (b) is UFG-Cu. 

X-rayed and their respective ß calculated. The ß for 
both the powder and the compacted sample were in the 
same range considering experimental error (which was 
larger for the powder sample); so it can be concluded 
that most of the twins are present in the original 
powder. 

The r.m.s. strain was measured for the 111-222 and 
200-400 peaks at a coherence length of 5 nm. As 
shown in Fig. 3, the 200-400 strain is always higher 
than the 111-222 strain for a given sample. It was 
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noticed that the strains also seemed to decrease with 
increasing grain size in n-Pd and n-Cu. This trend is 
weaker in n-Cu, owing in part to the poor counting 
statistics. The n-Pd powder and a consolidated sample 
from the same evaporation analyzed by the W-A 
method showed nearly identical r.m.s. strains, which 
implies that the high strains are inherent in the free 
clusters. The r.m.s. strain in UFG-Cu is slightly higher 
than that predicted by the r.m.s. strain curve for the 
IGC samples. The local strain near the grain 
boundaries in this severely deformed material may be 
even higher, but the large fraction of grain interior that 
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Fig. 3. R.m.s. strain as a function of grain size for (a) n-Pd and (b) 
n-Cu. The sample with the largest grain size in (b) is UFG-Cu. 

is less strained would cause the average r.m.s. strain to 
be closer to that for n-Cu. Other measurements of the 
r.m.s. strain in UFG-Cu have given values in exactly 
the same range [2]. 

3.2. Residual stress 

All measurements made, without exception, showed a 
negative biaxial strain, which implies that the surface 
layer is under compression. The sin2 \ji vs. d plots were 
linear, signaling that the stress state can be accurately 
described as biaxial. After polishing off 0.02-0.04 mm 
of the surface, the biaxial stress increased by a statisti- 
cally significant margin about half the time. Before 
polishing, the surface stresses ranged between —20 and 
—40MPa while, after polishing, the stresses were be- 
tween —40 and —105 MPa. No strong correlations 
were observed between the residual stress and density, 
thickness or amount of material removed during polish- 
ing. One sample was accidentally broken after testing in 
the unpolished state. While not showing the general 
trend of increasing residual stress with polishing, the 
measured stress in this broken sample did not decrease 
either, meaning that the stress state is not completely 
dependent on having a fully formed disc. 

As mentioned previously, Young's modulus and 
Poisson's ratio used to calculate the residual stress were 
the coarse grained, fully dense values. Many investiga- 
tors have seen changes in the elastic properties of 
nanocrystalline metals (e.g. [15]). Ultrasonic techniques 
provide one method of measuring Young's modulus. 
Using the density and the longitudinal wave speed (and 
assuming that Poisson's ratio is 0.33), Young's modulus 
for a 97.17 ±0.05% dense n-Pd sample (d=l2.2± 
0.5 nm) was found to be (82 + 4)% of the standard's 
modulus [16]. The lower modulus may result from the 
3% density decrement and/or the slight increase in the 
overall atomic spacing in these grain boundary dense 
materials. In any case, the residual stresses calculated 
from the handbook value of the elastic modulus may be 
high by about 18%. 

4. Conclusions 

The W-A grain size corrected for the effect of 
1.5a + ß agrees with the TEM grain size, at least in the 
small-grain-size regime. In n-Pd and n-Cu, the stacking 
fault probability a is virtually zero, while the twin 
probability ß is significant. Both ß and the r.m.s. 
strains decrease with increasing grain size. Similar 
trends for ß were seen in the UFG-Cu, although the 
r.m.s. strain and a seemed to be slightly higher. Un- 
compacted n-Pd powder showed similar values of ß and 
r.m.s. strain to those in n-metals, signaling that these 
structural features may result from the fine particle size, 

• 
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and not compaction. The residual surface stresses in 
n-Pd are compressive and relatively low in magnitude. 
Young's modulus for n-Pd was found to be smaller 
than the coarse-grained, fully dense value by a signifi- 
cant amount. 
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Abstract 

Fine-grained IN905XL aluminum alloys with five grain sizes between 0.8 and 8.1 urn have been developed by a combinatioi 
of mechanical alloying and conventional extrusion in order to investigate the influence of the strain rate on the mechanica 
properties. Negative strain rate sensitivity of flow stress is observed up to 10 s_1 for all samples. Above the strain rate o 
1 x 103 s ', however, all samples show the positive strain rate sensitivity of strength. Total elongation at high strain rates i- 
generally larger than that at low strain rates. Flow stresses increase with decreasing grain size for all strain rates. The measuret 
values of strength of the coarse grained IN905XL with sizes above 4.3 urn agree with the values estimated from a cooperation o: 
the strengthening by the grain size refinement, magnesium solute atoms and oxides and carbides dispersion. In the Hall-Peter, 
relations at high strain rates, the gradient of the curve increases with increasing reciprocal square root of the grain size. Foi 
fine-grained samples, therefore, an additional strengthening mechanism should be considered such as the difference in tht 
characteristics of the boundary. 

Keywords: Strain rate; Mechanical properties; Aluminium alloys; Mechanical alloying 

1. Introduction 

Recently, it has been reported that in the nanocrys- 
talline regime an apparent softening with grain refine- 
ment occurs and the yield stress does not obey the 
Hall-Petch relationship [1,2]. It is very interesting how 
the mechanical properties are changed with grain refin- 
ement for the materials which consist of near-nanomet- 
ric and/or nanometric scale grains. However, the 
influence of grain size on the ductility for a nanocrys- 
talline materials has not been reported yet, owing to the 
difficulty in making a bulk sample with sufficient vol- 
ume and/or the sensitivity to flaws on the surface at 
tensile testing. It has been reported for Al-Mg system 
alloys that total elongation decreases with decreasing 
grain size from 200 to 1 um for both high and low 
strain rates, and the difference between the elongations 
of the two strain rates decreases with decreasing grain 
size [3]. It is clearly noted that influence of strain rate 
changes with decreasing grain size even in a near-nano- 

metric-scale grained regime. Very few reports, however. 
have been available on the influence of strain rate on 
the mechanical properties in fine-grained materials even 
in the near-nanometric scale or submicron scale. 

The purpose of this work is to investigate the influ- 
ence of strain rate on the mechanical properties for 
fine-grained materials with near-nanometric scale in the 
wide strain rate range from 1 x 10~3 to 2 x 103 s~'. In 
order to investigate the influence of grain size the 
mechanical properties of the mechanically alloyed 
IN905XL aluminum alloy with five different grain sizes 
are characterized. 

2. Experimental procedure 

2.1. Material 

'Present address: Osaka Municipal Technical Research Institute, 
Morinomiya, Joto-ku, Osaka 536, Japan. 

The mechanically alloyed IN905XL (Al-4Mg-1.5Li- 
1.2C-0.4O where the composition is given in weight per 
cent) has a density of 2.58 Mg m-3 (8.2% lower than Al 
alloy 7075). The material has a fine grain size (about 
0.8 urn) with fine aluminum carbide and aluminum 

0921-5093/95/S09.50 © 1995 - Elsevier Science S.A. All rights reserved 
SSDI 0921-5093(95)09929-8 



T. Mukai el a!. / Materials Science and Engineering A204 (1995) 12-18 13 

• 

oxide (5-30 nm in diameter) dispersions [4], In this 
work, IN905XL with five different grain sizes was pre- 
pared as-received (extrusion condition), and as-received 
plus further extrusion at 673, 723, 773 and 823 K 
(extrusion ratio of 7.1:1). The extrusion produces sam- 
ples (15 mm diameter) with coarse grain sizes. Prior to 
tensile testing all specimens were heat treated at 755 K 
for 2 h and water quenched. The mean grain sizes of 
these heat-treated samples are about 0.8, 1.4, 1.9, 4.3 
and 8.1 urn respectively (herein referred to as fine- 
grained type (FG), intermediate-grained type 1 (IG1), 
intermediate-grained type 2 (IG2), coarse-grained type 
1 (CGI) and coarse-grained type 2 (CG2)). Typical 
microstructures for the FG, IG2 and CG2 samples are 
shown in Figs. 1(a), (b) and (c) respectively. Disper- 
soids along grain boundaries and dislocation loops 
within grains can be seen readily. 

2.2. Experimental apparatus 

To investigate the influence of strain rate on the 

Ra) 

Fig. 1. Typical microstructures: (a) FG sample; (b) IG2 sample; (c) 
CG2 sample. 

mechanical properties in a wide range of strain rates, 
three different testing machines were used. The low 
strain rate tensile tests (1 x 10~3 and 5xl0~2s~') 
were performed with an Instron testing machine, and 
the intermediate strain rate tests (1 and 10 s-') were 
done with a hydraulic tensile testing machine. For the 
dynamic tensile tests (1 x 103 and 2xl03s_1) a 
modified Hopkinson bar method was used. All tests 
were carried out at room temperature. 

Tensile specimens, machined from extruded bars, had 
their tensile axes parallel to the extruded direction. The 
gauge length of the specimen is 5.0 mm, and the diame- 
ter is 2.5 mm. 

3. Results 

3.1. Stress-strain relation 

Typical stress-strain curves for all samples with five 
different grain sizes are shown in Fig. 2. Bold curves are 
the results for the high strain rates of 2 x 103 s~\ and 
the thin curves for a low strain rate of 1 x 10-3 s-1. It 
is clearly noted that flow stress increases with decreas- 
ing grain size for both the strain rates. 

For the FG samples, an almost steady state in flow 
stress is found in an early stage of the plastic strains 
(e < 0.03) at both the strain rates. For the IG and CG 
samples, the flow stress at high strain rate is higher than 
that at the low strain rate in an early stage of deforma- 
tion (s<0.01); however, the flow stress beyond this, 
strain at the high strain rate is lower than that mea- 
sured at the low strain rate. One of the interesting 
results worth noting is this negative strain rate sensitiv- 
ity of flow stress. 

The slope of the curves relating to the strain-harden- 
ing exponent appears to decrease with increasing grain 
size. The fine-grained samples, which exhibit a higher 
strength, have a lower mobile dislocation density. 
Therefore its strain-hardening exponent is expected to 
be low. 

A pronounced yield drop and Luders band propaga- 
tion are also observed for the finer-grained samples of 
FG, IG1 and IG2. As the grain size increases, the yield 
stress decreases, and the extent of inhomogeneous yield- 
ing decreases. This trend is essentially same as that 
reported by Lloyd [5] for an Al-Ni alloy. 

3.2. Influence of strain rate on the strength 

The variation in yield stress is shown in Fig. 3 as a 
function of strain rate for the five samples of IN905XL. 
No significant change is observed in the shape of the 
stress-strain rate curves; in the strain rate range from 
1 x 10"3 to 10 s-1, the yield stress does not appear to 
depend on the strain rate while the yield stress increases 
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Fig. 2. Typical stress-strain curves for all samples with five different grain sizes. 

markedly with increasing strain rate at strain rates in 
excess of 1 x 103s-1. The yield stress also increases 
with decreasing grain size. 

The variation in true stress at the fixed strain of 0.06 
is also shown in Fig. 4 as a function of strain rate. The 
greater the grain size, the higher is the true stress. The 
true stress at e = 0.06 decreases with increasing strain 
rate in the range from Ixl0-3tol0s-1. Beyond this 
strain rate range, the true stress increases with increas- 
ing strain rate. A possible negative strain rate sensitivity 
of flow stress is observed. 

Negative strain rate sensitivity of flow stress has been 
reported in some kinds of solution-strengthening mate- 
rial, such as Al-Mg system alloys [6-11]. Lindholm, et 
al. [8], Dotson [9] and Lloyd [10] consider the 
Portevin-Le Chatelier (P-L) effect in solid solution 
alloys as explaining this fact. The present alloy 
IN905XL, which is an Al-Mg system alloy, also shows 
a possible negative strain rate sensitivity. This result is 
explained as follows. 

The dislocation-solute interaction cannot be 
observed at very small strains near yield point. 
The increment in strength at low' strain rates seems 
to result from dynamic strain aging. It is reported, on 
the contrary, that the strength at high strain rates 
increases owing to the damping mechanisms [12]. At 
intermediate strain rates an apparent minimum in 
strength appears caused by the lower dislocation-solute 
interaction and the softening by the adiabatic tempera- 
ture rise. 

3.3. Influence of strain rate on ductility 

The variation in total elongation is shown in Fig. 5 as 
a function of strain rate for the five samples of 
IN905XL. No significant change is observed in a shape 
of the elongation-strain rate curves. In the strain rate 
range from 1 x 10-3 to 10s_1, the total elongation 
does not appear to depend on the strain rate while the 
total elongation increases markedly with increasing 
strain rate over a strain rate of 1 x 103s-1. With in- 
creasing grain size, the total elongation increases as 
does the difference in the elongation at the lowest vs. 
the highest strain rates. 

4. Discussion 

4.1. Influence of grain size on yield strength 

Fine grained structures can lead to a high strength in 
an alloy, as described by the Hall [13]-Petch [14] 
relation and shown by the following equation: 

Or=<r0 + kd-l/2 
(1) 

Here, <r0 is the flow stress of a single grain owing to all 
the strengthening mechanisms [15], k is the constant 
relating to how effective the grain boundaries are for 
increasing flow stress [15], and d is the grain size. The 
yield stresses in differently grained IN905XL at the 
lowest strain rate of 1 x 10-3 s-1 and the highest strain 
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Fig. 3. The variation in yield stress as a function of strain rate for IN905XL with five different grain sizes. 

rate of 2xl03s~' as a function of the reciprocal 
square root of the grain size are plotted in Fig. 6. Also 
included are the data obtained for the yield stresses at 
low strain rates for pure aluminum by Fujita and 
Tabata [16], and Wyrzykowski and Grabski [17], for 
Al-6Mg-0.6Mn- and Al-2Cu-2Mg-lNi-lFe alloys by 
Rabinovich and Markushev [18], and for Al-6Ni alloy 
by Lloyd [5]. 

All the alloys exhibited an increase in yield strength 
with the refinement of grain size, i.e. the Hall-Petch 
relation. The slope of the lines fit to the data of pure 
aluminum, Al-6Mg-0.6Mn and Al-2Cu-2Mg-lNi-lFe 
alloys is about 2. On the contrary, a large value of 
about 10 is obtained for IN905XL at both the lowest 
and the highest strain rates. This trend in the grain size 
dependence on the yield stress was also observed for 
Al-6Ni alloy by Lloyd [5]. In the coarse-grain-size 
regime the slope of the curve for Al-6Ni alloy is smaller 
than that in the fine-grain-size regime and is compara- 
ble with that of pure aluminum. In general, it can be 
expected in the coarse-grain regime below 10 urn, that 
the yield stress follows the Hall-Petch relation for the 
aluminum alloys examined. 

The strengthening effect of the grain size refinement 
Acrrg can be estimated from the experimental data on 
pure aluminum and the following equation: 
A<7rg= 10 + 2c?_1/2. On the contrary, it has been re- 
ported that the strength of a binary Al-Mg alloy can be 
evaluated by the experimental equation a = a0 + kcn 

where c is the magnesium content (weight per cent), 
<70 = 11.8 MPa, k = 13.8 and n = 1 [19]. On the assump- 

tion that the lines of a Hall-Petch relation for Al-Mg 
alloys with various magnesium contents are parallel to 
each other, the strengthening effect of solute magne- 
sium can be estimated as 13.8c. For IN905XL, 
c = 4wt.%; therefore the strengthening effect A«7S of 
solute magnesium can be estimated as about 60 MPa. 
An additional strengthening by the dispersion content 
in IN905XL can also be calculated from the following 
Orowan Eq. [20]: 

A(7ri 

0.81 Gb    ln(2rs/r0) 
2TC(1 - v)1/2 As-2rs 

(2) 

In Eq. (2), G is the shear modulus, b is Burgers vector 
and v is Poisson's ratio. Also, r0 is the dislocation core 
radius {b ~ 2b), rs is the average particle radius and is is 
the average center-to-center spacing of particles [3]. 
Using G = 25.9GPa, 6 = 0.286 nm, u = 0.33, r0 = 
lb ~b, rs = 8.75 nm and is = 38.3 nm, for aluminum, 
Acrs is estimated from Eq. (2) as about 190-230 MPa. 

The relation estimated from a combination of the 
strengthening effect of the grain refinement A<rrg, solu- 
tion strengthening Aas of magnesium atoms and 
dispsersion strengthening A<rd of oxides and carbides in 
IN905XL can be described by the gray-colored zone in 
Fig. 6. The points for CGI and CG2 are close to the 
gray-colored zone. However, the points IG1, IG2 and 
FG do not fall in this zone and show a higher value 
than expected from the analysis. This is caused by the 
difference in characteristics of boundary such as misori- 
entation angle, energy of boundary and texture. This 
trend also can be seen in Al-6Ni alloy- [5]. It has been 
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Fig. 4. The variation in true stress at the fixed' strain of 0.06 as a function of strain rate. 

explained that the deviation from the Hall-Petch rela- 
tion may be due to the inhomogeneous yielding associ- 
ated with the very fine grain size. 

The yield stress in IN905XL at the highest strain rate 
is also shown in Fig. 6. The effect of the grain refine- 
ment on yield stress at the highest strain rate is almost 
similar to that at the lowest strain rate. The differences 
between yield stresses at the two strain rates, however,, 
decreases with grain size. 

4.2. Texture 

In order to investigate the deviation from the Hall- 
Petch relation in IN905XL, the initial textures before 
testing were observed. Figs. 7(a), 7(b) and 7(c) show the 
initial texture of FG, IG2, CG2, respectively. It is 
clearly seen in Fig. 7(a) that a combination of a typical 
extrusion fiber texture oriented to <111 > and <100> 
exists in the FG sample. The tensile strength of a single 
crystal oriented near the <111> direction is expected to 
be higher because of the multiple slip with deformation. 
Therefore an f.CiC. polycrystalline alloy consisting of the 
texture oriented to <111> exhibits a higher strength 
than an alloy consisting of the texture oriented to 
another direction. In the present study, the textures of 
IN905XL change from < 111 > to <110> with increasing 
grain size. As a result, the strength of the FG sample is 
higher than that of the CG2 sample. Therefore one of 
the possible reasons for the deviation from the linear 
Hall-Petch relation at the finer grain sizes may be 
expected to be the difference in the textures. 

It is concluded that the yield stress in the coarse- 
grained IN905XL agrees with the value estimated from 
a combination of the strengthening by the grain size 
refinement, magnesium solute atoms and oxides and 
carbide disperison. With decreasing grain size due to 
the inhomogeneous yielding and/or the change in the 
texture, however, the yield stress shows a higher yield 
stress than expected from the Hall-Petch relation. 

Furthermore, this influence of texture and the differ- 
ence in characteristics of boundary such as misorienta- 
tion angle and the energy of boundary should be taken 
into consideration to investigate the characteristics of 
near-nanocrystalline and/or nanocrystalline materials in 
the near future. 

5. Conclusions 

(1) The yield strength for IN905XL is a weak func- 
tion of strain rate below the strain rate of 10 s-1 and is 
a strong function of strain rate up to 1 x 103 s-1. 

(2) IN905XL exhibits a possible negative strain rate 
sensitivity of the flow stress which may be attributed to 
adiabatic heating and the absence of the P-L effect 
occurring during high strain rate testing. 

(3) Total elongation increases markedly with increas- 
ing strain rate over the strain rate of 1 x 103 s-1. It is 
also clearly noted that total elongation increases with 
increasing grain size, and the increment in total elonga- 
tion over the strain rate range increases with increasing 
grain size. 
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(4) The grain size dependence of the yield strength at 
high strain rates is similar to that at low strain rates. 
The   yield   strength   of  IN905XL  can   be   basically 

presented by three strengthening mechanisms: grain size 
refinement; magnesium solute; carbide and oxide dis- 
persion. Another possible strengthening mechanism can 
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Fig. 7. {111} pole figure of initial samples: ED, extrusion direction. 

be expected to be due to the difference in fiber' texture 
produced by extrusion, especially for the finer grain 
sizes studied. 
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Abstract 

Out of the fullerene field has grown the exciting potential for synthesis of magnetic nanoparticles of both scientific and technical 
interest. We employ a Kratschmer-Huffman carbon arc method to synthesize carbon-coated elemental transition metal and alloy 
particles with nanocrystalline dimensions. These have included FeC,, Co[Q and Ni[q ferromagnetic particles. Recently 
SmCo.JC] particles with nanocrystalline dimensions have been produced by this method starting with a Sm2Co7 metallic 
precursor. Structural characterization by X-ray diffraction and high resolution transmission electron microscopy illustrate the 
phases present and the particle size distribution. Magnetic properties, as determined by superconducting quantum interference 
device magnetometry are also reported. These include hysteretic, temperature and time-dependent magnetic responses and an 
inferred superparamagnetic response. A unifying theme in this research is the carbon arc synthesis of materials with interesting 
magnetic properties and assessment of their use in xerography, magnetic resonance imaging, ferrofluids, data storage and'magnetic 

Keywords: Magnetic, applications; Carbon-coated nanocrystals; Carbon-arc 

1. Introduction 

The field of fullerene [1] synthesis and chemistry has 
continued to progress in large part owing to the discov- 
ery of the Krätschmer et al. [2] carbon arc process [2] 
for producing C60, C70 and higher fullerene cage 
molecules. This discovery was followed by the discovery 
of "buckytubes" [3] and "buckyonioris" [4] as byprod- 
ucts of the carbon arc process. Yet another important 
development has been the discovery of techniques for 
the endohedral doping of fullerence [5] produced by the 
carbon arc. An exciting adjunct of fullerene production 
is in the formation of carbon-coated metal or metal 
carbide nanocrystals [6,7]. An adherent onion-skin-like 
graphitic carbon coating on these particles has led to 
them being classified as "giant fullerences". Our group 
has recently described the preparation of rare earth 
carbide nanocrystals [8,9], as well as a novel method for 
their separation which takes advantage of the large 

* Corresponding author. 

paramagnetic moments of the rare earth species. Car- 
bon-coated ferromagnetic nanocrystals [10,11] have 
also been produced and are suggested for a variety of 
applications where fine particle magnetism is important 
and where adherent protective C-coating have implica- 
tions for tribology, dissolution and most importantly 
oxidation resistance. 

Here we review the synthesis C-coated Co[C] and 
Sm-Co-C nanocrystals of interest for potential appli- 
cations. The magnetic particles produced by this pro- 
cess are predominantly of a single-domain nature. The 
carbon coating provides an effective oxidation barrier. 
Our data provide the first link betweeen fullerene-re- 
lated nanocrystals and the studies of fine particle mag- 
netism. We discuss efforts to produce carbon-coated 
Sm1_v_>,CoJ.CJ, with the aim of engendering larger 
magnetocrystalline anisotropy. These carbon-coated 
magnetic metal nanocrystals are of interest for potential 
applications in which v-Fe203 particles are currently 
used: i.e. in magnetic data storage, for magnetic toner 
in xerography, in magnetic inks, in ferrofluids and as 
contrast agents in magnetic resonance imaging. 

Elsevier Science S.A. 
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2. Theory of fine-particle magnetism 

Technical magnetic properties of a ferromagnetic ma- 
terial are described by the metastable magnetic hys- 
teresis curve. Two important technical magnetic 
properties are the remnant magnetization Mr and the 
coercive field Hc. For large H, all the atomic magnetic 
dipole moments are aligned and the ferromagnet is said 
to be saturated, having a saturation magnetization 
Ms = Nmfi, where Nm is the number of magnetic dipoles 
per unit volume and (i is the atomic dipole moment. 
Upon reduction of the applied field to zero the magne- 
tization is reduced owing to rotational processes. The 
remaining or remnant magnetic moment at zero field 
results from energy barriers to the reversal of the 
magnetization. It is not until a reverse field equal to the 
coercivity Hc is applied that the magnetization is re- 
turned to zero. For applications in which the remnant 
magnetization is to be exploited, it is important for Hc 

to be large enough to prevent switching to the magne- 
tizaiton due to fluctuations in the field. For applications 
in magnetic recording, for example, a moderate coerciv- 
ity is desirable to prevent induced switching; however, 
too large an Hc is undesirable for writing information 
(i.e. reversal in an applied field). 

An upper bound for the coercivity Hc is the so-called 
anisotropy field HK = 2KJMS, where Ku is a (uniaxial) 
energy density of the magnet having its magnetization 
aligned parallel or antiparallel to a (uniaxial) easy axis 
of magnetization. The common origins of magnetic 
anisotropy include magnetocrystalline anisotropy, 
shape anisotropy and stress (magnetostrictive) an- 
isotropy [12,13]. Typically the coercivity takes on values 
much less than the anisotropy field which considers 
coherent reversal over the anisotropy energy barrier as 
the mechanism of reversal (Fig. 1). In large volumes the 
reversal field is reduced owing to the nucleation and 

SFD = AH/H 

^+H 

"     -M      . 
Fig. 1. Prototypical magnetic hysteresis curve M(H) for a collection 
of single-domain particles with an operative Stoner-Wohlfarth rota- 
tional switching mechanism. 

growth, via domain wall motion, of reverse domains. 
For collections of single-domain particles, only rota- 
tional processes are important and the switching of 
individual particles can be described by a switching field 
distribution (SFD) equal to AH/HC, where AH is the 
full width at half-maximum of dM/dH. 

Interest in fine-particles magnets stems from the 
strong variation of their technical magnetic properties, 
notably Hc, with respect to particle size [14]. The 
coercivities for a variety of elemental, alloy and oxide 
ferromagnets have been observed to have maxima 
//c

max as a function of particle size (several 100 nm) 
corresponding to the limiting size for single-domain 
ferromagnets [14]. Above this size, multiple-domain 
configurations are possible and domain wall nucleation 
and mobility must be considered to understand the 
reversal process. Below this size, particles are typically 
of a single-domain nature and the reversal of the mag- 
netization can be ascribed to coherent rotation (rota- 
tion in unison) of the particle moments, if the particles 
do not interact (i.e. fanning or curling modes are inop- 
erative) [12,13]. 

To ascertain whether a particle will be single or 
multiple-domain, one needs to compare the energy of a 
particle with and without a domain wall. In the latter, 
the magnetostatic self-energy (demagnetization) results 
from free poles on the particle surface. In the former, 
the self-energy is reduced through domain formation 
but at the expense of domain wall energy. If the reduc- 
tion in self-energy exceeds the domain wall energy, then 
a multiple-domain configuration will be stable. The 
self-energy is of the form Nd{A%Mf) where Nd is the 
demagnetization factor (0<Nd<l) and the domain 
wall energy is calculated by minimizing the sum of the 
exchange energy JV and anisotropy energy KV in the 
volume V over which the magnetization rotates from 
one direction to another (the domain wall). For a 180° 
Bloch wall in a crystal with a lattice constant a the 
domain wall thickness 5 which minimizes this total 
energy is given by [15] ö = Na = nS(J/Ka)1/2, where S is 
the spin moment per atom and N is the number of 
atoms over which the magnetization rotates in the 
wall. This yields a wall energy (per unit area) of 
y = 2nS(JK/a)1'2. For b.c.c. iron, e.g. y» 1.1 erg cm-2 

and S » 45 nm. A comparison of the magnetostatic 
self-energy and the domain wall energy predicts that 
spherical particles with radius less than about 10- 
100 rim will be stable as single-domain ferromagnets. 
All nanoparticles discussed here are of sizes well 
below that necessary to stabilize multiple-domain 
configurations. 

For fine-particle magnets the possibility of thermally 
activated switching and consequent reduction in HQ{T) 
must be a consequence of a superparamagnetic re- 
sponse. Superparamagnetic response refers to the prob- 
ability of thermally activated switching of a magnetic 
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fine particle moments. This thermally activated 
switching can be described by an Arrhenius law for 
which the zero-field activation energy barrier is 
KU(V), where <K> is the particle volume. The 
switching frequency becomes larger for smaller parti- 
cle size, smaller anisotropy energy density and at 
higher T. Above a blocking temperature TB, the 
switching time is less than the experimental time and 
the hysteresis loops is observed to collapse, i.e. the 
coercive force becomes zero. Above TB, the magne- 
tization scales with field and temperature in the same 
way as does a classical paramagnetic material, with 
the exception that the inferred dipole moment is a 
particle moment and not an atomic moment. M(H,T) 
can be fit to a Langevin function L using the relation 
M/M0 = L(a) = coth a - \\a, where M0 is the 0 K sat- 
uration magnetization and a = ^H/kBT. The particle 
moment yt is given by the product MS(V) where Ms 

is the saturation magnetization and <K> is the aver- 
age particle volume. 

Below the blocking temperature, hysteretic magnetic 
response is observed for which the coercivity has the 
temperaure dependence HQ = Hc0[\ — (T/TB)112]. In the 
theory of superparamagnetism [16,17], the blocking 
temperature represents the temperature at which the 
metastable hysteretic response is lost for a particular 
experimental time frame. In other words, below the 
blocking temperature a hysteretic response is observed 
since thermal activation is not sufficient to allow 
the immediate, alignment of particle moments with 
the applied field. For spherical particles with a uniax- 
ial anisotropy axis, the rotational energy barrier 
to alignment is KU(V). For hysteresis loops taken 
over about 1 h, the blocking temperature should 
roughly satisfy the relationship TB = Ku(V)/30kB. 
The factor of 30 represents ln(cü0/cü), where co is the 
inverse of the experimental time constant (about 
10~4Hz) and a>0 an switching attempt frequency 
(about 1 GHz). 

The phenomenon of thermally activated switching 
also gives rise to the phenomenon of magnetic relax- 
ation. For thermally activated switching of identical 
particles with identical rotational activation energy 
barriers, magnetic relaxation follow an exponential 
law M(/) = Af(0)exp(-?/r). On the contrary, for par- 
ticles with distributed anisotropy energy densities or 
volumes the energy barriers for rotation will be dis- 
tributed and, under certain conditions, magnetic relax- 
ation with a logarithmic time dependence is to be 
expected: M(t) = M(0) + 5 In t, where the parameter 
S = dM/dln t is called the magnetic viscosity [18-20]. 
Using simple models [20] for the distribution of rota- 
tional energy states it is possible to relate the mag- 
netic viscosity to the range of rotational energies 
sampled during relaxation. 

3. Experimental procedure 

Nanocrystals (typical 1-50 nm) have been produced 
by the Krätschmer et al. carbon arc process. In this 
process, graphite rods have been drilled and packed 
with a mixture of oxide powder (Co304): or metallic 
species (Co or Sm2Co7) and a combination of graphite 
powder and graphite cement or dextrin powder as a 
binder. Rods were baked to drive off H20 and to sinter 
the powders. For Co[C] we have sucessfully consumed 
rods with up to 50 wt.% Co. Rods made with oxides 
had smaller fractions to avoid exceeding the percolation 
limit and inhibiting arc stability. Rods were placed in 
the upper electrode position in a d.c. carbon arc with a 
C counterelectrode employed. The rods were consumed 
under arc conditions of 100 A and a 125 Torr He gas 
pressure. A fixed voltage of about 20 V was maintained. 
Soots contain a mixture of graphitic particles, C-coated 
and uncoated nanocrystals; fullerenes were removed 
from the reactor wall and from a cathode deposit 
(pancake). It is of course also possible to synthesize a 
metal   carbide   phase   as   observed   for   Gd-   and 
Ho-containing materials [8,9]. Whether or not a carbide 
is formed depends on the metal-carbon phase diagram 
(e.g. Co is a poor carbide former, but Gdv readily 
forms carbides). Nanoparticles   were characterized by 
X-ray    diffraction    (XRD),    transmission    electron 
microscopy (TEM) and high resolution TEM analysis. 
Magnetic properties are determined by superconducting 
quantum interference device magnetometry. 

4. Results and discussion 

Results of magnetic studies of Co[C] and other 
elemental transition metal nanocrystals have been 
described in [10,11]. Among the more significant results 
has been the observation of approximately 20 (± 8-10) 
nanoparticles with adherent graphitic C coatings as 
illustrated in Fig. 2(a). In this size range the metastable 
f.c.c. configuration of Co is observed as shown in the 
XRD pattern for a sample containing nominally 
50 wt.% Co. The observation of f.c.c. Co has been 
confirmed by electron diffraction on individual particles, 
by XRD on dilute samples and most recently by XRD 
on concentrated samples. The XRD on concentrated 
samples offers the most convincing data to date on the 
predominance of f.c.c. Co nanocrystals. Using the full 
width at half-maximum of the XRD peaks in Fig. 2(b) 
in the Debye-Scherrer formula predicts a particle size 
of 20-28 nm, which is in excellent agreement with the 
TEM observations. The experimental details as to the 
synthesis of soots containing large concentrations 
of Co nanocrystals have been described in [21]. 
Co-nanoparticle-containing soots have been produced 
with   saturation   magnetization   (per  gram   of  soot) 
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2 0 (degrees) 
(b) 

Fig. 2. (a) TEM image of C-coated Co nanoparticles produced by the 
Krätschmer et al. carbon arc process starting with Co-packed anodes 
of nominal Co content 50 wt.%. (b) XRD intensity vs. 20 for the 
same with f.c.c. Co peaks labeled. 

in excess of 100 emu g_1. These materials typically have 
approximately 500 Oe coercivities extrapolated to 0 K 
in excellent agreement with previous observations of Co 
nanoparticles [14], with some slight variation (less than 
± 100 Oe) in concentration. Values of MJMsa 0.5 for 
randomly aligned particles are observed in agreement 
with -the Stoner-Wohlfarth [22] coherent rotation 
model. SFDs of about 4-6 are observed for randomly 
oriented particles at 5K. For collections of particles 
which have been magnetically aligned prior to being 
immobilized in epoxy the SFD can be reduced to less 
than 0.5 which is a benchmark for recording media [23]. 

A superparamagnetic response is observed for these 
particles above a blocking temperature TB « 160 K, and 
therefore these materials are not particularly exciting 
for room-temperature applications in which a thermally 
stable hysteretic response is desired (e.g. magnetic 
recording). On the contrary, ferrofluidic applications, 

and applications in magnetic resonance imaging en- 
hancement agents may both be viable. These results 
suggest that, to achieve the goal of stable hysteresis at 
room temperature, either the particle volumes and/or 
the magnetic anisotropy must be increased so as to 
increase rotational energy barriers. The former is un- 
dersirable owing to both the desire to retain single-do- 
main particles and to record information densely. The 
latter may be achieved through alloying which influ- 
ences the magnetocrystalline anisotropy energy density 
or by techniques which engender shape or stress an- 
isotropies. We suspect that magnetocrystalline an- 
isotropy is the primary determinant of the rotational 
energy barriers in our particles. However, further work 
is necessary to assess definitively the contribution due 
to magnetostatic energy in elongated or acicular parti- 
cles and magnetostriction in stressed materials. TEM 
analysis has thus far indicated monodisperse and spher- 
ical particles for f.c.c. Co[C] but with a significant 
fraction of stacking faults. The similarity between our 
coercivity values and those observed earlier and at- 
tributed to magnetocrystalline anisotropy suggests that 
the same anisotropy mechanism may be also be opera- 
tive in our particles. Spherically shaped particles would 
seem to preclude a large contribution from shape an- 
isotropy. 

Out most recent efforts seek to produce compounds 
with large magnetocrystalline anisotropy (MnAl [24- 
26], MnBi [27], and SmCo5 [28]) and methods for 
engendering shape anisotropy (taking advantage of an- 
isotropic growth rates). These alloy systems include 
those known to have large magnetocrystalline an- 
isotropies as previously investigated in bulk but which 
have not been investigated as fine-particle magnets. We 
seek to understand the influence of increased magne- 
tocrystalline anisotropy on barriers to rotational mag- 
netic hysteresis. Here we describe magnetic properties 
of similarly produced Sm, _x_yCoxCy nanocrystals 
chosen so as to explore the possibility of producing 
nanoparticles with increased magnetocrystalline an- 
isotropy. The Sm-Co system has several notable per- 
manent magnet phases including SmCo5, Sm2Co7 and 
Sm2Co17.' These phases are interesting because of their 
large moments and large anisotropy constants which 
give rise to large coercivities in bulk magnets. Our 
experiments with carbon-coated SmCoA. nanocrystals 
seek to exploit these large anisotropies to produce 
fine-particle magnets stable to much higher tempera- 
tures than the previously studied elements. 

Fig. 3(a) illustrates a typical 5 K magnetic hysteresis 
curve for Smj^^Co^C^ nanocrystals. Preliminary 
TEM results show these to be about 20 nm particles of 
nearly spherical shape. XRD reveals f.c.c. Co and 
SmCo5 as predominant among the several phases ob- 
served; a detailed discussion of the phases present will 
be presented elsewhere. This represents our first at- 
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tempts at synthesizing the hard SmCo phases. Work: is 
in progress to vary the chemistry and to investigate 
post-synthesis annealing protocols and their influence 
on magnetic properties. Fig. 3(b) shows the SFD for 
the same material. A bimodal distribution is observed 
and attributed to both Co and SmCoA. nanocrystals as 
observed in XRD. A rounded hysteretic response is 
consistent with a collection of particles with randomly 
aligned easy axes, as is the ratio MJMS x 0.5. For these 
particles, SFDs range from about 2.5 to 4. Magnetic 
alignment of these particles has not yet been attempted. 
If successful, the SFD may be further reduced as was 
the case for f.c.c. Co nanoparticles. Significant in the 
temperature-dependent magnetic response of these par- 
ticles is the fact that significant hysteresis is still ob- 
served at 300 K for these particles. Observations of 
Hc < 100 Oe for the wall soot and Hc < 450 Oe for the 
pancake material suggest that these materials may be 
potentially interesting room-temperature magnets. The 
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Fig. 3. (a) M{H) at 5 K and (b) SFD at 5 K for Sm, _.v_,.Co.vC,, 
nanocrystals (collected from carbon arc pancake region). 
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Fig. 4. Coercivity as a function of T"2 for SmCov[C] nanocrystals. 
Deviations at low T are believed to be due to a minority f.c.c. Co 
phase. The majority phase is SmCo5. For this sample the wall soot 
TB > 700 K. For particles collected in the pancake region, TB is much 
larger. 

difference between these two observed values is not yet 
well understood. 

Fig. 4 shows a typical temperature dependence of the 
coercivity He, showing that a blocking temperature 
must greatly exceed room temperautre. A contribution 
at low temperatures is similar to that observed previ- 
ously for Co[C] nanocrystals. A Tl/2 dependence of Hc 

is again seen to be approximately obeyed. Further 
experiments, at higher temperatures, will be necessary 
to determine whether this temperature dependence is 
simply reflective of thermally activated switching or 
whether the intrinsic temperature dependence of the 
magnetic order parameter also plays a role (i.e. if 300 K 
is a significant fraction of the Curie temperature Tc). 

Fig. 5 shows the field dependence of the magnetic 
relaxation rate S = dM/d In t, at various temperatures. 
The response is thermally activated, roughly propor- 
tional to the SFD at the given temperature and peaked 
at a field equal to the coercive field HC(T). These results 
are consistent with a model for thermally activated 
switching over a rotational energy barrier. In future 
work a full analysis of the distribution of rotaional 
energy barriers will be presented. 

5. Conclusions 

The Krätschmer et al. carbon arc method has been 
used to produce carbon-coated transition metal and 
rare earth-transition metal (carbide) nanocrystals. Par- 
ticles have a nominally spherical morphology with 
about 20 nm radii (for Co) as determined from TEM. 
Small single-domain particles of elemental (carbide) 
magnets exhibit a  superparamagnetic response with 
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Fig. 5. Magnetic viscosity S(T,H) for Sm, _ v_rCovCr nanocrystals. 

hysteresis only below TB. Protective carbon 
coatings and novel magnetic properties make 
these potentially interesting for applications. To 
be viable for recording or other applications requiring 
stable moments at room temperature, larger particles 
and/or magnetic anisotropy will need to be dev- 
eloped. Alloy magnets with large magnetocrys-talline 
anisotropies offer promise as potentially thermally 
stable fine-particle magnets. SmCoA. fine-particle mag- 
nets produced by a carbon arc process have large 
blocking temperatures, making them attractive as 
thermally stable magnets at room temperature. 
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Abstract 

The dependence of the giant magnetoresistance (GMR) on the sputtering pressure, the presence of a Ta underlayer and 
overlayer, the annealing temperature and the bilayer thickness has been studied in sputtered (Fe-Co)/Ag multilayers. The 
optimum sputtering pressure was found to be 5 mTorr. The Ta underlayer and overlayer influence greatly the microstructural 
changes during heat treatment and consequently the magnitude of magnetoresistance. The magnetoresistance increases initially 
with increasing annealing temperature, reaches a maximum in the region between 250 and 325 °C and after that decreases. The 
maximum GMR was 8.43% at 46 K and 5.29% at room temperature for films with Ta layers annealed at 275 °C. The magnetic 
properties are also affected by the annealing. The as-sputtered samples show coercivity in the range 60-220 Oe. After heat 
treatment in vacuum for 10 min the coercivity drops dramatically in all samples. The films with the highest GMR are believed to 
be superparamagnetic. 

Keywords: Magnetotransport properties; Annealing; Sputtering 

1. Introduction 

Since the discovery of giant magnetoresistance [1] an 
immense number of studies covering different aspects of 
the phenomenon have been published. Giant magne- 
toresistance (GMR) has been observed in multilayers 
[1], granular filme [2,3] and recently in broken (Fe-Ni)/ 
Ag multilayers [4]. The latter of these do not exhibit a 
very high GMR, about 25% [5] at room temperature, 
but they are interesting because of their sharp magne- 
toresistive curves and consequently their high sensitiv- 
ity. This work is a continuation of our previous study 
on (Fe-Co)/Ag granular films [6] and annealed multi- 
layers [7]. In the first system the main focus was on the 
dependence of GMR on composition. It was found that 
the maximum GMR occurs for 65-70 at.% for which 
there is a substantial fraction of magnetic material but 
still the samples are far from percolation. The optimum 
composition for the magnetic component was found to 
be 33 at.%o Fe and 67 at.% Co and the corresponding 
GMR was 29%> at 30 K and 11% at 300 K. For this 
particular composition it was observed that the magne- 
torsistance curve is much sharper than that of Co/Ag 
granular films. In the second system we studied the 
influence of annealing conditions on the magnitude of 
GMR. The optimum annealing temperature was found 

to be around 300 °C. In both systems the samples with 
the highest GMR were superparamagnetic as indicated 
by their negligible coercivity and overlapping M vs. 
HjT curves. The main objectives of this work are to 
study the influence of the sputtering pressure, the an- 
nealing temperature, the bilayer thickness and the pres- 
ence of Ta underlayer and overlayer on the magnetic 
and saturating fields of GMR as well as on microstruc- 
ture and magnetic properties. 

2. Experimental 

(Fe33Co67/Ag),o multilayers were deposited on water- 
cooled substrates using d.c. magnetron sputtering from 
composite targets. The presputtering pressure was 
8 x 10-8 Torr. Sputtering was performed at 5 mTorr 
Ar pressure for the Ag and Ta layers and at 3, 5 and 
10 mTorr for the Fe-Co layers. Two types of film were 
prepared: one deposited directly and the other sand- 
wiched between 2.7 nm Ta layers. The thickness of the 
Fe-Co layers was kept constant about 0.7 nm but the 
thickness of the Ag layers was varied between 2 and 
3 nm. The number of buyers for all films was 10. A 
summary of the samples prepared is given in Table 1. 
Pre-cleaned glass strips were used as substrates for 

0921-5093/95/509.50© 1995 — Elsevier Science S.A. All rights reserved. 
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Table 1 
Description of the prepared films 

Deposited on glass Ta layers on top and bottom 

Layer thicknesses 
(nm) 

Pressure P 
(mTorr) 

Layer thicknesses 
(nm) 

Pressure P 
(mTorr) 

Fe-Co. 0.7; Ag, 2.0 

Fe-Co, 0.7; Ag, 3.0 

3 
5 

10 
3 

:     5 
10 

Fe-Co, 0.7; Ag, 2.0 

Fe-Co, 0.7; Ag, 3.0 

3 
5 

10 
3 
5 

10 

GMR and X-ray diffraction (XRD) measurements, car- 
bon-coated copper grids for transmissison electron mi- 
croscopy (TEM) and aluminum foils for magnetic mea- 
surements. Films were annealed in vacuum of 
10~6Torr in the temperature interval 200-350 °C for 
10 min. Small-angle XRD (Phillips APD 3520) was 
used to determine the bilayer thickness and a JEOL 
JEM-200FX transmission electron microscope to study 
the structure and microstructure. A superconducting 
quantum magnetometer with fields as high as 50kOe 
was used to study the magnetic properties and GMR 
using the four-point technique at 46 and 300 K. 

3. Results and discussion 

Transmission electron micrographs show that all the 
as-sputtered films are uniform and consist of small 
grains. Fig. 1 shows a typical dark-field image from 
as-sputtered sample showing that the average grain size 
is about 5 nm. Selected-area diffraction (SAD) and 
XRD spectra show the presence of only f.c.c. Ag (Fig. 
2). The absence of Fe or Co reflections is similar to the 
case observed in Co/Ag and Fe/Ag granular films. In 
Co/Ag [8], previous high resolution TEM studies 
showed that the size of the Co particles is only 1 -2 nm. 
As a result the reflections from Co are too weak to be 
observed. For Fe/Ag films [9] it was also found, using 
thermomagnetic data, that the size of the Fe particles is 
only a few nanometers as well. 

Heat treatment causes changes in microstructure. 
The films without Ta layers crack. A large number of 
very large particles, of size about 100 nm, can be seen 
(Fig, 3). In contrast the films deposited on Ta show a 
relatively uniform microstructure after annealing with a 
grain size about 6 nm (Fig. 4). Microdiffraction pat- 
terns from the large particles (shown in the inset of Fig. 
3) revealed that they are all f.c.c. Ag. 

The magnetoresistive data, taken at 46 K, are sum- 
marized in Table 2. The upper numbers represent the 
GMR of the as-sputtered films, and the lower numbers 
the maximum GMR after annealing. It can be seen that 

both the sputtering pressure and the presence of Ta 
layers have an influence on the magnetoresistance. The 
presence of Ta layers increases the magnitude of GMR 
for all samples. This can be attributed to the fact that 
Ta layers prevent cracking of multilayers and formation 
of large particles. The sputtering pressure is also ob- 
served to play a role. 5 mTorr appears to be the opti- 
mum  pressure.  Small-angle  XRD  data  on  samples 

Fig. 1. Dark-field micrograph of as-made sample. 

Fig. 2. SAD of as-made sample. 
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Fig. 3. Dark field micrograph of annealed sample without Ta layers. 

Fig. 4. Dark-field micrograph of annealed sample with Ta layers. 

prepared under these conditions are much sharper and 
clearer compared with those for other pressures. This 
indicates that the interface roughness is the smallest for 
this particular pressure. 

The dependence of magnetoresistance on annealing 
temperature is shown in Fig. 5 for films with 3 nm Ag 
layers deposited directly on glass and in Fig. 6 for the 
identical films with Ta layers. The GMR initially in- 
creases, reaches a maximum in the temperature range 
250-325 °C and above 325 °C decreases. It is seen that 
for high annealing temperatures the behaviors for the 
two different types of sample are different. The GMR 
in films without Ta falls off vary rapidly in contrast 
with films with Ta. This behavior is consistent with the 
fact that Ta prevents cracking of the magnetic layers 
and preserves the film uniformity during annealing. 

Heat treatment was found to have a substantial 
influence on the sharpness of the magnetoresistive 
curves (Fig. 7). The sharpness increases with increasing 
annealing temperature. Ta layers do not affect this 
behavior much. 

The as-sputtered samples show small but non-zero 
coercivity in the range 60-220 Oe. Annealing decreases 
the coercivity substantially. This can be attributed to 
two factors. The first is that heat treatment decreases 
the number of defects in the films and this is supported 
by the observed large decrease (a factor of 2) of resistiv- 
ity. The second reason is the Ag penetration into 
Fe-Co layers, which promotes the formation of sepa- 
rated superparamagnetic particles. This was further ver- 
ified by M vs. H/T plots (Fig. 8) for the sample with 
3 nm Ag and Ta layers. The overlapping is clear and 
this indicates the superparamagnetic behavior of the 
sample [10]. The size of the superparamagnetic granules 
in our films was determined to be about 4 nm using the 
temperature dependence of susceptibility above the 
blocking temperature. For this purpose we used the fact 
that an ensemble of superparamagnetic particles obeys 
the Langevin law. From the slope of the inverse of 
susceptibility vs. the temperature curve we find the 
average magnetic moment of the particles which allows 

Table 2 
Summary of grant magnetoresistance data 

Deposited on glass ' Ta layers on top and bottom 

Layer thicknesses P Film GMR Layer thicknesses P Film GMR 
(nm) (mTorr) (%) (nm) (mTorr) (%) 

Fe-Co, 0.7; Ag, 2.0 3 As made 1.4 Fe-Co, 0.7; Ag, 2.0 3 As made 0.98 
Annealed 0.9 Annealed 2.43 

5 As made 1.4 5 As made 6.1 
Annealed 0.9 Annealed 1.91 

10 As made 1.2 10 As made 5.93 
Annealed 1.0 Annealed 5.93 

Fe-Co, 0.7; Ag, 3.0 3 As made 1.4 Fe-Co, 0.7; Ag, 3.0 3 As made 2.55 
Annealed 3.5 Annealed 2.83 

5 As made 5.8 5 As made 7.1 
Annealed 6.6 Annealed 8.43 

10 As made 1.6 10 As made 1.34 
Annealed 1.8 Annealed 4.73 
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us to estimate the size by dividing it by the saturation 
magnetization of Fe33Co67 [10]. The same superpara- 
magnetic behavior and particle size are also observed 
for the corresponding samples without Ta layers. For 
the samples with 2 nm Ag annealed in the same condi- 
tions the coercivity also decreases and the M vs. HIT 
curves are very close to overlapping, but still not ex- 
actly. It may be possible that the amount of Ag is not 
sufficient to break the Fe-Co layers completely and to 
form isolated superparamagnetic particles. 

In summary our data indicate that, during heat treat- 
ment, Ag penetrates into Fe-Co and promotes break- 
up of layers and the formation of isolated magnetic 
particles. The magnetoresistance occurs because of 
spin-dependent scattering at the surfaces of these mag- 
netic granules. This is further supported by the fact that 
the maximum GMR is observed in samples showing 
superparamagnetic behavior. 
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Abstract 

Granular films of Cr-Fe have been prepared by d.c. magnetron sputtering over the Cr content range 10-90 at.%, on both 
heated and water-cooled substrates. Transmission electron microscopy studies, used for the microstructural characterization of the 
samples, show a composition-dependent grain size, in the range 10-150 Ä. X-ray studies showed that the CR-rich and Fe-rich 
samples are b.c.c. Those with intermediate composition showed extra diffraction lines which may be indexed with the Cr s.c. 
structure. Magnetic properties, such as coercivity Hc and giant magnetoresistance, were also found to be strongly composition 
dependent, with maximum values of 320 Oe and 7.5% respectively, measured at 35 K. 

Keywords: Magnetic properties; Chromium; Iron; D.C. magnetron sputtering 

1. Introduction 

Metallic granular films, consisting of magnetic gran- 
ules in a non-magnetic matrix, have attracted much 
interest in the last few years because of their magnetic 
hysteresis and giant magnetoresistance behavior. Exam- 
ples of such metallic systems, include Co-Ag [1], Fe-Ag 
[2,3] and Co-Cu [4] films. The grant magnetoresistance 
(GMR) effect was first discovered in magnetic multilay- 
ers such as Co-Cu [5] and Cr-Fe [6,7], and then in 
granular (Fe,Co)-(Ag,Cu) films [8,9]. Recently, GMR 
has also been reported in Cr-Fe heterogeneous alloy 
films [10]. Cr-Fe has an isostructure two-phase region 
below 475 °C. A a phase is present in the temperature 
range from 475 to 820 °C and this makes high tempera- 
ture annealing for inducing phase separation difficult. 
Above 820 °C, Cr and Fe are entirely miscible [11]. We 
have initiated a study to understand the origin of GMR 
in Cr-Fe films by correlating their magnetic and GMR 
properties with their structure and microstructure. Pre- 
liminary results of this study are reported in this article. 

2. Experimental procedure 

Cr-Fe films were prepared by d.c. magnetron sput- 
tering using the tandem deposition method [12] on both 

water-cooled (about 10 °C) and heated (200 °C) Al 
substrates. The particular deposition method was cho- 
sen in order to ensure that the resulting specimens were 
stable phase-separated granular films. The chamber 
base pressure was of the order of 10_8Torr, while 
during sputtering an argon gas presure of 5 mTorr was 
maintained. The deposition rate was in the range 0.7- 
2.9 Äs-1. Inductively coupled plasma emission, pro- 
vided the composition data for the films. The Cr 
volume percentage was varied between *v = 10.0 and 
xv = 90.0, whereas the thickness of the films was kept 
constant at about 2000 Ä. 

The magnetic properties were measured using a su- 
perconducting quantum interference device magne- 
tometer in the temperature range 10-300 K. Magneto- 
resistance (MR) was measured at 35 K by the conven- 
tional four-probe technique. Coercivity Hc was also 
measured at 35 K for all samples. Transmission elec- 
tron microscopy (JEOL 2000FX) and X-ray diffraction 
(XRD) (Philips APD3520) studies were used to deter- 
mine the crystal structure and microstructure of the 
samples. Heat treatment of films was performed in 
order to promote phase separation and particle growth. 
In preparation for annealing, the samples were encap- 
sulated in glass tubes under a vacuum of 10_6Torr. 
The annealing time was 30 min at a temperature of 
450 °C. 

0921-5093/95/S09.50 © 1995 ■ ■ Elsevier Science S.A. All rights reserved 
SSDI 0921 -5093(95)09932-8 
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3. Results and discussion 

Fig. 1 shows the dark-field images and the corre- 
sponding selected-area diffraction (SAD) patterns of 
as-made Cr,00_vFe;f with x= 15.9, 50.2 and 80.4 at.% 
respectively, deposited at a low temperature (about 
10 °C). The SAD patterns indicate that the Fe-rich and 
Cr-rich samples have a b.c.c. structure as expected 
(both Fe and Cr are b.c.c. with lattice parameters 
a = 2.8664 and 2.8839 Ä respectively). However, the 
SAD patterns of samples with Cr content in the range 
x= 19.4-66.0 at% appear to be different. Indexing of 
these patterns indicates that Cr may have an s.c. struc- 
ture. Previous studies [13] have also reported an s.c. 
structure for pure Cr films evaporated at a low pressure 

'j.*."~i    , ■■ 
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Fig. 1. SAD   and   corresponding  dark-field   images   of as-made 
Crioo - x Fe.*. with x = 15.9, 50.2 and 80.4 at.%. 
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2. XRD patterns of as-made Cr,00_vFev, with x= 15.9, 50.2 
80.4 at.%. 

in the presence of pure argon. The same studies claimed 
that this structure transforms to b.c.c. upon annealing 
at 450 CC. This behavior was also verified by XRD 
(Fig. 2). The grain size of Fe particles is found to vary 
almost linearly with the Fe content, from 15 to 190 A 
(Fig. 3). Upon annealing at 450 °C, the films transform 
to b.c.c. for the entire composition range. In both the 
as-made and the annealed samples, with low Fe content 
(x < 24 at.%) there is a tendency for cluster formation 
with .a size about 1000 Ä. These clusters are probably 
due to, the presence of Fe-rich ferromagnetic isostruc- 
tural particles. 

M. vs. H loops, show that as-made films with a high 
Fe content (34 at.% or less) saturate at low applied 
fields while the Cr-rich films appear to be paramagnetic 
(Fig. 4). Thermomagnetic data for the former films 
show a peak at around T= 50 K for most samples 
which can be related to the blocking temperature of the 
magnetic granules (Fig. 5). 
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Fig. 4. MT(H) curves of Cr^Fe^ and Cr637Fe363 as-made films. 

The coercivity as a function of Fe contant can be 
seen in Fig. 6, for both the as-made and the annealed 
samples. Since the Fe content depends almost linearly 
on the grain size, we can expect a similar trend for the 
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Fig. 5. Thermodynamic data of Cr^Fe^ and Cr63 7Fe363 as-made 
films. 
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Fig. 6. Fe content dependence of coercivity Hc at 7=35K, for 
as-made and heat-treated samples. 

coercivity (Fig. 7). When the particle size is increased, 
Hc is increased because of thermal effects. The decrease 
on higher Fe content is due to the onset of percolation. 
Upon annealing, Hc increases for films with Fe content 
below 30 at.%. The reason for this behavior is believed 
to be the increase in grain size. The maximum coerciv- 
ity for the as-made samples is 312 Oe and it is observed 
for Cr34Fe66. For the heat-treated films a maximum Hc 

of 269 Oe is observed for Cr757Fe24.3. 
The magnetic studies indicate that the films with high 

Fe contant have a ferromagnetic behavior. As we de- 
crease the Fe content, the films exhibit paramagnetic 
behavior. Finally, at low Fe content (less than 17 at.%), 
there is an indication of superparamagnetic behavior, 
which is also verified from the overlapping of the 
corresponding M vs. HIT curves. This behavior is 
probably due to the small Fe particle size (of the order 
of 10 Ä). 
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Fig. 7. Grain size dependence of coercivity Hc at 7=35K, for 
as-made and heat-treated samples. 



J.A. Christodoulides et al. / Materials Science and Engineering A204 (1995) 30-33 33 

I  4 

—■— waer-cooled (10 C) 
—•— annealed (400 Q 
—*— hcaed substrate(200 Q 

U 20 25 30 35 

Volume xv at%(Fe) 

Fig. 8. Fe content dependence of MR ratio, at T=35 K. 

GMR was observed in all three sets of samples, with 
the highest value obtained in samples grown on heated 
substrates. The GMR was found to be composition 
dependent. Fig. 8 shows values of the MR ratio 
(/?<// = o) -/>(* = so kOe))//V=so) vs. Fe content. The MR 
ratio has a maximum value of 7.5% at around 
*= 19at.%Fe, for all samples. Similar behavior has 
been observed in other systems such as Ag-Fe [2]. 
However, the MR ratio is higher for the heated sub- 
strate than for the water-cooled substrate. 

4. Conclusions 

Our structural studies of sputtered granular 
Cr,00_A.Fev indicate an s.c. structure for as-made films 
deposited onto water-cooled substrates, in the range 
x = 20-66 at.%. After heat treatment at 450 °C, this 
structure transforms to b.c.c. The grain size appears to 
increase with the increasing Fe content of the films and 
upon annealing grows by about 25%. Coercivity was 
found to be strongly composition dependent with a 

maximum value of 312 Oe for as-made Cr34Fe66. The 
MR ratio showed a maximum value at around 
x = 19 at.% Fe for all sets of samples. The largest MR 
value of 7.5% was measured on samples deposited on 
heated substrates. 
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Abstract 

The large fraction of atoms associated with the interfacial regions of nanocrystalline materials has been recognized to influence 
many properties. In the present work, the temperature dependent linear coefficient of thermal expansion and isobaric heat capacity 
of porosity-free nanocrystalline materials produced by electrodeposition were measured and compared with results obtained for 
conventional polycrystalline material and other nanocrystalline materials. The results show that neither of these properties is 
strongly affected by grain size in porosity-free materials, suggesting that the relatively large changes previously reported for gas 
condensed materials may be due to porosity rather than the small grain size per se. 

Keywords: Thermal expansion; Heat capacity; Nanocrystalline materials 

1. Introduction 

One of the main areas of scientific interest of 
nanocrystalline materials is their thermodynamic prop- 
erties. Since the atomic structure of materials, their 
stability, and their atomic interactions are related in 
complex ways to their thermodynamic properties, it is 
of great fundamental interest to explore the thermody- 
namic consequences of a material system with a high 
volume fraction of atoms associated with interfacial 
regions. The coefficient of linear thermal expansion aL 

and the isobaric heat capacity Cp are considered here. 
Rupp and Birringer [1] found aL for nanocrystalline 

copper of 8 nm grain size to be nearly twice that of 
regular polycrystalline copper. However, the nano- 
crystalline copper was only 90% dense. Heat capacities 
of nanocrystalline copper and palladium were also 
found to be increased by 10% and 40% respectively [1]. 
Thermodynamic models based on quasiharmonic ap- 
proximations used to predict theoretically the thermo- 
dynamic properties as a function of grain boundary free 
volume have produced similar increases in aL (70%- 
85%) and Cp (10%-25%) for nanocrystalline palladium 
with respect to conventional polycrystalline palladium 
[2]. Fecht's calculations [3] also predict increases by a 
factor of 2 in both volumetric thermal expansion and 
heat capacity. 

More recent results by Gleiter [4] show that the 
differences for aL between nanocrystalline and conven- 
tional microcrystalline copper depend strongly on the 
applied pressure during consolidation of gas con- 
densed powder. The general trend was that this differ- 
ence decreased with increasing compaction pressure. 
Some compacted nanocrystals even showed a slight 
reduction of aL from the value of polycrystalline mate- 
rial. Lu et al. [5] observed an increase in aL of about 
60% and 12% in Cp for Ni-P alloys crystallized from 
amorphous precursors. However, these materials con- 
sisted of two phases (f.c.c. Ni and b.c.t. Ni3P) and 
cannot be compared directly with single-phase materi- 
als. 

Many of the previously measured properties of 
nanocrystalline solids were obtained on consolidated 
gas condensed materials which have a considerable 
amount of entrained porosity. This porosity effectively 
lowers the density of the material and may drastically 
alter the experimental results and, therefore, impair 
the reliability and accuracy in the measurement of the 
intrinsic properties of nanostructured materials [6]. In 
fact, recent results have shown several inconsistencies 
in measured properties between these consolidated ma- 
terials and porosity-free electrodeposited nanocrys- 
talline materials [7]. It is the objective of this work to 
examine to what extent changes in thermal expansion 

0921-5093/95/S09.50 © 1995 - Elsevier Science S.A. All rights reserved 
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(a) (a) 
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(c) 

Fig. I. Transmission electron micrographs of as-electrodeposited 
nickel with 20 nm average grain size: (a) bright field micrograph, (b) 
dark field micrograph, (c) electron diffraction pattern. 

(c) 

Fig. 2. Transmission electron micrographs of as-electrodeposited 
80Ni-20Fe with 15nm average grain size: (a) bright field mi- 
crograph, (b) dark field micrograph, (c) electron diffraction pattern. 
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and heat capacity may be correlated to grain size 
reduction in the absence of any entrained porosity. 

2. Experimental 

The nanocrystalline samples used in this study were 
electrodeposited onto a titanium electrode using re- 
cently developed synthesis techniques [8,9]. Nanocrys- 
talline materials produced by these techniques are 
essentially fully dense [10]. Bulk nanocrystalline sam- 
ples of two different compositions were plated to a 
thickness of about 200 um and then mechanically 
stripped from the substrate for property measurements: 
(1) nanocrystalline nickel with 20 nm grain size and 
99.9% purity [8], and (2) an 80 at.% nickel and 20 at.% 
iron nanocrystalline nickel-iron alloy of composition 
close to that of conventional Permalloy [9]. The compo- 
sition of the nickel-iron alloy electrodeposit was deter- 
mined by energy dispersive X-ray spectroscopy. A 
conventional polycrystalline nickel sheet of 100 urn 
grain size, 500 um thickness, and 99.98% purity was 
used as a fully annealed reference material. 

Thin foils for transmission electron microscopy 
(TEM) were obtained by jet-polishing in an electrolyte 
consisting of 10% perchloric acid, 15% acetic acid, and 
75% methanol at about 25 V d.c. and a temperature of 
— 10 °C. TEM dark field micrographs were used to 
determine directly the average grain size based on 200 
grain diameter measurements. 

The 20 nm nickel and 15 nm nickel-iron samples 
were cut by electric discharge machining into 25 mm 
long by 6 mm wide specimens required for measure- 
ment of thermal expansion. A Theta differential quartz 
pushrod dilatometer using a linear variable differential 
transducer equipped with a cryogenic temperature at- 
tachment was used for this experiment and was cali- 
brated in situ against a tungsten reference. For all 
experiments, helium was used as a purge gas and a 
linear temperature ramp rate of 5 K min-1 was applied. 

A TA Instruments 2910 modulating differential scan- 
ning calorimeter (MDSC) [11] with a cryogenic temper- 
ature apparatus was employed to determine 
continuously the constant pressure heat capacity Cp as 
a function of temperature. The MDSC was calibrated 
using a sapphire reference and the sample chamber was 
continuously purged with nitrogen. A linear heating 
rate of 5Kmin_1, a temperature modulation wave- 
length of 100 s, and an amplitude modulation of 
+ 1.0K were applied for all experiments. 

3. Results and discussion 

Figs. 1 and 2 show bright field (a) and dark field (b) 
electron micrographs as well as electron diffraction 

patterns (c) of the as-plated nickel with an average 
grain size of 20 nm and nickel-iron with 15 nm grain 
size respectively. The well defined continuous rings in 
Figs. 1(c) and 2(c) are characteristic of an equiaxed 
nanocrystalline material with more or less random 
grain orientation distribution. It should be noted that 
over the temperature range used in the present work 
(140-500 K), the crystallographic texture of the 
nanocrystalline nickel has been shown not to be signifi- 
cantly altered from its as-deposited state [12]. Also, no 
significant grain growth occurs in this temperature 
range. 

Fig. 3 shows the temperature dependence of the 
linear thermal expansion coefficient aL for both the 
as-plated nanocrystalline nickel and conventional nickel 
between 140 and 500 K. Between 140 and 205 K, aL is 
slightly higher for the nanocrystalline nickel. However, 
between 205 and 500 K, aL of nanocrystalline nickel is 
reduced from the value observed for polycrystalline 
nickel, the maximum reduction being 2.6% at 500 K. 
Overall, the effect of grain size on aL for pure nickel is 
rather small in contrast to previous observations on gas 
condensed materials [1]. 

Fig. 4 shows aL for the 15 nm nickel-iron permalloy 
alloy as a function of temperature in comparison with 
normal polycrystalline nickel. For temperatures below 
350 K the nanocrystalline nickel-iron alloy shows es- 
sentially the same behaviour as pure nanocrystalline 
nickel. However, beginning at 350 K a marked negative 
deviation in aL with increasing temperature is observed. 
This phenomenon can be attributed to alloying effects 
and will be discussed elsewhere in more detail [13]. 
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Fig. 5 shows the heat capacity Cp as a function of 
temperature for nanocrystalline and normal polycrys- 
talline nickel. Over the entire temperature range the 
heat capacity of nanocrystalline nickel is marginally 
increased above Cp for polycrystalline nickel by 2.5%- 
5%. As in the case of the thermal expansion coefficient, 
this result conflicts with observations made on gas 
condensed materials [1]. 

The structural variability of nanocrystalline materials 
produced by different synthesis methods may be the 
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Fig. 5. Temperature dependent isobaric heat capacity of 20 nm grain 
size nickel and conventional polycrystalline nickel. 

cause of the conflicting thermodynamic properties, in a 
way similar to that previously reported for mechanical 
and magnetic properties [7]. Before a complete under- 
standing of the true nature of the nanocrystalline state 
can be obtained, it will be essential to characterize more 
rigorously this class of materials in terms of numerous 
microstructure parameters [14] including crystallo- 
graphic texture, grain boundary and triple junction 
character distributions, impurity content, etc. as well as 
residual porosity, before specific properties can be un- 
equivocally attributed to nanocrystalline grain size 
alone. 

4. Summary 

The linear thermal expansion coefficient of porosity- 
free electroplated nanocrystalline nickel was meaured to 
be approximately the same as for conventional poly- 
crystalline material in the temperature range between 
140 and 500 K. The isobaric heat capacity of nickel was 
found to be 2.5%-5% larger for the nanocrystalline 
nickel than for the conventional nickel. For nanocrys- 
talline nickel-iron a reduction in the thermal expansion 
was observed for temperatures above 350 K which can 
be attributed to alloying effects. 
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Abstract 

We have studied the microstructural and magnetic properties of sputtered nanocrystalline granular Gd-W thin films as a 
function of annealing temperature. Granular Gd-W films were formed by annealing the as-deposited amorphous films in the 
temperature range 700-950 °C for 15 min. The TEM studies on the annealed samples indicate that the Gd and W phases 
crystallize as separate phases around 825 °C. The grain sizes of these granular phases were estimated to be about 10-30 nm. 
Magnetic measurements of samples annealed at 875 °C indicate the coexistence of superparamagnetic Gd with a blocking 
temperature near 50 K and ferromagnetic Gd with a Curie temperature near 293 K. Higher temperature annealings led to 
bulk-like ferromagnetic Gd behavior. 

Keywords: Magnetic properties; Granular; Gadolinium; Tungsten 

1. Introduction 

Phase separated materials continue to be a subject of 
interest and investigation [1,2]. Among such materials 
are granular solids. The fine grain structure in granular 
solids gives rise to a variety of physical phenomena 
such as the size dependence of the Curie temperature, 
the ferromagnetic single domain particles, and super- 
paramagnetism [3,4]. Most studies to date have been 
done on systems involving a ferromagnetic transition 
metal (Fe, Co, Ni) in a non-magnetic matrix material 
(Si02, A1203, BN, Cu, Ag) [5,6]. The main criteria for 
material selection are that they do not alloy with each 
other and that they do not react to form compounds. 
Very little work has been done outside of these said 
systems, especially for granular solids in which the 
magnetic constituent is a rare earth metal. Thus, in this 
study we have investigated the possibility of forming a 
granular solid with a rare earth metal. 

The Gd-W system has been chosen for this study. It 
is known that Gd and W form no chemical compounds, 
and have very low mutual solubility. Furthermore, Gd 
orders ferromagnetically below its Curie temperature of 
293 K while W remains paramagnetic down to very low 
temperatures. Thus it seems that Gd and W are ideal 

' Corresponding author. 

ingredients for a granular solid. In this study, we have 
investigated the synthesis of sputtered thin film granular 
solids of the Gd-W system, and correlated the mi- 
crostructure and magnetic properties of the films in the 
as-deposited state and at several stages of crystallization. 

2. Preparation and measurement 

Gd-W thin films were deposited on Ta foil and 
carbon supported Ni grids by d.c. magnetron sputter- 
ing. The tandem method of deposition was used and 
sputtering occurred from high purity solid metal 
targets. The system base pressure was 10 ~8 Torr, and 
sputtering was done with 5 mTorr of Ar gas pressure. A 
high deposition rate was used (~ 5Äs"')t° ensure 
an amorphous as-deposited film. A 20 Ä protective 
overlayer of W was applied to prevent oxidation of Gd 
near the film surface while handling samples in air. A 
total film thickness of 300 Ä resulted. The as-deposited 
films were then annealed in vacuum for 15 min at 
temperatures between 700 °C and 950 °C to separate 
the two metals. Bright field, dark field, and selected 
area diffraction patterns were obtained using a Jeol 
JEM 2000 FX transmission electron microscope. The 
magnetization of the films was measured as a function 
of temperature and magnetic field via SQUID magne- 
tometry in the temperature range 5-300 K, with ap- 

0921 -5093/95/S09.50 © 1995 — Elsevier Science S.A. All rights reserved 
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plied fields of up to 50 kOe. The data were corrected 
for the paramagnetic contributions by Ta and W to the 
magnetization. This was done by preparing a W only 
film on Ta foil, and then subtracting proportionate 
amounts of its magnetic signal from the signals of the 
Gd-containing films. Thus the magnetization value re- 
ported for the films are due only to the Gd component. 
The film composition was determined by the inductively 
coupled plasma emission technique (ICP), and found to 
be Gd,<W75. 

3. Results and discussion 

Transmission electron microscopy studies on the as- 
sputtered and heat-treated samples indicated that the 
Gd-W films remained amorphous up to 800 °C. Se- 
lected area diffraction (SAD) patterns show the charac- 
teristic halo indicative of amorphous structure (Fig. 1). 
Magnetic measurements show an ordering temperature 
near 40 K (Fig. 2(a)), and a magnetically soft behavior 
at cryogenic temperatures as expected for Gd alloys 
(Fig. 2(b)). The crystallization of both Gd and W was 
observed to occur around 825-850 °C. SAD patterns 
for the crystallized samples show two sets of diffrac- 
tions, one corresponding to Gd and the other to W. 
Particles of Gd and W could be clearly observed in 
samples annealed at 850, 875, and 900 °C. The sample 
annealed at 850 °C showed homogeneously distributed 
particles of 10-20 nm size (Fig. 3(a)). Annealing at 
higher temperature had the effect of increasing particle 
size, 20-30 nm particles were observed in the 900 °C 
sample (Fig. 3(b)). An occasional coalescence of parti- 
cles could be observed in the sample annealed at 900 
°C. A percolated structure of Gd and W particles is 
evident in the images obtained from the samples an- 
nealed at 925 and 950 °C (Fig. 4). This is an indication 
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Fig. 1. Selected area diffraction image of as-deposited Gd,5W7S. 

Fig. 2. (a) Temperature dependence of magnetization for as-deposited 
Gd2jW75. (b) Magnetization curves at different temperatures. 

that an atomic concentration of 25% Gd is greater than 
the percolation threshold for thin films of the Gd-W 
system. Thus, the particulate state of these films is 
merely a transition to the state in which continuous Gd 
paths form. 

Magnetic measurements taken for the 875 °C sample 
show a Curie temperature of about 250 K, and a 
blocking temperature of about 50 K (Fig. 5). Magnetic 
measurements taken for the samples annealed at 925 CC 
show a Curie temperature of about 293 K and a 
ferromagnetic response to applied fields. 

A description and explanation of the evolution of 
these effects is as follows. Upon the initial crystalliza- 
tion of the system from the amorphous state, very fine 
particles of Gd form. These particles exhibit superpara- 
magnetism. A range of particle sizes are present in the 
850-900 °C samples, 10 -30 nm. While some of these 
particles are small enough to be superparamagnetic, the 
larger particles behave ferromagnetically. These larger 
particles possibly show the size effect of depressing the 
Curie temperature from the bulk value of 293 K to 250 
K. For samples annealed at 900 °C, the average grain 
size has increased above that which exhibits superpara- 
magnetic behavior, and the magnetic response is that of 
bulk Gd. At 900 °C the onset of particle coalescence is 
evident. This behavior continues to form the percolated 
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structures seen for the 925 °C and 950 °C samples, 
which also displayed magnetic properties of bulk Gd. 

The measured blocking temperature (TB) of 50 K is 
in agreement with the value predicted for uniaxial Gd 
particles. Using the expression TK = KV/25k, where K 
is the anisotropy value for Gd (1.3 x 10s erg cm"3) and 
k is the Boltzmann constant, with an observed particle 
volume V of 10" l8 cm3, a temperature of 37 K. is 
obtained. 

Using the information in Fig. 5(b), and applying the 
Curie law C = C/T, where C = N/i2/3km, n is the parti- 
cle moment and m is the mass of Gd, the number N of 
superparamagnetic particles can be predicted. A value 
of 3.7 x 109 particles has been obtained for the sample 
annealed at 875 °C. This number falls short of that 
predicted if all the Gd was in the form of superpara- 
magnetic particles (2.7 x 1013). This result in combina- 
tion with the observed Curie temperature, near that of 

■>■■..--.-■■■*•■           :'          * 

t   •. •        *      *   •*           -i      ' «" 

'N-w—-^.''. 

Aft '    ' .   ' 

*rf      4               '■**       '   ' a 
'• J •'»' .     '  /*; '" «"«•> 

'»- -\ r  l «c •- f   :4 '   %'/£•'•    V **•: 
''"■'#   •* '*■ '«.-■*- *.•    v-     . (•/ • 

■  '*    x  -*'*»'**„* 
HlOOnm  H 

(b) 

Fig. 3. (a) Bright field image with SAD inset of Gd,5W75 annealed at 
S50 °C for 15 min. (b) Dark field image with SAD inset of Gd,5W75 

annealed at 900 °C for 15 min. 
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bulk Gd, supports the assertion that both bulk Gd and 
superparamagnetic Gd particles coexist in the 875 °C 
sample. 

4. Conclusions 

In conclusion it has been seen that it is possible to 
form a granular solid with the Gd25W75 system. The 
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amorphous as-deposited film segregates into a fine- 
grained mixture of pure Gd and W upon annealing. 
The small Gd particles (10-20 nm) exhibit superpara- 
magnetic behavior. As particle sizes increase, the Gd 
component takes on properties similar to bulk Gd but 
with size effects (depressed Tc). Larger particles behave 
like bulk with Tc ~ 295°C. 
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Abstract 

The nanocomposite WGa was investigated by perturbed yy-angular correlation spectroscopy (PAC) using the probe atom '"In. 
The WGa samples were prepared by inert gas condensation; the Ga content ranged between 10 at.% and 50 at.%. The radioactive 
'"In atoms were diffused into the WGa samples at temperatures between 600 K and 740 K. Two distinct locations of the "'In 
probe atoms were observed. One was identified as a substitutional site within precipitated a-Ga, for which a depression of the 
melting temperature was observed. The other was due to specific properties of the composite WGa and is stable up to 
temperatures of at least 500 K. 

Keywords: Gallium; Tungsten; Nanocomposites 

1. Introduction 

The properties of nanostructured materials are 
mainly determined by the size of the crystallites and the 
interconnecting grain boundaries, as well as by their 
defect structures and, therefore, are evidently different 
from those of polycrystals of the same chemical compo- 
sition. For example, the composite WGa cannot be 
formed by melting, because W and Ga do not form an 
alloy. Using the inert gas condensation technique [1], a 
nanocrystalline composite consisting of W and Ga can 
be formed, which has completely new properties, differ- 
ent from those of the constituents. „While the technol- 
ogy for manufacturing nanocrystalline materials has 
been developed to some extent, a fundamental under- 
standing of the special properties of nanocrystalline 
materials is still lacking [2]. Here, locally sensitive ex- 
perimental techniques, like Mössbauer spectroscopy, 
EXAFS or perturbed yy-angular correlation (PAC), 
might be helpful in obtaining more information about 
grain boundaries, interfaces and defects within the 
formed crystallites. 

This work presents PAC results obtained on 
nanocrystalline WGa composites that were produced 
by inert gas condensation and subsequently diffused 
with the radioactive PAC probe atoms mIn. In this 
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way, new results were obtained which reflect specific 
properties of the composite WGa. The results observed 
in the produced WGa samples also include effects of the 
thermal diffusion treatment, such as a growth of the W 
particles, which were originally about 10 nm in diame- 
ter, and the precipitation of Ga. In principle, in-situ 
doping of the nanocomposite WGa with mIn should be 
possible in order to avoid the additional thermal treat- 
ment for radioactive doping. For technical reasons, 
PAC experiments on in-situ doped WGa samples will 
be the subject of future projects. 

2. Experimental details 

PAC spectroscopy commonly uses the radioactive 
probe atom mIn which decays to the excited level of its 
daughter isotope 1MCd (see Fig. 1). From this level two 
y -quanta are emitted, thereby populating a spin 7=5/2 
level with a half-life of 85 ns. The emission probability 
of the second y-quantum with respect to the first one 
has a spatial anisotropy due to the conservation of the 
angular momentum during the decay process. This 
anisotropy is governed by the nuclear spins taking part 
in the decay process as well as by the multipolarities of 
the emitted y-quanta. For the yy-cascade of the '"Cd 
nucleus the anisotropy is A2 = - 0.14. The /= 5/2 level 
has a nuclear quadrupole moment of Q = 0.8 b and is 
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used for detecting the parameter of interest, namely the 
electric field gradient (EFG). The EFG is the second 
derivative of the electrostatic potential and, therefore, 
can be described by a second rank, traceless tensor. In 
its principal axis system this tensor is completely de- 
scribed by two quantities, namely its largest component 
V.. and the asymmetry parameter q = (Vxx— Vvr)/V::, 
for     which     the     relation     0 < r\ < 1     holds     if 
iKv.vl ^ l^r.i-l ^ \Vzz\ is chosen. The hyperfine interaction 
of the quadrupole moment with the EFG at the site of 
the probe nucleus causes a threefold splitting of the 
/ = 5/2 level, or in a classical framework, a periodic 
motion of the nuclear spin which leads to a modulation 
of the emission probability of the second y-quantum. 
This modulation is governed by the three frequencies 
Co,,  co2, and cü3 = a>l + co2, resulting from the three 
possible energy differences of the split nuclear 7=5/2 
state (see Fig. 1). The frequencies are proportional to 
the product QV.. and, therefore, are a measure of the 
strength of the EFG. The asymmetry parameter rj is 
determined by the ratio <M2A»I and the strength of the 
EFG is usually expressed by the quadrupole coupling 
constant vQ = eQV../h, which is proportional to a>,. In 
a PAC experiment, the second y-quantum is recorded 
coincidentally with the first one, using two y-detectors 
which are arranged under a fixed angle 6. In general, 
four y-detectors arranged along two orthogonal axes 
are used. This setup enables the simultaneous recording 
of 12 coincidence spectra, eight with a relative angle of 
90° and four with a relative angle of 180°. By proper 
combination of the measured coincidence spectra the 
exponential decay function is eliminated [3] and the 
resulting modulation function can be written in the 
following way: 

W{9,t)=\+P(6)-R(t\ 
with 

2    111 

Fig. 1. Decay scheme of the PAC probe "'In/'"Cd. The incorpora- 
tion of the probe atom in the sample is determined by the chemical 
properties of In, whereas the EFG is measured at the /= 5/2 level of 
'"Cd via the hyperfine interaction of the nuclear quadrupole moment 
Q with the external EFG. 

11= l 

Here, / denotes the fraction of probe atoms within an 
environment, producing a particular non-zero EFG. 
and (1 —/) is the fraction of the remaining probe atoms 
without an EFG. The angular dependent function P(U) 
corresponds to the second-order Legendre polynominal 
P2(cos0) in the case of a polycrystalline sample. If there 
are different environments surrounding the probe atoms 
and producing different EFGs,'/ will be split into 
different fractions /(/), whereby each one is represented 
by its own characteristic frequency triplet co„(i). The 
total amount of '"In necessary for a PAC experiment is 
of the order of 10" atoms, therefore the resulting 
volume concentration of probe atoms within the inves- 
tigated sample is very low, in general. Typically, one 
gets concentrations of 10l4-1017 cm-3, depending on 
the distribution of the probe atoms within the sample. 
More details on the PAC technique can be found for 
example in Ref. [3]. 

The origin of an EFG, existing at the site of the 
probe atom, can be either a non-cubic structure of the 
host lattice, or the formation of defect complexes in- 
cluding the probe atom. Strength, asymmetry, and ori- 
entation of the EFG tensor with respect to the host 
lattice are determined by the ratio of the lattice con- 
stants, in the case of non-cubic crystals. For example, 
the orthorhombic Ga lattice produces a non-axially 
symmetric EFG (ve = 142 MHz, r\ = 0.2) at the substi- 
tutional lattice site [4], whereas the EFG of the bcc W 
lattice is zero at substitutional lattice sites. The second 
case is the agglomeration of one or more defects (impu- 
rities or intrinsic defects) about the probe atom. The 
strenght of an EFG as produced by defect complexes 
decreases rapidly with the distance of the defects to the 
probe atom; the maximum distance of a detectable 
defect corresponds to about 1-2 lattice constants. 
Asymmetry and orientation of the EFG tensor are 
determined by the geometrical structure of the formed 
defect complex. In W, the EFG belonging to different 
defect complexes, which include trapped vacancies or 
impurity atoms, are well known [5,6]. 

3. Results and discussion 

The WGa samples investigated by PAC were pre- 
pared by inert gas condensation and subsequently com- 
pacted into pellets of 8 mm diameter with a thickness of 
about 0.5 mm. The Ga content of the used samples 
ranged between 10 at.% and 50 at.%. The size of the W 
particles was about 10 nm as determined by X-ray 
diffraction measurements. By measuring the specific 
heat as a function of temperature (DSC) no precipi- 
tated Ga was detected. Subsequently, pieces of about 3 
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Table 1 
WGa samples investigated by PAC spectroscopy in this work. The Ga content, the diffusion conditions for the respective sample, the transition 
rate of'"In after diffusion and the population of the resulting local environments by the probe atoms are given. In general, the data for/Gll,/WG.,. 
/„ and/, were evaluated at 77 K; for samples 3, 5 and 10, the temperature was 295 K 

Sample at.% Ga 7"ditr (K)Ajitr (h) "'In rate (%) J"c„ (%) JWCa (%) /o (%) /r (%) 

1 10-15 600/1,5 60 0 0 12 88 
2 10-15 600/2 55 0 0 10 90 
3 40-50 593/1,5 11 0 0 7 93 
4 40-50 708/16 55 21 14 8 57 
5 40-50 700/25 1 0 0 0 100 
6 40-50 697/16,3 53 3 14 0 86 
7 40-50 740/16,6 66 36 0 0 63 
8 33 740/16,5 63 5 0 0 95 
9 33 739/4 70 9 0 4 87 

10 33 739/4 70 0 0 14 86 

mm3 were cut from those pellets and diffused with the 
radioactive "'In atoms. The Ga content of the investi- 
gated samples and the conditions used for diffusion are 
listed in Table 1. Additionally, this table contains the 
transition rates of "'In atoms, which were achieved 
during the diffusion process, and information about the 
observed EFG. Note that the variations in the observed 
fractions, obtained for equivalently treated samples, are 
not systematic, although the conditions for diffusion 
with the "'In probe atoms were comparable. Obvi- 
ously, the ex-situ doping by diffusion is not easily 
reproducible, so that in-situ doping during inert gas 
condensation should be envisioned for future experi- 
ments. The size of the W paricles was enlargered to 
about 30 nm due to thermal treatment and, at the same 
time, precipitated Ga was observed by DSC measure- 
ments. For some of the samples, the probe atoms are 
observed to be incorporated within crystalline Ga as is 
recognized by the non-axially symmetric EFG 
(ve=142 MHz, >7 = 0.2 at 7=77 K), which is well 
known for "'In/'"Cd in Ga metal [4]. This fraction 
rises to fc.d = 36% for sample 7. A second EFG 
(vQ = 295 MHz, r] = 0), observed for example in sample 
4 was not known until now, neither in Ga nor in W, 
and reaches a population of/WGa = 30%. In Fig. 2(a), 
the PAC spectrum recorded for sample 4 at a tempera- 
ture of T= 14 K is plotted, showing both the EFG due 
to Ga precipitates f/Ga) and the new, axially symmetric 
EFG (/"wGa)) which is interpreted as being connected to 
specific properties of the composite WGa. The small 
EFG distribution, indicated by the small damping of 
the R(t) spectrum, requires a highly ordered structure 
around these probe atoms, and the axial symmetry of 
the EFG indicates a local hexagonal or tetragonal 
structure. For the same sample, the PAC spectra in 
Figs. 2(b) and (c) show that only the axially symmetric 
EFG, belonging to /WGa! 's present at higher sample 
temperatures. 

In order to obtain more information about the com- 
posite WGa, the temperature dependences of the EFG 

and of the associated populations of the different loca- 
tions in the range 14 K < T< 500 K were investigated. 
Four different locations of probe atoms could be distin- 
guished during the PAC experiments in the composite 
WGa; the temperature dependences of their popula- 
tions are plotted in Fig. 3. Besides the fractions/Ga and 
/WGa, some of the probe atoms are f0 located in an 
environment without an EFG, corresponding to the 
time-independent part of the R(t) spectrum, e.g. in Fig. 
2(c). Finally, some of the probe atoms reside in an 
undefined environment (fr), in which the associated 
EFG produces frequencies that are too high to be 
resolved by the y-detectors. Therefore, the value of/r 

was determined by the condition that all fractions have 
to sum to 100%. Below 250 K, the fraction /Ga remains 
almost constant and vanishes above 7=288 K (com- 
pare Fig. 2(b)). At the same time, the fraction f0 

increases from 0% to 50% and, in addition, the fraction 
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0.0 

-0.1 

0.0 
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b) T = 288K 
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Fig. 2. PAC time spectra and their Fourier transforms for sample 4. 
recorded for different sample temperatures. They show the typical 
EFG for Ga precipitates (a) and the composite WGa (a)-(c). 
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Fig. 3. The temperature dependence of the population of the four 
detected locations of the probe atom In for sample 4. The disappear- 
ance of fa.d between 240 K. and 288 K is caused by the melting of the 
precipitated Ga matrix. 

ft decreases from 50% to 30%. (The exchange between 
f0 and/r at T= 50 K is not understood, but is possibly 
due to an experimental artifact.) The disappearance of 
/Ga and the decrease in ft are attributed to the melting 
of the precipitated crystalline Ga matrix. At the same 
time, the decrease in /Ga and fr shows that about 
one-half of the "'In atoms within the Ga precipitates 
are located on substitutional sites of crystalline a-Ga. 
The second result is the reduction in the melting tem- 
perature from 302 K for pure Ga down to a tempera- 
ture between 240 K and 288 K for the observed Ga 
precipitates. A similar observation was made on a 
thermally treated WGa sample by DSC measurements. 
The depression of the melting temperature within 
nanocrystalline compounds has been observed for 
different materials and is explained by the size depen- 
dence of the thermal vibrations of the matrix atoms [7]. 
A better quantitative determination of the depression of 
the melting temperature of precipitated Ga is the sub- 
ject of current experiments. For sample 9 this tempera- 
ture range was narrowed down to an interval between 
240 K and 260 K. 

The fraction /WGa remains almost constant up to a 
temperature of 400 K and increases irreversibly at 
higher temperatures. Such an increase, being caused by 
the sample treatment at higher temperatures, is shown 
for sample 6 in Fig. 4. After diffusion of the probe 
atoms "'In, /WGa reaches 10% but increases to 38% 
after annealing at Ja = 690 K for 5 h. At present, the 
maximum population of /WGa that can be reached 
under favourable conditions is not known. The fact 
that the crystalline environment causing/WGa has been 
thermally stable during PAC experiments up to temper- 
atures far above the melting point of a-Ga, clearly 
shows that this environment does not correspond to 
precipitated Ga. The measured value of the EFG is 

difficult to use to obtain direct information about the 
local environment of the probe atom, for theoretical 
reasons. For the origin of the EFG, three possibilities 
can be considered. First, the In atoms might be located 
at interfacial sites within a well-defined surrounding 
that is not affected by the melting of the ^.ecipitated 
Ga. Second, an intermetallic compound of W and Ga 
with a hexagonal or tetragonal lattice structure might 
have been formed in which the In atoms are located at 
well-defined lattice sites. This compound must be stable 
up to temperatures of at least 500 K. Third, the In 
atoms might have diffused into W particles and the 
observed EFG could be due to a defect complex in the 
W lattice involving the probe atom "'In. The latter 
possibility would be very surprising because the diffu- 
sion of "'In into polycrystalline W samples should not 
occur at such low temperatures used for the present 
sample treatment (see Table 1). A conclusive interpreta- 
tion of the local structure corresponding to /WGa is still 
lacking and will require more experimental data from 
complementary experimental techniques. 

In general, the temperature dependence of the EFG 
also yields information about possible environments for 
the probe atoms. In Fig. 5, the temperature depen- 
dences of the EFG belonging to /WGa and /Ga show a 
continuous decrease when plotted versus T312. The tem- 
perature dependence of the EFG in non-cubic metals 
has been extensively studied in the past and in many 
cases a T3'2 dependence was found, which is explained 
by the thermal excitation of phonons [8]. The tempera- 
ture dependence of the EFG measured in the crystalline 
Ga precipitates follows the T3'2 behaviour known for 
a-Ga metal. For the EFG on metal surfaces, a rather 
linear temperature dependence can be expected, taking 
into account the properties of the phonon spectrum of 
a two-dimensional solid [9]. The decrease in the EFG 
corresponding to/WGa in the range between T= 14 K 
and r=500 K seems to follow neither a T3'2 depen- 
dence (Fig. 5) nor a linear T dependence. A detailed 
interpretation of the observed temperature dependence 
of/woa has to await further theoretical work. 
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Fig. 4. The influence of heat treatment on the population of the site 
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Fig. 5. Temperature dependences of the EFG corresponding to /Ga 

and /WCa. In contrast to fa„ /WOa does not follow a 7"3/2 law. 

4. Conclusion 

From PAC experiments on the nanocomposite WGa 
two results were obtained. First, the precipitation of Ga 
as a consequence of the growth of the W particles was 
deduced from the observation of the EFG of the or- 
thorhombic lattice structure of a-Ga. The melting tem- 
perature of the precipitated Ga is evidently reduced and 
was determined to be in the temperature range between 
240 K and 260 K for a WGa sample containing 33 at.% 
Ga. Second, a new EFG was detected which is typical 
of the composite WGa, and during the PAC investiga- 
tions this structure was stable up to temperatures of at 

least 500 K. The exact local structure corresponding to 
this EFG is still unknown but some possible interpreta- 
tions were proposed. The question of the extent to 
which the local structures observed were affected by 
ex-situ doping of the samples with '"In probes at 
temperatures above 600 K, will be subject of future 
experiments. There, in-situ doping of the WGa samples 
with '"In atoms during inert gas condensation is envis- 
aged. 
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In situ TEM sintering of nano-sized Zr02 particles 
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Abstract 

The sintering behavior of faceted, nano-sized single-crystal particles of Zr02 has been investigated using in situ transmission 
electron microscope heating techniques. These direct observations have provided new information on the morphological and 
structural evolution of particles, necks and pores during the sintering process. The results indicate that Zr02 particle-pairs, which 
are not attached to other particles and not highly constrained by the TEM grid, reorient themselves with respect to each other 
during sintering at 890°C. This reorientation can be explained in terms of a minimization of the grain-boundary energy between 
the two coalescing particles. In addition to changes in particle orientation, these experiments show that the topologies of ZrO: 
particles and their associated necks evolve during heating. During the in situ TEM heating of these particles, the dynamic motion 
of atom clusters (10-100 atoms) on and off of surfaces is observed, as is the formation and dissolution of ledges and steps on 
previously smooth facets. The phenomenon of cluster migration is discussed and the ramifications of the results of this study for 
more highly constrained systems of particles (e.g. ceramic green-bodies) are also considered. 

Keywords: In situ TEM; Nanoscale; Sintering; Zr02 

1. Introduction and background 

The sintering process is of tremendous technological 
importance due to its widespread use in the manufac- 
ture of ceramic materials and in powder metallurgy. 
Most previous investigations of early stage sintering in 
ceramic powders have employed ex situ heating in 
idealized systems consisting of polycrystalline micron- 
sized particles with circular cross-sections [1,2]. Numer- 
ous researchers have examined particle, neck, and pore 
morphology changes in ex situ sintered, micron-sized 
polycrystalline powders [3]. In recent years, several 
ex-situ studies of sintering single crystal particles of 
micron-sized Zr02 [4] and nano-sized A1203 [5,6] have 
been reported. Although these studies represent signifi- 
cant contributions to the field of sintering, their ex situ 
nature limits measurements of the neck and particle size 
and morphology to average values over the total time 
of the heating cycle. In contrast, in situ heating allows 
morphology and size to be measured continuously 
throughout the experiment, and provides the most ac- 

* Corresponding author. 

curate means of monitoring and understanding the 
evolution of the nano-scale microstructure. With a few- 
notable exceptions [7-9,11,12] ex situ studies have es- 
sentially dominated previous experimental studies of 
the evolution of neck and pore morphologies that occur 
during heating. 

Recent studies of the in situ TEM sintering of sub- 
micron, single-crystal, faceted MgO particles show that 
the contact geometry is critical in determining the sin- 
tering behavior of two adjacent particles [9]. In fact, it 
has been shown that particles that are in contact over 
small areas can actually desinter during the heating 
process. Ultimately, two individual particles are cre- 
ated, with no neck between them. Theoretical investiga- 
tions that consider the precise role of the facets on this 
process have also been undertaken [10]. 

Fujita [11] has studied the in situ heating behavior of 
coarse-grained (~ 1 fim), A1203, A1203 + MgO and 
Zr02 + A1203 ceramics using high-voltage electron mi- 
croscopy. In these studies a circular area approximately 
8 //m in diameter was viewed. 

In light of the successes and shortcomings of the 
studies discussed above, the primary objectives of the 
present in situ TEM heating investigation were: 

0921-5093/95/S09.50 © 1995 • Elsevier Science S.A. All rights reserved 
SSDI 0921-5093(95)09936-0 
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(1) to observe particle reorientation and neck growth, 
and 

(2) to further invesigate the origins and ramifications 
of the observed surface fluctuations. 

2. Experimental procedure 

Nano-sized powders are ideally suited for TEM stud- 
ies, because their small size permits high-resolution 
imaging without significant sample preparation (no 
thinning of any kind is required). As a consequence, no 
artifacts associated with the thinning process (e.g. dislo- 
cations) are introduced into the samples. By utilizing a 
novel reactor design, nano-sized, single-crystal particles 
of ZrO, (with a mixture of tetragonal and monoclinic 
phases) were produced by the turbulent combustion of 
aerosols of organo-metallic precursors [13]. The parti- 
cles were subsequently suspended in acetone and de- 
posited on a thin amorphous carbon layer on a 
molybdenum grid. Molybdenum was chosen because it 
neither melts nor alloys with the tantalum heating- 
holder at temperatures between room temperature and 
1300°C. 

Using a Gatan single-tilt heating holder in a JEOL 
2010 transmission electron microscope, the particles 
were heated to one of two temperatures (890°C and 
1100 °C). As a result of thermal gradients across the 
TEM grid, it is estimated that the actual sample tem- 
perature is within ~ 50CC of the thermocouple temper- 
ature. Since all of the samples investigated during this 
part of the study were mounted on the same type of 
grid, it is reasonable to expect that the thermal contact 
was essentially the same in all samples. Furthermore, 
the carbon substrate exhibited significant fluctuations 
when the thermocouple reading was (900 ± 10)°C, indi- 
cating reproducible temperatures. These fluctuations 
subsided after approximately 15 min, at which point it 
was possible to obtain good quality TEM images. The 
data were collected on videotape, which was subse- 
quently analyzed to determine crystallographic relations 
and growth rates. 

Some important characteristics of the Zr02 particles 
studied here are enumerated below: 

(1) The particles are 20-200 nm diameter, single- 
crystals. 

(2) There are no internal grain boundaries within the 
coalescing grains (only at the junction between the two 
particles). 

(3) The heating experiments were performed within 
the vacuum of a transmission electron microscope 
(~ 10 ~7 atm). 

(4) The heating experiments were monitored and 
continuously recorded using a video recorder. This 
allowed individual particle pairs to be observed 
throughout their evolution. 

3. Results and discussion 

Preliminary results on the in situ sintering of Zr02 

faceted particles can be divided into two distinct cate- 
gories: those related to particle reorientation during the 
sintering of two adjacent particles, and those associated 
with changes in the atomic arrangement of particle 
surfaces during heating. 

Observations of the behavior of pairs of Zr02 parti- 
cles at ~890°C reveal particle reorientation during 
sintering. Although a similar behavior has been ob- 
served elsewhere [7,9,12,14] the high-resolution tech- 
niques utilized in the present study can provide 
detailed, dynamic orientational information. At the 
start of the experiment, as seen in Fig. 1(a), the particle 
marked '1' is oriented such that cross-fringes are visible, 
and the second particle, marked '2', is not oriented with 
any particular zone axis parallel to the electron beam 
(no fringes are visible). In general it can be assumed 
that as long as a zone axis is within ~ 8° of the electron 
beam, the cross-fringes associated with that particular 
zone will be resolvable: As heating continues, one of the 
particles moves (presumably to minimize the energy 
associated with the boundary between the two parti- 
cles), and one set of fringes becomes visible in the 
second particle (see Fig. 1(b)). Finally, after approxi- 
mately 1 h, lattice fringes can be seen in the second 
(previously unaligned) particle, while the initial cross- 
fringes are still visible in the first particle. One set of 
fringes is clearly parallel in the two particles indicating 
a larger degree of alignment than originally existed. It 
should be noted that the first particle has not moved 
more than approximately 8° (the original cross-fringes 
are still visible), while the second particle has moved 
appreciably. It is likely that the first particle was more 
strongly attached to the carbon film (on which the 
powders were dispersed), and thus its motion was pre- 
vented. 

For the case of unconstrained particles in contact (as 
is the case in the previous example), the lowest energy 
configuration obviously exists when the two particles 
form an uninterrupted single crystal across their sur- 
faces of contact (i.e. when there is no crystallographic 
mismatch and therefore no grain boundary). The situa- 
tion becomes more complicated when the particles are 
constrained by attachments to other particles. In the 
case of multiple particles, a reduction of all of the grain 
boundary energies to form a continuous crystal across 
contact surfaces is highly unlikely, and the lowest en- 
ergy state for this configuration would most likely be 
accomplished through a variety of permutations of 
orientations of the consituent particles. 

In addition to orientational information, the images 
of Figs. 1(a)-(c) can be used to determine neck radius 
as a function of time; similar measurements have been 
made in the MgO system [9]. On the basis of these 



50 J. Rankin, B. W. Sheldon / Materials Science and Engineering A204 (1995) 48-53 

measurements, the radius of the neck increases about 
18% during this experiment. For all particle pairs ob- 
served, the neck radius reached a maximum and did not 

Fig. 1. High-resolution still images taken from real-time videotape 
monitoring of the neck region between two Zr02 particles after: (a) 
30 min, (b) 60 min, and (c) 90 min at (890 + 30)°C. 

appear to change in size past that point. This is consis- 
tent with the findings of other investigators. In previous 
studies it has been found that necks between micron- 
sized, spherical, single crystal Zr02 particles reach a 
static size, corresponding to a balance between the 
energy required to create a new grain boundary area 
and the energy supplied as the overall surface area of 
the two-particle system decreases [4]. These findings are 
obviously applicable here, but must be reinterpreted to 
account for the rearrangement of the particles in order 
to minimize the contribution of grain boundary energy 
to the energy of the entire system. 

Since no approach of particle centers is measured, 
surface diffusion and evaporation-condensation are the 
most probable mechanisms for mass transport, since 
they do not lead to densification. In general, a maxi- 
mum evaporation rate can be estimated with a Lang- 
muir evaporation flux equation: 

Jemp    {InMRTyi2' (1) 

where P and M are the equilibrium vapor pressure and 
molecular weight of the rate-limiting species, respec- 
tively, 7 is the absolute temperature, and R is the gas 
constant. For Zr02 in a vacuum of 10 ~7 atm at 
~ 1000°C the maximum evaporation rate is found to be 
~0.2 nm h-1 (P was estimated using SOLGASMIX- 
PV [15]). Experimentally, the size of the particles does 
not decrease significantly, confirming that evaporation 
effects are not significant in this system. It should be 
noted that volume diffusion may play a role in the 
redistribution of material without a resultant particle 
center approach, if the particles themselves are con- 
strained through attachment to adjacent particles. Or- 
der-of-magnitude estimates which assume that volume 
diffusion is the only operative transport mechanism 
indicate that it would take ~ 105 s to move an atom 
~ 100 nm from the center of a particle to the neck 
region; this is much slower than the timescales that 
were studied. 

Since surface diffusion is the dominant transport 
mechanism, the positive radius of curvature can be 
related to the time that the neck has been growing 
through a standard power law dependence (derived by 
assuming spherical particles and isotropic surface ener- 
gies): 

x = [Kt]1'7. (2) 

The value of the constant K is obtained from a regres- 
sion of the data, and can be related to several system 
parameters as given below [16]: 

56QR3yDsSs K = 
khT (3) 

where Q is the molar volume, R is the radius of the 
sintering particles (assumed to be spherical), y is the 
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surface energy (assumed to be isotropic), Ss is the 
surface layer thickness, kb is Boltzman's constant, and 
T is the absolute temperature. By substituting appropri- 
ate values of y, Q, R, Ss, kb, and T in the equation 
above, the surface diffusion coefficient, Ds, can be esti- 
mated; at 890°C it is found to be between 10" 12 and 
10- u cm2 s-'. 

The second noteworthy phenomenon in the Zr02 

system is the fluctuations on the surfaces of these 
particles at ~ 1100°C. This phenomenon has been ob- 
served in ZrO, [13] and in small gold particles [17]. 
Because of the nature of high-resolution TEM imaging, 
single atoms are not detectable, that is, the electron 
beam must pass through a minimum thickness of mate- 
rial (approximately 3 to 7 unit cells before imaging is 
possible). When cross-fringes are visible, the sample is 
oriented with the zone-axis parallel to the electron 
beam, in which case the TEM image is formed by the 
passage of the electron beam through columns of atoms 
which are parallel to the zone-axis. When part of a 
TEM image 'disappears' it indicates that less than a 
critical number of atoms remain in a particular column. 
Therefore, it is logical to conclude that the observed 
fluctuations arise from the motion or 'hopping' of 
clusters of atoms on and off of the surfaces of the 
particles. An example of this cluster motion can be seen 
in Figs. 2(a)-(c). Each number in Fig. 2 indicates the 
location of a different column of atoms. The column 
marked with a T is visible in Fig 2(a), but not visible 
in Fig 2(b), and is visible again in Fig 2(c). Similarly, 
the site marked with a '2' appears to be filled in Figs. 
2(a) and (b), but is not visible in Fig. 2(c). A '3' marks 
the site where a column is not visible in Fig. 2(a), 
whereas this site appears to be filled in Fig. 2(b), and is 
not visible (along with the atoms in site '2') in Fig. 2(c). 
The images shown here are taken from a videotape of 
the in situ heating process, and span a time of approx- 
imately 5 s. 

Measurements from the videotape of the frequency 
jf the motion of clusters on and off of the surface, 
together with a simplified random-walk calculation, Eq. 
4) below, can be used to estimate a diffusion coefficient 
for this phenomenon. It should be noted that the 
jscillations observed here reflect the motion of columns 
jf atoms, not the motion of individual atoms normally 
associated with a random-walk description of surface 
diffusion [18]: 

D-- ■w (4) 

The quantity T is the jump rate of the column of atoms, 
tnd is estimated to be ~ 2 s~ '. The jump distance r is 
)f the order of one lattice spacing (~ 0.4 nm), and the 
lumber of atoms per column n is probably between 10 
ind 100. Using these values, the diffusion coefficient is 
;alculated as 2(10)-14 to 2(10)~13 cm2 s"1. 

Fig. 2. High-resolution still images taken from real-time videotape 
monitoring of the edge of a Zr02 particle. The total elapsed time 
between images (a) and (c) is ~5 seconds. The numbers in these 
images denote the location of columns of atoms which appear and 
disappear over the course of the experiment. 
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Recently Kusunoki et al. [12] have made in situ 
observations of nano-sized Zr02 at 1100°C and have 
reported the occurrence of surface fluctuations (similar 
to those observed here). They have suggested that these 
fluctuations correspond to surface diffusion. However, 
Z)s values obtained from the rate of neck growth (i.e. 
with Eq. (3)) are considerably larger than values ob- 
tained from the observed fluctuations (i.e. with Eq. (4)). 
It is important to note that the estimates made with Eqs. 
(3) and (4) are approximate, and are probably only 
accurate to within one or two orders of magnitude. 
However, the calculations made with Eq. (3) are based 
on neck growth rates that were measured at a lower 
temperature (890°C) than the surface fluctuation mea- 
surements (1100°C), therefore the flux associated with 
neck growth is almost certainly much larger than the 
flux associated with surface fluctuations. Even though 
the observed rate of surface fluctuations is apparently 
too low to directly account for neck growth, the surface 
fluctuations are still probably related to surface mobili- 
ties. Instead of the traditional picture of individual 
atoms moving randomly along a relatively static sur- 
face, it appears that surface atoms can form clusters that 
essentially move as a unit. Additional studies are cur- 
rently underway to elucidate this phenomenon. 

It should be noted that surface oscillations and recon- 
struction have been observed at both room temperature 
and elevated temperatures in other systems such as 
CdTe and CdS, where they have been attributed to 
electron beam-solid interactions at room temperature 
and thermal effects at higher temperatures [19,20]. Re- 
lated studies [21] suggest that electron beam irradiation 
is responsible for enhanced atomic mobility and disloca- 
tion motion at lower temperatures, whereas at higher 
temperatures the dislocation velocities are thermally 
activated and exhibit standard Arrhenius-type behavior. 
In other studies, the electron beam has been shown to 
induce a room temperature reduction of irradiated sur- 
faces of transition metal oxides to yield either the metal 
[22], or a lower oxide [23]. In those studies, the fre- 
quency of surface oscillation or phase transformation 
was found to be strongly dependent on the electron 
beam current and the time of exposure. For the results 
reported here the incident beam current was varied with 
no effect on the nature of the oscillations. Additionally, 
it should be noted that no oscillations are observed at 
temperatures less than ~ 1000°C even though, as previ- 
ously discussed, neck growth via surface occurs at 
890CC. These observations confirm that the oscillations 
are thermally induced. 

4. Summary 

In situ TEM heating studies of Zr02 have provided 
new insights into the sintering process. Specifically, it 

has been shown that: 
(1) Unconstrained, single-crystal particles of ZrO, in 

contact with only one other particle reorient during 
heating at 890°C. 

(2) Neck growth during the early stages of sintering 
occurs at 890°C. However, at longer times, the necks 
reach a static size. This observation is in good agree- 
ment with the results of other researchers [4]. Measure- 
ments of the neck radius as a function of time are used 
to provide an estimate of the surface diffusion coefficient 
at this temperature. 

(3) Surface fluctuations are observed when Zr02 

particles are heated to temperatures greater than 
~ 1000°C. These fluctuations are associated with the 
motion of clusters of atoms, and do not appear to be 
direct evidence of 'traditional' surface diffusion. Addi- 
tional experiments are essential if the origins and ramifi- 
cations of cluster migration in this system are to be 
thoroughly understood. 
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Abstract 

We have built a particle production and transport system that allows the characterization of nanocrystals without exposure to 
contaminating atmospheres such as air. Nanocrystals (formed by inert gas condensation of a sputtered atom population) are 
transported in situ via the gas phase to an ultra-high vacuum transmission electron microscope (UHVTEM) equipped with a 
heating stage and gas exposure system. With this system, we can study various nanoparticle phenomena in real time and under 
clean conditions. In this paper we discuss the experimental design and preliminary studies using imaging and diffraction 
techniques. These include, the time-evolution of copper nanoparticle morphology and sintering behavior as a function of particle 
size, temperature, oxygen/atmosphere exposure and supporting substrate. In particular, we have observed immediate room 
temperature sintering of clean copper nanocrystals which does not occur with nanoparticles that have been exposed to oxygen. 
Furthermore, we have seen an interaction between copper nanocrystals and amorphous carbon which produces graphite shells. 
This shell formation process suggests a solid state analog to that seen when nanoparticles catalyze the growth of carbon fibers 
through a hydrocarbon atmosphere decomposition. 

Keywords: Nanocrystalline copper; Diffraction techniques 

1. Introduction 

Nanophase materials, with grain sizes of the order of 
1-100 nm, are of technological value because of their 
desirable grain-size dependent properties. These small 
grain sizes lead to as many as 40% of the atoms situated 
in grain boundaries and changes to kinetic processes 
such as lowered sintering temperatures and enhanced 
diffusivities. Unfortunately, the mechanisms by which 
these phenomena manifest themselves in the macro- 
scopic, consolidated state, are not well understood. For 
instance, studies of diffusion properties in nanocrys- 
talline copper have revealed activation energies as much 
as 40% lower than in polycrystalline copper [1]. Some 
speculate that the lower activation energy is due to the 
special nature of the interfaces [2] while others attribute 
it to a surface-like diffusion along the surfaces of voids 
[1]. Certainly, knowing the microscopic structure of the 
nanocrystals prior to consolidation and how they can 

* Corresponding author. 

be manipulated throughout processing would give in- 
sight into this issue. These microscopic characteristics 
(for instance, initial crystal structure, relative orienta- 
tion, crystallite surface-to-volume ratio, and initial ad- 
hesion and sintering properties) are difficult to decipher 
once consolidated in techniques such as inert gas con- 
densation (IGC) [3]. 

Other groups have attempted to study unconsoli- 
dated nanocrystals produced by IGC or in smoke by 
placing a collection grid inside the chamber and study- 
ing the particles in a transmission electron microscope 
(TEM). Although this method gives some information, 
it introduces ambiguities when the specimens are taken 
out into atmospheres; nanocrystals are highly reactive 
and thus very sensitive to contamination. Thus, an in 
situ, ultra-high vacuum system such as the one we have 
built and will describe in this paper is ideal for studying 
nanocrystals. 

Using in situ systems similar to ours (a particle 
production chamber attached to a TEM), Iijima [4] and 
Bonevich and Marks [5] studied nanocrytals, particu- 

Elsevier Science S.A. 
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Fig.  I. UHVTEM nanocrystal production and transport system. (A) UHV production chamber. (B) Transport assembly. (C) UHVTEM 
deposition area. 

larly nanocrystal sintering behavior. Iijima had an in 
situ system that injected a fine particle stream into an 
electron microscope. Bonevich's UHV system allowed 
sintering to be done in an adjacent furnace and then 
transferred in situ to a high resolution transmission 
electron microscope. Our studies of various nanocrystal 
phenomena (such as sintering) have the advantages that 
they could be done in real time, in the presence of 
different gases, and under ultra-clean conditions. 

In this paper we present initial studies done on 
copper nanocrystals (the morphologies, sintering behav- 
ior, substrate/particle catalytic action, and oxidation 
effects) and the design of the UHV system in which the 
particles were synthesized and observed. 

2. Experimental and design 

The schematic arrangement of the experimental sys- 
tem is shown in Fig. 1. The ultra-high vacuum 
nanoparticle production system consists of a produc- 
tion chamber with a sputtering source, a transport 
assembly, and a modified JEOL 200CX TEM [6]. Sput- 
tering sources have the advantage that a variety of 
nanocrystalline materials can be produced, including 
refractory metals. Our sputtering target was a commer- 
cially obtained copper target of 99.999% purity. The 

base pressure of the chamber was less than 5 x 10 ~9 

Torr. The base pressure of the microscope was 
3 x 10 ~8 Torr and was sometimes lowered into the 
10 ~9 Torr regime through the use of a helium 
cryoshield. We have found that with copper, it is criti- 
cal that the vacuum in the growth chamber be UHV. 
However, the pressure in the microscope without the 
cryoshield was satisfactory for most studies. Thus we 
were often able to avoid the experimental difficulties 
encountered when we introduced high gas loads into 
the microscope with the cryoshield operating. 

To initiate particle deposition, the production system 
was valved off from both the turbo pump and transport 
assembly, back filled with clean argon (less than 1 part 
per billion impurities), evacuated, and filled again to the 
desired sputtering pressure (between 100 and 1000 
mTorr). DC sputtering was executed at approximately 
600 W and allowed to proceed for 60-90 s. The parti- 
cles were introduced into the TEM (while sputtering 
continued), and traveled to the substrate one of two 
ways: (i) via a pressure differential or (ii) using forced 
flow. If a pressure differential was used, the valve 
between the production chamber and transport assem- 
bly was opened and the gas from the chamber would 
carry the particles into the microscope. If forced flow 
was used, the 'plumbing' following the gas purifier was 
used as a ballast tank, filled with clean argon during the 
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sputtering, and opened at the same time as the valve 
between the chamber and transport assembly to pro- 
duce a pressure burst in the chamber between 1 and 3 
Torr. The flow conditions and the time duration of the 
sputtering while collecting particles were critical in pro- 
ducing the desired densities on the substrate. This was 
modeled and will also be described in a future paper. 
Three substrates have been used thus far: amorphous 
carbon and graphite on refractory metal supports and 
an amorphous Si.vN window in a silicon support. The 
substrates were cleaned in situ by heating them resis- 
tively at 900°C for 2 h. Nanoparticle sintering studies 
were carried out before and after oxidation in the 
microscope and data recorded in real time on video or 
on conventional film. Sintering was observed between 
room temperature and 800°C. For some of the studies 
oxygen was introduced at known leak rates into differ- 
ent areas of the production chamber. 

3. Results and discussion 

3.1. Nanocrystal morphology 

A sample deposition is shown in Fig. 2. These parti- 
cles were deposited under the cleanest possible condi- 
tions. The individual crystals all have the multiply 
twinned icosahedral dodecahedron structure (Fig. 3) 
and are faceted. Immediately after deposition at room 
temperature, the particles have already begun to sinter. 
Several low density depositions done in series showed 
that particles rarely meet in the gas phase, but meet 
upon random deposition on the substrate and then 
sinter. This visual impression was confirmed with image 
analysis and statistical correlation. 

25 nni 

Fig. 2. Copper nanocrystals on a silicon nitride substrate. Average 
particle size is 10 nm. 

Fig. 3. Copper icosahedral dodecahedron multiply twinned particle 
on graphite. 

Sintered agglomerates do not occur when particles 
are produced at higher base pressures, i.e. a dirtier 
system. In dirtier systems the particles maintain their 
distinct nature. By controllably introducing oxygen into 
the production chamber, we have found this to be a 
surface oxygen effect. This will be detailed in a later 
paper; but briefly, oxygen appears to be a diffusion 
barrier when introduced after the particles have formed. 
When introduced during growth, the oxygen actually 
changes the particle morphologies; the number of mul- 
tiply twinned icosahedrals are found to decrease as the 
amount of oxygen exposure increases. 

3.2. In situ sintering experiments 

After deposition, the support can be resistively 
heated so that sintering of the nanocrystals can be 
observed in real time at a large range of temperatures. 
Fig. 4 shows a video-recorded sintering experiment. 
The necks between the particles fill in first, and soon 
after, the grain boundary from the top right crystal 
sweeps through the other two particles. This coales- 
cence process deemed 'liquid-like coalescence' was ob- 
served by Pashley during studies of gold islands on 
molybdenum disulfide and appears to be due to surface 
self-diffusion [7]. We hope to use experiments like these 
to further characterize the diffusion mechanism and 
measure the diffusion coefficients. 

Experiments done at room temperature show the 
early stages of neck formation between particles ini- 
tially separated as well as necks already in existence 
breaking apart (Fig. 5). These phenomena have also 
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10 nm 

Fig. 4. In situ sintering of three copper nanocrystals on an amor- 
phous carbon substrate. 1 -4 are video frames taken at 1/8 s intervals. 

been observed by Rankin and Boatner [8] and appear 
to be due to stresses induced by neighboring crystals. 

3.3. Substrate interactions 

Copper nanocrystals have catalyzed the etching of 
graphite and the formation of conformal graphite 
around the nanocrystals when deposited on either 
graphite or amorphous carbon. In the presence of the 

Fig. 5. (a) and (b) Room temperature neck instability, (c) and (d) 
Room temperature neck formation. 

Fig. 6. (a) Graphite shells form on copper nanocrystals on a graphite 
substrate, (b) After annealing, the graphite shells remain empty. 

electron beam and copper nanocrystals, graphite sub- 
strates etch, most prominently at steps, and then car- 
bon is redeposited in the vicinity of the copper particles. 
Furthermore, the particles interact with unetched 
graphite and amorphous carbon and allow the forma- 
tion of graphite shells around the nanocrystals when 
deposited on either graphite or amorphous carbon. 
Dark field analysis demonstrated continuous diffraction 
along the shells as the g-vector was rotated, indicating 
the shells were conformal planes of graphite. This pro- 
cess occurs at room temperature when the particles are 
formed under very clean conditions, but is more promi- 
nent during mild anneals (100-200°C). At higher tem- 
peratures, particles diffuse away by what appears to be 
an atom-by-atom mechansim leaving the empty 
graphite shells (Fig. 6). 

Residual water vapor may provide a mechanism for 
the formation of carbon monoxide molecules, which in 
turn allows two carbon monoxide molecules to decom- 
pose on particle surfaces to produce a carbon deposit 
and the evolution of carbon dioxide gas. Usually, how- 
ever, these reactions occur at higher temperatures 
( ~ 600°C) and higher water vapor pressures ( ~ 1 Torr) 
[9]. The TEM water vapor pressure for these experi- 
ments was less than 2 x 10 ~8 Torr. 

In conlusion, we have a working in-situ UHVTEM 
system to characterize nanocrystals under clean condi- 
tions. We have observed room temperature sintering, 
the effects of oxygen, and the interaction of copper 
particles with graphite and amorphous carbon sup- 
ports. In an upcoming paper, we will detail the effects 
of oxygen and its implications for copper nanocrystal 
processing. 
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Abstract ' 

In the present study, nanocrystalline Al, TiN and SiC particles produced by different techniques were examined using X-ray 
diffraction analysis, scanning electron microscopy (SEM), and transmission electron microscopy (TEM). The average particle size 
and size distribution were measured for these nanoparticles. In addition, the surfaces of these particles were characterized by X-ray 
photoelectron spectroscopy (XPS) and high resolution transmission electron microscopy. An amorphous layer was normally found 
to form on the surface of the nanocrystalline particles. The layer thickness, depending upon the material, is sometimes 
non-uniform. The chemical states of the surface atoms on Al, TiN, and SiC were also determined by XPS. 

Keywords: Ceramic particles; Surface characterization; Metal particles 

I. Introduction 

Much current materials research is focused on the 
design, synthesis, and processing of ultrafine material 
microstructures, extending into the nanoscale (< 100 
nm) regime [1]. This research has been inspired by the 
realization that significant beneficial changes in the 
properties of materials can be achieved by reducing the 
scale of their microstructure while maintaining chemical 
and microstructural uniformity [1,2]. As a result of a 
large surface to volume ratio, nanocrystals have been 
suggested for use in applications such as energy storage, 
catalysis, and membranes [3,4]. These applications are 
clearly dependent on the surface characteristics of the 
nanocrystals. 

It has been recognized that the presence of gaseous 
species, water vapor, and other electrolytes in air often 
causes oxidation and adsorption on the surfaces of 
non-oxide particles either during material preparation 
or storage [4]. The oxidized surface may further pro- 
hibit the densification of a sample during consolidation 
(e.g. sintering and hot pressing) [5]. In the present 
work, the surfaces of structural nanocrystalline particles 
of Al, TiN and SiC are examined and their structure 
and chemistry are discussed. 

* Corresponding author. 
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2. Experiment 

Al and TiN nanoparticles were received from Ultram 
International. They were produced by a super-high-fre- 
quency (SHF) plasma chemical process [6]. In this 
method, a microwave generator was used to create a 
plasma which causes the reaction of selected chemicals 
and gases and produces the nanocrystals. In the case of 
SiC, jff-SiC nanoparticles were made by a chemical 
synthesis process. Specifically, the particles were pro- 
duced by spray drying an aqueous solution followed by 
thermochemical conversion under an argon gas envi- 
ronment [2]. All powders were stored in jars for about 
6 months. 

Analytical methods used to characterize these pow- 
ders include X-ray diffraction (XRD) using Cu Ka 
radiation, scanning electron microscopy (SEM), and 
transmission electron microscopy (TEM). Surface mor- 
phology is determined by high resolution transmission 
electron microscopy (HRTEM). Sample powders were 
initially de-agglomerated in an ultrasonic bath filled 
with ethanol for 5 min and then collected using a TEM 
grid coated with a carbon film. The sample was cleaned 
and dried; then loaded on the TEM stage. The surface 
structure of the sample was subsequently examined. In 
addition, the chemical states of the particle surface were 
characterized by X-ray photoelectron spectroscopy 
(XPS) using a non-monochromatic Al Ka source. Sam- 
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pie powders were mounted as thick layers on double- 
sided adhesive tape. The sample stubs were then tapped 
to remove excess powder and expose a fresh surface for 
examination. The measured XPS peaks were fitted us- 
ing Gaussian-Lorentzian peaks with a Gaussian frac- 
tion of 0.75. Peak widths were typically 1.7-1.9 eV. 
Compositions of the surface layers were analyzed, both 
qualitatively and quantitatively. 

3. Results and discussion 

3.1. General characterization 

Scanning electron microscopy (SEM) reveals that all 
of the nanopowders are agglomerated in a spherical 
geometry, especially the TiN and SiC ceramic powders 

AI particles 

TiN particles 

SiC particles 

Fig. 1. Scanning electron microscopy reveals agglomeration of Al, 
TiN and SiC nanoparticles. 
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Fig. 2. Structural analysis of Al, TiN and SiC nanoparticles using 
X-ray diffraction. 

(Fig. 1); SiC particles are agglomerated tightly into 
perfect spheres, as compared with the loosely agglomer- 
ated Aland TiN particles. X-ray diffraction results for 
these powders are shown in Fig. 2. Both Al and TiN 
are found to be face center cubic, but ß-SiC is of 
diamond cubic structure. A small shoulder on the low 
angle side of the (111) diffraction plane of /?-SiC is 
observed. This suggests that a small amount of a-SiC is 
contained in ß-SiC powders. However, no other signifi- 
cant impurity peaks are detected in these three spectra, 
indicating the absence of any crystalline oxide phases in 
these samples. 

TEM micrographs showing the morphology of de-ag- 
glomerated particles are presented in Fig. 3. It is readily 
observed that the majority of the Al particles are spher- 
ical, and the TiN particles are cubic. In contrast, SiC 
has both platelets and fiber-like particles. The average 
sizes of Al spheres, TiN squares and platelets, and SiC 
fiber-like and platelet particles are 50 nm, 20 nm, and 
20 nm wide, respectively. However, the size distribu- 
tions of these particles are found to be quite broad, up 
to 500 nm. Corresponding electron diffraction patterns 
show the polycrystalline nature of these particles with 
preferred orientations. The diffraction pattern of //-SiC 



P. Luo et al. [ Materials Science and Engineering A204 (1995) 59-64 61 

powders does not show any sign of a-SiC, but TEM 
shows only the local composition in a small area. 
However, no impurities are observed by indexing rings 
of these diffraction patterns. This indicates the absence 
of any crystalline oxide phases, consistent with the 
results obtained from X-ray diffraction analysis. 

3.2 TEM 

3.2.1. Al particles 
High resolution transmission electron microscopy 

was performed on the three nanocrystals. An approxi- 
mately 5 nm thick surface layer was noted on the Al 
particles (Fig. 4(a)). This surface layer is apparently 
quite uniform. Close examination (Fig. 4(b)) indicates 
that the layer is amorphous, in contrast to the Al grain 
which is crystalline, showing its (110) lattice image. The 
amorphous layer can be further divided into two sub- 
layers. The outer sublayer is about 1 nm thick and 
appears to be more loosely packed than the inner 
sublayer. The difference may be related to the stoi- 
chiometry of the oxide layer, and suggests that the 
surface layer contains more than one type of chemical 
species and varies in composition from top to bottom. 
This needs further investigation. 

Fig. 3. Transmission electron microscopy shows nanocrystalline Al, 
TiN and SiC with corresponding diffraction patterns. 

Fig. 4. (a) Surface morphology of a typical Al particle, (b) High 
resolution TEM shows the amorphous surface layer of an Al particle. 

3.2.2. TiN particles 
In the case of TiN, a non-uniform surface layer 

thickness (2-5 nm) is observed, particularly at the sites 
where two particles come into contact (Figs. 5(a) and 
(b)). They are high resolution electron micrographs of 
some cubic TiN particles. Crystalline lattice fringes are 
readily seen. The two particles make close contact and 
appear to be epitaxial. The epitaxy may be related to 
the covalent nature of TiN, which produces strong 
anisotropy. The contour of the surface layer does not 
follow the boundary of the particle exactly. In fact, the 
contour appears to be determined by its equilibrium 
chemical potential, in particular at the sites where two 
particles impinge. It is further pointed out that the 
surface layer may be partly crystalline, as revealed by 
the appearance of some lattice fringes (indicated by 
arrows). In contrast to Figs. 5(a) and (b), Fig. 5(c) is a 
TiN particle showing the absence of any surface layer; 
lattice fringes extend to the outermost surface. In sum- 
mary, the nature of the surface layer on nano-TiN 
particles is complex and varied. 
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TiN puiicle 

Fig. 6. (a) High resolution TEM of a SiC particle shows the surface 
layer structure contrasted with the twinning structure of the particle, 
(b) SiC surface layer shows 'chip-off regions. 

has (110) planes and a substantial amount of twinning 
(Fig. 6(a)). Fig. 6(b) shows a SiC particle with a multi- 
layered surface. Noted in the micrograph are 'chip-off 
regions of the surface layer at some locations, particu- 
larly near the corner of the particle (indicated by ar- 
rows) suggesting a brittle surface layer. 

3.3. XPS 

The elemental composition of the surfaces of the Al, 
TiN and SiC particles is shown in Table 1. The effective 

Table 1 
Surface atomic compositions of Al, TiN and SiC particles 

Al      Ti O Si N Cl 

Fig. 5. (a) Surface morphology of typical TiN particles, (b) Surface 
morphology of the contact corner of two TiN particles, (c) Clean 
surface of a typical TiN particle. 

Aluminum 
Titanium nitride 
Silicon carbide 

21 
29 

54 22 3.0 
39 11 0.3 21 
18 61 19 1.8 

0.5 
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The aluminum 2p region. 

efihq * 3.206: CN ■ 1.813 
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Peak fitting results for the ABp region. 

Peak Binding Energy 
feVT 

Assignment Percent ol 
Total 

1 73.4 Aluminum Metal 75 

2 76.2 Aluminum 0»k)eJ 25 

"Corrected to Cls at 2B4.8 eV. 

The titanium 2p region. 
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Silicon 2p region of »Bicon carbide powder. 
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-«72     -470     -468 

. Peek areas and assignments tor the titanium 2o reqion. 

Peak 
Number 

Peak Binding 
Energy* 

Percent 
of Total 

Assignment 
(Pereentaoel 

1 2PW 4S6.4 47.7 TIN 

2 2pi/j 462.1 15.6 

3 2p3fl 459.4 27 TIC, 

t36.61 4 20ir? 465.2 9.6 

-106 -104 -102 -100 -9B 

Peak fitting results for the Si2p region of the silicon carbide powder. 

■» 

Peak Binding Energy 
(•V) 

Assignment Perctntot 
Total Silicon 

1 101.2 Carbide 79 

2 102.7 -Si-O- 21 

* Comcttd to Clt al 284.8 «V. 

Fig. 7. XPS analysis of aluminum, titanium and silicon 2p regions. 

analysis depth for XPS is about 10 nm. For the parti- 
cles studied, this means that much of the signal will 
come from the surface layer (2-5 nm, see the Subsec- 
tion 3.2), but that there will also be a significant 
contribution from the bulk material. 

The Al and TiN particles have about 10-20 at.% 
carbon, consistent with contamination levels from typi- 
cal laboratory handling and storage. The carbon on the 
Al is primarily hydrocarbon, a common contaminant. 
The carbon on the TiN appears to be primarily in the 
form of ethers or amines, which is more unusual, but is 
consistent with the high oxygen and nitrogen concen- 
trations on these particles. The surface of the SiC 
particles is about 60% carbon, and about 30% of this is 
in the form of carbides. The excess organic material is 
most likely due to incomplete conversion of precursors 
into SiC. 

Detailed scans of the Al, Ti (TiN), and Si (SiC) 
regions are shown in Fig. 7. Significant amounts of 
oxides are seen on the Al (about 25% oxidized forms, 
75% metal) and TiN (about 35% titanium oxides, 65% 
titanium nitride) particles. Coupled with the structural 
observations from TEM, this suggests that the surface 
layers may be primarily oxides (the spectra include the 
surface layer plus several nanometers of the 'bulk' 
material). The SiC particles have about 80% of the 
surface silicon present as SiC. The binding energy of 
the remaining silicon is consistent with the presence of 
silanes (which are intermediate products in the particle 
synthesis). 

4. Conclusions 

(1) The morphologies of nanocrystalline particles of 

Al, TiN and SiC are characterized. Al, TiN, and SiC 
are in the geometry of spheres, squares, and short fibers 
with platelets, respectively. The average particle sizes of 
Al, TiN, and SiC are 50 nm, 20 nm, and 20 nm, 
respectively. 

(2) High resolution electron microscopy indicates 
that the surface layers of all these particles are mainly 
amorphous. The layer thicknesses are about 5 nm and 
3 nm for Al and SiC particles, respectively. In contrast, 
the layer thickness of TiN is non-uniform; some areas 
show an agglomeration of surface products, but some 
exhibit a clean crystalline surface. Also, there exists 
some evidence indicating that the surface layers may, in 
fact, consist of more than one sublayer on SiC and Al 
particles. 

(3) XPS analysis shows the presence of significant 
oxides on the surfaces of all three particles. The TiN 
surface is more heavily oxidized than the Al and SiC, 
and titanium oxides account for most of the oxygen 
seen on the surface. It is not known how much of this 
oxidation occurred during-the synthesis process and 
how much during storage, but it seems likely that the 
observed surface layers for the Al and TiN particles are 
primarily oxides. The binding energy of the oxygen 
species present on the SiC particles is consistent with 
the presence of organic intermediate products (car- 
bonyls and ethers) with some contribution (about 20%) 
from silicon oxides. 
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Abstract 

The design and operation of a novel, continuous reactor for scaling-up the production of nanocrystalline materials is outlined. 
The reactor operates using a replenishable thermal evaporation source in a forced gas flow. This alternative reactor design 
overcomes many of the production limitations of the batch reactor inert gas condensation process used widely in nanocrystalline 
synthesis. By achieving gas flow velocities of 12.5-40 m s-', particle size is kept in the nanometer range by quickly removing the 
particles from the hot growth zone and minimizing their agglomeration during synthesis. The effects of processing parameters on 
Si particle size and morphology are presented. Nanocrystalline Si3N4 was produced by subsequent nitridation and heat treatment. 
Complete nitridation of the Si was achieved by 1050°C. Upon moderate heat treatment (1600°C for 3 h), the SiOv present in the 
material crystallized. 

Keywords: Nitridation; Silicon; Forced gas flow 

1. Introduction 

/./. Motivation for synthesizing nanocrystalline S7,/V4 

Due to its high strength and resistance to oxidation, 
thermal shock, wear and corrosion, Si3N4 has great 
potential for applications such as advanced heat engine 
components and ball bearings. However, in order to 
densify conventional Si3N4, sintering additives such as 
MgO, Al2Ov and Y203 are typically needed. The oxide 
additive reacts with the Si02 surface layers to form a 
liquid phase at sintering temperatures. Upon solidifica- 
tion, this oxide phase is retained at the grain 
boundaries. If this intergranular phase is glassy, it can 
soften at moderately elevated temperatures leading to a 
degradation of the mechanical properties of the nitride 
component [1]. Additionally, the reliability of compo- 
nents is directly connected to the starting Si3N4 powder. 
The final grain and flaw sizes in a densified ceramic 
material are directly related to the particle size of the 
starting powder [2]. 

Several potential benefits may be achieved by using a 
nanocrystalline Si3N4 powder to produce Si3N4 compo- 

* Corresponding author. 

nents. A nanocrystalline ceramic powder (particle size 
~ 10 nm) can lead to a greatly increased sintering rate 
compared with conventional powder (particle size 
~ 0.1-1 /xm). This size effect as well as the large 
volume fraction of grain boundaries and enhanced 
grain boundary diffusion coefficients in nanocrystalline 
materials can lead to improved sintering kinetics and 
the potential for lower temperature sintering with less 
or no sintering additive. For instance, nano-Ti02 has 
been sintered at temperatures 400-600cC lower than 
conventional sintering temperatures and without the 
need for sintering aids [3]. Some work has been done on 
sintering nano-Si3N4 produced by a laser-induced 
chemical vapor deposition process [4,5]. The group 
from China reported sintering nano-Si3N4 at 1500— 
I600°C without additives and without significant grain 
growth [4]. The Rutgers group compared the sinterabil- 
ity of nano-Si3N4 that was exposed to air with that 
which was handled in a glove box environment (unex- 
posed to air). With hot isostatic pressing and no addi- 
tives, the air-exposed powders rapidly achieved ~91% 
densification [5]. 

The gas condensation method [6,7], by which a num- 
ber of nanocrystalline materials are produced, typically 
yields a narrow log-normal size distribution of particles 

0921-5093/95/S09.50 © 1995 — Elsevier Science S.A. All rights reserved 
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Fig. 1. Schematic of the tubular forced flow reactor for nanocrystalline synthesis. 
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[8]. This type of distribution has led to good green body 
packing and normal grain growth [3]. Such a starting 
powder could also prevent the formation of large inter- 
nal flaws [9]. Finally, due to the well-controlled envi- 
ronment of nanocrystalline material synthesis by gas 
condensation, it is possible to control both impurities 
and additive introduction during processing for engi- 
neering of the grain boundaries. Thus, the advantages 
to pursuing a nanocrystalline Si3N4 powder through 
such a processing approach are clear. 

1.2. Motivation for a forced flow reactor design 

Due to inherent limitations in the traditional 
nanocrystalline synthesis approach of gas condensation, 
a forced flow reactor has always been recommended to 
facilitate scale-up such that one can synthesize signifi- 
cantly larger amounts of material than the few hundred 
mg per day that are normally produced by the conven- 
tional batch-type reactors [10]. The motivation for ex- 
amining an alternative reactor design comes from the 
two drawbacks of the existing inert gas condensation 
process. First, rather than forming larger quantities of 
nanocrystals, increasing the rate of evaporation leads to 
increased particle size due to the presence of more 
coalescence partners. Second, a scale-up is difficult since 
collection efficiency is low due to loss of sample to the 
cold surrounding chamber wall in natural convective 
flow [11]. Therefore, the rate of nanocrystalline powder 
production with the natural convection method (gas 
velocities ~ 1 m s_1) is limited. The application of a 
forced flux has been used to produce nanocrystalline 
metals (Cu, Pd, Ag) by removing the nanocrystals 
quickly from the hot growth zone over the evaporation 

source [11,12]. By using high gas velocities (10 m s" ' or 
greater) particle coalescence is limited and the produc- 
tion rate of nanocrystalline materials may be signifi- 
cantly increased. 

2. Experimental details 

2.1. Nanocrystal synthesis in forced flow reactor 

A novel tubular forced flow reactor for nanocrys- 
talline synthesis has been custom designed and con- 
structed. A schematic of the reactor is shown in Fig. 1. 
The incoming gas flow rate is set with a mass flow 
controller. Helium (He) enters at one end of the reactor 
and flows over the crucible where silicon (Si) is evapo- 
rating. The silicon supply is continually replenished 
with a magnetically coupled loader. A pumping system 
(Leybold) consisting of a roots blower (booster pump) 
backed by a single-stage mechanical pump continuously 
removes the Si particles in the He gas stream from the 
growth zone over the evaporation source. The particles 
entrained in the gas stream are deposited on a liquid 
nitrogen cooled disc mounted parallel to the gas flow in 
the center of the collection chamber, located at the 
other end of the tubular reactor. The pressure in the 
reactor is controlled by a throttle valve with a capaci- 
tance manometer input. Knowing the reactor pressure, 
reactor cross-sectional area and incoming gas flow rate, 
one may determine the gas (and particle) velocity [12]. 
The particles can be scraped off the rotating disc and 
collected. Following a production run, the reactor is 
controllably backfilled with air, exposing the material 
to oxygen. 
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In order to characterize the reactor's operation, the 
effect of reactor pressure and gas velocity on the parti- 
cle size and morphology was examined. The reactor 
was operated at pressures ranging from 0.5 mbar to 
11.3 mbar. He gas velocities ranged from 12.5 to 40 m 
s ~'. Particle size and morphology characterizations 
were performed by transmission electron microscopy 
(TEM). In some cases, particles were directly deposited 
on carbon grids mounted on the collection disc. In 
other instances, collected or heat-treated particulates 
were ground and suspended in isopropanol, and then 
deposited on TEM grids. An Akashi-002B operating at 
200 kV was used for all TEM studies. 

2.2. Nitridation experiments 

The B.E.T. surface area of the as-prepared nanocrys- 
talline Si produced in the reactor was determined by 
nitrogen adsorption (Micromeritics ASAP 2000). The 
as-prepared nanocrystalline Si was nitrided in both a 
thermal gravimetric analyzer (Perkin-Elmer TGA7) 
and a differential thermal analyzer (Perkin-Elmer 
DTA7) to follow nitridation and crystallization kinet- 
ics. The flowing nitrogen gas used was purified with an 
oxygen trap and a liquid nitrogen trap. Heating rates 
for all experiments were 5°C min-1 while the final 
temperature varied from 1100 to 1600°C with various 
soak times. For DTA experiments the samples were run 
in an alumina cup and covered with alumina powder. 
The samples were placed loosely in an alumina pan 
liner in the TGA analysis. 

The as-prepared and nitrided materials (after various 
heat treatments) were examined by X-ray diffraction 
(XRD) using a Rigaku 300 with Cu-Ka radiation for 
29= 10°-70°. The a-Si3N4 resulting from the nitrida- 
tion/heat treatments was studied by TEM to determine 
particle size and morphology. 

3. Results and discussion 

3.1. Effect of reactor synthesis parameters 

The as-synthesized material consists of approxi- 
mately spherical, crystalline particles. The powder re- 
moved from the reactor has a dark brown appearance. 
Shown in Fig. 2 is a plot of particle size vs. reactor 
pressure. The gas (particle) velocity was kept constant 
at 12.5 m s-1 for these experiments. By varying the 
pressure, average particle sizes ranging from 5.7 to 9.5 
nm were obtained. As has been reported by others 
previously, particle size increased with increasing reac- 
tor pressure due to confinement of the particles in the 
growth region above the evaporation source [13]. Fig. 3 
is a TEM micrograph of representative Si particles ~ 7 
nm in diameter obtained at 7 mbar and a gas velocity 

0 2 4 6 8 
Pressure (mbar) 

Fig. 2. Particle size as a function of reactor pressure at a gas velocity 
of 12.5 ms-'. 

of 12.5 m s-1. Their lattice fringes are clearly visible. 
The crystalline nature of the as-prepared material is 
also shown by the Si TEM diffraction pattern in Fig. 4. 

There was no significant difference in size or mor- 
phology of particles produced at gas velocities of 12.5, 
15 and 25 m s~\ with a reactor pressure of 2 mbar. 
Discrete crystalline particles of ~ 6 nm were seen in all 
cases. At a gas velocity of 40 m s_', an amorphous film 
was deposited on the collection substrate. The product 
consisted of thin flakes rather than individual particles. 
This is likely due to the more rapid quench rate of the 
Si (on the order of 4.1 x 104 Kr1) and the fact that 
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Fig. 3. Nanocrystalline silicon particles produced at 7 mbar pressure 
and a gas velocity of 12.5 m s-'. 
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Fig. 4. TEM diffraction pattern of the as-prepared material shown in 
Fig. 3. 

the Si atoms could not coalesce and order before they 
reached the liquid nitrogen cooled collector. A similar 
effect in a flow reactor has been observed by Iwama 
and Hayakawa in their synthesis of ultrafine metal 
particles [12]. They found that, depending on the dis- 
tance from the evaporation point to the collection point 
and the He gas velocity, materials produced fall into 
either a 'film formation region' or a 'particle growth 
region'. On the basis of the size of our reactor and their 
data, the transition from particle to film formation in 
our reactor should occur at ~30ms-1. 

The current Si evaporation rate is ~6 g h_1. The 
current thermophoretic collection design is not highly 
effective. Much of the material synthesized is pulled 
into the vacuum pumping system due .to the high gas 
flow velocity rather than gathered thermophoretically 
on the cooled collection disc. The collection efficiency is 
on the order of 5%-10%. The micrographs illustrate 
that nanocrystallites are effectively produced by this 
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Fig. 5. TGA data showing Si-to-Si3N4 conversion by 1050°C. 
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Fig. 6. (a) XRD data showing that as-prepared material is X-ray 
amorphous. Following heat treatment at 1600°C for 1 h in a Mowing 
nitrogen atmosphere, a-Si3N4 peaks (indexed) are well developed (b). 

reactor design despite the higher evaporation rate. Ini- 
tial efforts to do in situ nitridation of the Si particles in 
a flowing gas stream of helium and nitrogen were 
complicated by nitridation of the evaporation source. 
The reactor is being modified to introduce nitrogen just 
beyond the evaporation crucible. A downstream mi- 
crowave plasma applicator adjacent to the evaporation 
chamber will be used to ionize the nitrogen and lead to 
effective nitridation of the nanocrystalline Si particles 
passing through the N2 plasma. 

3.2. Nitridation results and discussion 

On the basis of the study of reactor synthesis 
parameters, a pressure of 2 mbar and a gas velocity of 
12.5 m s~' were selected for continuous production of 
nanocrystalline Si. The as-prepared material has a 
B.E.T. surface area of (154.1 ± 1.6) m2 g-'. Its high 
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Fig. 7. (a) XRD data showing material heat treated at 1600°C for 3 
h in a flowing nitrogen atmosphere developed additional peaks (*) 
unrelated to the a-Si3K, peaks (indexed). These additional peaks 
were similar to the diffraction peaks of a crystalline, non-stoichiomet- 
ric SiOv produced when the reactor had air leakage during the 
synthesis (b). 
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Fig. 8. TEM micrograph of a-Si,N4 particles formed during heat 
treatment to I6006C for 1 h in a flowing nitrogen atmosphere. 

surface reactivity enabled nitridation and conversion to 
Si3N4 at relatively low temperatures. Nitriding tempera- 
tures for conventional Si range from ~ 1200°C to 
1450°C [14]. Ultrafine Si powder of diameter 20-50 nm 
produced by an arc-plasma method could be nitrided at 
1100°C if unexposed to air, or at 1200°C if exposed to 
air [15]. As shown in Fig. 5, nitridation of our 
nanocrystalline Si was initiated at a low temperature of 
~ 500°C and was completed by ~ 1050°C. 

The as-prepared Si material is X-ray amorphous (see 
Fig. 6(a)). The first evidence of X-ray crystallinity is 
found in a sample held at 1500°C under N2 gas flow for 
30 min. The diffraction pattern indicated the formation 
of an a-Si3N4 phase in the sample. DTA reflects a 
major exothermic peak at 1490-1560°C, which may be 
attributed to crystallization of Si3N4. This suggests that 
the nitride formed between 500°C and 1050°C is amor- 
phous. After a 1 h hold at 1600°C, the peaks for 
crystalline a-Si3N4 became well-defined (Fig. 6(b)). This 
material has the typical grayish white color of a-Si3N4. 

After a 3 h soak at 1600°C in a flowing nitrogen 
atmosphere, an additional set of diffraction peaks, un- 
related to Si3N4, was also observed (Fig. 7(a)). The 
additional diffraction peaks were similar to those of a 
crystalline, non-stoichiometric silicon oxide (SiOA.) pro- 
duced earlier in the construction of this reactor when 
air leaks were a problem such that substantial oxygen 
was present during the Si nanocrystal synthesis (Fig. 

Fig. 9. TEM micrograph of a-Si,N4 particles formed during heat 
treatment to 1600°C for 1 h in a flowing nitrogen atmosphere. 

7(b)). This suggests that the amorphous silicon oxide on 
the surface of our Si3N4 material may be crystallized 
relatively easily. 

TEM micrographs of the crystalline a-Si3N4 particles 
formed during heat treatment to 1600°C for 1 h in a 
flowing nitrogen atmosphere are shown in Figs. 8 and 
9. The particles varied in size and shape with an 
average crystallite size of 70 nm. While many crystal- 
lites were nearly spherical, others were oblong and 
needle-like. The interconnected network-like appear- 
ance of the particles in Fig. 8 is most likely due to 
sintering that may have taken place between adjacent 
particles which were in contact with one another during 
the elevated temperature soak. 

4. Conclusions 

A continuous tubular forced flow reactor has been 
constructed for a high production rate of nanocrys- 
talline materials. The effects of reactor parameters such 
as pressure and gas velocity on the particles produced 
were studied. Silicon nanocrystallites were produced 
with a high surface area (154 m2 g~') and were nitrided 
easily at low temperatures (1050°C) with no special 
handling precautions. The surface silicon oxide on this 
material could be crystallized upon a moderate heat 
treatment. 
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Size distribution of Ni precipitates in Agr-Ni alloys determined by 
maximum entropy analysis of magnetization curves 

Howard G. Zolla, Frans Spaepen 
Division of Applied Sciences, Harvard University, Cambridge, MA 02138, USA 

Abstract 

Supersaturated Ag-Ni solutions containing approximately 5 at.% Ni are produced by electron-beam co-evaporation onto cold 
glass substrates. The magnetization of samples annealed to various temperatures is measured at room temperature as a function 
of applied field in a vibrating sample magnetometer. The magnetization curves of as-deposited samples show superparamagnetic 
behavior. On annealing, the Ni precipitates completely and coarsens. The volume distribution function of these superparamagnetic 
Ni particles is extracted from the magnetization curve by applying the maximum entropy method in which the magnetization is 
modeled as a weighted superposition of Langevin functions. The results are consistent with direct observations in the transmission 
electron microscope. 

Keywords: Silver; Nickel; Magnetization curves 

1. Introduction 

Historically, nucleation, growth and coarsening of 
precipitates in alloys have been studied largely through 
direct observation by optical metallography and trans- 
mission electron microscopy (TEM). These methods, 
while widely applicable, can be tedious, especially in 
dilute systems where large specimen areas must be 
studied to acquire accurate statistics on volume fraction 
and particle size. They also have limitations at very 
small particle sizes. 

Ferromagnetic precipitates in a weakly magnetic ma- 
trix can be studied by simpler means. Composition- and 
size-dependent magnetic [1] and electrical [2] properties 
of such alloys have long been used as probes of precip- 
itation. We concentrate on the determination of the size 
distribution of nanocrystalline precipitates from their 
magnetic properties. 

2. Magnetic granulometry 

The assertion that a small ferromagnetic particle 
consists of a single domain was first made by Frenkel 
and Dorfman [3]. Elmore [4] experimentally verified 

0921-5093/95/S09.50 © 1995 — Elsevier Science S.A. All rights reserved 
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Montgomery's [5] prediction that the smallest of such 
single-domain particles obey Langevin's [6] equation 
for the magnetization of a paramagnet: 

1        r,    x i.,   s        l VM*H 

- = L(«) = coth(«)—   a = -7T- (1) 

where / and 7S are respectively the net and saturation 
magnetization of the system, M% is the spontaneous 
magnetization per unit volume of the particle, v is the 
particle volume, H is the applied field, and k is the 
Boltzmann's constant. Bean [7,8] subsequently de- 
scribed these particles as exhibiting "super-paramag- 
netism" (SPM). Fig. 1 shows calculated values of Eq. 
(1) for SPM Ni particles of several volumes. If these 
particles are presumed to be spherical their diameters 
would range from 1 nm to 8 nm. Of note is the strongly 
size-dependent initial susceptibility. Many investigators 
(for a review see Ref. [9]) have since used Eq. (1) to 
estimate the size of ferromagnetic particles in catalysts, 
colloids, alloys and ferrofiuids. 

The need to determine Is of the entire sample and the 
presence of a distribution of volumes complicate direct 
application of Eq. (1) to experimental measurements, 
since the measured magnetization is the superposition 
of the magnetization of particles of different volumes. 
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Kneller [10] has presented an analytical solution for the 
magnetization of a "top hat" distribution of SPM 
particles with an average volume v0 and width 2bv0: 

'2ba 
In (l-Z>)sinh[a(l+6)3 a = 

v0MsH 
kT 

(2) (l+Z>)sinhra(l-6n 
Eq. (2) adequately describes the magnetization of 

narrow, monomodal distributions of SPM particles and 
has been successfully applied to the determination of 
the size of magnetic particles. Most generally, the total 
magnetization can be modeled as a superposition of 
Langevin functions weighted by a volume fraction dis- 
tribution function f(v): 

I f(v)L 
vMsH 

kT 
dv (3) 

By discretizing volume space into N bins, one can 
attempt to solve P equations in/(«;_,-), one for each data 
point I (Hi) where the coefficients are' Langevin func- 
tions L(H„ Vj) evaluated at each applied field and vol- 
ume point. In index notation this can be expressed as 

h = hUjfj -(4) 
where summation is implicit for / over {1 ... P} and 
for; over {\ .. .N}. Simply put, the problem at hand is 
the determination of f(vj) given a set of measurements 
I(Hi) and a model L(vjHt). 

Methods of solution include the use of a specific 
functional form, such as a lognormal distribution for 
f(vj), direct matrix inversion, and a non-linear inversion 
computation based on Marquardts' adaptation of the 
Newton-Raphson method, as reviewed by Richardson 
[11]. All are limited by the determination of 7S of the 
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Fig. 1. Normalized room temperature magnetization for Ni particles 
of indicated volumes calculated with Eq. (1). 

entire sample, which requires low temperature, ultra 
high field, or both, to saturate the magnetization of the 
specimen. As Fig. 1 demonstrates, for precipitate sizes 
less than about 2nm direct determination of Is is 
difficult. In addition, there is often no physical basis to 
pick one functional form for f{vj) over another as a 
starting place for a fit by any of the traditional meth- 
ods. 

Potton et al. [12-14] circumvented these diffculties 
through application of the maximum entropy (MaxEnt) 
method using the algorithm developed by Skilling [15]. 
The MaxEnt method permits solution to positive, linear 
superposition problems without requiring an initial 
choice of the functional form of the distribution or its 
absolute magnitude. The MaxEnt solution is the one 
that makes even use of all the data that is consistent 
with the uncertainties of the measurements. It maxi- 
mizes the entropy 

(5) 

where bj is the blank or starting level subject to the 
constraint 

(6) 

Ij are the actual measurements, v,- are the values given 
by Eq. (4) and a, are the standard deviations of each 
data point. Thus to solve Eq. (4) for /, one needs the 
physical model, a measure of the uncertainties, and 
magnetization data. There is no need to know Is of the 
entire sample or to assume a form of/. 7S of the entire 
sample is easily determined by normalizing the integral 
off to unity. 

In this investigation, we apply Potton's method of 
magnetic granulometry to characterize the early stages 
of precipitation and growth' of nanoscale Ni precipi- 
tates from a supersaturated solid solution of Ni in Ag. 

3. Experimental procedure 

Supersaturated Ag-Ni solid solutions are prepared 
as thin films, approximately lOjim thick, by electron 
beam co-evaporation from two separate sources 
(99.99% Ag Canadian "Maple Leaf coins and 99.99% 
Ni from Johnson Mathey/Alfa) onto commercial float 
glass substrates in high vacuum. The Ag and Ni deposi- 
tion rates are controlled by a pair of quartz crystal 
deposition monitors at 60 and 3 nm min-1 respectively. 
The substrates are cleaned prior to deposition with an 
Ar ion sputtering gun to aid adhesion, and are cooled 
to minimize Ag-Ni segregation during deposition by a 
dry ice-ethanol mixture maintained at approximately 
233 K. The composition is determined after deposition 
with a Gameca MBX electron microprobe with wave- 
length dispersive spectrometers (WDS). 
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After deposition the films are scraped off their sub- 
strates and heated in a graphite boat at a rate of 
80 K min ~' in He to a series of maximum temperatures 
in the 400 K to 750 K range and cooled rapidly (more 
than 100 K min-1) back to room temperature. This 
causes nucleation, growth and coarsening of Ni precipi- 
tates from the supersaturated Ag-Ni solutions. 

The magnetization at room temperature is measured 
as a function of applied magnetic field in heat treated 
alloys by a vibrating sample magnetometer (VSM) [16]. 
Measurements below 10 kOe are made in our labora- 
tory between the poles of a standard electromagnet. 
Measurements up to 200 kOe are made at the Francis 
Bitter National Magnet Laboratory in a Bitter magnet. 
The magnetization of the diamagnetic sample holder is 
determined separately in the same geometry, and is 
subtracted from the raw data. The apparatus is cali- 
brated with a bulk Ni standard and is accurate to 
within 2%. 

Ni particle volume distributions are determined from 
magnetization data through application of the MaxEnt 
technique. To ensure that the distribution went to zero 
at high volume, it was necessary to interpolate a few 
points linearly between zero and the lowest measured 
magnetization. The MaxEnt algorithm is described by 
Skilling [15] and we used a code provided by Daniell 
[13]. The physical model is that given by Eqs. (1) and 
(3). Saturation moments are determined by normalizing 
the calculated volume distribution functions. For com- 
parison, saturation moments are also determined by 
extrapolating the' high field portion of each magnetiza- 
tion curve to zero with \/H. 

4. Results and discussion 

Fig. 2 displays the room temperature magnetization 
of four samples from the same evaporation annealed to 
four successively higher temperatures and their MaxEnt 
fits. 

Results are normalized with respect to overall Ni 
concentration which was in the range 5.6 ± 0.5 at.% Ni. 
Fig. 3 shows the normalized Ni precipitate size distribu- 
tion calculated with MaxEnt for each sample displayed 
in Fig. 2. 

Fig. 4 shows the saturation moment determined from 
MaxEnt and from extrapolation with 1/7/ for several 
maximum annealing temperatures including the four 
samples in Figs. 2 and 3. The intercepts of the extrapo- 
lated lines in Fig. 5 are calculated based on the slope 
from 160 kOe to 190 kOe and are each based on over 
100 data points. The sample annealed to 750 K is not 
analyzed using maximum entropy since the magnetiza- 
tion curve displays a remanence. Non-zero remanence 
indicates that some of the particles have reached the 
critical size so that Eq. (1) no longer applies, as dis- 
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Fig. 2. Normalized magnetization curves for Ag-5at.%Ni alloys 
annealed up to different temperatures. The solid line is a fit to an Ni 
particle size distribution by the maximum entropy method. 

cussed by Bean [7]. The fraction precipitated is esti- 
mated by dividing the specific saturation moment by 
the bulk Ni value of 3193 emumol-1. Several authors 
[17-19] have addressed the validity of the assumption 
that SPM particles in the size range under study still 
maintain a specific saturation moment equal to the bulk 
value. The uncertainty associated with this question is 
most significant in samples with lowest annealing tem- 
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peratures, as they have the smallest precipitates. While 
it is established that the saturation moment is enhanced 
at small sizes, the magnitude of this effect will vary with 
the environment of the precipitate. Thus the effect of 
size-dependent saturation moments has been estimated 
from the data of Cale et al. [18] and is included in the 
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Fig. 5. Extrapolation (dashed lines) of the magnetization curves 
(dots) of Fig. 2 with \/H to zero. The intercept with the moment axis 
is the saturation magnetization Is of the entire sample. 

Fig. 6. Contributions to the magnetization from the Ni particles at 
high and low volume in an Ag-5at.% alloy annealed up to 650 K. 
The broad line is a fit with the Kneller function. 

uncertainty shown. The presumption that Ni dissolved 
in Ag is magnetically inactive is consistent with the 
results of Tammann [1] and with results reported for Ni 
dissolved in Au, Cu and Al [20]. 

The magnetization curve of the unannealed sample 
shown in Fig. 2 exhibits a small initial susceptibility. 
Thus, as shown in Fig. 1, few particles of large volume 
are expected, and, indeed few are found in the results of 
Fig. 3. Most of the precipitated Ni is in particles with 
volume around 0.7 nm3. Most of the informatioin 
about the size of these particles is contained in the ultra 
high field portion of the magnetization curve. Even at 
190 kOe, they are still less than 60% saturated. The 
saturation moment for this sample determined from 
MaxEnt normalization is 530 emu mol-1 which is close 
to the value determined through \\H extrapolation of 
500 emu mol-1. 

The samples annealed to 500, 600 and 650 K. exhibit 
increasingly higher initial susceptibilities. This manifests 
itself in the size distributions of Fig. "it which each show 
a peak at high volume of increasing- average size and 
higher integrated volume, while the magnitude and 
volume of the lower volume peak become progressively 
smaller. In addition, the saturation magnetization in- 
creases steadily as indicated in Figs. 4 and 5. In the 
sample annealed to 650 K approximately 80% of the Ni 
has precipitated. 

The peaks at high volume in Fig. 3 are not insignifi- 
cant as demonstrated in Fig. 6. The total magnetization 
for the 650 K sample is calculated using Eq. (4) from 
the entire size distribution curve shown in Fig. 3. The 
contributions to the magnetization from the two por- 
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tions of the distribution below and above a volume of 
5.7 nm (which is at the lowest point of the valley 
between the two peaks) are indicated. The peak at high 
volume contributes more than the peak at low volume. 
The contribution to the magnetization of the peak at 
low volume is fit well by Eq. (2), Kneller's function. 
The fit gives an average volume v0 of 1.55 nm3 and a 
width 2bv0 of 0.67 nm3, similar to those on the MaxEnt 
peak. Satisfactory fits with the Kneller function could 
not be found for the high volume contribution nor for 
the total magnetization. Kneller's function is appropri- 
ate for calculating the magnetization of a narrow distri- 
bution of volumes, not for one three orders of 
magnitude wide. 

Our dark field TEM observations [21] cannot resolve 
particles below 0.8 nm, which is greater than the peaks 
at low volume in Fig. 3. However, at higher volumes, 
the agreement is satisfactory. For example, in the sam- 
ple annealed to 650 K a distribution of particles with 
average size 352 nm3, median size 55 nm3 and standard 
deviation 874 nm3 was measured. 

5. Conclusion 

Potton's maximum entropy (MaxEnt) method of 
magnetic granulometry has been successfully applied to 
Ni precipitates in Ag-Ni alloys. MaxEnt is a conve- 
nient way to study the nucleation, growth and coarsen- 
ing process in these alloys. More importantly, the 
magnetic technique provides information about ultra- 
small magnetic precipitates which are not easily charac- 
terized by other means, including TEM. 
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Abstract 

Molecular dynamics simulations have been used to synthesize and characterize a fully dense, three-dimensional nanocrystalline 
material with an average grain size of 43 A by crystallization from the melt. The structures and energies of the highly constrained 
grain boundaries in this material are found to be more isotropic than those of extended boundaries in bicrystals. Based on this 
observation, a simple structural model that combines a realistic treatment of the grain boundaries with a finite grain size—and 
yet permits a comparison with the structures of unconstrained boundaries in bicrystals—is developed. The low temperature 
thermal behavior of such a model material is shown to be dominated by low frequency phonon modes due to the grain boundaries 
and grain junctions. 

Keywords: Grain boundaries; Computer simulation; Molecular dynamics; Nanocrystalline materials 

1. Introduction 

The atomic structure of grain boundaries (GBs) and 
its effect on the properties of nanocrystalline materials 
(NCMs) have been the subject of extensive discussion 
ever since the first ultrafine-grained polycrystals were 
synthesized over a decade ago by consolidation of small 
clusters formed via gas condensation [1,2]. The key 
issue is whether a novel state of matter exists in poly- 
crystals with a grain size of typically 1-10 nm [3,4] or 
whether the structure and properties of NCMs can be 
extrapolated from those of coarse-grained polycrystals 
and bicrystals. The suggestion of a "frozen-gas"-like 
structure of the GBs in extremely constrained, small- 
grained polycrystals [3,4] appears plausible given that 
up to 50% of the atoms in such a material may be 
situated in the highly distorted and defected environ- 
ments provided by the GBs and grain junctions; such 
structural environments are not found in glasses (with 
short-range order) or crystals (with long-range order). 

In spite of much experimental work concerned with 
the structure and properties of NCMs performed to 
date, the often contradictory reports of "unusual" 
structures and "anomalous" properties have rendered it 

impossible to formulate a structural model that is con- 
sistent with the observations and permits the properties 
of these materials to be predicted. Although some 
observations involving Raman spectroscopy [5], atomic 
resolution transmission electron microscopy (TEM) 
combined with image simulations [6] and X-ray diffrac- 
tion [7] indicate that the atomic structures of GBs in 
NCMs are in fact rather similar to those determined for 
coarse-grained polycrystalline or bicrystalline materials, 
other observations involving Mössbauer spectroscopy 
[8], atomic resolution [9] and conventional TEM [10] 
and X-ray diffraction [10,11] suggest the presence of 
non-equilibrium GBs in NCMs with structures and 
properties that differ significantly from those of coarse- 
grained materials. At present it therefore appears that 
without additional information coming, for example, 
from computer simulations, the formulation of a struc- 
tural model for NCMs based on experiments alone may 
not be possible. 

Our simulations of nanocrystalline materials dis- 
cussed here involve two fundamentally different types 
of approaches for the synthesis of a dense, space-filling 
polycrystal. In the first, molecular dynamics (MD) sim- 
ulations are used to crystallize from the melt a fully 

0921-5093/95/S09.50 © 1995 ■ Elsevier Science S.A. All rights reserved 
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dense, three-dimensional NCM with random grain ori- 
entations and an average grain size of 43 Ä [12]. In the 
second a structural model consistent with the MD 
results is developed and tailored to capture what we 
believe to be the two essential structural features of 
NCMs, namely geometrical constraints (i.e. a finite 
grain size) and structural inhomogeneity (due to the 
GBs and grain junctions), while still permitting the 
connection with bicrystalline GBs to be made [13]. The 
comparison of the simulated structure and dynamical 
properties of this simple model material with those of 
the MD-grown material permits some important con- 
clusions to be drawn as to the structural origin of the 
observed physical behaviour. 

2. Synthesis and characterization of a nanocrystalline 
material by molecular dynamics 

The simulation geometry used for the MD synthesis 
consists of a cubic volume of liquid periodically re- 
peated in all three dimensions. The simulation cell is 
24fl0 = 86.7 Ä on a side and contains a total of 55 296 
atoms. A small (6a0 diameter) crystalline truncated 
octahedral seed with {100} and {111} faces is placed 
near the center of each octant of the cube; thus approx- 
imately 10% of the atoms are initially crystalline. The 
seeds are preoriented so that the 24 grain boundaries in 
the final polycrystal consist of two (310) symmetric tilt 
grain boundaries (STGBs), two (111) STGBs, two (210) 
STGBs, two (001)(447) asymmetric tilt GBs and 16 
general boundaries; the latter have both twist and tilt 
components. 

Since we are not interested in the properties of any 
specific material, the Lennard-Jones (LJ) potential was 
used to describe the interatomic interactions. The po- 
tential was fitted to the melting point Tm = 1356 K. and 
zero-temperature lattice parameter a0 = 3.616 Ä of Cu 
with a cohesive energy Eid= —1.0378 eV atom-1. 

Beginning with the simulation cell geometry de- 
scribed above, the NCM was grown by MD at a 
temperature of 1075 K (i.e. well below Tm) and at the 
density of the crystalline solid at 1075 K, with the 
atoms in the perfect crystal seeds initially fixed to 
ensure crystallization of the atoms in the liquid on to 
the seeds. After about 66 ps of simulation time the 
energy of the system stopped decreasing and the crys- 
talline regions stopped growing (as indicated by the 
number of miscoordinated atoms ceasing to decrease). 
At this point the temperature was reduced in a stepwise 
manner to 900, 700 and 500 K at the perfect crystal 
lattice parameter appropriate to each temperature. The 
temperature was then further reduced consecutively to 
300, 200, 100 and 1 K, at which temperatures the atoms 
in the seeds were allowed to move and the stresses on 
the system were reduced to zero by allowing the dimen- 

sions of the simulation cell to change. This structure 
was then subjected to a zero-temperature iterative en- 
ergy minimization (lattice statics) calculation until the 
total energy, the atomic forces and the stresses were 
suitably converged. 

The radial distribution function (RDF) of the result- 
ing NCM shows well-defined peaks characteristic of 
crystalline order, broadened by the presence of disorder 
due to the presence of GBs and grain junctions and 
slightly shifted from the perfect crystal positions. In 
particular the mean peak position of the first-nearest- 
neighbor peak is shifted upward by 0.06% to 0.7075o0- 
The lower density of the polycrystal associated with this 
lattice expansion is 97.5% of that of the perfect crystal. 

To investigate the structure of the NCM at the 
atomic level, Fig. 1 shows the positions of the atoms in 
an x-y cross-section of thickness 0.5a0 through the 
center of the upper half of the equilibrated system. In 
Fig. 1 the normals to the (310) and (111) STGBs lie 
along the x axis of the upper and lower halves respec- 
tively. The atoms in Fig. 1 are distinguished by their 
miscoordinations M, i.e. by the number of nearest 
neighbors greater than 12 (M>0) or less than 12 
(M < 0). It is clear from these miscoordinations that the 
perfect crystal seeds have acted as nucleation centers 
for the growth of extended regions of highly ordered 
material. The presence of fairly localized GBs can be 
seen in the form of chains of miscoordinated atoms 

12 

■it:-. • • • 
•   o 

■oV 
00« 

• o  . 
OOA 

0°A° 

-12 

'    A 
A'/'0 

o°of 

•    •     •     •     • ~ • *    •    •    •    •    o 
. •  .*  .*  .*  . •  o, •       •       •      •       _    I 

•°i 
o 

• A 

•A.ft--.--.-.i 
.   •. • •s> o     •     •     •   • 
• «I^V . •' •• • 

Al 

0    •   *    . o      •   * 
•o *   .' 

»A    O* • .*.       • .  O*     0_.   • 

•.*• . • • •• : • 

a*  •  •  •  •  i .. •  •  •  •  • •  • •  •  •  * 

o o_  • 

-12 12 

Fig. 1. Cross-section of thickness 0.5o0 through the center of the top 
half of the equilibrated polycrystal showing four of the eight grains. 
Atoms with miscoordination M = 0 (i.e. having 12 nearest neighbors) 
are denoted by small dots. Atoms with M ^ — 3 (A/> 3) are denoted 
by open (full) squares. Atoms with M= -2 (M = 2) are denoted by 
open (full) triangles. Atoms with M= — 1 (M= 1) are denoted by 
open (full) circles. 



78 S.R. Phillpot et al. / Materials Science and Engineering A204 (1995) 76-82 

Fig. 2. Contours of equal energy, with 0.1 eV atom-1  between 
contours, for the cross-sections in Fig. 1. 

approximately parallel to the edges of the simulation 
cell. Fig. 1 also shows growth defects in the perfect- 
crystal-like regions away from the GBs, the most obvi- 
ous of which are point defects and clusters of point 
defects. A close examination of the atomic structures 
also shows the presence of dislocations formed during 
crystal growth. j 

Fig. 2 shows contours of equal energy for the strucf 
tural cross-section in Fig. 1. Evidently there are large 
regions centered about the seeds where the energy is 
close to that of the perfect crystal (less than — l.OeV), 
the higher energy regions being mainly localized in the 
relatively narrow GBs. A comparison of Figs. 1 and 2 
shows that, not surprisingly, these liigh energy regions 
coincide with the miscoordinated atoms. A GB energy 
<£GB> = 730mJm-2, averaged over the whole NCM 
was estimated from the total energy of the system, 
assuming that all GBs grow parallel to the simulation 
cell edges and are of equal energy. This value for 
<£GB> represents a reasonable average for many twist 
and tilt GBs on high index planes determined for this 
potential [14]. 

To determine the effect of the constraints on the GBs 
in the NCM due to the presence of other nearby GBs; 
Fig. 3 shows the mean energy per atom across two 
5a0 x 5a0 sections of the (310) STGB at the center of 
the panel of Fig. 2. These energy distributions can be 
compared with that for an infinitely extended, uncon- 
strained (310) STGB in a bicrystal produced by lattice 
statics simulation, also shown in Fig. 3. While they are 
largely the same, each showing that the excess energy is 
localized in the GB regions, there are two significant 

differences. First, because of the growth defects seen in 
Fig. 1, the energy in the interior of the grains of the 
polycrystal does not reach the perfect crystal value. 
Second, the excess energy associated with the GBs in 
the polycrystal is spread over a wider region. Denning 
the GB width as the width of the region with 
E> —1.0eV, we obtain <5GB«2.8a0 and 3.5a0 for the 
two different sections of the (310) STGB in the NCM; 
by comparison, we find <5GB ss l.6a0 for the bicrystalline 
GB. Sections through the other GBs in the polycrystal 
show that a thickness of 2.5a0-3.5a0 is typical. 

Examining the energies for the 24 GBs in the NCM 
as a whole, we see that in the severely constrained 
NCM the rigid body translations parallel to all the GBs 
cannot be optimized simultaneously, resulting in signifi- 
cantly increased energies of the lowest energy bicrys- 
talline GBs [12]. For example, the energies of the (111) 
STGBs are considerably higher (200 and 630 mJm-2) 
than the value of 1 mlm-2 for the (111) STGB in the 
bicrystal. By contrast, GBs already with very high 
energies in the bicrystal have similar or even slightly 
lower energies in the NCM, suggesting that bicrystalline 
GBs that are already very disordered cannot be disor- 
dered further even under the severe microstructural 
constraints. Based on these effects, one can expect a 
much narrower distribution of the GB energies in the 
NCM than in bicrystals and a relatively uniform GB 
width. 

Finally, despite having only eight grains and 24 grain 
boundaries, we find the thermal expansion and elastic 
moduli of our model polycrystal to be almost isotropic 
[12]. 
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3. Model of a monodisperse nanocrystalline material 

The rather isotropic structures and energies of the 
GBs observed in the above NCM suggest that it may be 
possible to formulate a simple structural model that is 
consistent with the MD simulations. In addition to 
isotropic GB properties, such a model has to capture, 
as a minimum, two additional essential structural fea- 
tures of NCMs, namely geometrical constraints (i.e. a 
finite grain size) and structural inhomogeneity (due to 
the GBs and grain junctions). Apart from incorporating 
a finite grain size, this type of model is designed to 
focus less on microstructural features than on a realistic 
physical description of the nature of the GB-induced 
inhomogeneities in the material. 

It is widely recognized that the task of relating the 
structure and properties of GBs in a polycrystal to 
those of bicrystalline GBs is extremely difficult as it 
requires three types of microstructural averages to be 
performed either explicitly or implicitly. These arise 
from the geometrical constraints present in a polycrys- 
tal and involve averages over (a) the five macroscopic 
degrees of freedom (DOFs) that each individual GB 
contributes to the total number of DOFs of the-poly-. 
crystal, (b) the various grain shapes and (c) the distribu- 
tion of grain sizes invariably present in polycrystals. 

In order to address as directly as possible the rela- 
tionship between the highly constrained GBs in NCMs 
and the entirely unconstrained GBs in bicrystals, we 
pose the following question: As far as the total number 
of GB DOFs, grain shapes and grain sizes are con- 
cerned, what is the conceptually simplest polycrystal 
that one can, at least in principle, construct? In other 
words: What is the smallest number of geometrically 
distinct types of GBs, grain shapes and grain sizes that 
a polycrystal has to contain and still be space filling? 

Fig. 4 shows that it is geometrically possible to 
construct a space-filling, three-dimensional polycrystal 
with a uniform (and unique) rhombohedral grain shape 
in which all GBs are crystallographically equivalent, i.e. 
a monodisperse polycrystal with exactly the same num- 
ber of macroscopic degrees of freedom (at most five) as 
the corresponding bicrystal, the only difference being 
represented by the finite (and variable) grain size. Hav- 
ing thus eliminated the distributions in the types of 
grain boundaries and the grain shapes, our simulations 
of this model will focus entirely on the effect of the 
grain size (defined as the distance between the GBs), i.e. 
on the role of the geometrical constrains in the atomic 
structure and physical properties of a well-defined GB. 

The simulation cell in Fig. 4 contains two sets of 
distinct rhombohedral grains, each set delimited by 
crystallographically equivalent surfaces, (hkl)} or (hkl)2, 
and therefore forming 24 crystallographically equiva- 
lent asymmetric tilt boundaries (ATGBs; for details see 
Ref. [13]). For our simulations we have constructed a 

Fig. 4. Idealized space-filling polycrystal model. The 3D-periodic 
simulation cell shown here contains eight identically shaped rhombo- 
hedral grains delimited by two sets of crystallographically distinct 
surfaces (indicated by 1 or 2), forming a total of 24 crystallographi- 
cally equivalent asymmetric tilt GBs. 

series of such model nanocrystals of increasing size 
(D = 8.2, 14.4, 20.6 and 26.9 Ä) in which one rhombo- 
hedron is bounded by (111) and the other by (115) 
planes; all GBs are therefore (115)(111) ATGBs. 

Lattice statics simulations were used to determine the 
equilibrium structure of the NCMs. Throughout we use 
the same LJ potential as in the MD simulations re- 
ported above. The distribution :of potential energies for 
our model NCMs shows three peaks, indicating three 
distinct types of crystal environments experienced by 
the atoms. The lowest energy peak centered very close 
to the perfect crystal cohesive energy corresponds to the 
grain interiors which, although slightly distorted, are 
essentially monocrystalline. The second peak is due to 
the GBs while the third peak arises from the grain 
junctions (i.e. the lines where four grain edges and the 
points where eight grain corners meet). As the grain 
size is reduced, the area under the perfect crystal peak 
decreases until it disappears completely for the smallest 
grain size, indicating overlapping GBs; simultaneously 
the areas under the two remaining peaks increase. 

The GBs in our monodisperse model NCMs are 
clearly identifiable, with an atomic structure, energy, 
volume expansion and width (of about 1.5a0) which 
differ remarkably little from those of the two stable 
rigid body translational states determined for the re- 
lated bicrystalline (115)(111) ATGB [13]. However, this 
width is somewhat smaller than that observed for the 
MD-grown polycrystal. 

Trie radial disttitjution function (RDF) for the 
largest grain size is shown in Fig. 5 indicating excellent 
crystallinity of the material; similar plots were obtained 
even for the two smallest grain sizes. Corresponding to 
the reduced density of this material (94.2% of that of 
the perfect crystal), the mean peak positions are shifted 
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to slightly larger values with respect to the S function 
peaks in the perfect f.c.c. crystal at T= 0 K. The RDF 
in Fig. 5 differs remarkably little from that obtained for 
the bicrystal (for the atoms within a distance of ±a0 

from the GB) [15]. More importantly, the broadened 
peaks and the shift of the peak centers toward larger 
distances are generic features observed for virtually all 
GBs [15-17], suggesting that as far as structural disor- 
der is concerned the particular GB considered here is 
reasonably representative. Indeed, this RDF is very 
similar to that of the MD-grown polycrystal which 
contains a variety of different GBs [12]. 

4. Phonon-induced specific heat 

The monodisperse model of an NCM in Fig. 4 is 
based on the premise that its properties are primarily 
determined by the presence of crystalline regions sepa- 
rated by highly inhomogeneous, relatively narrow GBs, 
the detailed structures of which are only of secondary 
importance. While this premise is supported by the 
structural analyses presented above, the comparison of 
the temperature dependence of the excess specific heats 
of both the MD-grown NCM and the (115)(111) 
monodisperse model NCM provides further support. 

Using the fully relaxed zero-temperature structures as 
starting points, lattice dynamics simulations were per- 
formed to determine the phonon spectrum, from which 
the low temperature thermodynamic properties of the 
material can be determined [18]. Fig. 6 compares the 
phonon density of states (DOS) for the smallest 
(115)011) model NCM with that of a perfect (500- 
atom) f.c.c. crystal. Notice that, in agreement with the 
recent Raman [19] and neutron scattering [20] experi- 
ments, the DOS of the NCM exhibits low and high 
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Fig. 6. Comparison of the vibrational density of states, g(v), for the 
(115)(111) model NCM with the smallest grain size £> = 8.2Ä (full 
curve) and for a perfect f.c.c. crystal containing 500 atoms in the 
3D-periodic simulation cell (broken curve); v is the phonon fre- 
quency. 

frequency tails not present in the perfect crystal. A 
detailed analysis of the eigenvectors associated with 
these new modes shows that most are localized at the 
GBs and grain junctions, although there are also modes 
associated with collective vibrations of entire grains 
against each other. 

The tails in the DOS in Fig. 6 originate from the 
broadening and shift of the peaks in the RDF which 
are known to also dominate the anomalous elastic 
behavior of multilayered materials [15]. Distances 
shorter than in the perfect crystal give rise to higher 
phonon frequencies while larger distances lead to lower 
phonon frequencies [15,17]. 

Fig. 7 shows the excess specific heat for the four 
model NCMs determined from the DOS in Fig. 6. In 
the context of lattice dynamics it is well known that 
only the lower frequency modes in Fig. 6 should con- 
tribute significantly to the thermodynamic properties. 
This is confirmed by the complete disappearance of the 
anomaly when the lower frequency modes are excluded. 
By contrast, the omission of the high frequency modes 
has no effect [13]. Fig. 7 also shows that the MD-grown 
polycrystal exhibits a pronounced peak in the specific 
heat at essentially the same temperature as the 
monodisperse NCMs. The peak height is lower, how- 
ever, because the grain size of the MD-grown polycrys- 
tal is considerably larger (43.3 Ä) than in the largest 
monodisperse model NCM. 

The appearance of a pronounced low temperature 
peak in the specific heat, with a height that decreases 
with increasing grain size, is in qualitative agreement 
with the experimental results [21,22]. It has been sug- 
gested that these anomalies may be due either to in- 
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creased anharmonicity at the GBs or to the presence of 
light element impurities [21]. While we cannot rule out 
any additional effects due to impurities, the above 
results demonstrate that an anomaly originates from 
the low frequency phonon modes associated with the 
disorder in the system. 

specific heat anomaly in nanocrystalline materials origi- 
nating from the low frequency phonon modes associ- 
ated with the atoms in the grain boundaries and grain 
junctions; a qualitatively identical peak is seen in the 
excess specific heat of the polycrystal grown by molecu- 
lar dynamics. 

5. Conclusions 

In the molecular dynamics study we synthesized a 
three-dimensional, space-filling nanocrystalline material 
by growth from the melt into which, more or less 
randomly oriented crystalline seeds were inserted. The 
structure of the eight-grain polycrystal, which has an 
average grain size of 43 Ä, exhibits large, nearly perfect 
crystalline regions separated by relatively narrow grain 
boundaries. In spite of the relatively small number of 
grains, the thermal expansion and elastic moduli of this 
model polycrystal are virtually isotropic. 

The near isotropy in the structures and energies of 
the grain boundaries indicates that the detailed ge- 
ometries and atomic structures of individual grain 
boundaries are relatively unimportant. We have there- 
fore developed a highly idealized but conceptually sim- 
ple model of a nanocrystalline material that combines 
the severe geometrical constraints associated with a 
small grain size with the strong inhomogeneity present 
in the grain boundaries and grain junctions. The com- 
parison of some of the thermal properties obtained for 
this idealized model material with those of the more 
realistic MD-grown nanocrystalline material provides 
insights not readily obtained from experiments. Most 
notably, the model demonstrates the existence of a 
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Abstract 

A model to predict the densification and microstructural development of a nanocrystalline ceramic powder compact during 
sinter-forging has been developed. In the model, densification is predicted by superimposing stress-assisted densification 
mechanisms with a plastic-strain-controlled pore closure mechanism. During densification, grain growth is modeled with 
pore-controlled grain growth during intermediate stage sintering and combination of normal (static) grain growth and dynamic 
grain growth during final stage sintering. Applied stress and strain are allowed to vary as a function of time, so that widely varying 
experimental conditions can be modeled. 

The model predictions are compared with experimental data for the sinter-forging of 3 mol% yttria-stabilized tetragonal zirconia 
polycrystals (3Y-TZP) at 1050 and 1100°C. These predictions are made assuming a bimodal pore size distribution where pores 
smaller than the grain size are not allowed to be closed by strain. The model predicts that large pores are efficiently closed only 
by plastic strain but that small pores are easily eliminated by diffusional mechanisms. It is shown that grain size is minimized as 
a function of density under conditions that promote high strain rates, so that large pores are quickly eliminated while small pores 
are still available to control grain growth. 

Keywords: Modeling densification; Sinter forging; Ceramic powder compact 

1. Introduction 

In the past several years a plethora of techniques 
have been shown to be capable of producing large 
quantities of nanocrystalline powder [1,2]. The next 
logical stage in the development of nanocrystalline ma- 
terials is to consolidate these powders into fully dense 
materials without incurring significant grain growth. 
Early experiments in pressureless sintering did not ap- 
pear to be able to fully densify powder compacts while 
retaining a nanocrystalline grain size [3,4]; however, 
sinter-forging has been shown to be quite effective in 
this regard [3,5]. Sinter-forging is the simultaneous den- 
sification and deformation of a porous ceramic at ele- 
vated temperature under the action of a uniaxial stress. 
Currently there are no models for this operation capa- 
ble of predicting densification and grain growth. Sev- 
eral models exist for the densification of a compact by 
either stress-assisted diffusion [6,7] or strain-controlled 
elimination of pore volume [8,9]; however, predicting 
the densification of nanocrystalline materials requires 
the superposition of both these densification mecha- 

nisms as well as the inclusion of grain growth in the 
model. The current study was undertaken in order to 
develop a more rigorous understanding of the sinter- 
forging process in nanocrystalline materials. A model 
has been constructed and is based on probable mecha- 
nisms of densification and microstructural evolution. Its 
predictions are compared with experimental data for 
the sinter-forging of nanocrystalline 3Y-TZP (3 mol% 
yttria-stabilized tetragonal zirconia polycrystals). 

2. Modeling sinter-forging 

The present model is constructed such that the den- 
sification and grain growth kinetics for any set of 
experimental conditions, including those where stress 
and strain rate are not constant, can be predicted. The 
approach this model takes is to superimpose indepen- 
dent densification mechanisms in a manner similar to 
that of Ashby and coworkers in the development of 
mechanism maps [6,10,11]. For sinter-forging, two 
mechanisms are assumed to be controlling densifica- 
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tion: stress-assisted diffusion and plastic-flow-induced 
closure of pores. Because of the different stress state 
involved, the power law creep mechanism previously 
developed for hot isostatic pressing model (isostatic 
stress state) [12,13] does not apply during sinter-forging 
(uniaxial stress state). Instead, a mechanism for densifi- 
cation during plastic flow under a uniaxial stress has 
been developed. Grain growth, as well as the evolution 
of the pore size and pore size distribution, has also been 
included in the modeling. 

2.1. Densification equations 

2.1.1. Diffusional densification 
Many of the original derivations for diffusional den- 

sification mechanisms [7,14] involve assumptions that 
do not apply for nanocrystalline materials. For exam- 
ple, in nanocrystalline materials both diffusion due to 
the applied stress a and that due to the intrinsic sinter- 
ing stress are important. The intrinsic sintering stress 
arises from the curvature K of the pore surface and is 
equal to 2y/r for spherical pores, where y is the surface 
energy and r is the pore radius. In submicron- and 
larger-grained materials the sintering stress term is gen- 
erally ignored since it is less than 1 MPa, which is small 
compared with conventional levels of applied stress 
(10-300 MPa). However, in nanocrystalline materials 
the sintering stress is much greater and cannot be 
ignored, e.g. 2y/r « 400 MPa for a spherical pore with 
r = 5 nm. It therefore is included in the driving force of 
the present model. Another assumption in sintering 
models that becomes questionable is the mathematical 
approximation of an exponential driving force to a 
linear function [7,14]. Though valid when the sintering 
stress is small (i.e. less than 5 MPa), the approximation 
is not accurate when the sintering stress is large. Thus 
the simplified driving force 

GQ     yQ 

kTp    kT 

is more correctly 

( aQ yQ 

0) 

(2) 

where p is the relative density, Q is the atomic volume, 
k is Boltzmann's constant and T is the absolute temper- 
ature. Note that the two terms in Eq. (2) represent the 
different driving forces for diffusion: applied stress and 
pore curvature. In the present study Eq. (2) has been 
combined with densification equations developed by 
Ashby and coworkers [6] for intermediate stage sinter- 
ing, i.e. 

Sp    43(1 -p0)
2 A 

8f      (p - Po)2 kTg- 
QP 

!-*^'-"M (4) 

where p0 is the initial relative density and g is the 
particle size. The apparent diffusivity is defined as 

A. Ä + A vol (5) 

where 8£>gb is the grain boundary diffusivity, Dvo, is 
the volume diffusivity and G is the grain size. The 
above formulation of the apparent diffusivity simplifies 
Ashby's original equations [6] so that it adheres to the 
usual expression for combined diffusivity along grain 
boundary and lattice paths [15]. 

2.1.2. Strain-controlled densification 
Aside from the diffusional models of densification, 

plastic deformation has also long been considered to be 
a mechanism of densification for powder compacts [16]. 
Deformation-controlled pore closure is essentially the 
flow of the matrix adjacent to a pore such that material 
will flow into the pore (hydrostatic strain state) or 
flatten the pore (uniaxial strain state) [9]. To determine 
the densification that is caused by plastic strain during 
sinter-forging, a model for a uniaxial stress state is 
needed. In the case of sinter-forging of submicron- 
grained ceramics, the model of Kuhn and Ferguson [8] 
appears to be better able to predict densification than 
other models (e.g. that of Budiansky et al. [9]) [17]. 
Kuhn and Ferguson (who have studied powdered steel 
and aluminum) have shown that densification during 
deformation can be described by [8] 

de, 

de. V (6) 

exp(-2£p)*exp(-2«p) (7) 

and final stage sintering, i.e. 

where v is a pseudo-Poisson ratio, s, is the radial strain 
and £. is the axial strain. Starting with Eq. (6), the pore 
volume as a function of plastic strain ep has been 
derived for the present model as 

Vo     \PoJ      1+P 

where V0 and Kare the initial and current pore volumes 
respectively. Thus, by calculating the shrinkage in pore 
volume due to diffusion from Eq. (3) or (4) and adding 
that to the shrinkage in pore volume determined from 
Eq. (7), the densification for an interval of time in 
which a known strain occurs can be calculated. 

2.2. Model assumptions 

2.2.1. Densification 
The microstructure of the powder compacts is as- 

sumed to be that of an agglomerated nanocrystalline 
(3) compact. Thus the computer program which contains 

the sinter-forging model is written to accommodate any 
number of pore size categories. However, the pore size 
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distribution can be assumed to be bimodal with two 
types of pores: "small" intercrystallite pores (less than 
or approximately equal to the grain size) and "large" 
interagglomerate pores. The densification mechanisms 
are assumed to operate independently on each pore 
size class. This assumption precludes any interaction 
between pore sizes (e.g. differential shrinkage). The 
microstructure is also assumed to experience perfect 
thermal conductance (i.e. no thermal gradients exist in 
the material) and homogeneous densification (within 
the limits of the bimodal pore size distribution). 

Pores are assumed to move through a geometric 
shape progression during sintering. The pores are ap- 
proximated as cylinders during intermediate stage and 
spheres during final stage densification. The transition 
between intermediate and final stage sintering is based 
upon the Rayleigh instability-of-jets criterion [18]. 
Based on this criterion, the cylindrical pores become 
unstable and will break down into spheres when 
L > 2nr (8) 

where L is the length and r the radius of the cylindrical 
pore. The grain shape throughout densification is mod- 
eled as a tetrakaidecahedron. The length of a cylindri- 
cal pore is assumed to be equal to the length of an edge 
of the grain. Thus, as grains grow, the length of the 
pore increases. For a compact with a single pore size 
the transition from cylindrical to spherical pores occurs 
at a density of about 92%. For a multimodal pore size 
distribution the transition occurs at a slightly lower 
density which depends upon the nature and volume of 
each pore size class and related particle size. 

2.2.2. Microstmcture-deformation interactions 
Because of the empirical nature of Kuhn and Fergu- 

son's model [8] (Eq. (6)), interactions between porosity 
and deformation are not considered. The details of 
these interactions may become important when the 
porosity becomes on the scale of the deformation. In 
metals, for example, the scale of the deformation is the 
distance between dislocation glide planes. This is usu- 
ally the distance between close-packed planes (i.e. less 
than the unit cell size). Thus all porös will be closed by 
strain. However, when considering the deformation of 
ceramics, the deformation is often considered to occur 
by grain boundary sliding [19]. Since the scale of the 
deformation for grain boundary sliding is approxi- 
mately the grain size, plastic flow will not be capable of 
eliminating pores that are smaller than the grain size. 
Another way to view this concept is that during grain 
boundary sliding a grain cannot slide into a pore 
smaller than the grain. In this case the size of a pore 
will determine whether it interacts with a particular 
deformation mechanism. In the current study, where 
grain boundary sliding (superplastic flow) is dominant, 
only the large interagglomerate pores were allowed to 
be eliminated by strain. 

2.2.3. Grain growth 
Although grain growth is generally ignored in most 

densification models, it occurs throughout sintering. 
Owing to the large change in grain size during sintering 
of nanocrystalline materials as well as the desire to 
predict and optimize density-grain size relationships, 
inclusion of grain growth in the densification model 
was considered necessary. Since grain growth is as- 
sumed to be controlled by the porosity during interme- 
diate stage sintering and the experimental grain size 
increases approximately linearly with overall density, 
the grain size is assumed to be of the form 

G = Ap + B (9) 

during intermediate stage sintering of small pores, 
where A and B are constants. This assumption is con- 
sistent with earlier work on grain growth during inter- 
mediate state sintering [20-22]. During final stage 
sintering the grain growth becomes a combination of 
static grain growth [23] 

Gs = [k(t-t0)-Glf» (10) 

and dynamic grain growth [24,25] 

G=CGs(£p- EpJ + Gs (11) 

In Eqs. (10) and (11), C is a constant independent of 
temperature (T), t0, ^ and G0 are the time, plastic 
strain and grain size respectively when the sample en- 
ters final stage sintering and t and % are the current 
time and plastic strain respectively. The static grain 
growth constant k is a constant which is an Arrhenius 
function of temperature [23]: 

where k0 is an experimentally determined constant and 
ßgg is the activation energy for grain growth. Note that 
for samples that are not undergoing strain, G= Gs. 

2.2.4. Material constants and input 
Most of the material constants necessary for predict- 

ing densification during sinter-forging can be found in 
the literature. The constants used in the current work 
on 3Y-TZP are listed in Table 1. Since no grain 
boundary diffusion coefficients were available for 3Y- 
TZP, the values for 12Ce-TZP (also tetragonal ZrO,) 
are used. 

For the modeling of a sinter-forging experiment it is 
necessary for the program user to supply time, stress 
and plastic strain in array form. The initial pore radii 
and associated volumes and particle sizes are also 
needed as inputs. In this way an initial microstructure is 
entered into the model. Finally the sinter-forging tem- 
perature is needed. The program calculates a change in 
volume and radius for each pore size category for a 
given time increment. Subsequently the density is calcu- 
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lated as well as a new grain size. The program then 
cycles to the next time increment where the shrinkage 
due to each mechanism is again calculated. In this way 
the density, grain size and pore volumes are determined 
as a function of time. 

3. Experimental details 

Sinter-forging was accomplished in air using an In- 
stron 1332 loading apparatus. A design similar to Raj 
and coworkers' [30,31] experimental apparatus was im- 
plemented in order to measure the height and diameter 
continuously during sinter-forging. Load and extension 
were controlled in one of three manners: (1) constant 
cross-head speed, (2) constant loading rate or (3) con- 
stant loading rate to a set load after which the load js 
held constant ("constant-load" testing). Constant- 
cross-head-speed testing was performed at rates from 
0.005 to 0.5 mm min-1. Loading rates varied from 
0.005 to 0.1 kNs-1 and loads were not allowed to 
exceed 30 kN during all tests. Sinter-forging tem- 
peratures were 1050 or 1100°C. The heating rate for 
both pressureless sintering and sinter-forging was 
10cCmin-1. After reaching the required temperature, 
the samples were equilibrated for 15 min before apply- 
ing a load. Stress and strains (axial, radial and plastic) 
were calculated by methods previously developed for 
sinter-forging [32] and are briefly given as 

^in(/D- £'-°(l) (i3) 

where / and R are the instantaneous height and radius 
respectively and /0 and RQ are the height and radius 
when the load was applied. The plastic strain £,, and 
volume strain E^ were then calculated by 

£p = §(£..-£,) 

\. = lnl — ) = e. + 2er 

(14) 

(15) 

Table 1 
3Y-TZP material constants used during modeling of sinter-forging 

Material constant Value 

£ „, P6] 0.3 m2s-' 
Qvoi [26] 623kJmoI-' 
5A>„, [26] 2.9 x lO-'m's"1 

28b [26] 506kJmol-' 
Atomic volume Q derived from [27] 1.12xl0-29m3 

Solid-vapor energy y [28] 1.428-(0.000431)r(Jm-2) 
A and Bat 1100°C, Eq. (9) 100 nm, 0 
A and B at 1050 °C, Eq. (9) 22.2 nm, 42.8 nm 
C Eq. (11) 1.4 
Grain growth Ar0 [29] 3.37xl0-,om3s-' 
Grain growth Qu [29] 400kJmol-' 

0.008 

0.006- 

e   0.004- 

0.002 

0.000 

Pore Radius (nm) 

Fig. 1. Pore size distribution of pores less than lOOnm for 3Y-TZP 
compact sintered at 1100°C for 15 min (ie. the initial starting point 
for sinter-forging at 1100 °C), p = 71.9%. These intercrystallite pores 
are represented in the model as pores of 10 nm radius with a volume 
of 0.04088cm3g-'. The interagglomerate pores are much larger and 
cannot be observed by N, adsorption porosimetry. 

where v0 and v are the initial and final volumes of the 
sample respectively. 

Green bodies were compacted by die pressing 3Y- 
TZP powders produced by co-precipitation [33]. Sam- 
ples were 12.7 mm in diameter and about 5 g in mass. 
The green density varied between 32% and 40% of the 
theoretical density (6.08 g cm-3). Final dimensions and 
densities were confirmed by caliper measurements and 
the Archimedes technique using water as the buoyancy 
medium. X-Ray diffraction was used to determine grain 
sizes less than 125 nm (Scherrer method) [34], while 
scanning electron microscopy (SEM) and the mean 
linear intercept (if) technique were used for samples 
with grain sizes greater than 125 nm: 

G=1.56JS? (16) 

Nitrogen adsorption porosimetry was used to monitor 
the pore size distribution below 100 nm [35]. The vol- 
ume of pores below 100 nm (obtained from porosime- 
try) was then subtracted from the total open-pore 
volume to determine the volume of open pores greater 
than 100 nm. 

4. Results and discussion 

Since the initial microstructure of the compacts is 
critical to the model predictions, the initial pore radii 
and volumes were carefully monitored. For the 
nanocrystalline 3Y-TZP green compacts the grain size 
was 20 nm and the initial intercrystallite pore radius 
was 9 nm. After furnace equilibration the grain size was 
55 nm at 1050 °C and 70 nm at 1100°C. At both tem- 
peratures the intercrystallite pore radius grew to 10 nm 
(Fig. 1). For modeling, the "small" intercrystallite pore 
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sizes were simplified to a single pore size of radius 
10 nm with a volume equivalent to that measured for 
all pores less than 100 nm. This approximation worked 
well because of the narrow size distribution of pore 
sizes centered on 10 nm (i.e. there were very few pores 
smaller than 5 nm or larger than 18 nm; see Fig. 1). By 
subtracting this volume of small pores from the total 
porosity present in the sample, the volume of "large" 
pores was determined. This large-pore volume (i.e. 
^largc = ^toiai - ^smaii) was found to be approximately 
constant over a wide range of green density, p < 0.50, 
and sintered (not sinter-forged) density, p > 0.50 (Fig. 
2). Scanning electron microscopy of partially sintered 
samples showed that these large pores were approxi- 
mately 5 urn or larger in diameter. Since these large 
pores were unlikely to shrink during pressureless sinter- 
ing (i.e. furnace equilibration) at the temperatures stud- 
ied, a volume of 0.021 cm3 g-1 was used throughout the 
modeling as the initial volume of large pores. 

Pressureless sintering was first modeled and com- 
pared with experimental data at 1050 and 1100 °C (Fig. 
3). The model appears to satisfactorily predict the 
densification kinetics. An apparent limiting density of 
about 89% is due to the inability of diffusional mecha- 
nisms to shrink the large pores. Thus the agreement 
between prediction and experimental data has shown 
the ability of the model to accurately predict the den- 
sification kinetics for purely diffusional conditions and 
served to confirm that an appropriate starting mi- 
crostructure was assumed. 

To determine' the appropriate densification mecha- 
nisms during sinter-forging (i.e. whether a strain-con- 
trolled pore closure mechanism was necessary), the 
prediction of densification was accomplished by apply- 
ing either (1) the stress-assisted diffusional mechanisms 
alone (Eq. (3) or (4)) or (2) both the stress-assisted 

100 

0.40 

0.30 

E 
o 

0.20 

0.10 

0.00 

3Y-TZP Total pore volume  —Q— 

Measured pore volume <100 nm   - -O- - 

vlarge = vtotal - vsrraU   -O" 

0.30 0.40 0.50 0.60 0.70 

Relative Density 
0.80 

Fig. 2. Pore volumes as a function of density. The small-pore volume 
measured by porosimetry is always less than the total pore volume 
calculated from the density. The difference, assumed to be due to 
large pores, is approximately constant (0.021 cm3 g-1) in the density 
range measured. 

90- 

•3   80' c 
Q 

70' 

Vlarge = 0.02107 cm3/g 
3Y-TZP 

D 
D 

D 

A-' 

60£ 

1100°C    Prediction          Experiment      D 

1050°C    Prediction   ---       Experiment      A 

5000 10000 

Time at Temperature (s) 
15000 

Fig. 3. Modeling of densification during pressureless sintering at 1050 
and 1100 °C (constant temperature). Assuming a bimodal distribution 
of pores, the model accurately predicts the densification kinetics as 
well as a limiting density of about 89%. 

diffusional and strain-controlled pore closure mecha- 
nisms (Eq. (3) or (4) and Eq. (7)). As can be seen in Fig. 
4, stress-assisted diffusion is not sufficient to predict the 
enhanced densification observed during sinter-forging at 
1100°C and a cross-head speed of 0.1 mm min-1. In 
fact, for all predictions, stress-assisted diffusion consis- 
tently underestimated the observed densification kinet- 
ics. Thus it appears that the superposition of 
stress-assisted diffusion and strain-controlled pore clo- 
sure is necessary to accurately predict densification 
during sinter-forging of agglomerated nanocrystalline 
compacts. The contribution of each mechanism can also 
be clearly seen by tracking the way in which different 
pore size classes are eliminated. Small pores are elimi- 
nated at a rate that is consistent with stress-assisted 
diffusion mechanisms, while the elimination of large 
pores   can   only   be   predicted   by   the   strain-con- 

100 

95 

75 

Experimental 

Model (strain and difTusion) 

Model (diffusion only) 

1100°C 
3Y-TZP 

1000 4000 5000 2000 3000 
Time(s) 

Fig. 4. Modeling of sintering-forging at 1100°C. The model predic- 
tions are shown with and without the strain-controlled pore closure 
densification mechanisms. Stress-assisted diffusion alone appears to 
be incapable of predicting the densification kinetics observed during 
sinter-forging. 
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small pore / strain prediction 

'Small pore / diffusion prediction 

/ large pore / diffusion prediction 

0.000 

□      Exp Large Pore Vol. 

O     Exp. Small Pore Vol. • 
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250 500 750 1000 

Time (s) 
1250 

Fig. 5. Comparison of experimental small- and large-pore volumes 
with model predictions with either stress-assisted diffusion or strain- 
controlled pore closure mechanisms. The modeling shows that stress- 
assisted diffusion can explain the shrinkage of the small pores, while 
strain-controlled pore closure is responsible for the elimination of the 
large pores. 

trolled pore closure mechanism (Fig. 5). Thus the re- 
duction in total pore volume cannot be accounted for 
unless both mechanisms are taken into account. 

To test the versatility of the integrated model, sinter- 
forging experiments were conducted under widely vary- 
ing strain rate and loading conditions. The model was 
able to predict the densification kinetics very well for 
most conditions (Figs. 6 and 7), though at 1100°C the 
model began to underpredict the kinetics at the highest 
strain (and loading) rates. The elimination of the re- 
maining volume of large pores would cause the predic- 
tions to be much better. Microscopy of 1100°C, high 
strain rate samples did not show any remaining large 
pores, leading to the conclusion that plastic deforma- 
tion may be even more effective than the Kuhn and 

75- 

70 

6 = 7x10-4 s-1 
'£=1.4xl0-4s-l 

G 

prediction 

>  experimental data 
1100°C 

3Y-TZP 

5000 10000 

Time (s) 
15000 

Fig. 7. Comparisons of model predictions with experimental results 
at 1100°C for average plastic strain rates of 0-10_,s~'. The model 
begins to underpredict the densification at the highest strain rates. 

Ferguson model predicts for strain-controlled pore clo- 
sure (at least at high strain rates). However, there are 
several other factors which could cause this dis- 
crepancy: (1) the small pores may be susceptible to 
closure by strain at high stresses (dislocation activity?); 
(2) as suggested above, the mathematical description of 
the densification mechanisms may not be totally accu- 
rate; (3) another densification mechanism may be be- 
coming active. At this point the reason for the 
underprediction is unclear. 

The model appears to do an adequate job of predict- 
ing grain growth during sinter-forging (Fig. 8). For 
experimental conditions in which the model underpre- 
dicts the rate of densification (£p = 7xl0-4s_1, 
T= 1100 °C), the predicted grain size is too small (pre- 
diction not shown in Fig. 8). However, in most cases 
the predicted grain size compares fairly well with the 
measured grain size. Furthermore, the trends are clear:. 

100 

e'= 10-*s-l 

£ = 0 

"IT" 

prediction 

experimental data 10S0°C 

3Y-TZP 

5000 10000 15000 

Time (s) 

Fig. 6. Comparisons of model predictions with experimental results 
at 1050 °C for average plastic strain rates of 0-10-3 s~'. The model 
appears to be capable of predicting the densification very well. 
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Fig. 8. Prediction of grain size as a function of density for sinter- 
forging at I100°C. Higher strain rates are able to eliminate large 
pores before the smaller pores enter the final stage of densification 
and allow grain growth. Therefore density is increased while grain 
growth is minimized. 
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increased strain rates lead to better density-grain size 
combinations in both experiment and theory. 

The reasons why maximum density and minimum 
grain size are produced under high strain rate condi- 
tions are explained by the model. Under high strain 
rate conditions, large pores shrink quickly (by strain- 
controlled pore closure), leading to fast densification. In 
these high strain rate cases the small pores also shrink 
faster owing to the high stresses; however, they are 
actually shrinking slower relative to the large pores. 
Thus the small pores are present at higher densities and 
are able to control grain growth during sinter-forging 
until they close. Once they are closed, the small pores 
are also eliminated more quickly at high strain rates, 
resulting in less time for the grains to grow by tradi- 
tional static and dynamic grain growth mechanisms. 
Thus for sinter-forging at 1100 °C the best experimental 
grain size-density combination was produced at a 
strain rate 7xl0-4s~' (higher rates cracked the 
samples): a 121 nm grain size resulted with 98% 
density. 

5. Conclusions 

Modeling of densification and grain growth during 
sinter-forging of nanocrystalline ceramics has been ac- 
complished. The model superimposes stress-assisted 
diffusional mechanisms with an experimentally based, 
strain-controlled pore closure mechanism. It has been 
shown that the superposition of the two mechanisms is 
necessary in order to accurately predict the densifica- 
tion of agglomerated 3Y-TZP powder compacts. The 
model predicts that in order to obtain a maximum 
sample density with minimum grain growth, high strain 
rates are necessary to eliminate large pores quickly 
before the small pores, which control grain growth 
during intermediate stage sintering, are eliminated. 
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Abstract 

Growth of elongated nanostructures from the gas phase on a masked substrate is modeled using the continuous time Monte 
Carlo method with the solid-on-solid approximation. We have found that the masked substrate imposes anisotropy on the growth 
of elongated nanostructures. Thus growth occurs either by nucleation of a single cluster in the short direction and wave 
propagation in the long direction or by formation of multiple nuclei followed by propagation of waves along the long direction. 
The growth rate of nanostructures depends significantly on their size. Narrow nanostructures grow about two orders of magnitude 
slower and there is a size-dependent critical supersaturation for growth to occur. This behavior is explained in terms of the 
thermal stability of nanostructures. 

Keywords: Growth; Elongated nanostructures; Thermal stability 

1. Introduction 

Nanophase materials are encountered in many appli- 
cations, including supported catalysts, ceramics and 
semiconductors. There has been a continuous need for 
structures of smaller dimensions and it may not be long 
before structures of atomic dimensions are synthesized 
in a reproducible and systematic way. The use of zeolite 
cages, for example, has opened new horizons for syn- 
thesis of materials of small size in confined geometries. 
Structures of small dimensions have recently been syn- 
thesized including quantum dots and wires. 

The problem of crystal growth and crystal morphol- 
ogy has been studied since the pioneer work of Burton 
et al. [1]. An understanding of crystal growth at the 
molecular level has been pursued mostly for simple 
cubic crystals using Monte Carlo simulations for ad- 
sorption and desorption of growth units (homoepitaxial 
systems) [2,3]. These studies were subsequently ex- 
tended to incorporate surface diffusion and dislocations 
[4]- 

Structures of atomic demensions exhibit finite size 
effects and magic numbers may be found [5]. These 
magic number structures have distinctly different prop- 
erties from structures close in size. Such properties may 
include thermodynamic properties [5], selectively and 
reactivity [6], etc. The properties of small structures 
may be different from these of bulk materials. It is 

expected that sufficiently large three-dimensional parti- 
cles and epitaxial thin films will behave like bulk mate- 
rials. Despite static simulations on clusters [7], the 
critical size where the transition of bulk-like properties 
occurs is still an open question. 

Understanding nucleation and growth of nanophase 
materials is central for miniaturization of structures 
with desired properties. Formation on a substrate of 
elongated nanostructures which are almost one-dimen- 
sional is of importance to catalysis, quantum wires and 
interconnecting lines for electronic devices [8,9]. Depo- 
sition on patterned and masked substrates is also of 
considerable interest for selective deposition. 

Here we examine the morphology and growth rates 
of elongated nanostructrues growing from an adjacent 
fluid by employing the continuous time Monte Carlo 
method. Emphasis is placed on the role of finite size in 
growth rates, surface morphology, nucleation and dy- 
namics. 

2. Model and Monte Carlo simulations 

Growth of elongated nanostructures on a masked 
substrate is modeled. A schematic illustration of the 
model is shown in the inset of Fig. 1 (see Section 3). 
The sticking coefficient on the masked  substrate is 
taken to be zero. Thus incorporation into the nanos- 

0921-5093/95/509.50 © 1995 ■ Elsevier Science S.A. All rights reserved 
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tructure occurs directly from the adjacent fluid phase. 
Adsorption and desorption are modeled and the resis- 
tance to transport in the adjacent fluid phase is consid- 
ered to be small. For simplicity a simple cubic lattice is 
employed with first-nearest-neighbour interactions of 
strength e. For the simulations reported here, 
s = 0.23 eV and the temperature is taken to be 
7= 1000 K (e/kT = 2.669, where k is the Boltzmann 
constant). The lattice size representing a growing 
nanostructure is 80 x w, where w is the width of the 
nanostructure and is a parameter of the model. The 
effect of length has been examined in the simulations. 
We have found that this size of 80 atoms gives results 
for the growth rate and surface morphology which are, 
within the accuracy of the simulations, independent of 
the length. 

According to the kinetic theory, the adsorption prob- 
ability per unit time per site is 

P* 
s0P 

rj0{2nmkT) 1/2 (1) 

where P is the gas phase pressure, s0 is the sticking 
coefficient, which is assumed to be independent of the 
local environment of a surface site, tj0 is the density of 
sites and m is the mass of an atom. 

The desorption probability per unit time of an atom 
with n first-nearest neighbors is 

Pd(«) = v0exp| -— 
«£ 

(2) 

where v0 is the pre-exponential factor. For an ideal gas 
in contact with a solid the difference in chemical poten- 

10000 
t/T„ 

20000 

Fig. 1. Number of layers deposited vs. time for various nanostructure 
widths with c, — 0.6. The inset is a schematic illustration of an 
elongated nanostructure growing on an inert substrate. For narrow 
stripes, nucleation barriers exist and the growth oscillates between 
low and high values. 

tial between the two phases is 

P 
Afi = kT In 

Pf 
(3) 

where Pf is the equilibrium crystal vapor pressure of 
an infinite surface. The relative supersaturation with 
respect to an infinite surface is here defined as 

=°       px 

From Eqs. (1), (3) and (4), pa becomes 

A, = />,* expf j£\ =/?„(! + ax) 

(4) 

(5) 

where p.ae is the adsorption transition probability of a 
gas in equilibrium with the solid phase. Equilibrium 
occurs when the adsorption rate equals the average 
desorption rate. The two rates are equal at "kink" sites 
with   exactly   half  the   neighbors   present   [10],   i.e. 
A)(3)=Ai.=- 

The continuous time Monte Carlo method [11] is 
employed which is an extension of the «-fold method 
proposed by Bortz et al. [12]. Every trial is successful 
and the time is updated by a continuous amount deter- 
mined from the average lifetime of the surface configu- 
ration. A priori probabilities of various events are 
calculated before rather than after choosing an event. 
The efficiency of simulations increases by putting the 
atoms in classes of the same transition probability. For 
example, in the case of an adsorption event all sites are 
equivalent and belong to the same class. For desorption 
the activation energy depends on the local environment 
of an atom. The probability per unit time of choosing a 
particular desorption class is then Nä(n)pd(n), where 
Nä(n) is the number of atoms with n first-nearest neigh- 
bors. The total probability per unit time is then 

surface Lexp(i + exp| 
(3 —n)e" 

kT (6) 

After selecting a class, a site from this class is ran- 
domly chosen and the event is executed. The time is 
then incremented by [11] 

A/=- ln(0 
(7) 

where c is a random number (0 < I < 1). 
The size of the nanostructure in one direction is 

sufficiently long so that periodic boundary conditions 
are used. The width in the other direction is short and 
free boundary conditions are employed. Since the stick- 
ing coefficient on the mask is taken to be zero, creeping 
of material from the nanostructure to the mask is not 
considered here. Runs with 10s up to 2 x 10s successful 
Monte Carlo trials have been performed. Longer runs 
were done for slow-growing stripes and shorter runs for 
fast-growing stripes. 
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3. Results and discussion 

Fig. 1 shows the number of layers deposited vs. time 
for various nanostructure widths at a relative supersat- 
uration ax = 0.6. The time is made dimensionless by 
dividing t by the characteristic time for adsorption of 
an atom, ra = l//?a.e. The width w is made dimensionless 
by the lattice constant a0, and its numerical value 
indicates the number of rows of atoms in the stripe. 

The first noticeable feature is that the average slope 
of the curves decreases as the width of a nanostructure 
decreases. Thus the growth rate of wide stripes is much 
higher than that of narrow nanostructures. For the case 
of wja0= 160 the height of the nanstructures changes 
smoothly with time. In contrast, step-like curves are 
obtained for w/a0= 15 and 8. This behavior is reminis- 
cent of nucleation barriers. 

At relatively low supersaturations, growth on flat 
surfaces proceeds slowly by two-dimensional nucle- 
ation. There is some time elapsed before a critical size 
nucleus is formed on a surface. This is indicated by a 
horizontal line with small fluctuations in Fig. 1. Two- 
dimensional growth of a critical nucleus then occurs 
rapidly to complete one monolayer. This is indicated by 
an almost vertical line connecting horizontal lines in 
Fig. 1. During the time needed for cluster formation the 
growth rate is very low (a small slope in the height- 
time curve). In contrast, during two-dimensional 
growth of a supercritical cluster the growth rate is high 
(a large slope in the height-time curve). Thus the 
growth rate oscillates between low and high values for 
sufficiently narrow nanostructures but is almost con- 
stant (a constant slope in the height-time curve) for 
wide nanostructures. 

Our simulations indicate that for a certain pressure 
(supersaturation) and temperature, nucleation times 
may be very short on large surfaces but very long on 
small size structures, which creates the difference in 
growth rates among structures of various widths. In 
contrast, when the supersaturation is high, the proba- 
bility of formation of a critical nucleus is high. Under 
these conditions, kink sites are available at the periph- 
ery of growing clusters and growth proceeds rapidly, 
resulting in smooth height-time curves. 

Fig. 2 shows the growth rate vs. the width of nanos- 
tructures for Coo = 0.6. The points are obtained from 
Monte Carlo simulations and the full curve connects 
the points. The growth rate is an average of at least 10 
independent runs generated from various sequences of 
random numbers. Larger uncertainties occur for nar- 
row nanostructures, because the number of layers de- 
posited during a simulation is not large and times for 
nucleation of a new layer are long. Longer and more 
runs are then required for narrow stripes to obtain 
good statistics. 

It is found that narrow nanostructures exhibit a 

"50       100      150      200 
w/a0, [atoms] 

Fig. 2. Time average growth rate vs. width of nanostructures for 
<r, = 0.6. The broken line shows the growth rate of the (100) surface. 
The growth rate decreases very rapidly with decreasing stripe width. 
Periodic boundary conditions overestimate the growth rate of rela- 
tively small structures. 

considerably low growth rate as compared with wide 
nanostructures. The growth rate increases very sharply 
with nanostructure width and at sufficiently large 
widths it increases slightly with w approaching an 
asymptote. The broken line shows the growth rate of 
the (100) plane obtained from an 80 x 80 lattice using 
periodic boundary conditions in both directions. This 
value is a theoretical upper bound for the growth rate 
of elongated nanostructures. The asymptote is ap- 
proached slowly, because even for wide stripes there are 
always edge effects. Atoms at edges have fewer bonds 
as compared with an infinite surface where atoms at 
edges have nearest neighbors through the use of peri- 
odic boundary conditions. As an example of a material 
with a lattice constant of 3 Ä and w/a0 = 150, the width 
of the nanostructure is 450 Ä. Fig. 2 indicates that the 
growth rate of stripes of this size is overestimated by 
more than 10% when periodic boundary conditions are 
employed in both directions as compared with free 
boundary conditions in the short dimension. 

The growth rate of narrow nanostructures can be 
lower than that of large films by as much as two orders 
of magnitude. In fact, for a certain supersaturation 
there may be a critical width below which growth of 
nanostructures is impossible. Instead, etching of more 
narrow nanostructures occurs. For the conditions 
shown in Fig. 2, w/a0 = 6 is the minimum size for which 
growth occurs. This is at first surprising, because for a 
positive supersaturation one would expect growth of 
stripes of all sizes but not etching. 

The supersaturation is the driving force for growth; 
conversely, undersaturation is the driving force for 
etching. At equilibrium of an infinite crystal with the 
gas phase the supersaturation is zero (<r^ = 0) and no 
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growth occurs. For gas phase pressure above the equi- 
librium pressure, P > P%- (av_ > 0), growth occurs and 
the growth rate increases with a.^. Based on a disloca- 
tion model of crystal growth, the growth rate exhibits a 
linear and a quadratic dependence on the driving force 
for high and low supersaturations respectively [1]. On 
the other hand, for gas phase pressure below the equi- 
librium pressure, P < Pf {aVj < 0), etching of crystals 
occurs. 

When the critical nucleus size is sufficiently large, its 
probability of formation is very low. Nucleation then 
controls the growth rate, which is low. The probabilities 
of formation and disappearance of a critical nucleus are 
equal. From a thermodynamic point of view, clusters of 
different shape may have a different free enegy. Thus 
the critical nucleus size may depend also on its shape. 
In particular, the contribution of line tension to the free 
energy plays a central role in affecting critical nucleus 
size. The anisotropy of the substrate imposes an an- 
isotropy in the critical nucleus, which must be elon- 
gated. Such an elongated nucleus has an increased line 
free energy as compared with a square nucleus and is 
thermodynamically less stable. Consequently, nucle- 
ation of such elongated nanoclusters is more difficult, 
requires longer times and results in lower growth rates 
as the width decreases. Sufficiently narrow nanostruc- 
tures are unstable and disappear. We have found that 
the critical value of supersaturation below which 
growth is impossible decreases as w decreases. 

The surface of stripes examined here is flat without 
dislocations and steps from misorientation for which 
the model of Burton et al. holds. Steps appear only at 
the periphery of growing clusters. For narrow nanos- 
tructures, clusters first grow along the short dimension 
and then along the long dimension to produce a critical 
nucleus size as shown in Fig. 3. That is, clusters perco- 

Fig. 3. Snapshots of the top four layers during growth of a 40 x 8 
stripe. The top snapshot shows a nucleus which has formed in the 
short dimension and subsequently grown in the long dimension. The 
bottom snapshot shows the surface morphology after a layer has just 
been completed. Defects at the edges of the nanostructure are ob- 
served. 

o=(P-P~)/Pe 

Fig. 4. Square root of time average growth rate vs. supersaturation 
for various stripe widths. The growth rate depends in a quadratic way 
on the supersaturation. There may be a critical supersaturation for 
every stripe width below which etching occurs. 

late fast in the short dimension but grow slowly along 
the long dimension until a critical size nucleus is 
formed. Under these circumstances, clusters possess 
steps for atom incorporation only along the short di- 
mension. Thus the anisotropic growth results in propa- 
gation of waves along the long dimension. When the 
stripe is short, we found that only one nucleus forms 
and two one-dimensional waves propagate in opposite 
directions to produce one monolayer. When the stripe 
is long, such as 80 atoms, multiple nuclei form in a 
layer and waves propagate and annihilate as they col- 
lide. 

Fig. 4 shows the square root of the growth rate of a 
nanostructure vs. the supersaturation for various 
widths of nanostructures. The points correspond to 
Monte Carlo simulations and the curves are interpola- 
tions of the points. An almost straight line is obtained, 
indicating that the growth rate has an almost quadratic 
dependence on the driving force defined with respect to 
an infinite surface. The distance between curves corre- 
sponding to different widths is slightly reduced with 
increasing supersaturation. This indicates that there is 
only one dominant mechanism for all supersaturations 
which creates the difference in growth rates between 
various widths. It is expected that in the limit of fast 
growth the dependence of growth rate on size will be 
weak. For example, the growth rate of w/a0= 15 is 
higher than that of w/a0 = 8 by about 160%, 1.5% and 
1.0% for ax = 0.6, 20 and 50 respectively. 

Atoms at edges of nanostructures are energetically 
unfavorable and thus the vapor pressure of narrow 
nanostructures is enhanced compared with an infinite 
surface. This reduces the growth rate, because desorp- 
tion rates near the edges are locally high. Desorption of 
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atoms at the edges creates energetically unfavorable 
atoms next to the edges. This situation propagates 
subsequently toward the axis of symmetry of a nanos- 
tructure. When a nanostructure is very narrow, desorp- 
tion occurs quickly compared with the time required for 
nucleation of an elongated critical nucleus. Thus clus- 
ters of small length are rapidly destroyed owing to edge 
effects and the probability of formation of a critical 
nucleus is low. 

To examine the interplay of thermal stability and 
nucleation in the observed growth rates, the critical 
supersaturation needed for growth has been calculated 
vs. the nanostructure width. The critical supersatura- 
tion determines the pressure at which the nanostructure 
is in equilibrium with the gas phase. Growth and 
etching are very slow near equilibrium, i.e. as the 
supersaturation approaches the critical value. In addi- 
tion, during growth of narrow nanostructures near the 
critical supersaturation, large fluctuations are observed. 
Typically a few layers are deposited followed by etching 
and subsequent growth. To determine the critical super- 
saturation, the growth and etching rates have been 
determined sufficiently close to the critical value. An 
interpolation has then been used to find the critical 
supersaturation for which the growth rate is zero. The 
error in calculating the critical supersaturation is 
bounded by the difference between the data obtained 
on either side of zero rate. The inset in Fig. 5 shows an 
example of this calculation. The points are obtained 
from Monte Carlo simulations and the full curves are 
interpolations of the points. The rate rg of growth 
(positive sign) and etching (negative sign) and the 
square root of rg are plotted vs. the supersaturation for 

1 «w/a 

1.00 

Fig. 5. Critical supersaturation vs. inverse of stripe width. The va- 
pour pressure of a nanostructure is inversely proportional to the 
width of the nanostructure. The inset shows the growth rate and the 
square of the growth rate vs. supersaturation for w/a0 = 8 for an 
estimation of the equilibrium vapor pressure. 
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Fig. 6. Square root of time average growth rate vs. acutal supersatu- 
ration for various stripe widths. The dominant mechanism for the low 
growth rates of narrow nanostructures is due to the reduced thermal 
stability manifested by their low vapor pressure. 

w/a0 = 8. The intersection of the two curves with the 
horizontal axis at rK = 0 provides the critical supersatu- 
ration crc = PJP't — 1 separating the growth from the 
etching conditions for a certain nanostructure. 

Fig. 5 shows the critical supersaturation (equilibrium 
pressure) vs. the inverse of the width of the nanostruc- 
ture. The points are obtained from an analysis similar 
to that shown in the inset and the line is a least-squares 
fit to the points. A linear dependence is found with a 
good correlation coefficient. This indicates that the 
vapor pressure is inversely proportional to the width of 
the nanostructure for the conditions examined. 

For finite size nanostructures the vapor pressure is 
higher than that of an infinite surface. As a result the 
actual driving force for growth of nanostructures is 
lower than that of an infinite (100) surface. The growth 
rate is then replotted vs. the actual driving force made 
dimensionless with the equilibrium pressure of a refer- 
ence size (in this case of an infinite (100) surface) for 
various widths in Fig. 6. The points correspond to 
Monte Carlo simulations and the curve is an interpola- 
tion of the points obtained for w/a0= 15. When the 
growth rate is plotted vs. the.actual supersaturation. 
most of the finite size effects disappear. Within the 
accuracy of the simulations, points collapse on a single 
curve, especially at high supersaturations. This indicates 
that to a large extent the strong dependence of growth 
rate on size is due to the variation in vapor pressure 
with finite width. However, some small deviations are 
still observed at small supersaturations among different 
widths. Since simulations are more inaccurate at low 
supersaturations because of slow nucleation, our con- 
clusions cannot be more definite. However, our simula- 
tions indicate that the strong dependence of growth rate 
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on finite size is primarily due to the finite size depen- 
dence of the vapor pressure. 

Here we examined adsorption and desorption with- 
out migration. Surface diffusion results in establishment 
of local equilibrium at a solid-fluid interface. Adatoms 
migrate on a surface to reach energetically favorable 
positions such as steps and kinks where they get incor- 
porated. The activation energy for desorption and sur- 
face diffusion from such positions is considerably high 
and as a result the probability of adatoms escaping the 
nanostructure is low. It is thus expected that surface 
diffusion will reduce the desorption rate and increase 
the growth rate as also happens with large cyrstals [4]. 

nanostructures, multiple nuclei are formed and merge, 
whereas for short nanostructures only one nucleus is 
formed and propagates to create one monolayer. Our 
simulations here indicate that growth of small nanos- 
tructures including stripes and three-dimensional clus- 
ters can be profoundly slower than growth of thin films 
and large particles respectively. 
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4. Conclusions 

We have examined the growth of elongated nanos- 
tructures from a fluid phase using the continuous time 
Monte Carlo algorithm and the solid-on-solid approxi- 
mation. We have found that the growth rate is consid- 
erably low for narrow nanostructures and tends to an 
asymptote for a few hundred angstroms under the 
conditions studied. Low growth rates are attributed to 
the reduced thermal stability of narrow nanostructures 
manifested by low vapor pressures. Nucleation is ob- 
served for sufficiently narrow structures under condi- 
tions where fast growth occurs for large surfaces. This 
results in alternation of the growth rate between high 
and low values (oscillations). The time average growth 
rate changes almost in a quadratic way with the relative 
supersaturation. The anisotropy of the initial surface 
imposes an anisotropy in the growth of elongated struc- 
tures. Clusters first nucleate along the short dimension 
and then propagate along the long dimension. For long 
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Abstract 

Molecular dynamics computer simulations were employed to investigate the dynamic processes of diffusion, grain growth, 
sintering, and consolidation in nanocrystalline copper (n-Cu). At room temperature, fully dense n-Cu was found to be stable. At 
HOOK, a large fraction of atoms in the n-Cu became amorphous which provides a new mechanism of grain growth and 
recrystallization. Atomic mobility in dense n-Cu decreased with time as the grain boundaries relaxed. The initial configurations 
of the grains were shown to have a strong influence on pressureless sintering. Both hydrostatic pressure and uniaxial stress loading 
accelerrated the process of densification on porous n-Cu. The latter, however, was found more efficient due to grain boundary 
sliding. 

Keywords: Molecular dynamics; Nanocrystals; Copper 

1. Introduction 

Nanocrystalline materials have become of great inter- 
est in recent years owing to their interesting properties 
and potential for technical applications [1]. An impor- 
tant step for continued progress in this new field, 
particularly in the area of structural applications, is 
learning how to consolidate these materials into dense 
bodies. Although substantial progress has been made in 
developing models of consolidation and deformation, it 
is not clear whether these models are relevant for 
nanocrystalline materials [2-5]. For example, the 
macroscopic models that are currently available are 
based on the kinetic and thermodynamic properties of 
solids that are close to equilibrium, which is not the 
case for nanocrystals. For them, it is likely that a more 
atomistic approach will be necessary to describe kinetic 
processes. This need to examine processes on the 
atomic scale has hampered experimental investigations 
as well. Molecular dynamics (MD) simulation, how- 
ever, provides a powerful means to probe the atomic 
motion that takes place during sintering and consolida- 
tion of nanocrystals, and because of the small number 
of atoms in each grain, it becomes a practical means as 
well. 

The aim of the present work, therefore, was to test 

the feasibility of using atomistic simulations of the 
kinetic processes that occur during the early stages of 
sintering and pressure assisted compaction of nanocrys- 
tals. The influences of initial packing configuration, 
temperature, and applied stresses on densification pro- 
cesses were examined. 

2. Method 

One method to simulate the consolidation process of 
nanocrystals by MD is by reducing the dimensions of 
the modeling cell with a constant speed [6], With this 
method, an arbitrary factor, the speed of the moving 
boundary, is introduced into the problem, which would 
seemingly cause artificial effects. To avoid this problem, 
we have devised a reasonable algorithm [7], which is a 
modification of the Parrinello-Rahman method (PR 
MD) [8], to simulate the sintering and consolidation 
processes of nanocrystals under constant stress. Essen- 
tially, our algorithm, which is incorporated in DYNAMO 

[9], divides the atoms of the modeling cell into two 
coupling groups: a boundary group, which consists of 
the atoms near boundary, and a bulk group which 
includes the rest of the atoms. The motion of the bulk 
atoms is described by regular Newton equations. For 

0921-5093/95/S09.50 © 1995 Elsevier Science S.A. All rights reserved. 
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the boundary atoms, the motion is governed by a set 
equations modified, but similar to those given by PR 
MD. Unlike the previous theories, the boundary mass 
obtained by our method is independent of the size of 
computational cell, which means that the physical dy- 
namic processes creating pressure in the interior of the 
cell are determined only by the positions and interac- 
tions of bulk atoms. 

The modeling cells were octahedrons, containing be- 
tween 4,688 and 9,136 atoms. Periodic boundary condi- 
tions were employed to reduce surface effects. The 
grains were assumed to be infinitely long (periodic) 
cylinders with initial diameters of 6.20a0, 8.28a0 and 
15.10a0, where a0 ( = 0.362 nm) is the lattice constant of 
Cu. The choice of cylindrical grains for these initial 
simulations was motivated by the ease of viewing and 
analyzing this geometry. The axes of all cylinders were 
<001>, which has been chosen as the z-axis in our 
computational cells. At the beginning of the simulation, 
each cylinder is rotated randomly around its <001> 
axis. The repeat length of the cylinders is 6a0 which is 
large enough to avoid self-interaction caused by the 
periodic boundary. Temperatures ranging from 300 to 
1 100 K, and external pressures, from 0.0 to 4.0 GPa, 
were chosen for the simulation of the sintering and 
consolidation processes. For each simulation event, the 
temperature and external stress were maintained con- 
stant from the beginning to the end. For the simula- 
tions of sintering, the external stresses were set to zero. 
Two initial arrays of cylinders, corresponding to high 
and low density n-Cu, were set up to examine the 
influences of packing configurations on the deformation 
of nanocrystals. The embedded atom potential of Sabo- 
chick and Lam, which was proven reliable in earlier 
studies [10], was employed to represent the forces in 
copper. 

short time for sintering at 300 K, within 20 ps. Several 
tilt grain boundaries were formed among the cylinders. 
The deformation of the central cylinder, see Fig. 1(b), 
indicates that the grain was being subjected to a very 
high shear stress. Finally, stable, fully dense, n-Cu was 
achieved. Although it might appear surprising that 
complete sintering of Cu can take place within 20 ps, 
we believe this is due to the initial close packing of the 
cylinders and the high stresses on the boundary con- 
tacts, which approach (or exceed) the theoretical 
strength of Cu. 

It is well-known that temperature, relative to the 
melting temperature, is an important processing vari- 
able that controls the rates of densification, grain 
growth, and creep. In addition, experimental data show 
that the melting temperature of a nanocrystal is size 
dependent [11]. Thus, the behavior of a nanocrystal at 
high temperature is both scientifically and technologi- 
cally important. To examine the effect of temperature, 
we repeated the simulation event just described, but 
with the sample temperature held at 1 100 K. This event 
is denoted as S2. Projections similar to those in Fig. 1 
for SI are shown in Fig. 2 for S2. It can be seen that at 
5 ps, the aggregate of cylinders has fully densified and 
that the amorphous region is much larger than that in 
SI. By 20 ps, the amorphous region grew into the 
cylinder, Cl, at the lower right corner (note the peri- 
odic boundary) and at 60 ps Cl lined up with the 
cylinder, C3,. at the lower left corner. By 120 ps, the 
cylinders in S2 almost became a single crystal with the 
original orientation of C3. From these simulations, it is 
seen that if the temperature is high, in this case Tj 
Tmx0.S, grain boundary amorphization, or melting, 
provides an unexpected mechanism of densification and 
grain growth in nanocrystalline materials. 

3. Results 

It is illuminating to view the positions of the atoms in 
various instants of time to gain a qualitative under- 
standing the densification process in nanocrystalline 
materials. Fig. 1 shows the projections of all atoms in 
the x-y plane at several instants of time. This simula- 
tion event, called SI, illustrates pressureless sintering of 
Cu at 300 K. The initial configuration of the four 
cylinders is closed-packed, which yields a relative 
atomic density of «84%. All cylinders at the beginning 
have the same diameter, d= 8.28a0. By 5 ps, the cylin- 
ders have moved together due to the surface attraction 
among them. This attraction produces a few GPa nega- 
tive pressure in the sample. Some regions of the grain 
boundaries appear amorphous, which was probably 
caused by the large stresses in the grain boundaries. 
The densification process was completed in remarkably 

t = t.0ps 
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Fig. 1. Positions of atoms during pressureless sintering at 7= 300 K. 
for several instants. 
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Fig. 2. Atom positions during pressureless sintering at T= 1 
for several instants. 

100 K 

The initial configuration of nanocrystalline particles 
plays a central role in the densification process [5]. 
Actually, porous nanocrystals will shrink during sinter- 
ing but sintering alone, or even hot isostatic pressing, 
may not result in full densification [12]. In addition, the 
rate of sintering and grain growth is known to depend 
on the relative sizes and packing of grains[13]. We have 
considered these possibilities. Fig. 3 shows the atom 
positions during pressureless sintering of a new sample, 
event S3, at T- 300 K. S3 uses three cylinders: two of 
them with d— 15.10a0 and one with d= 6.20aQ at the 
corners. The starting configuration is shown in Fig. 
3(a). After sintering for 50 ps, Fig. 3(b), a pore still 
remains and the smaller cylinder has recrystallized on 
the nearby large ones. This illustrates that unless the 
cylinders are initially close-packed, Cu will not fully 
sinter at room temperature under zero applied stress, 
which agrees with experimental observation [14]. 

Since a nanocrystal may not fully densify during 
pressureless sintering, an external pressure or stress is 
generally applied to help eliminate the remaining pores. 

= 0.0 pS 

(a) (b) 
= 50.0ps 

Fig. 3. Positions of atoms during pressureless sintering at T= 300 K 
for several instants. The particle packing is less dense than that in 
Fig. 1. 

t=40.Ups 

m 

■»:,'■■:.■:■■.■■■•:■.■:■■.■ 

I = 20.0 ps 

Fig. 4. Positions of atoms during sintering at 7"=300K under a 
hydrostatic pressure of 4.0 GPa, for several instants. The initial 
configuration is shown in Fig. 3(b). 

Simulations of these processes are straightforward. We 
focus here on studying the consolidation of S3 at room 
temperature, since this configuration of grains did not 
reach full density during the pressureless sintering just 
described. First, a hydrostatic pressure of 4.0 GPa was 
applied to the sample in S3 after it had undergone 
pressureless sintering for 50 ps; the projections of the 
atom sites at several instants of time are shown in Fig. 
4. By 20 ps, a large change in the lattice structure took 
place in the region to the left of the pore, as grain 
boundary motion can be observed. More explicitly, the 
grain boundary, gbl, in the upper-right corner has 
moved down and one in the lower-right corner, gb2, 
moved up, indicating the shrinkage of the aggregate. 
Between 20 and 40 ps, the grain boundary, gb3, at the 
upper-left corner moved down and one, gb4, at the 
lower-left corner, moved up. The positions of gbl and 
gb2 did not change much during this latter time inter- 
val. Grain boundary dislocations in gb3 move to the 
region on the left-side of the pore and eventually disap- 
peared. At 60 ps a single crystal formed with a pore at 
the center and three dislocation nodes. Two of the four 
dislocations terminated in the pore, which indicates a 
dislocation node may form in the location of a pore as 
the pore closes during consolidation. The dislocation 
density in this structure at 60 ps corresponds to 
ä8 x 1016m~2. Experimental data suggest that the 
lower limit of dislocation density in n-Cu is 10l5m~2 

[15]. 
The application of a uniaxial stress is widely imple- 

mented in the experimental research of nanocrystal 
densification. and consolidation [16,17]. Thus, an event 
was simulated with an external, constant, uniaxial stress 
of 4.0 GPa applied to the configuration of event S3 in 
the ^-direction, ayy. The other stresses, a.z and a„ were 
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Fig. 5. Positions of atoms during sintering at 7"=300K under a 
imiaxial stress of 4.0 GPa, for several instants. The initial configura- 
tion is shown in Fig. 3(b). The arrows show the direction of the 
loading stress. 

set to zero. The projections of the atom positions for 
this event are illustrated in Fig. 5. The densification rate 
is observed to be faster in this case than that under 
hydrostatic pressure (see Fig. 3); the configurations of 
S3 has been fully densified by uniaxial stress before 
40 ps, as shown in Fig. 5(d). In order to examine the 
relative motion of the nano-cylinders, some atoms were 
marked at / = 0 (shown by open circles) and followed 
to 40 ps (by solid circles), as shown in Fig. 6. A 
clockwise rotation of the cylinders of a 18°, and grain 
boundary sliding, indicated by the arrows in Fig. 6, 
took place; these motions are believed to facilitate the 
densification of S3. A more detailed analysis, which will 
be reported elsewhere [7], showed that the speed of 
grain boundary sliding is about us/300, where 
rs = 5 000 ins"1 is the speed of sound in Cu. No obvi- 
ous grain boundary sliding is observed in the simula- 
tion using hydrostatic loading. 

The events qualitatively described above, were also 
analyzed quantitatively. The normalized densities (Dn) 
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Fig. 6. Grain boundary sliding during consolidation under an uniax- 
ial stress of 4.0 GPa. Sliding is indicated by the arrows. 
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Fig. 7. Normalized densities, Dn, and relative potential energies per 
atom, A£, as a function of time, (a) For SI, O is D„ and D is A£; 
for S2, • is D„ and x is A£: (b) For hydrostatic pressure, O is D„ 
and D is A£; for uniaxial stress loading, • is D„ and x is A£. 

and relative potential energies per atom (A£) for SI 
and S2 are illustrated in Fig. 7 as a function of time. Du 

is the relative density; i.e. the density normalized by the 
density of perfect lattice at the relevant temperature. 
AE is the difference between the potential energies per 
atom in a nanocrystal and in a perfect lattice at the 
same temperature. The reason for using AE is to focus 
on the influence of temperature on the grain 
boundaries. As shown in Fig. 7(a), Dn for SI and S2 
increase very fast, while AE decreases during the first 
4 ps, owing to the shrinkage of the surfaces. After 4 ps, 
the curves of Dn and AE for S2 fluctuate relatively more 
than for SI. Actually, S2 is structurally unstable on the 
time scale of the simulation, which was discussed above 
and shown in Fig. 2. This causes fluctuations in A£ [7]. 
For the consolidation processes of S3 under pressure of 
4.0 GPa, Dn increased relatively slowly since S3 has 
been sintered for 50 ps before the starting of the consol- 
idations. Comparing AE of S3 under hydrostatic pres- 
sure with the event under uniaxial stress, the lattice 
condition causes larger fluctuations than the former. 
This implies that the uniaxial stress drove S3 further 
from an equilibrium state than the hydrostatic pressure, 
even though the full densification of S3 has been 
achieved by uniaxial stress. 

The role of grain boundaries for enhancing atomic 
diffusion is important for nearly all kinetic processes in 
nanocrystalline materials and was examined here. Due 
to the deformation of nanocrystals in the sintering or 
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consolidation, the determination of diffusion co- 
efficients is not straightforward. Rather than computing 
the simple mean square displacement of atoms, which 
includes drift diffusion, the relative displacement of 
atoms was used instead for determining the 'true' mi- 
gration of atoms. The definition of the relative displace- 
ment, Arj(/, t'), of the /th atom from time t' to / is 

A;-i(/, f) = rM-f-Xt')--, t (W0-UOu 
1/2 

(1) 

where rk(t) is the position vector of the kth atom at 
time t and «' is the number of the neighbors of the /th 
atom. The sum in the brackets on the right-hand of Eq. 
(1) is over the first 12 neighbors of the /th atom at time 
t'. Furthermore, the total square displacement (TSD) in 
a sample from t' to / can be written as 
AR2(t, t') = Zj Arf(t, t'), where the sum is over all 
atoms whose relative displacement is larger than half 
the distance of nearest neighbors in a Cu crystal. The 
total square displacements are plotted in Fig. 8 as a 
function of temperature, and at several times. All data 
plotted in Fig. 8 were obtained from samples starting 
with the same configuration as SI after it had densified. 
It is seen that at relatively low temperatures, such as 
300-900 K, TSD decreases with increasing sintering 
time. This implies that grain boundary relaxation re- 
duces the mobility of the atoms in the boundaries. 
From 40 to 90 ps, at T= 300 K, the averaged TSD is 
about 78.2 Ä2 which is close to that at the time of 35 ps. 
Relaxation of atoms in the grain boundaries, therefore, 
is very slow after 40 ps. Consequently, the activation 
energy of diffusion for atoms in the grain boundaries in 
the equilibrium state, in the region of temperature of 
300-700 K, can be estimated by the slope of the curve 
at time 35 ps. This yields an activation enthalpy of 
diffusion of »0.8 eV, which agrees with experiments on 
n-Cu [18]. Above 700 K, the atoms migrate very fast 
since the large amorphous zones are formed in the 
region of the grain boundaries. 
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Fig. 8. Total square displacement as a function of temperature for 
several instants. O, in the time interval 10-20 ps; x, 20-30 ps and •, 
30-40 ps. 

4. Summary 

The consolidation of nanocrystalline copper was 
studied using molecular dynamics simulations. The ini- 
tial configurations of grains were shown to have a 
strong influence on pressureless sintering effects. For 
closed packed grains, stable n-Cu formed during pres- 
sureless sintering at room temperature. At the tempera- 
ture of 1 100 K, n-Cu is unstable and an amorphous 
state nucleates on the boundaries. This mechanism 
plays an important role in grain growth and recrystal- 
lization. Relaxation of the grain boundaries with time 
reduces the mobility of atoms in the boundaries. Both 
hydrostatic pressure and uniaxial stress loading acceler- 
ate the processes of densification in porous n-Cu, but 
the latter is more efficient due to grain boundary slid- 
ing. 
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Atomic model of a palladium nanostructure 
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Abstract 

We report on the atomistic modelling and molecular dynamics simulation of several palladium nanostructures characterized by 
grains of various sizes. The atomistic modelling is based on the "simulated cluster condensation" technique, which allows the design 
of a nanostructure by the aggregation of atomic clusters of various sizes. The phase obtained upon thermal relaxation shows a 
density close to that resulting from the experimental "gas condensation" technique. The structural analysis has focused on the 
features induced by the presence of heterogeneous regions (grain boundaries and cavities) and on the resulting stress localization 

Keywords: Palladium nanostructure; Atomic model; Stress localization 

1. Introduction 

The increasing interest in nanostructured materials 
(called n-phases hereinafter) is mainly related to their 
novel and enhanced properties due to the high number 
of grain boundaries (GBs) and interfaces. Among the 
features that make these systems particularly appealing 
are their anomalously high diffusivity [1] and high 
reactivity [2,3], which enable them to be employed in 
catalytic applications. They also show a more ductile 
behaviour with respect to the parent microcrystalline 
phase (m-phase hereinafter) and an increased thermal 
expansion [4]. Moreover, several insoluble or low solu- 
ble elements can be alloyed by various means and the 
resulting phases exhibit n-phase structures [5]. The elas- 
tic constants of n-phases have been measured by a 
variety of methods and found to be reduced by 30% or 
less [6-8] with respect to m-phases. The most signifi- 
cant changes in the elastic behaviour is the increase in 
yield strength and hardness with temperature [9]. Al- 
though being one of the most relevant issues, the latter 
is also the least understood and thus the most contro- 
versial [10-12]. 

The extreme structural heterogeneity of n-phases on 
the atomic scale is the primary reason for their peculiar 
behaviour. In ordinary m-phases the fraction of atoms 
in the (homogeneous) bulk regions greatly overwhelms 
that in the interfacial (heterogeneous) regions. By con- 
trast, in n-phases the disordered region's contain a 
similar number of atoms to the bulk. In this respect the 

n-phase can be thought of as a transition state between 
the m-crystal and the amorphous phase, in which the 
spatial coherence of the crystalline lattice has totally 
disappeared. Indeed, the close resemblance between 
amorphous and n-phases have been pushed further. It 
has been suggested that GB structures in n-phases look 
more like a disordered phase (glassy or gas like) than 
do the corresponding ones in coarse-grained m-phases 
[13]. The controversy on this point seems to have 
survived despite clear transmission electron microscopy 
(TEM) evidence for ordinary structures of GBs in 
metallic n-phases [14]. It is, however, a paramount 
importance to establish to what extent the structure of 
the "disordered" regions is responsible for the be- 
haviour of most of the thermoelastic properties in 
n-phases. 

In this scenario the study via molecular dynamics 
(MD) of a "realistic" n-phase model on the atomic 
scale assumes a definite relevance, since it constitutes a 
unique tool to probe the extent and amount of struc- 
ture-property correlations. The availability in the same 
framework of simulation models of bulk crystalline and 
amorphous phases allows quantitative and qualitative 
comparisons between average and local properties in 
those systems. 

The state of the art of the MD approach to the 
physics of n-phases is focused on the separate evalua- 
tion of the contributions of the various regions present 
in the n-structures. This implies the evaluation of the 
contributions coming from GBs and multiple-junction 
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Table 1 
Values of the potential parameters for Pd. Some predicted relevant quantities for the bulk structure are reported together with the corresponding 
experimental data (second row). Here Tm is the melting point, AHm is the latent heat of melting, a is the linear expansion coefficient at room 
temperature and cp is the constant-pressure specific heat 

A (eV) 

0.1746 

t (eV) 

1.718 10.867 3.742 1580 
1825 

Tm(K) A//m(calg-atom-') a(10-5K-') cp (cal K"'g-atom"1) 

3824 
4197 

1.7 
1.2 

6.26 
6.21 

regions, free surfaces and crystalline regions. However, 
it has been recently pointed out that the properties of 
multidimensional defects in n-phases do actually de- 
pend on the grain size [15]. As a consequence, only 
direct simulations of the entire n-phase structures may 
allow a correct reproduction of the particular properties 
observed in these systems. 

The purpose of this work is twofold. First we intro- 
duce a method to reproduce the formation of n-struc- 
tures via the aggregation of atomic clusters. We will 
then perform classical MD on the resulting n-phases to 
evaluate the relevant thermodynamic properties which 
will be directly related to the peculiar structural fea- 
tures. Palladium has been selected as a test case, since, 
owing to the variety of different studies, one has access 
to a large set of experimental data [16,17]. 

The present work is thus divided as follows. We first 
show the main features of the interatomic potential 
employed for computations. We then recall some recent 
results on cluster stability as a function of dimension in 
order to motivate the choice of the size of the Pd cluster 
employed in the aggregation process. We will then 
introduce the proposed simulation process to design 
n-phases, called "simulate cluster condensation" (SCC). 
A critical discussion of the relevant results will finally 
summarize the major achievements of the work while 
providing new insights for further studies. 

2. Computational details and the potential scheme 

As many-body potential scheme based on the second- 
moment approximation of a tight-binding hamiltonian 
(SMTB) has been successfully applied to study the 
thermodynamic and structural properties of most tran- 
sition metals and several alloys in the bulk crystalline 
[18,19] and amorphous [20,21] phases. It has also been 
recently applied to the study of metallic clusters [22,23]. 

In this scheme the cohesive energy of a system of TV 
atoms of a given species can be written as 

N r N 

Ha)] 
-"{ Z £2exp| -2q(-ri/o- 1/2 (1) 

where r0 is the nearest-neighbour distance in the lattice 
at T= 0. The parameters A, f, p and q are determined 
by fitting the experimental values of cohesive energy, 
lattice parameter, bulk modulus and shear elastic con- 
stants and by taking the equilibrium condition into 
account. It has been shown [19] that the introduction of 
the fifth-neighbour interaction cut-off produces a close 
reproduction of the relevant thermodynamic quantities. 
In Table 1 we give the parameters of Eq. (1) and some 
calculated thermodynamic quantities compared with 
the experimental data for palladium (second row). 

3. Simulated cluster condensation 

It is generally recognized that the properties on n- 
phases also depend on the particular preparation tech- 
nique. The most widely used experimental technique is 
"gas condensation" [2], which allows the production of 
samples of high chemical purity. However, the possibil- 
ity of obtaining metallic nanostructures by mechanical 
attrition of m-phase powders has been recently demon- 
strated [24]. At least on general grounds, the structures 
resulting from such processes can be thought of as 
different from the phases obtained by cluster com- 
paction. In fact, in the former case, externally imposed 
strain fields are likely to affect the in-grain microscopic 
structure and to enhance stress localization and pre- 
sistence. 

In the context of modelling for MD simulations, the 
problem of "sample preparation" has been recently 
discussed '[16,17,25]. In a previous study we have com- 
pared the various types of aggregation processes [25]. In 
the present paper we shall focus on the description of 
one of the proposed techniques, namely "simulated 
cluster condensation", which reproduces the low tem- 
perature cohesion of metallic clusters originally in a 
gas-like phase. We intend to study the process of 
nanostructure preparation by fragmentation of an m- 
phase, since this is expected to occur in the mechanical 
attrition preparation. 

When two clusters of very small size are kept at a 
sufficiently short' distance so that they interact, their 
cohesive energy quickly increases. If the system is iso- 
lated, this induces a temperature increase which brings 
clusters of very small size* to their melting point. Upon 
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Table 2 
Relevant thermodynamic and structural quantities for the simulated samples. Data relative to free clusters (c-309, c-586 and c-923), bulk and 
amorphous system are given for comparision. Here p is the density of the n-phase relative to the crystalline bulk, U/N is the cohesive energy per 
atom, r, is the average first-neighbour distance, a- is the variance of the first peak of g{r) integrated up to half-way between the first and 
second-neighbour distances, dp is the standard deviation of the local average pressure distributions of Fig. 2 and NbM/N is the ratio of bulk-like 
atoms (evaluated by means of Voronoi polyhedra) to the total number of atoms 

P U/N (eV) r, (A) <r2(10-'AJ) Sp (kbar) N**tlN 

c-309 -3.653 2.719 9.9 45 0.48 
c-586 -3.714 2.728 9.2 38.2 0.54 
c-923 -3.729 2.731 9.2 39.7 0.61 
n-309 0.83 -3.810 2.762 20.8 23.5 0.38 
n-586 0.92 -3.854 2.758 13.0 17.2 0.75 
n-923 0.83 -3.813 2.754 15.3 22.0 0.59 
Bulk 1 -3.896 2.761 8.4 0.6 1 
Amorphous 0.97 -3.819 2.782 30.2 16.0 

further cooling, one is left with a larger cluster [26] and 
the individual cluster identity is lost. In order to prevent 
such a phenomenon, we have selected clusters of size 
larger than about 300 atoms, where the "approaching 
energy" is not enough to induce melting. To correctly 
sample the various local structures which occur in an 
n-phase, we have condensed a sufficiently large number 
of clusters. As a consequence we have been forced to 
limit the size of the initial clusters to the range from 300 
up to about 1000 atoms, thus keeping the total number 
of particles to a convenient value around 104. 

The most stable f.c.c.-based closed-shell configura- 
tions of Pd clusters in the range 300<N< 1000 are 
Nt = 309 (cubo-octahedron), N2 = 586 (tronco-octahe- 
dron) and N3 = 923 (cubo-octahedron). If we disregard 
the icosahedral clusters, these are the most tightly 
bound and they also exhibit the smallest volume, as can 
be evaluated by means of a Voronoi polyhedra summa- 
tion [27]. Their thermodynamic behaviour has been 
reproduced by classical MD based on the potential 
scheme described in Eq. (1). The potential energy 
curves for these clusters as a function of temperature 
show the presence of the well-known "extended" melt- 
ing region [28] at temperatures substantially below the 
bulk melting point [27]. In this context we have ascer- 
tained that the structures of the selected clusters are 
stable up to their respective melting temperatures (i.e. 
no structural phase occurs). 

We have thus chosen to reproduce the SCC of three 
different monodisperse gases of clusters of Nt, N2 or N3 

atoms respectively. In the following the obtained n- 
phases will be referred to as n-309, n-586 and n-923 
according to the building blocks employed. 

The SCC process consists of two steps. 
(1) During the early stages, to avoid huge computa- 

tional requirements, we have introduced "effective" in- 
teractions between the clusters seen as point-like 
particles without any internal degrees of freedom. This 

assumption is justified because of the slow dynamics of 
the only weakly interacting particles where the internal 
degrees of freedom are practically frozen in. The start- 
ing point of the simulation consists of introducing the 
desired number of point-like particles within a "compu- 
tational periodic box" in a gas-like configuration. The 
process of condensation of the point-like particles is 
then simulated by means of an effective interaction 
which has been defined by averaging the complete 
interaction energy over many different (104) mutual 
orientations of the clusters. The obtained values of the 
energy as a function of the centre-of-mass distance r 
have been interpolated by a Morse potential 

Vefr(r) = B{ exp[-2a(/— A0)] - 2 exp[-<z(r - /.0)]}    (2) 

The value of i0 for a given cluster dimension is thus 
related to the cluster diameter. The condensation pro- 
cess has been carried out via a classical constant-pres- 
sure, constant-temperature MD scheme with a small, 
fictitious external pressure added to speed up the aggre- 
gation dynamics. A repeated simulated annealing pro- 
cedure has produced the room temperature ground 
state characterized by the smallest volume and the 
highest cohesive energy. 

(2) The second step of the SCC consists of replacing 
each point-like particle with a randomly oriented clus- 
ter centred at the equilibrium position of its "effective" 
particle. The relaxation process following the replace- 
ment of the point-like particles with the clusters has 
been performed by means of a constant-pressure, con- 
stant-temperature MD simulation generated by the 
Nose-Parrinello-Rahman hamiltonian. As in the pre- 
ceding step, periodic boundary conditions have been 
applied. The equations of motion have been integrated 
by a fifth-order Gear algorithm with a time step of 
10~15 s. The final values of density and cohesive energy 
after relaxation at room temperature are reported in the 
first two columns of Table 2. 



104 M. Celino et al. / Materials Science and Engineering A204 (1995) 101-106 

4. Results and discussion 

The SCC technique described above does not mimic 
the actual process of cluster condensation, since the 
internal degrees of freedom are kept frozen during the 
early stage of the process. However, the result of the 
SCC process is a soft n-phase (p « 0.8-0.9 relative to 
the crystalline bulk density) similar to the "as-prepared" 
samples obtained in a gas condensation apparatus after 
ordinary rough compaction at room temperature. The 
sizes of grains in the final samples almost coincide with 
those of the initial clusters. As a consequence, SCC 
allows the control of the n-phase grain size. The result- 
ing density derives from the presence of empty regions 
(or cavities) of various extents that may be considered 
stable at room temperature over the simulation duration 
(typically 1 ns). Moreover, the presence of a large 
amount of "interfacial" regions further contributes to 
the decrease in the overall density. 

At the end of the SCC process the structure can be 
regarded as in a (deep) metastable phase. From this 
structure we have estimated all the thermodynamic and 
structural properties which have been further related to 
each other and compared with those of the bulk and 
the simulated amorphous state. 

Several properties of Pd n-phases have been recently 
reported by Fitzsimmons et al. [16]. They are mainly 
related to (1) a lattice parameter almost independent of 
the average grain size, (2) a mean square relative dis- 
placement (MSRD) enhanced with respect to bulk crys- 
tals owing to the increased static displacements in the 
disordered regions and (3) a broad strain distribution 
(as determined by the width of diffraction peaks). 

In order to ascertain the presence of the above 
properties in our simulated nanostructures, we have 
evaluated the radial distribution functions g(r) for all 

the stable structures. In Fig. 1 we show the n-phase 
g(r)s compared with those pertaining to a bulk single 
crystal and an amorphous structure at the same temper- 
ature. The n-phase g(r)s have well-defined crystalline 
peaks at small distances. The first peaks exhibit a slight 
asymmetry which progressively increases as the grain 
size decreases, thus assuming the typical shape of the 
amorphous structure. 

Analysis of the first-neighbour peak positions (Table 
2) shows that the huge contraction of average first- 
neighbour distance detected in free clusters almost dis- 
appears. Therefore, despite the difference in grain 
dimensions, the average first-neighbour distances result- 
ing from the various nanostructures are very similar. 

The behaviour of the MSRD on going from one 
structure to another is related to the variation in the 
mean square amplitude of atomic vibration, <w2>, and. 
more relevantly, to the static atomic displacement with 
respect to the f.c.c.-like equilibrium position. This in- 
formation can be achieved via analysis of the width of 
the first-neighbour peaks. This parameter seems to be 
more sensitive to the final density of the nanostructure 
(see Table 2) since it increases with decreasing system 
density. While the average first-neighbour distance is 
not strictly related to the average density, the MSRD is 
much more sensitive to the local environment, thus 
indicating the presence of extended disordered regions 
(interfaces, free surfaces, etc.). 

In order to investigate in more detail the structure- 
property correlations, we have performed stress analysis 
at the atomic level [29-32]. lWe have thus first evalu- 
ated the local pressure /?, and then attempted to relate it 
to the various n-phase regions. In the present context 
the pressure on particle / simply refers to the trace of its 
stress tensor ex, i.e. 

where 

a. 

(3) 

(4) 
■ij-l 

is the ordinary definition of the stress tensor, with Q, 
the atomic volume evaluated as [31] 

(5) n     4 irr 
7-1 

"i 

Irf 
U-1        J 

Fig. 1. Radial distribution functions g(r) for several simulated sys- 
tems at r=300K and PM — 0 after complete relaxation: a, crys- 
talline bulk; b, n-923; c, n-586; d, n-309; e, amorphous. 

Fig. 2 shows the distribution of the average values of 
single-particle pressure, </?,>, mediated over a signifi- 
cant time interval (104 time steps). The average pressure 
histograms are compared with those pertaining to bulk 
crystal and amorphous phase at the same temperature, 
as expected, the dispersion of the distributions is a 
decreasing function of the cluster size (see Table 2 for 
the value of the dispersion of the pressure distibutions). 



M. Celino el al. j Materials Science and Engineering A204 (1995) 101-106 105 

-80   -60    -40   -20      0       20      40      60      80 

P   (Kbar) 

Fig. 2. Single-particle average pressure distributions for the same 
systems as Fie. 1. 
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Fig. 3. Single-particle average pressure as a function of distance from 
grain centres for sample n-923. 

As has been shown in a previous paper [25], the 
first-neighbour coordination is a good parameter for 
classifying the various structural regions in an n-phase. 
Atoms at free surfaces are expected to have a coordina- 
tion less than 12 (typically 7-9), whereas atoms at GBs 
show a spread in the range 10-13 as in the amorphous 
phase. 

In order to illustrate the pressure localization in our 
n-structures, we report the pressure distribution of 
atoms as a function of their distance from the centre of 
the grains to which they belong (Fig. 3). The dispersion 
of the average pressure of atoms belonging to the inner 
part of the grins is narrower than that pertaining to 
atoms of outer shells (i.e. interfacial regions and free 
surfaces). 

5. Conclusions 

In the prsent paper we have introduced a simulation 
technique which allows the efficient condensation of a 

gas of clusters to obtain a "soft" n-phase at low 
temperatures. MD simulations on the resulting n- 
phases have enabled us to establish the following. 

(1) The average first-neighbour spacing is almost 
independent of the grain size. Small fluctuations of the 
average value are due to the presence of highly disor- 
dered regions that particularly affect the sample with 
the smallest grain size. 

(2) The MRSD values are half-way between those of 
bulk crystalline solids and those pertaining to a simu- 
lated amorphous system. 

(3) the local pressure distribution is even wider than 
that of a simulated amorphous system, despite the fact 
that n-phases do exhibit well-defined crystalline regions. 
This implies the presence of large strained regions 
localized at the interfaces, as can be inferred by the 
correlation between local pressures and distance from 
the grain centres (see Fig. 3). Moreover, the appearance 
of a strong strain field can be ultimately related to the 
"potential" driving force towards grain growth and 
cavity annihilation. 

The average total thermodynamic and structural 
quantities evaluated for these systems exhibit a correct 
stationary behaviour over a long relaxation period 
(about 105 time steps). However, it has been remarked 
that the atomic pressures are inhomogeneously dis- 
tributed. Although the global pressure is vanishingly 
small, there seems to occur a stationary pressure bal- 
ance within various regions of the n-structures: bulk 
regions at a slightly negative pressure; interfacial re- 
gions with a resulting small positive pressure character- 
ized by a large dispersion. 

In principle, the comparison of the various simulated 
samples may provide a means to outline the effect of 
grain size on the relevant physical quantities. In fact, 
the grain size is just one of the parameters that charac- 
terize the samples: the global density of the aggregate 
and the shape of the grains (i.e. the GB geometry) also 
greatly influence the properties of the simulated sam- 
ples. One of the methods that may allow us to isolate 
the grain size effect consists of designing different sys- 
tems composed of the same number of clusters placed 
at given initial positions and orientations but with 
different sizes [33]. In the present paper only the n-923 
and n-309 samples can be compared since they share 
the grain structure and termination. As expected, the 
system with the smaller grain size exhibits a larger 
MRSD and a lower cohesive energy. 

However, the grain size does not seem to be the most 
relevant parameter to understand the n-phase be- 
haviour. For instance, sample n-923 exhibits enhanced 
levels of strain and local pressure dispersion (see Table 
2) with respect to sample n-586 which has a smaller 
grain size. In the former case both the density and 
fraction of bulk-like atoms seem to be more directly 
related to the presence of disorder and the pressure 
distribution. 
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One of the further steps of this work will be to 
anlayse the thermal stability of the n-phase in order to 
verify whether simple thermal annealing can bring the 
density up to p = 1, thus providing complete void anni- 
hilation. Preliminary results have indicated that the 
obtained dense n-phases are stable up to elevated tem- 
peratures (7»800K), where they do not exhibit any 
significant density increase. In this temperature range, 
owing to the short duration of the computer simula- 
tion, we have no appreciable grain growth, as would be 
expected [24]. Other important forthcoming results will 
be related to the response of the simulated n-phase to 
external stresses at room temperature. 

Future applications on parallel computers will allow 
the simulation of larger systems whose grain sizes will 
be comparable with realistic samples. This break- 
through will certainly allow us to better compare simu- 
lation results with experimental data. 
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Abstract 

For slip casting of ceramic powders it is necessary to have a well-defined and thus disagglomerated colloidal suspension. Proper 
selection of the solvent is required in order to achieve separation of the particles to obtain a homogenous mixture of the powders 
which is necessary for shaping complex geometrical structures, often used in structural ceramics. Here we report a preliminary 
investigation of the deagglomeration phenomena of nano-scaled silicon powders obtained by plasma induced dissociation of silane 
and compare it with silicon nitride powders prepared by laser induced condensation reactions and a commercial product (UBE 
SE E-10). The size dispersion of aggregates in colloidal suspensions, determined by photon correlation spectroscopy and 
sedimentation particle size analysis techniques, varies from 20 to 500 nm. Variation in the deagglomeration properties of the 
particles in different solvents depends on the surface property of the powders, and on the inter-particle interactions. These are 
studied with respect to the variations in the surface property of the powders in different solvents. Ethanol was found to be a 
suitable solvent for the colloidal suspension as the average aggregate radii of the silicon powders could be reduced to 80 nm. 

Keywords: Silicon powders; Ceramic powders; Nano 

1. Introduction 

Nano-structured materials are of interest as they 
show the potential for making ceramics with enhanced 
mechanical properties due to the fine microstructures. It 
is thus important to control the processing of the 
powders to be able to make ceramics with a controlled 
microstructure [1]. Silicon based advanced ceramics are 
being studied in great detail for mechanical and opto- 
electronic applications. In ceramic processing a good 
control of the processing parameters can be achieved 
through slip casting of the powders. Slip casting per- 
mits the homogeneous consolidation of powder and the 
realisation of complex shapes with a high density green 
body. The processing of nanometric powders hardly 
allows green body densities over 40%, as the high 
specific surface leads to the formation of hard agglom- 
erates in the colloid [2]. As synthesized nanoparticles 
can be completely deagglomerated as long as the pri- 
mary particles are merely held together by surface 
forces rather than  being partially sintered by neck 
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formation, which are usually referred to as hard ag- 
glomerates. In this work we report on the dispersion 
behaviour of nano-structured silicon powders in vari- 
ous solvents and examine the conclusions which can be 
drawn from it. 

2. Experimental methods 

Silicon nano-powders (a-Si:H) were prepared by gas 
phase reaction of silane in a capacitively coupled radio- 
frequency plasma-enhanced chemical vapour deposition 
(rf-PECVD) system and collected from the electrodes 
after the synthesis, in Balzers's laboratories (Balzers 
SA, Palaiseau, France) and CRPP (EPFL, Lausanne, 
Switzerland) [3]. Silicon nitride (Si3N4) powders were 
synthesized by laser induced reaction between silane 
and ammonia (as shown in reaction (1)) at ENEA 
(Area Innovazione, CR Frascati, Italy) [4]. 

3SiH4 + 4NH3 = Si3N4(s) + 12H2 (1) 

Commercial Si3N4 (UBE SN E-10) from UBE (Japan) 
was also studied for comparison. 

Elsevier Science S.A. All rights reserved 
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Mass loss and heat flow as a function of increasing 
temperature were recorded in a thermogravimetric 
differential analysis system (TGA/DTA Setaram 680), 
allowing estimation of the phase transformations of the 
powders. The use of different atmospheres, namely 
oxygen and Forming gas (92%N2-8%H2), gave valu- 
able information on the oxidation behaviour of the 
powders. 

The gas adsorption technique using nitrogen (BET 
method) and helium picnometry were carried out to 
determine, respectively, the specific surface and the 
density of the powders. Crystallinity and crystallite sizes 
were evaluated from XRD [5]. 

High resolution transmission electron microscopy 
(HRTEM) was carried out in a Phillips EM 430 on 
samples sprayed on the carbon coated copper grids. 
Estimation of the particle size was made from the TEM 
measurements. Bonding and chemistry of the surface 
was monitored by a Nicolet 510 FTIR spectrometer 
from pellets made by mixing the powders with potas- 
sium bromide. Electron spectroscopy for chemical anal- 
ysis (ESCA) was used to determine the atomic 
stoichiometry of the powder surface. 

Colloids were prepared with a powder concentration 
between 15 and 50 vpm (0.03 and 0.1 g l"1). All 
samples were dispersed for 10 min in an ultrasonic 
water bath. Solvents used were: distilled water, ethanol, 
isopropanol, ethylene glycol, methyl ethyl ketone, 
acetyl acetone, acetone, triethylamine and dimethyl 
acetyl acetate. 

The agglomerate or aggregate sizes in the colloids 
were determined by two methods. The first method was 
by sedimentation (Horiba Capa 700), which is based on 
the attenuation of transmitted light during sedimenta- 
tion and which can measure particles larger than 100 
nm. The second method used was photo correlation 
spectroscopy (PCS, on a Malvern. Zetasizer 4 or 
BrookHaven Instrument), based on scattering of light 
by particles, which allows the estimation of particles as 
small as 5 nm. 

3. Results and discussion 

3.1. Morphological analysis 

A typical transmission electron micrograph showing 
the particle aggregation in a-Si:H powders is shown in 
Fig. 1. It can be observed that the particles are aggre- 
gated into larger blocks, probably due to the electro- 
static interactions (Fig. 1). XRD allows the estimation 
of the average crystallite diameter [6] by the use of the 
Debye-Scherrer law (not considering any strain 
effects), from the broadening of the crystalline peaks. 
Crystallites form a small part of the primary particles, 
mostly amorphous, which grow into larger sizes after 

heat treatment at elevated temperatures [6]. The crystal- 
lite size estimated from XRD for the as synthesized 
a-Si:H powders (~ 3 nm) is at the limit of therrnody- 
namic equilibrium between the amorphous and the 
crystalline states. Short range ordering of the bond 
angles in the silicon matrix of the a-Si:H powders was 
interpreted from Raman spectroscopic measurements 
[3]- 

BET gives information on the specific surface of the 
powder, which can be utilised to calculate the average 
diameter of the primary particles if we suppose that 
they are spheres with regular surfaces. These assump- 
tions are justified from the observations made in TEM 
[6]. The specific surface area was 160 m2 g_I for the 
a-Si:H powders, which corresponds to primary particle 
sizes of 20 nm, comparing well with the particle sizes 
determined by TEM (20-30 nm). 

3.2. Chemical analysis 

a-Si:H powder was heated at low temperatures (be- 
tween 80 and 200 °C) in a thermogravimetric analyser 
(TGA) system, in air and in a reducing atmosphere. 
Aggregate sizes after annealing were measured by PCS, 
to check the influence of oxidation and adsorbed mois- 
ture on the surface chemistry and the aggregation phe- 
nomena. The loss of water around 100 °C was observed 
but no difference in aggregate sizes was observed. This 
suggests that the surface is oxidized, and that the 
adsorbed water has no influence on colloidal dispersion. 

Fig. 1. TEM micrograph showing the microstructure of the powder. 
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3.3. Ultrasonic dispersion 
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Fig. 2. Infrared spectrum of the silicon powder. 

Heating at higher temperatures showed exothermic 
peaks at 350 and 620 °C, which are believed to be the 
signature of the loss of weakly bonded hydrogen and 
the beginning of crystallization, respectively. 

The chemistry of the surface controls the colloidal 
properties. Post-oxidation analysis of silicon nitride in 
TGA suggests that the powder contains about 6% 
oxygen, presumably at the surface as silicon suboxides. 
ESCA measurements further confirm that oxygen ac- 
counts for 30 at.% of the superficial layers of a-Si:H 
powders, and 25% of Si3N4 powders. Carbon is present 
as carbides or as carbonates in the surface as well, 1.5% 
in a-Si:H powders, and 6% in Si3N4, evidently due to 
the contamination from exposure to the atmosphere. 
Also, due to the synthesis from silane the a-Si:H pow- 
ders contain about 20 at.% hydrogen. In Fig. 2 a typical 
infrared spectrum of the silicon powder studied here is 
presented. Since the small particles are very reactive due 
to their large specific areas, exposure to atmosphere 
immediately oxidizes the powders, as can be observed 
from the Si-0 absorption band centered at 1100 cm"'. 
The oxygen is mostly bonded to the surface of the 
powders, as can be interpreted from the presence of 
Si-03 absorption at 2240 cm-1. Silicon and hydrogen 
are bonded in clusters, as can be observed from the 
absorption peaks at 880 cm-1, 2080 cm-1 and 2100 
cm-1, which are attributed to Si-H2 bending, Si-H2 

stretching and (Si-H2)„ stretching, respectively. Fur- 
thermore, the presence of Si-0 absorbtion at 1100 
cm-' suggests bridging-type oxygen bonding on the 
surface. 

The characteristics of the oxygenated surface would 
be different for different amounts of oxygen in the 
powder. This can strongly influence the dispersion char- 
acteristics and so the results obtained in these experi- 
ments cannot necessarily be extrapolated to oxygen free 
samples. 

In dry powder an agglomeration of primary particles 
is almost inevitable. In the colloidal state, several bind- 
ing forces have to be counteracted in order to achieve 
an acceptable disagglomerated state. The major binding 
forces which are experienced by the particles in a low 
viscosity solvent are: (1) binding by adhesion forces 
between the particles, essentially due to Van der Waals 
interaction; (2) binding by wetting liquids: these 
boundary forces are in addition to the capillary under- 
pressure in the liquid bridges and they are stronger than 
the adhesion forces but less influenced by the surface 
roughness. 

Dispersion of the powders essentially requires coun- 
teracting these two forces by physico-chemical and 
mechanical means to an extent that minimizes the 
aggregate sizes. In order to achieve this situation, it is 
absolutely essential to achieve good wetting of the solid 
particles by the liquid, deagglomeration of the aggre- 
gates and stabilization of the suspension to prevent 
renewed agglomeration. 

Ultrasonic dispersion was used to disperse the aggre- 
gates from the agglomerates. Above a power level of 1 
W, ultrasonic waves in liquid form cavities which im- 
plode, producing an intense pressure gradient (20 GPa 
cm-1) [7]. We monitored the size of agglomerates in 
the suspension after various time delays of ultrasonic 
dispersion in the bath at a constant power. The agglom- 
erate size decreases during the first 3 min of ultrasonic 
dispersion, and then reaches a minimum value which is 
believed to be the best dispersion possible under the 
present conditions. For all the samples we carried out 
the ultrasonic dispersion for 10 min. It has been re- 
ported that if ultrasonic dispersion is carried out for a 
longer time, aggregation of particles during implosions 
is observed, which we did not see under our present 
conditions. 

3.4. Choice of the solvent 

To obtain non-agglomerated sterically stabilized 
suspensions, strongly attached and dense layers of 
dispersant molecules are required on the powder surface. 
A strong adsorption is obtained by the interfacial Lewis 
acid-base interactions between dispersant and surface 
site of the powder [8]. Another condition to obtain a 
stabilized suspension requires a solvent of low surface 
energy so as to wet the surface, which essentially means 
that the solvent must have a low dipolar moment. For 
example, distilled water could not be used to disperse our 
powders because of its high polarity, even after changing 
the polarity in pH or ionic content. Organic additives 
such as polyoxyethylene (Tween 80) had to be added in 
water to achieve wetting. But these additives create 
bubbles during the ultrasonic dispersion process, 
sometimes adversely influencing the PCS measurements. 
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A parameter F is often used to characterize the 
suitability of dispersing solvents, where F is given by [9] 

F-- 01 

where n (cP) is the viscosity, e is the dielectric constant 
and ju (D) the dipolar moment. 

A solvent with a low F is characterized by the 
tendency to create electrical charges on an initially 
uncharged surface to electrostatically stabilize the parti- 
cles. Without this stabilization the particles would tend 
to re-agglomerate after the ultrasonic dispersion pro- 
cess. We measured the mean diameter of particles in 
several colloids (Fig. 3) with the same amount of a-Si:H 
powder, but different solvents, and monitored the re- 
agglomeration phenomenon as a function of time. The 
mean diameter of agglomerates was not proportional to 
F, which might mean that the surface was already 
charged before the wetting treatment. 

One of the best solvents to achieve nearly total 
deagglomeration seems to be ethanol. We studied the 
mixtures ethanol + MEK (methyl ethyl ketone) and 
ethanol + water with the powders a-Si:H and Si3N4 

(Fig. 4). From this study it appears that the best 
stabilization is achieved when the ethanol content in the 
solvent is maximum, essentially thus motivating our 
choice of ethanol as the solvent for dispersing this type 
of powder. The measured diameter of the aggregates in 
all the powders considered in this study after the ultra- 
sonic dispersion is shown in Table 1. 

The ultrasonic treatment of the colloidal suspension 
leads to the rupture of weak bonds between aggregates 
but stronger chemical bonds between primary particles 
are difficult to break. The estimated particle size in the 
colloids is then the size of the strong aggregates be- 
tween primary, particles. Knowing the diameter of pri- 
mary particles, dprim, and the diameter of aggregates, 
4,gg, we can calculate the maximum number of particles 
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Fig. 4. Diameter of a-Si:H and Si3N, aggregates in a mixture of 
varying amount of ethanol and MEK or water. 

per aggregate or the fractal dimension of aggregate by 
using [10] 

N = <4, ;J 
The average diameter in the colloid, as measured for 

a-Si:H, is 150 nm, which means that no more than 420 
primary particles are contained per aggregate. Follow- 
ing similar reasoning, we estimate that no more than 
1400 particles of Si3N4 form an aggregate. The particles 
are necked to each other rather than sintered into one 
mass; thus the particles are obviously smaller in number 
in the aggregates. Observation by HRTEM confirms 
these estimations (Table 2). 

3.5. Formation of the aggregates 

In the rf-plasma, large hydrogenated silicon clusters 
are formed by condensation reactions resulting in nega- 
tively charged clusters having highly cross-linked three- 
dimensional structures [11]. The formation of small 
clusters, at least up to about 40 atoms of silicon, arises 
from negative ion polymerization in low pressure silane 
discharges, while anion-neutral and neutral-neutral 
condensation leads to homogeneous nucleation that 
ultimately results in the formation of the powders. The 
growth of the clusters is limited and when they get 
larger they may get ejected and attach to one of the 

Table 1 
Diameter (nm) of particle agglomerates in three different solvents 

EtOH Water MEK 

a-Si:H 
Si3N4 (ENEA) 
Si,N4 (ÜBE E-10) 

146 ± 11 
470 ±30 
650 

720 ± 50 
630 

162 ±15 
530 ± 50 
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Table 2 
Morphological sizes observed by different analytical methods 

XRD BET PCS 

Observed object crystallites primary particles 
a-Si:H, average diameter 3 nm 20 nm 
a-Si3N4 (EN EA), average diameter 1 nm 40 nm 

aggregates 
150nm 
450 nm 

TEM 

all 
20-150 nm 
40-450 nm 

electrodes where they are eventually collected. As the 
larger clusters are in continuous motion in the plasma 
they have a high probability of collision, which might 
lead to larger chemically bonded clusters. The overall 
mechanism of agglomeration is shown in Fig. 5. The 
charged clusters create an electrostatic repulsion be- 
tween the particles, and in addition, face the gravita- 
tional force, drag due to gas flow, along with the force 
due to the electrical field across the electrodes [12]. 
Above a given size, the balancing forces are disturbed 
and the aggregates can no longer be sustained by the 
plasma; thus they get ejected. In the case of laser driven 
reactions, the primary agglomeration phase occurs in 
the gas phase and once the balancing forces consisting 
of the thermophoretic forces, the drag due to gas flow 
and the gravitational forces are overcome, the agglom- 
erates are ejected from the reactor for collection. 

4. Conclusions 

observed in amorphous silicon as determined by photo- 
correlation spectroscopy. The silicon nitride powders 
obtained by laser driven reactions form aggregates 
of about 250 nm radii, while the commercial UBE 
powders are dispersed in aggregates of 300 nm sized 
radii, which agrees well with the literature. The smaller 
aggregate sizes of the powders synthesized by plasma 
processing could be due to the inherent properties of 
the plasma. Detailed study of the cluster growth and 
the development of the powder in the plasma will add 
more light to this observation. The a-Si:H powders 
obtained by the plasma reaction of silane qualify well 
for slip cast because of the uniform shape to the 
spherical aggregates. However, further studies have to 
be carried out to verify the advantages of small sized 
agglomerates of powders obtained by plasma induced 
condensation reactions, and to clarify whether these 
conclusions are universally true for the other silicon 
alloys. 

The properties of the colloidal suspensions necessary 
to prepare slip cast ceramics depend upon the solvents 
used. Ethanol was found to be a suitable universal 
solvent for the powders studied here as it dispersed the 
agglomerates into the smallest aggregates when com- 
pared with suspensions made in other solvents. Particle 
size measurements of the dispersion of nano-sized a- 
Si:H powders obtained by plasma driven reactions of 
silane, and Si:N powders obtained by laser driven reac- 
tions of silane and ammonia suggest that the primary 
particles form chemically bonded aggregates, which are 
difficult to separate. Aggregate sizes of 80 nm radii were 
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Abstract 

Nanostructured materials have generally been synthesized by condensation from the vapor phase in an inert carrier gas, most 
often in a buoyant plume above a hot vapor source. Particles form by homogeneous nucleation as the gases cool and grow by 
Brownian coagulation. Previous studies have shown that the size of the smallest structures is reduced with decreasing pressure, so 
most nanoparticle synthesis is performed at low pressures. The crystallites produced by this method are subunits of larger 
agglomerate particles, often with substantial neck formation that interferes with consolidation. Examination of the theory of 
particle growth under such conditions reveals that, once agglomerate particles begin to form,, particle growth rapidly accelerates. 
The crystallite size is, therefore, determined by the growth prior to the onset of agglomeration. From this analysis, it is seen that 
the rate of production of nanoparticles can be increased dramatically if the synthesis reactor is operated at higher pressure, with 
correspondingly shorter growth times. The growth time is determined by the effective cooling rate in the growth region of the 
reactor. Short growth times are achieved by rapid cooling. Neck formation in those agglomerate particles that do form is 
diminished by starting the growth process at a high initial temperature. 

Keywords: Vapour phase; Synthesis 

1. Introduction 

The predominant technology for laboratory synthesis 
of nanoparticles from the vapor phase is the so-called 
inert gas condensation method with-which Gleiter and 
coworkers [1,2] first generated the materials that 
demonstrated the exciting properties of nanostructured 
materials. The roots of this technology are generally 
traced back to the pioneering work of Granqvist and 
Buhrman [3], although the extensive investigations of 
the thermodynamically stable and metastable crystals 
by Uyeda and coworkers [4,5] over 20 years were based 
on the technique. Much earlier, Pfund [6] employed this 
basic approach for the synthesis of bismuth fumes. 
Earlier yet, carbon black and lamp black were pro- 
duced by methods that differ from the methods of 
Gleiter primarily in their execution at atmospheric pres- 
sure with a chemical reaction source for the paniculate 
material. Indeed, carbon particles produced as a fume 
from the vapor phase have nanometer-scale fine struc- 

tures and form the basis of a large volume nanocom- 
posite, namely rubber that has been reinforced with 
carbon black to improve the wear properties of tires. 
Our interest here focuses on extensions of the modern 
incarnation of this technology for the synthesis of 
nanostructured metals, ceramics, and semiconductors. 

In the inert gas condensation method, a metal is 
vaporized into a low density gas, typically helium. 
Typically, the temperature required for vaporization is 
achieved by Joule heating, although thermal plasmas 
[7], laser ablation [8] and spark ablation sources [9] 
operate in essentially the same manner. Vapors migrate 
from the hot source into a cooler gas by a combination 
of convective flows and diffusion. Although dilution 
resulting from the latter transport mechanism decreases 
the partial pressure of the vapor from the saturation 
condition at the source, the decreasing temperature 
leads to a far more rapid decrease in the equilibrium 
vapor pressure and correspondingly high supersatura- 
tion. This effect is amplified by using helium, which has 
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a very high thermal conductivity. At high supersatura- 
tion, the vapors rapidly nucleate, forming very large 
numbers of extremely small particles.  The particles 
then grow by Brownian coagulation as they are ad- 
verted away from the source in the thermal plume or 
forced flow. Ultimately, the particles are collected for 
subsequent consolidation. The particles are generally 
collected by thermophoretic deposition on a cold sur- 
face [3,4], the same technology that has been used 
since ancient times in the production of carbon black. 
Most   applications   of  the   inert   gas   condensation 
method carry this approach to extremes by cooling the 
deposition substrate with liquid nitrogen to enhance 
the deposition efficiency. 

Particles collected in this manner are highly concen- 
trated on the deposition substrate. While the particles 
deposited on the substrate have a complex aggregate 
morphology,  the material is generally described in 
terms of the size of the crystallites that make up the 
larger structures. However, the crystallite size is only 
part of the picture.  Kaito [10] demonstrated quite 
clearly that the nature of these particles could be 
altered by heating the plume above the source. When 
the  plume was not heated,  Mo03 crystallites  only 
grew within about 30 mm of a 0.5 mm diameter 
Mo wire. A range of particle sizes and structures was 
seen above that height, depending upon the position 
relative to the center of the smoke plume, but the 
sizes on any streamline did not appear to change ap- 
preciably.  If, however, a second heater was placed 
above the source wire so that the plume passed be- 
tween heated grids, the crystallite size did increase. 
This was attributed to the coalescence of the crystal- 
lites that make up the complex aggregate particles 
present in the plume. While such aggregate particles 
are  useful  in  some applications,  notably in struc- 
ture blacks that are used for reinforcing rubber and 
other polymers, hard agglomerates severely hinder the 
consolidation    of   metal    and,    especially,   ceramic 
powders. 

Some definitions are required for the work that fol- 
lows. By "particle" we mean the entity that moves as 
a unit in the aerosol phase, although it is the size of 
the crystallite subunit that has received the greatest 
attention in the literature on nanostructured materials. 
Measurements of crystallite size by electron mi- 
croscopy frequently yield estimates that severely un- 
derestimate the total particle volume or mass. Nguyen 
and Flagan [11] compared transmission electron mi- 
croscopy (TEM) estimates of the sizes of particles with 
measurements based on the migration of singly 
charged particles in an electric field for particles syn- 
thesized by thermal degradation of dilute silane gas in 
a nitrogen carrier. The TEM-determined sizes are in 
the 10 to 20 nm range and decrease with increasing 
silane concentration. Measurements based on the mi- 

gration velocity of singly charged ^particles in an elec- 
tric field, on the other hand, suggest a much larger 
particle size, ranging from 40 nm to nearly 200 nm at 
the highest silane concentrations. This mobility size is 
closely related to the projected area of the particle. 
The difference between these two size estimates reveals 
a substantial deviation of the particle structure from 
the dense, roughly spherical particles that TEM analy- 
sis might suggest. The small subunits that comprise 
the particles are the so-called "primary particles" that 
coagulated to form the larger agglomerate. The pri- 
mary particles may be strongly bound together as a 
result of neck growth, forming a "hard agglomerate" 
or "aggregate", or they may be weakly bound together 
by Van der Waals forces to form a "soft agglomer- 
ate". 

The strength of the bonds between the primary par- 
ticles that comprise an agglomerate may vary widely, 
depending on the material properties, the atmosphere, 
and the temperature-time history that the particle has 
experienced subsequent to collision with other primary 
particles due to Brownian motion. Coagulation is a 
general term that is used to describe particle combina- 
tion by Brownian motion or other mechanisms, and it 
is generally applied to particle combination with com- 
plete coalescence. Agglomeration refers 'to the combi- 
nation  of particles  in  which  the  primary  particles 
remain identifiable, and may be applied to the forma- 
tion of either soft van der Waals or hard, sintered 
agglomerates. Soft agglomerates, being formed at tem- 
peratures too low for significant coalescence, may be 
separated into their component primary particles with 
relative   ease,   facilitating   subsequent   consolidation. 
Consolidation of powders containing hard agglomer- 
ates, on the other hand, is much more difficult, fre- 
quently resulting in densities well below the theoretical 
limit. 

In this paper, we seek to understand the dynamics 
of nanoparticle synthesis reactors sufficiently well to 
facilitate the production of nanoparticles with minimal 
hard agglomerates. Although it is the major technol- 
ogy being used in the development of nanostructured 
materials technology and provides most of the data on 
the relationship between operating parameters and ma- 
terial properties, the inert gas condensation system is 
far   from   optimal   for   large-scale   production   of 
nanoparticles. In the discussion that follows, we focus 
on the particle dynamics that must be understood to 
achieve the needed control over particle properties. 
While we shall examine the consistency of the models 
developed with the existing database, we do not at- 
tempt to model the complex, buoyancy-driven flows of 
inert gas condensation systems. Instead, we develop 
one dimensional models that highlight the processes 
that dominate particle growth and structural evolution 
in nanoparticle synthesis. 
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2. Particle formation and growth 

2.1. Particle inception and vapor deposition 

Vaporization of a refractory material from a hot 
source, be it produced by Joule heating, by a thermal 
plasma, or by any other method, into low pressure gas 
leads to rapid and extreme supersaturation as the va- 
pors cool. High supersaturation favors the growth of 
small clusters. Initially, the clusters grow by monomer 
addition, 

A + A2^±A3 

A + A3^±A4 

A + A„ -A„ 

The addition of monomers to the growing clusters can 
be estimated from the kinetic theory of gases, but the 
reverse term is not known a priori. The frequency of 
evaporation of monomers from the cluster is estimated 
by application of the principle of microscopic reversibil- 
ity, equating the rates of condensation and evaporation 
at full thermodyamic equilibrium. Unfortunately, the 
free energy of the small clusters is not well understood, 
so estimates are generally required. The classical deriva- 
tion employs the so-called capillarity approximation in 
which the free • energy of a cluster containing g 
molecules is modeled as equivalent to g molecules of 
bulk material (usually taken to be liquid) with an 
additional surface free energy term. In the absence of 
more detailed information, the surface free energy is 
generally approximated by that of the bulk liquid, 
introducing a large uncertainty into the calculated nu- 
cleation rate. If one further assumes that a steady-state 
cluster distribution persists during the period when 
most of the new particles are formed, the nucleation 
rates becomes 

J = PvVt 

Jlnm.kT V kT 
N: exp 

\6na h] 
?>{kTf In2 s (1) 

Although predicted nucleation rates frequently deviate 
from measured rates by many orders of magnitude, this 
expression clearly predicts the observed strong depen- 
dence of the rate of particle formation on the saturation 
ratio, S = pvap/pSM(T), and the surface tension, a, and 
yields reasonable predictions of the value of S at which 
the nucleation rate becomes appreciable. For the refrac- 
tory materials that have been the focus of most nanos- 
tructured material synthesis and for the extreme 
variations in temperature that occur in the inert gas 
condensation system, nucleation usually begins very 
abruptly and proceeds at a very high rate. The particles 

thus produced serve as sinks for additional vapor, 
quickly reducing the supersaturation and quenching 
additional nucleation. Large numbers of extremely fine 
particles are generated in this brief nucleation burst. 
Although the particles grow somewhat by condensa- 
tion, the vapor partial pressure is quickly depleted. The 
particles then grow by Brownian coagulation. 

While the process outlined above is typical of present 
nanoparticle synthesis systems, nucleation can be 
slowed if the supersaturation is limited. Allowing nucle- 
ation to occur at relatively low supersaturation, the rate 
of particle formation is reduced, leading to lower initial 
number concentrations. These particles can then be 
grown to larger size as additional material is deposited 
on the surfaces of the growing particles. This approach 
has been demonstrated most effectively in particle syn- 
thesis by gas phase chemical reactions in which the 
reaction rate was gradually accelerated as the initial 
nuclei grew, producing a much narrower size distribu- 
tion of nanometer sized particles than resulted from 
reaction at a higher temperature in an isothermal reac- 
tor [12,13]. The rate of vapor deposition on a nanopar- 
ticle is directly proportional to the particle's projected 
area. Assuming that all molecules that arrive at the 
particle surface contribute to particle growth, the time 
rate of change in the particle radius is 

da 
dt' 

Nxc 
4 (2) 

If the nucleation burst produces particles ranging in size 
from a0 to a0 + Aa, the upper and lower bound sizes 
will increase due to vapor deposition, but the range of 
sizes will not change. Thus, the relative range of parti- 
cle sizes, Aa/a, will decrease as the particles grow, 
leading to a narrower distribution as observed by 
Okuyama et al. [13]. This phenomenon has been used 
effectively in nanoparticle synthesis by Bowles et al. 
[14], who generated clusters of controlled size, i.e., 
dimers, and then grew them by vapor deposition, lead- 
ing to a very narrow particle size distribution. These 
methods have generally been applied to laboratory 
investigations of particles and clusters rather than to 
the production of the quantities of materials needed for 
studies of nanostructured materials. 

2.2. Coagulation and agglomeration 

In most refractory particle synthesis systems, very 
large numbers of small particles are produced during 
the nucleation burst. Their growth by condensation is 
limited by the amount of vapor in the system. The 
particles continue to grow, however, due to Brownian 
coagulation. While the particles are small and the gases 
relatively hot, particles coalesce quickly after agglomer- 
ation. Later, however, due to decreasing mobility of the 
atoms iff-the small particles and decreasing excess sur- 
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face free energy driving forces, the coalescence slows, 
and the particles grow as low density agglomerates. 
Although the fine structure of the resulting particles 
may be on the desired nanometer scale, the particles are 
actually much larger and may be quite rigid, hindering 
consolidation of the powder. To understand the com- 
peting processes that govern the structure of nanoparti- 
cles, we must examine each of the mechanisms involved 
in the particle growth. 

We seek to understand the evolution of the particle 
size distribution due to Brownian coagulation. Systems 
of interest for nanoparticle synthesis generally involve 
substantial temperature variations. To avoid confusion 
with temperature effects on the particle concentration, 
it is convenient to express the particle concentration on 
a mass rather than a volumetric basis, i.e., we define the 
total number of particles per unit mass of gas in the 
system at time t zi'"N{t). The number of particles per 
unit mass with volumes between v and v + dv is 
dN{t) = n(v,t)dv, where n(v,t), the continuous represen- 
tation of the particle size distribution, is related to the 
conventional volumetric size distribution function ii(v,t) 
by 

n(v, t) = pn{v, t) (3) 

and p is the gas density. The growth of aerosol particles 
by coagulation is described by an integro-differential 
equation, 

8n(v, t)\ 1 
ct 

pK(v — u, u)n(v — u, t)n(u, t) du 

-n(v,t) pK(v, u)n{u, t) du (4) 

where K(v,u) is the rate coefficient for Brownian colli- 
sions between particles of volumes u and v. The first 
term on the right-hand-side describes the formation of 
particles of volume v by coagulation of smaller parti- 
cles. The second term describes the loss of such parti- 
cles by coagulation with particles of any size. Although 
the particle sizes of interest are small, the numbers of 
atoms involved are sufficiently large that the continuous 
representation of the particle size distribution is an 
excellent approximation that leads to some simplifica- 
tions for predicting the performance of nanoparticle 
synthesis systems. 

Even at atmospheric pressure, nanoparticles remain 
small compared to the mean-free-path of the gas 
molecules X throughout their growth. The appropriate 
collision frequency function for modeling nanoparticle 
synthesis is, therefore, that for coagulation of free 
molecular particles, i.e., 

K(v, u) = A, collision (5) 

V Tip. \V    u) 
(6) 

and >4coiiisj0n is the collision cross-sectional area. Early 
in the growth process, the particles coalesce rapidly and 
may, therefore, be assumed to be spherical, so that 

3 \2/3 

f-     (v^ + u^)2 (7) 
\AKJ 

The collision frequency function for spherical particles 
thus becomes 

1 collisions = 4n 

Ks(v,u) = K(v]ß + uU3) 
1   1 
- + - 
V     u 

1/2 
(8) 

(9) 

where 

\4«/   V PP 

Late in the growth process, coalescence slows and the 
particles take on complex agglomerate structures that 
are fractal-like. For mass-fractal particles, the volume 
of paniculate material contained within a region of 
radius r scales as 

"V0\-0) 
(10) 

where 

v0 = f nal 

is the volume of the so-called primary particles (radius 
aQ) that comprise the agglomerate, and Df is the mass- 
fractal dimension of the particle. For a wide range of 
aerosol systems, the fractal dimension for solid particles 
grown by coagulation at temperatures sufficiently low 
that coalescence does not appreciably alter the particle 
shape, the fractal dimension is approximately Z) * 1.8. 
The collision radius for a particle of volume v thus 
scales as 

""*£ 
l/Or 

(ID 

The collisional area for free molecular coagulation of 
mass-fractal particles of volumes u and v is thought to 
scale as [15] 

^comsio„.a~^
,/Dr+"1/09" (12) 

where v = Min(£>f,2). The parameter 4> has been intro- 
duced for dimensional consistency. If we require that 
^collision.^.^) = ^collisioni^o). We find 

{IT 
and the collision frequency function becomes 

<j> = An\ 22-vv2
0i 

2/3 - v/Dc (13) 

Ka (u,v) = 22~ V
KVI'

3
 ~ ">Diul/D' + v "°0l - + - 

1/2 

(14) 

The mean relative thermal speed of the two particles is        This expression reduces to Ks(u,v) for £>,-= 3 and v 
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Examination of the two forms of the collision fre- 
quency function reveals some important features of the 
transition from coalescent coagulation to agglomera- 
tion. Consider first the coagulation coefficients for par- 
ticles of equal volumes, i.e., Ks(v,v) and K.d(v,v). The 
ratio of these two rate parameters is 

\v/D;-2ß Ka(v,v) 
KAv, v) 

= 22" (15) 

For a typical fractal dimension of 1.8, the exponent on 
v becomes 1/3. We see that, as particles grow beyond a 
starting volume, v0, the rate constant for growth of 
agglomerate particles accelerates beyond that for 
spheres. Hence, once particles begin to agglomerate, 
growth accelerates. This is illustrated in Fig. 1 for a 
typical fractal dimension of 1.8, showing that agglomer- 
ate particles will coagulate much faster than spheres of 
equal volume. The range of volumes examined here is 
large, but recall that an increase in volume of 103 

results in an increased radius for spherical particles of a 
factor of 10. 

The effect of agglomerate structure on coagulation is 
even more pronounced for particles of different sizes. 
We consider the coagulation of particles of volumes v 
and ßv. The ratio of the coagulation rate coefficient for 
spherical particles of different volumes to that for parti- 
cles of equal volumes is 

1/2 

while that for agglomerate particles is 

(16) 

KJv,ßv) 
(i+ß]/Dy[\ + 

1 \ 1/2 

K,(v,v)     ^ ' r     '\- ■ ß 

These ratios are compared in Fig. 2. In both cases, the 
collision frequency function increases as ß increases, 
but the rate of increase is greater for agglomerate 
particles. Thus, once a range of particle sizes is present 
in the aerosol, particles of differing sizes will coagulate 
more rapidly than large or small particles of compara- 
ble size. The fast increase in the coagulation rate con- 

> 
> 

> 
> 

v/v0 

Fig. 1. Ratio of the coagulation rate coefficients of agglomerate and 
spherical particles with particle size for particles of equal volume. 

> 
> 

CO. 
> 
2" 

Fig. 2. Variation of the coagulation rate coefficient with relative 
particle volume for particles of different volumes. Solid line, aggre- 
gate particles with fractal dimension D(; dashed line, spherical parti- 
cles. 

stant for agglomerates arises from the rapid increase in 
the collision area of the agglomerate particles. The 
large particles present a large target for impingement of 
the more mobile smaller particles. This reinforces the 
conclusion that once agglomerates begin forming, they 
will grow more rapidly than dense particles, often at the 
expense of dense particle growth. 

(17)        2.3. Population dynamics 

The collision frequency function is said to be homo- 
geneous of degree y if 

K(ßr,,ßfj) = ß?K(n,fj) (18) 

Both of the collision frequency functions presented 
above are homogeneous. The degree of homogeneity 
for spheres is y= 1/6, while that for agglomerates is 

v      1 
7= — — ^. When the collision frequency function is 

homogeneous, the particle size distribution of a coagu- 
lating aerosol asymptotically approaches a self-preserv- 
ing form that can be expressed in terms of the 
dimensionless particle volume [15-17] 

v 

tw-*g£m jr{t) 

where 

m = 
JT{t) 

(19) 

(20) 
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and V is the total volume of particulate material per 
unit mass. Substituting the self-preserving particle size 
distribution into Eq. (4) and integrating both sides over 
all particle volumes yields a rate equation for the total 
particle volume per unit mass of gas in the aerosol 
system, 

d? 
= -2! vaKpvl'2 ■ v/Dtyv/Df- WjySß - v/Dc (21) 

where 

a = 
l    lY/2 

n   n) 
(22) 

must be determined by numerical solution of the coagu- 
lation equation. For free-molecular coagulation of 
spherical particles, a = 6.67 [16]. The self-preserving 
particle size distribution for free molecular coagulation 
of spherical particles is approximately log-normal, with 
a geometric standard deviation of aG « 1.35. The value 
of a for agglomerate particles should, at least, be of the 
same order of magnitude. 

Assuming that the total particle volume V is constant 
throughout the coagulation growth process, the mean 
particle volume = VjN{t) thus obeys 

dv 
it 

= 2>-*aKPvy*-viD<VvvlD<-112 (23) 

Integrating Eq. (23) over time subject to an initial 
condition of v(0) = v0, e.g., the size of particle produced 
by homogeneous nucleation, yields 

v(t) = v0 1+21 '3__v_\ OCKOPQV f' Kp d 1 
.2   DrJ    V

5
O'
6
    JO K0p0    J 

l/((3/2)-(v/A0) 

(24) 

Assuming ideal gas, constant pressure, and noting 
that jf ~ T1'2, 

K£_ 

KoPo 
(25) 

The integral in Eq. (24) allows application of the ex- 
pression to variable temperature systems. 

We see from Eq. (24) that the rate of particle growth 
depends on the total volume of particulate material per 
unit volume of gas, p V, the fractal dimension of the 
particles, Ds, the sizes of the primary particles from 
which the agglomerates are assembled, and, through 
Eq. (25), the temperature-time history of the aerosol 
system. Because the particles of interest are much 
smaller than the mean-free-path of the gas molecules, 
there is no explicit dependence on the total pressure in 
the reactor. Instead, the dependence on pV=PJRsasT 
indicates an influence of the partial pressure of the 
vapor precursor, Pv. Experimental observations in inert 
gas condensation reactors, on the other hand, show a 

strong dependence of the primary particle size on the 
system pressure [3]. This apparent contradiction can be 
resolved by examining the complex vapor source com- 
monly used in IGC systems. For a system with uniform 
composition and starting from thermal equilibrium 
with a hot vapor source, particle growth would be 
independent of the overall pressure. However, diffusion 
of the vapors from the hot source into the surrounding 
low density gas varies inversely with overall pressure. 
Hence, lowering the pressure increases vapor dispersion 
and dilution, thereby lowering the volume concentra- 
tion of particulate material produced by condensation 
and slowing their growth by coagulation. The complex 
interplay between heat and mass transfer in the vicinity 
of the vapor source is beyond the scope of this paper. 
Rather than attempt to model this complex source in 
detail, we assume that the initial vapor partial pressure 
is a constant fraction of the overall system pressure. 
The resulting model captures the essential features of 
particle growth in these systems without the complexity 
of modeling the buoyancy-driven flows in the IGC 
system and is more applicable to forced flow systems 
that will probably dominate in large-scale nanoparticle 
production. 

For isothermal coagulation of spherical particles, the 
particle growth equation (Eq. (24) can be rewritten as 

v = v0 

where 

1+ — 
6/5 

= «\,[l + 0f5 

5 UK0p0V 

(26) 

(27) cs      12    v5
0'

6 

is the characteristic time for coagulation of spherical 
particles, and 

(28) 

Allowing for fractal particles, isothermal coagulation 
yields 

v = v0 ♦HG-i-j 
l/((3/2)-(v/ßf)) 

(29) 

For spheres at long time, increases as 66/s, while for 
agglomerate particles with a fractal dimension of 
Df = 1.8, v~82. Thus, as expected from the collision 
frequency function, we again see that agglomerate par- 
ticles will grow more rapidly than will spheres. Allow- 
ing for both fractal particles and variable temperature, 
the more general result is 

v = v0 

where 

1 + -f Tca Jo 

df 

■JWo 

l/((3/2)-(v/£)r)) 
(30) 
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r„„ = ■ (31) 

5        \2    Dt_ 

is the characteristic time for agglomerate coagulation. 
Nanoparticle synthesis systems are characterized by 

rapid cooling of the vapors and product particles. 
Generally, the temperature is initially sufficiently high 
that the particles coalesce quickly after coagulation so 
that each collision event involves pairs of spheres. 
After sufficient cooling, the coalescence will slow to 
the point that necks between the coagulated particles 
grow only to a limited extent between collision events. 
From that time forward, the particles will grow as 
agglomerate particles, developing dendritic fractal-like 
structures that coalesce on a time scale that is much 
longer than the time between collision events. In 
rapidly cooled gases, we expect this transition to be 
quite abrupt. Consider the extreme case of instanta- 
neous cessation of coalescence at a time 8*. For 
6 <8* the particles are assumed to grow as dense 
spheres (£>r=3), while for 6>6* the particles are 
assumed to grow as agglomerate particles with 
Z)r= 1.8. The primary particle size of the agglomerates 
is assumed to be the sphere volume at time 6*. Fig. 3 
shows effects of this abrupt transition on the evolution 
of the particle volume. The transition has arbitrarily 
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Fig. 3. Particle volume increase for spherical particles (broken line) 
that transition to agglomerate formation (Or= 1.8) at 6= 10 (solid 
line). 
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Fig. 4. Schematic illustration of the processes that contribute to 
particle growth in nanoparticle synthesis. 

been set at 0* = 10 for these calculations. Following 
the onset of agglomeration, the agglomerate volume 
rapidly outpaces that for spheres. 

The processes that determine the growth dynamics 
of nanoparticles are summarized in Fig. 4. Initially, 
the temperature is high enough that agglomerated par- 
ticles coalesce before additional particle collisions, so 
the  particles  remain  spherical.  As  the  temperature 
drops  and the particles grow,  the coalescence  rate 
slows, leading to agglomerate formation. The objective 
in most nanoparticle synthesis is to grow dense nonag- 
glomerated  nanoparticles.   Only  the  early  stage   of 
growth   when   the  particles  are  still   approximately 
spherical contributes to the production of such parti- 
cles. Once agglomeration begins, continued growth of 
nonagglomerated nanoparticles is unlikely. A number 
of important features of nanoparticle synthesis systems 
are revealed with a simple model. We assume that 
vapor is uniformly distributed throughout the volume 
of a forced flow reactor. As noted above, particle 
evolution depends on the partial pressure of the vapor 
precursor but not on the total system pressure. Fig. 5 
presents   an   operating   map   for   spherical   particle 
growth by coagulation, showing isopleths of constant 
final particle size and mass production rate as a func- 
tion of the precursor partial pressure the time avail- 
able for particle growth. The solid lines show how 
particle size varies with operating pressure and growth 
time. The broken lines are isopleths of constant mass 
production rate per unit of active reactor, volume, i.e., 

pvJtp 

RTT„ 
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where Mp is the molecular weight of the product mate- 
rial and zres is the residence time available for coales- 
ced particle growth in the reactor. As one increases the 
operating pressure at constant growth time, both the 
size of the product particles and the mass throughput 
increase. Thus, increasing the system pressure has two 
effects, one desirable and one undesirable for nanopar- 
ticle synthesis. 

The operating map shows that, to produce particles 
of a given size, the residence time must be increased as 
the pressure is decreased, leading to a decrease in the 
mass production rate. To increase the mass throughput 
of particles of a given size, the pressure could be 
increased, but the residence time would have to be 
decreased to limit growth. In the Gleiter-type inert gas 
condensation reactor operated at 1000 Pa, 5 nm radius 
particles are produced in about 0.1 s at a rate of about 
1 mg cm-3 h-1. A higher pressure source, such as a 
thermal plasma reactor operated at atmospheric pres- 
sure, could produce such particles in times as short as 1 
ms. This thousand-fold reduction in the growth time is 
accompanied by a comparable increase in the mass 
production rate. Of course, neither of these systems is 
operated in an isothermal mode as we have modeled 
here, but the comparison is qualitatively valid. If one 
wants to increase the production rate of a reactor in 
which the primary growth mechanism is coagulation, 
operation at elevated pressures and short growth times 
is very beneficial. The time for growth of the primary 
particles is determined by the time during which the 
temperature is high enough for particles to coalesce 
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Fig. 5. Operating map of nanoparticle synthesis system performance. 
Isopleths of constant mean particle size and reactor throughput are 
plotted as functions of system operating pressure and residence time. 
Particles are assumed to be spherical, with a reactor temperature of 
1600 K. 

completely. Once the temperature has dropped below 
that point, either hard or soft agglomerates may be 
generated, but primary particle growth will be severely 
limited. To understand this transition, we must examine 
the competition between coagulation and coalescence. 

3. Particle coalescence 

A number of condensed phase transport mechanisms 
contribute to the coalescence of agglomerates produced 
by coagulation. Our interest is in the time required for 
complete coalescence of the bisphere that is produced 
when two spherical particles coagulate. The excess sur- 
face area of the bisphere provides the driving force for 
interdiffusion of the two particles. Viscous flow and 
diffusion through the particle volume, grain boundaries, 
or surfaces may contribute to the coalescence depend- 
ing on the material properties and growth conditions. 
The early phase of this process is described in classical 
sintering models [18-21] in terms of the growth of the 
radius of the neck between the spheres relative to the 
sphere radius by a single mechanism, i.e., 

B(T) 
(32) 

where a, is the initial radius of the spherical particle and 
m and n depend upon the individual mechanism. These 
expressions are based upon simplified geometries for 
the growing neck that limit their applicability to a neck 
radius below about xja{«0.3. Although they do not 
describe the complete coalescence that we seek to un- 
derstand, the early stage sintering models do provide an 
estimate for the time required for sintering. That char- 
acteristic time for neck growth is 

r* = B{T). (33) 

A number of investigators have applied such models 
of neck growth to the description of the structural 
evolution of aerosol particles. Ulrich [22] observed that 
the sizes of silica particles produced in a flame synthesis 
process grew much more slowly than coagulation calcu- 
lations would suggest. He later attributed the slow 
growth to slow viscous coalescence of agglomerate par- 
ticles, and attempted to model the process by tracking 
the number of primary particles that make up the 
agglomerates [23]. He characterized the rate of assimila- 
tion of one primary particle into another one in terms 
of the characteristic time for viscous coalescence [18], 

^KH 

fia 
(34) 

where y is the surface free energy of the material and // 
is its viscosity. 
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More recently, Koch and Friedlander [24] expressed 
the relaxation of the particle structure in terms of its 
surface area. They suggested that a rate equation 
should be written for the decay of the particle surface 
area and that the decay could be modeled as a first 
order process, i.e., 

(35) 
coalescence 

where .ys is the surface area of the fully coalesced 
particle, i.e., that of a sphere with the same volume as 
that of the agglomerate, and rs is the characteristic time 
for coalescence that was estimated using classical sinter- 
ing models. Although there is no rigorous basis for this 
model, calculations of Hiram and Nir [25] suggest that 
the approach surface area to that of a dense sphere size 
in viscous coalescence is approximately exponential for 
/» TS. Based on the long time limit, they estimated rs 

based on the final size of the fully densified spherical 
particle. Although the model was developed to describe 
nearly dense particles undergoing viscous coalescence, 
Koch and Friedlander [24] applied their model to the 
entire evolution of the aerosol, extending from early 
times when particles coalesce quickly to later times 
when large agglomerates are the dominant structures. 

From this beginning, both approximate and detailed 
predictions of the size and surface area distribution 
function have evolved [24,26-31]. The use of a simple 
parameter such as the agglomerate surface area or the 
number of primary parameters is cogent; however, al- 
though considerable effort has been invested in devel- 
oping and solving representations of the coupled 
coagulation/sintering problem, remarkably little atten- 
tion has been given to the form of the sintering term 
itself. We may anticipate the development of sintering 
models that more precisely follow the approach to 
complete coalescence by writing the rate equation for 
the surface area evolution in the form, 

*-*' /coalescence 
(36) 

This formulation will allow the incorporation of more 
quantitative models of the neck geometry and of multi- 
ple transport mechanisms. 

For the present, however, we limit our analysis to 
probing the transition from coalescent coagulation to 
agglomerate formation by comparing the characteristic 
times for coagulation with that for coalescence. We 
note that, once TS/TC exceeds a value near unity, com- 
plete coalescence is unlikely. From that time on, parti- 
cles may be expected to grow as agglomerates. Some 
sintering may continue, but this will generally lead to 
undesired neck growth resulting in hard agglomerates 
rather than complete coalescence. Only by increasing 
the temperature as the particles grow, thereby accelerat- 

ing sintering and reducing rs, can particles continue to 
grow beyond this transition point. More commonly, the 
temperature will decrease as growth progresses, acceler- 
ating the transition. 

Thus, the key to the production of dense, nonag- 
glomerated particles when coagulation is the dominant 
growth mechanism is to quench coagulation before the 
onset of agglomeration, i.e., while TS/TC is still less than 
unity. In the discussion that follows, particle growth is 
followed only until TS/TC=1. Throughout the growth 
phase, the particles coalesce on a time scale that is short 
by comparison with the time between collision events. 
Hence, for the present purposes it is sufficient to con- 
sider only the coagulation of spherical particles. 

We consider first the onset of agglomeration in 
isothermal particle growth. For the self-preserving par- 
ticle size distribution, isothermal growth yields 

ä = ä0[\+9]215 

The ratio of characteristic times becomes 

rs    zsQ{\ + 9f""5    zsQi 

*co(l + #) Tc0 

(l+0)(2m/5)-l 

(37) 

(38) 

This result reveals some interesting trends in the coales- 
cence dynamics of coagulating aerosols. For m < 5/2 
and synthesis conditions that allow coalescence of the 
smallest clusters (T^/T^ < 1), coagulation will not lead 
to agglomerate formation under isothermal conditions. 
Even for m > 5/2, the coalescence time will increase 
only slightly faster than that for sphere coagulation, so 
the transition might not occur within the residence time 
in the synthesis reactor. This is suggested by the charac- 
teristic times for isothermal particle growth in Fig. 6 
using a silicon aerosol and surface diffusion, m = 4, as 
the sintering mechanism. Moreover, if the transition is 
passed, the slow increase in the coalescence time means 
that substantial neck growth can be expected following 
any coagulation events that subsequently occur. How- 
ever, isothermal growth is an idealized case that would 
only be expected in carefully controlled laboratory ex- 
periments. 

The inert gas condensation system and most other 
fine particle synthesis technologies employ a high tem- 
perature source, but allow substantial cooling of the 
aerosol after particles are formed. Indeed, in the inert 
gas condensation method and thermal plasma reactors, 
the temperature drop is responsible for particle forma- 
tion in the first place. To examine the role of cooling on 
the transition from coalescent growth to agglomeration, 
we consider the particle dynamics when the aerosol is 
cooled at a constant rate, 

dT=3 
dt        xT 

The particle growth is then described by 

(39) 
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Fig. 6. Variation of the characteristic times for coagulation and coalescence of silicon nanoparticles and the product particle radius with growth 
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where 

Given this growth trajectory, the characteristic time for 
sintering varies with time according to 

a'"  _ am 

J(T)~lrexip r-i 
xs0[l +2^x/l-g/x] 

[1 - Oßf" 

|2m/5 

■exp 

only by Van der Waals forces. Unfortunately, necks 
may continue to grow between agglomerated particles 
after TS exceeds TC. This will depend upon the rate of 
divergence of the characteristic times. This divergence is 
not always as large as the ones shown in Fig. 6. The 
initial temperature also influences the transition from 
coalescent growth to agglomeration as is illustrated in 
Fig. 7. If the initial growth temperature is low enough 
that the coalescence time is only slightly smaller than 
that for coagulation, the rate of divergence is reduced 
dramatically. The lower divergence rate will allow 
greater neck formation of agglomerates formed shortly 
after the onset of agglomeration. Reactor operation 

(42) 

where s=E/(RT0). Fig. 6 shows the influence of the 
cooling rate on the variation of the characteristic time 
for coalescence of a silicon aerosol formed at an initial 
temperature of 1400 K and subjected to cooling rates of 
102 K s~' and 104 K s~'. In both cases, cooling causes 
the characteristic time for coalescence to increase dra- 
matically. The low cooling rate allows a longer time for 
growth before the coalescence time surpasses that for 
coagulation. In both cases, the two characteristic times 
rapidly diverge, although the divergence is more rapid 
at the higher cooling rate. The divergence will be 
greater than indicated here because the more rapid 
growth of the agglomerate particles is not considered in 
Fig. 6. 

The rapid reduction in the sintering rate essentially 
freezes the structure of the primary particles. Ideally, 
neck growth would be terminated abruptly by rapid 
cooling, so that agglomerates formed after the desired 
product particle size is reached would be held together 
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Fig. 7. Characteristic times for coagulation and coalescence of silicon 
nanoparticles as a function of growth time for a cooling rate oflO4 K 
s_l and various initial reactor temperatures. 
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Fig. 8. Variation of particle size with temperature for silicon nanopar- 
ticles for various initial Si partial pressures and constant cooling 
rates. Growth curves for various cooling rates are terminated at the 
point where rs = rc. 

with a higher temperature in the primary growth region 
will, therefore, inhibit the formation of strongly necked 
agglomerates. 

Fig. 8 shows the influence of operating pressure on 
the growth of silicon nanoparticles for a constant initial 
mole fraction of Si vapor of 10%. As the initial vapor 
partial pressure is increased, the particle growth is 
accelerated. Because of the strong temperature depen- 
dence of the sintering rate, the time at which the 
particle coalescence is quenched for a given cooling rate 
is nearly independent of the pressure, although the 
particle size at that time increases dramatically with 
pressure. The growth time required to produce a given 
particle size decreases with increasing pressure, and is 
controllable through the cooling rate. Thus, the key 
parameters governing the size of the product particles 
are the initial partial pressure of the vapor or precursor 
material, and the cooling rate. Because the mass 
throughput per unit of reactor volume is proportional 
to the pressure and inversely proportional to the 
growth time, increasing the system pressure dramati- 
cally increases the rate of production of the nanoparti- 
cles. 

agglomerates begin to form, particle growth accelerates 
dramatically. Because the coalescence rate is decreasing 
at the same time, growth beyond the onset of agglomer- 
ation does not contribute to the growth of the primary 
particles. 

The size of nanoparticles synthesized from the vapor 
phase is, therefore, the size the dense particles grow to 
before agglomeration. Particle size increases with the 
amount of vapor available for particle growth, and with 
the time available for growth before the onset of ag- 
glomeration. As the initial vapor partial pressure is 
increased, the time required to grow particles to a given 
size decreases and the mass production rate per unit of 
active reactor volume increases. Although research 
quantities of material have been effectively generated 
using low pressure inert-gas-condensation reactors, 
efforts to produce technologically significant quantities 
of nanoparticles will benefit from higher synthesis pres- 
sures. 

The rate of decrease of the coalescence rate following 
the onset of agglomeration depends on the cooling rate 
and on the initial growth temperature. If the initial 
operating temperature is low enough that the coales- 
cence time is comparable to the coagulation time, the 
coalescence time will increase only slightly faster than 
that for coagulation. Strong neck formation and hard 
agglomerates can then be expected. On the other hand, 
if the initial operating temperature is much higher so 
that coalescence is initially very rapid, the transition 
will occur much more abruptly. Neck growth within the 
first agglomerates to form will be decreased as a result, 
and agglomerates will be more amenable to dispersion. 
Although the energy cost will behigher, a better 
product will result. 
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4. Conclusions 

The mechanism of nanoparticle growth from the 
vapor phase has been examined with emphasis on coag- 
ulation and coalescence, since those mechanisms domi- 
nate in the inert gas condensation method of synthesis. 
Particles are generally formed at high enough tempera- 
tures that coalescence is rapid at first. As the aerosol 
ages, the temperature drops and the coalescence rate 
slows, so that after some time agglomerate particles 
begin to grow. Because of their larger collision cross- 
sections, agglomerate particles coagulate more rapidly 
than do spheres of equal mass.  As a result,  once 
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Abstract 

This paper reviews the research that has been conducted at the Naval Research Laboratory during the past few years on 
nanocomposites for high temperature applications. The research was inspired by a strengthening theory proposed by N.P. Louat 
(Acta. Metall., 33 (1985) 59). The theory sought to take advantage of the high strength and toughness of fine-grained metals while 
at the same time avoiding, through use of composites, the inherent thermal instability of these materials at high temperatures due 
to thermally activated processes such as creep, grain boundary sliding and grain coarsening. To test this idea, both microcom- 
posites and nanocomposites were synthesized and processed at the Naval Research Laboratory by different techniques that 
included liquid infiltration, electroless plating, chemical vapor deposition fluidized-bed, inert gas condensation, and ball milling. 
In all cases, the composites consisted of a hard reinforcing phase embedded in a softer metal matrix phase in which both phases 
are nearly immiscible. For the case of copper-niobium and brass-niobium microcomposites, both strength enhancement and high 
temperature strength retention were demonstrated. For physical-vapor deposited copper-niobium nanocomposites, very large 
increases were observed in the microhardnesses with a peak in the microhardness values around 63 vol.% niobium. Suppression 
of grain growth at temperatures close to the melting point of copper were demonstrated, as well. Similar results were obtained for 
silver-nickel nanocomposites. Processing nanocomposite metals has proven to be plagued with two principal challenges: 
consolidation and oxidation. These two problems with nanostructured metals suggest alternative research directions designed to 
take advantage both of the strong reactivity and of the large grain boundary surfaces of the nanostructured materials. 

Keywords: High temperature applications; Nanocomposites 

1. Introduction 

In this paper we summarize some research effects that 
have been conducted at the Naval Research Laboratory 
during the past few years in the development of 
nanocomposite materials for high temperature applica- 
tions. This research is based on a strengthening theory 
developed by Louat and described in detail elsewhere 
[1]. In essence, the requirements of the Louat theory for 
high temperature strength retention are for a nanoscale 
composite with hard particles in a soft matrix, a volume 
fraction of the reinforcing phase above 50%, good 
bonding between the matrix and the reinforcement, and 
immiscibility of the two phases. 

Our first attempts in making composite model mate- 
rials that satisfied the basic requirements of the 
strengthening theory involved the use of liquid metal 
infiltration of commercially available fine metal pow- 
ders. To this end, hot isostatic pressing (HIP) was used 

to liquid infiltrate and subsequently to consolidate 
nearly immiscible metal phases that involved the use of 
a refractory metal, such as tungsten or niobium, as the 
reinforcing phase, and a softer metal, such as copper or 
iron, as the matrix phase. Limited results were also 
obtained by infiltrating aluminium into oxide particles. 
The liquid infiltration techniques employed to produce 
the composite specimens has been amply described in 
previous papers [2-4]. 

Besides liquid infiltration, other methods have been 
used to coat the reinforcing particles with a suitable 
metal and then consolidate the coated particles by 
conventional processing. These methods include coating 
the particles by electroless plating or through a 
fluidized-bed chemical vapor deposition (CVD) tech- 
nique [5J. Because of some inherent problems associated 
with each technique, these two methods did not pro- 
duce promising results. Electroless plating coated the 
particles unevenly and the deposited metal converted 
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Materials 

Fig. 1. Room temperature tensile strength of niobium particles 
infiltered with copper or brass compared with pure copper and 
niobium strengths. Data for brass-niobium, with 8.2 urn particles 
show a more than threefold increase with respect to the rule of 
mixtures prediction. 

into an oxide which on compaction, caused the;com- 
posite samples to be brittle. The CVD method can only 
successfully coat relatively large particles (larger than 
10 urn in diameter) and, further, the coated particles 
were contaminated with a carbon residue that could not 
be eliminated. 

In order to produce contamination-free materials and 

have better control both of the composition and of the 
resulting microstructure, nanocomposites were synthe- 
sized by the inert gas condensation-physical vapor de- 
position (PVD) method, using sputtering for vapor 
sources. Following the deposition, the nanosize pow- 
ders were compacted by various means including cold 
pressing, HIPing, and sintering. Details of the deposi- 
tion method as well as details of the processing steps 
are given elsewhere [6]. The combinations investigated 
have included copper-niobium, copper-chromium, 
copper-iron, and silver-nickel. In this paper, however, 
we only review the results obtained for the copper-nio- 
bium system and present some results on the silver- 
nickel system; some limited results obtained by ball 
milling are also included. 

Research on nanocomposites for high temperature 
applications has produced some interesting results, but 
has presented some serious challenges. In the conclud- 
ing section of this paper we discuss the rationale used 
for choosing the new research directions. 

2. Copper-niobium composites 

The bargraph presented in Fig. 1 as well as the tensile 
testing data presented in Fig. 2 summarize the key 
results obained on composite samples produced by the 
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composite exhibits superior strength retention (approximately 50% at 85% of the matrix melting temperature). 

liquid infiltration method. In all cases, the niobium 
content was between 50 and 60vol.% in a matrix of 
copper or brass.- Brass was used because better 'wetting' 
of the niobium was achieved. Fig. 1 shows that the room 
temperature strengths of both copper-niobium and 
brass-niobium are significantly enhanced with respect to 
that of pure copper or pure niobium. In fact, the strength 
increment for the case of brass-niobium with an average 
particle size of 8.2 urn is more than three times the value 
predicted by the rule of mixtures. Fig. 2, referring to the 
case of 22 mm niobium particles in brass, shows that the 
composite retains approximately 50% of its room tem- 
perature strength at about 85% of the melting tempera- 
ture of brass. By contrast, at the same temperature, pure 
copper, pure niobium, and Naraloy-Z (a copper-base 
alloy used in the space shuttle main engine) start losing 
most of their strength. Fig. 3 compares the brass-nio- 
bium with MAR-M-200 superalloy, a typical turbine 
blade alloy, and shows that the composite retains 
strength to a higher homologous temperature (relative to 
the melting point). These results are consistent with the 
general predictions of the Louat model, and suggested 
that it would be reasonable to look for enhanced 
properties in nanostructured copper-niobium. 

Details of the synthesis, processing, and microstruc- 
ture of nanocrystalline copper-niobium are given in a 
previous publication [6] and are only summarized here. 
The specimens were made by PVD and were cold 

compacted prior to sintering in either vacuum or hydro- 
gen. As-deposited, the particle sizes of the nano-com- 
posite and pure copper are roughly the same (40-60 
nm). However, after a vacuum heat treatment for 4 h at 
400 °C the nanocrystalline copper experienced a factor 
of ten increase in grain size, whereas the nanocomposite 
did not experience noticeable grain growth. Finally, for a 
4h vacuum treatment at 1000 °C, the average grain 
growth of the copper-niobium nanocomposite was only 
increased by a factor of two, compared with a factor of 
200 for nanocrystalline copper. 

This thermal grain growth suppression displayed by 
the copper-niobium nanocomposite is reflected in the 
microhardness results shown in Fig. 4. For a given heat 
treatment, the microhardness values display a peak 
around 63 vol.% niobium (incidentally, this is the ran- 
dom close packing fraction for equisized hard spheres). 
However, the microhardness values of the as-deposited, 
cold-pressed powder are roughly the same for different 
volume fractions of niobium. The decrease in the mi- 
corhardness with heat treatment observed in pure copper 
is consistent with the large grain coarsening resulting 
from the high temperature sintering. In contrast, the 
increased microhardness observed in pure niobium after 
the various heat treatments is the result of the better 
consolidation after sintering. It should be noted, how- 
ever, that the niobium-rich specimens were all brittle 
after heat treatments. As is discussed later, the brittle 
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behavior is thought to be associated with the formation 
of oxides during the high temperature exposures. Even 
when sintered in a highly reducing atmosphere of pure 
hydrogen, niobium oxides are formed and are easily 
seen via X-ray diffraction [6]. 

The microhardness of copper-niobium nanocom- 
posite (approximately 45 vol.% niobium) shows a sub- 
stantial, approximately linear decrease with increasing 
temperature, shown in Fig. 5 [7]. In contrast to the 
results for liquid-infiltrated microcomposites described 
above, this behavior is not at all suggestive to high-tem- 
perature strength retention. Subsequent X-ray diffrac- 
tion and SEM examination of the specimen after the 
high-temperature hardness testing showed it to be heav- 
ily oxidized. 

Another consequence of oxide contamination is ap- 
parent with some material prepared by ball milling [8]. 
The SEM image in Fig. 6(a) shows the as-milled mate- 
rial, which has the form offtakes consisting of a mixture 
of nanocrystalline copper-niobium particles. Although 
the corresponding X-ray diffraction data show no obvi- 

150 200 250 

Temperature [C] 

Fig. 5. Vicker's microhardness of HIPed Cu-45 wt.% Nb as a func- 
tion of temperature. 

ous oxide present, the presence of oxidation is suggested 
by the fact that this material could not be consolidated 
at all either by uniaxial cold-pressing to over 1 GPa, or 
by CIPing at 600 MPa. Some degree of consolidation 
was achieved by HIPing at 600 °C at 200 MPa held for 
2 h, and a respectable Vicker's microhardness of 420 
was obtained. However, the material was quite brittle, 
there were significant variations in hardness (± 30% in 
HV), and the materials was obviously not compacted 
very well. The corresponding X-ray diffraction spectra 
show the presence of niobium oxide. Presumably, the 
high surface area of nanoscale niobium particles is easily 
oxidized even by traces of oxygen present in HIPing 
bags and vacuum sintering ovens. 

Another possible approach to copper-niobium com- 
posite synthesis that was explored was recrystallization 
of amorphous copper-niobium thin films deposited by 
sputtering onto a liquid nitrogen cooled substrate. The 
material was subsequently HIPed at 1000 °C at 
200 MPa for 2 h. This route offered a possibility of 
producing the nanocomposites by in situ reactions so as 
to lessen the oxidation problem. The as-deposited struc- 
ture is shown in Fig. 7(a), showing a typical columnar 
thin film microstructure, while the corresponding X-ray 
spectrum shows the amorphous structure. HIPing crys- 
tallized the microstructure and resulted in a dense 
microstructure of niobium particles embedded in cop- 
per, shown in Fig. 7(b) (polished specimen). However, 
the average niobium grain sizes of 5 urn shows that 
nanoscale phase separation is not achieved by this 
approach. The fracture surface of the crystallized speci- 
men, Fig. 7(c), indicates a decohesive rupture failure 
with the copper matrix debonded from the niobium 
particles. Again, the corresponding X-ray pattern shows 
the presence of oxides, presumably from the residual air 
left in the HIPing bag. 

From the data presented on copper-niobium it is 
clear that the nanocomposite route, through the PVD of 
nearly immiscible binary metals, leads to a thermally 
stable microstructure with little grain growth even at 
temperatures close to the melting temperature of the 
copper matrix. Grain growth suppression is a basic 
requirement of the Louat strengthening theory. Also of 
significance is that a large enhancement in the micro- 
hardness was observed in the consolidated nanocom- 
posite specimens, with a peak value around 63 vol.% 
niobium. However, high temperature processing neces- 
sary to consolidate these materials leads to the forma- 
tion of niobium oxide, which has the detrimental effects 
of making the nanocomposite brittle and prone to 
failure by debonding at the particle-matrix interface. 

3. Silver-nickel composites 

The difficulties encountered in processing copper- 
niobium  nanocomposites,  particularly  the  oxidation 
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problems, led us to consider other immiscible combina- 
tions of ductile metals. For obvious practical reasons, 
certain materials were eliminated from consideration: 
(1) any constituents more costly than gold, (2) those 
that are particularly hazardous, toxic, or carcinogenic, 
and (3) any constituents that could not be reduced 
easily in hydrogen below 1000 °C. In addition, combi- 
nations with more than a few per cent mutual solubility 
were not considered, as that can be expected to result in 
excessive grain growth at high temperature. Given these 
restrictions, there are only about 14 candidate systems: 
Ag-Co, Ag-Cr, Ag-Fe, Ag-Mo, Ag-Ni, Co-Cu, 
Co-Mo, Cr-Cu, Cu-Fe, Cu-Mo, and Fe-Mo. Con- 
sidering constraints imposed by our synthesis equip- 
ment, the list was reduced further to just seven 
combinations: Ag-Co, Ag-Cr, Ag-Ni, which have 
similar phase diagrams; Ag-Mo, Cu-Mo, and Cu-Cr, 
which we expected to be similar to Cu-Nb which we 
had already tried; and Cu-Co. We decided to explore 
Ag-Ni, because materials with similar phase diagrams 
have not been studied before, it was expected on the 
basis of the free energy of formation of oxides to be the 
least oxidation prone, and it would be softer and 
consequently easier to consolidate at moderate temper- 
ature and pressures. Furthermore, some silver-coated 
nickel powders were available commercially for com- 
parison with the physical-vapor deposited nancom- 
posites. Consideration of prospective applications was 
not a factor in this selection. 

Deposition and processing of the silver-nickel was 
essentially the same as used for the copper-niobium [6]. 
In Fig. 8 we illustrate the microstructural evolution and 
the corresponding X-ray diffraction spectra of a silver- 
nickel nanocomposite of about 64vol.% nickel as a 
function of processing. The as-deposited and cold- 
pressed powder shows a fine but poorly consolidated 

microstructure (30-40 nm particle size) typical of 
nanocomposites produced by this method. Sintering the 
material for 2 h at 500 °C in flowing hydrogen pro- 
duced a phase-separated microstructure with some 
grain growth. Some of the silver segregated into rela- 
tively large islands, resulting in a porous and poorly 
consolidated microstructure. HIPing the nanocom- 
posite at 500 °C produced a microstructure similar to 
that of the sintered specimen, that is, silver segregation 
and a porous structure. The corresponding X-ray 
diffraction patterns show nickel oxide in the HIPed 
specimen, although no evidence of oxides in the as-de- 
posited or hydrogen-sintered specimens. 

Fig. 9 shows the microhardenss behavior of silver- 
nickel as a function of processing treatment and nickel 
content. As with the case of copper-niobium, the sin- 
tered specimen shows a peak in the hardness value near 
60 vol.% nickel. The HIPed samples have high hardness 
when the nickel content is greater than 60 vol.%, and a 
minimum value at about 50% nickel. 

For comparison, silver-nickel microcomposite sam- 
ples were produced from commercially available silver- 
coated nickel particles (6-10 urn). Since the silver 
coating on the nickel particles was thin, corresponding 
to only 15% silver, enough excess silver powder (3- 
7 urn) was added to the mix to make an overall compo- 
sition of about 60 vol.% nickel. The mixed and blended 
powders were first uniaxially cold pressed at about 
500 MPa, and then HIPed at 500 and 200 MPa for 1 h. 
The consolidated microstructure, shown in Fig. 10(a), 
shows silver segregating around the nickel particles and 
some sintering together of the nickel particles. The 
other two SEM images in Fig. 10 illustrate the fracto- 
graphic features of two silver-nickel specimens that 
were tensile tested at room temperature and at 345 °C 
respectively [9]. In both cases the failure appears to be 
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Fig. 10. SEM images showing microstructural details of compacted Ag-60 vol.% Ni microcomposites prepared from commercially available silver 
and silver coated niobium powders. 

by decohesive rupture at the silver-nickel interface. 
The room-temperature tensile strengh was 330 MPa. 
For comparison, pure bulk silver and nickel have mea- 
sured room temperature tensile strengths of 150 and 
390 MPa respectively, so the strength value of the mi- 
crocomposite approximately corresponds to that pre- 
dicted from simple rule of mixtures. At the 345 °C 
testing temperature, however, the strength of the com- 
posite, 90 MPa, is significantly lower than a rule of 
mixture prediction based on the measured pure bulk 
silver and nickel strengths of 76 and 345 MPa. 

To summarize the silver-nickel results, as in the case 
of copper-niobium, grain growth suppression was ob- 
served in the silver-nickel nanocomposite. Also similar 
to copper-niobium, the sintered nanocomposite shows 
a peak in microhardness around 60% nickel. In addi- 
tion, silver-nickel is very difficult to process without 
forming nickel oxide; the formation of oxide probably 
increases the segregation of silver, embrittles the mate- 
rial; and prevents full consolidation. Finally, baseline 
study of silver-nickel microcomposites produced from 
commercially available micrometer size powders dis- 
played poor elevated tensile strength and evidence of 
failure at the matrix-particle interface. 

4. Discussion 

Two important implications that can be drawn from 
this study are as follows. (1) A significant hardness 
peak was observed in sintered copper-niobium nano- 
composite around 60-65 vol.% niboium and similar 
effects in silver-nickel, suggesting a dilatancy (wet- 
stand) effect consistent with Louat's strengthening the- 
ory. (2) These nanocomposite are stable against grain 
growth even at temperatures close to the melting tem- 
perature of the matrix, also consistent with Louat's 
postulates for high tempreature strength retention. 
However, other observations bring into question an- 
other key requirement of theory. The need for strong 
particle-matrix interface bonding may be incompatible 
with the criterion of immiscibility of the two phases 
required to prevent grain growth. This consideration 

leads us to conclude that, in practice, no technologically 
relevant phase-separated pure metals are available in 
nature to make nanocomposites for high temperature 
applications. Generally, our study has shown that, with 
few exceptions (specifically, the noble metals), nano- 
crystalline metals are difficult or impossible to handle 
and process without oxidation occurring and, further. 
that nanocomposites are difficult to consolidate by con- 
ventional methods. 

Research over recent years has demonstrated certain 
obvious problems that generally apply to most nano- 
structured metals; that is, oxidation, thermal instability. 
and difficulty in consolidation. The need for a shift of 
focus on the presumed technological merits of nano- 
structured metals away from structural applications. 
particularly involving elevated temperatures, is appar- 
ent. Single-phase nanocrystalline metals are not ther- 
mally stable, which indicates that nanocomposites must 
be used instead to preserve nanosize grains above room 
temperature. Further, nanostructred metals, because of 
their very small size and large grain boundary surfaces. 
are very reactive. It is clear that processing steps espe- 
cially those involving high temperature treatments, usu- 
ally lead to the formation of oxides and other reactive 
compounds such as carbides and nitrides. Oxide forma- 
tion weakens the interface between the matrix and the 
reinforcing particles in the composites, and prevents full 
densification. Poor interface bonding and incomplete 
consolidation usually result in a brittle compact with 
particle-matrix debonding as the most common mode 
of failure. 

From what we have learned and have stated above, it 
is clear that realistic structural nanocomposites will 
take advantage of the reactivity of nanostructured 
metals by producing composite systems through in situ 
reaction processing. That is, the reinforcing phase, both 
for microstructural thermal stability and for mechanical 
property enhancement, will be a reactive product, such 
as an oxide, a carbide, a nitride, or an intermetallic 
phase. This approach not only may avoid the contami- 
nation problem that we encountered in the past, but 
will also produce a strong coherent interface between 
the matrix and the reinforcing phase. Another main 
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area of promise is non-structural applications that uti- 
lize both the strong reactivity and the large grain 
boundary surfaces of the nanostructured materials. 
These include nanostructured coatings, for wear resis- 
tance and for thermal barrier coatings, and nanostruc- 
tural metals and alloys for gaseous getters and sensors 
and for hydrogen storage. 
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Abstract 

Interface properties are critical to the strength and toughness of metal matrix composites and ceramic matrix composites. These 
interfaces provide both diffusion barriers and load transfer functions. The nanostructure across the interface was varied to fulfill 
conflicting diffusion and load transfer demands. The deposition conditions developed allow nanostructure control of TiN fiber 
coatings. The TiN coating varied from a dense, diffusion-limiting layer to a columnar bond-debond layer. TiN was deposited in 
a reel-to-reel, cylindrical magnetron coater. The fiber bias and gas flow rates were the dominant deposition parameters controlling 
the nanostructure. Nanostructure changes were examined after consolidation in a Ti matrix and additional heat treatments &t 

Keywords: Interfacial properties; Titanium; Heat treatments 

1. Introduction 

High temperature performance demands placed on 
advanced metal matrix composites (MMCs) and ce- 
ramic matrix composites (CMCs) have centered signifi- 
cant attention on the fiber interface. It is generally 
accepted that interface control is critical to mechanical 
success under extreme conditions. Three generic at- 
tributes demanded of a fiber-matrix interface are (1) 
preventing deleterious fiber-matrix interactions, (2) 
controlling fiber-matrix debonding characteristics, and 
(3) diminishing the negative effects of mismatch be- 
tween the fiber and matrix coefficients of thermal ex- 
pansion (CTE). 

Limiting mass transport across the interface prevents 
deleterious fiber-matrix interactions by slowing inter- 
diffusion and undesirable phase formation. Often asso- 
ciated with embrittlement and fiber depletion, such 
phases form during high temperature consolidation or 
extended periods under lower temperature operating 
conditions. 

Proper bonding insures crack deflection along the 
fiber-matrix interface rather than shearing the fiber in 
the crack plane. This is particularly true of CMCs 

where strong fiber-matrix bonding results in a single 
fracture plane through fiber and matrix. Fracture sur- 
face deflection increases the crack propagation energy. 
Additional energy required to pull debonded fibers 
from matrix cavities further toughens the material. 

The effects of CTE mismatch arise owing to abrupt 
changes in material properties at the fiber-matrix inter- 
face. Finite element modeling has shown hoop stresses 
are displaced from the interface by coatings with prop- 
erties that vary gradually between the fiber and the 
matrix [1]. 

These demands are in conflict. Limiting fiber-matrix 
interactions requires a high temperature barrier with 
low diffusivity. Suitable materials typically contain few 
internal diffusion paths (e.g. voids, grain boundaries 
and dislocations), have close packed structures, and 
often display covalent bonding. Conversely, crack 
deflecting layers benefit from high densities of stress-ris- 
ers and crack-initators. CTE mismatch layers contain- 
ing materials foreign to the interface increase the 
chemical complexity. 

Multilayer coatings represent a solution to those 
conflicting demands. Typical multilayer coatings con- 
taining distinct chemical layers add to interface com- 

0921-5O93/95/S09.50 © 1995 — Elsevier Science S.A. All rights reserved 
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plexity and increased manufacturing cost. An alter- 
native, that has received little attention, is the use of 
nanostructure to alter the properties of successive coat- 
ing layers. In this approach, deposition would vary, 
forming a dense, low-defect density diffusion barrier 
and a porous, crack-deflecting layer in a single coating. 
Columnar grain removal from diffusion barriers is im- 
portant. These grains are commonly formed by many 
deposition processes. The associated grain boundaries 
offer rapid diffusion paths. 

Loosely packed grains and voids offer the possiblity 
of modifying the bond strength across the crack-deflect- 
ing layer. Additional compatibility can be introduced if 
coating layers incorporate transition regions with mate- 
rial properties varying gradually from fiber-like to ma- 
trix-like. This requires coating-material properties that 
vary continuously with composition over an extended 
phase field. Titanium nitride possesses such an extended 
phase field with a Ti-to-N ratio varying from 28 to 
55 at.%. Our goal was to develop a single material 
coating with nanostructure variation suitable to accom- 
plish the three functions of a fiber-matrix interface. 
This work demonstrates the ability to change the 
nanostructure by depositing symmetric coatings with 
layers varying from columnar to equiaxed and back to 
columnar. This symmetry insures that a layer's nanos- 
tructure is not predetermined by the structure of the 
preceding layer. 

A cylindrical magnetron, shown schematically in 
Fig. 1, was used to deposit all coatings. The cylindrical 
mangetron was developed at Sarnoff specifically to 
coat fibers. The procedure to control the nanostruc- 
ture and vary the coating composition has not 
previously been demonstrated on fiber-like sub- 
strates. 

3=^ 
System Baseplate 

Fig. 2. Top view of the reel-to-reel system developed for coating long 
fiber lengths. 

2. Experimental details 

2.1. Experimental system 

Although variations in nanostructure and composi- 
tion have applications to both MMCs and CMCs, only 
MMC matrix materials was explored. The composite 
studied for this work was a Ti-1100 matrix with embed- 
ded SCS-6 fibers from Textron Specialty Materials. 
Rhodes characterized the interface formed in this sys- 
tem, and strong fiber-matrix interactions were found 
[2]. Titanium nitride was.chosen as the coating. Tita- 
nium nitride has strong covalent bonds and a resultant 
low self diffusion coefficient. It is a highly effective 
diffusion barrier for integrated circuits (ICs) [3]. Our 
choice of this system was guided by previous experi- 
cence and the large literature base relating deposition 
conditions and nanostructure. 

Outer Grouno Cover 

Graphite Target or 
Cathode 

Feedthrough Tube 
(Water and RF Power) 

Fig. 1. Cylindrical PECVD reactor module used for deposition ot 
multi-layer coatings onto moving SCS fibers. Three of these source 
modules were installed in the base of the vacuum chamber. 

2.2. Coating deposition, cylindrical magnetron 

Coatings were applied to SCS fibers using a specially 
designed cylindrical magnetron sputtering source shown 
in Fig. 1. The system has three modules that can 
deposite multiple layers or undertaken fiber pre-clean- 
ing. Fig. 1 shows a cross-section of a sputtering module 
and Fig. 2 is a top view of the deposition system. 

The cylindrical magnetron provides uniform, high- 
rate coating capability for SCS-6 fibers. The fiber is 
centered in each module by the fiber transport system. 
The sputtering target is cylindrical and arranged as 
shown in Fig. 1. Plasma is generated using r.f. 
(13.56 MHz) excitation and a capacitively coupled "L" 
type impedance matching network. Commerically avail- 
able Plasma Therm, Inc., r.f. power supplies and 
matching networks were also used. 
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The source configuration in Fig. 1 embodies some 
unique construction features enabling the cathode or 
'"target" to be water cooled and rapidly changed. The 
sputtering module's diameter is 2.0 inches and the active 
region's length is approximately 3.0 inches. The device 
employs an auxiliary anode and a proprietary fiber 
biasing capability. 

Fig. 2 shows the top view of the coating system. 
Computerized gas flow meters and pressure controllers 
are used to introduce and control the process gas 
mixture, flow rate, and pressure in real time. The 
specially designed, in situ reel-to-reel fiber transport 
system is computer controlled. The control algorithm 
enables selection of fiber speed, duration of specific fiber 
sections in the coating zone, number of repeated back 
and forth steps, etc. A stepper motor is used for the 
transport movement. The combination of the stepper 
motor and the computerized control system enables 
selected fiber sections to be positioned accurately in the 
coating zone. 

To ensure reliable operation of the transport, the 
tension and synchronization of the take-up and source 
spools had to be carefully controlled. Thus the fiber 
transport system required considerable development 
and optimization to make it suitable for monofilament 
SCS fibers. 

2.3. Parameter space explored 

Graded titanium nitride coatings were achieved by 
varying the 'N2 flow during deposition. A single fiber 
pass through the coater was made at a fixed N2 flow 
rate. The N2 flow rate was then altered and a subsequent 
pass made. This process continued until the desired 
structure was achieved. A pure titanium layer was 
deposited in initial and final passes to promote adhe- 
sion. Argon was used as a carrier gas. 

The coatings were deposited using multiple sources. 
The parameters used for the experiments are shown in 
Table 1. Since the SCS fiber are sufficiently conductive, 
a d.c. bias can be employed. The d.c. bias effects the 
composition of the TiN films. This requires calibrating 
the deposition conditions for each bias used. Calibration 
runs were analyzed for composition and nanostructure 

Table 1 
Parameter space investigated 

Table 2 
Gas flow rates and resultant Ti:N ration for deposited film 

Range High density Columnar 
explored coating coating 

Bias (V) 0-400 -80 -40 
Power (W) 100-700 400 400 
Pressure (um Hg) 5-20 20 20 
Flow (Ar + N;) 100 100 100 
(standard cm3 min "') 
N, flow (standard cm3 min~ ')      0.5-5 2 0.5-2 

Ar flow 
(standard cm' min-1) 

N, flow Ti-to-N 
(standard cm3 min-1)        ratio 

99.5 
99.0 
98.0 

0.5 
1.0 
2.0 

0.90 
0.57 
0.52 

Cylindrical magnetron processing parameters, shown in 
Table 1, are similar to traditionally planar magnetron 
values. 

2.4. Consolidation 

A standard consolidation procedure was used to 
embed both coated and uncoated SCS-6 fibers in a 
Ti-1100 matrix. Sheets of Ti-1100 was etched in 0.5% 
HN03 1.0% HF, 98% H20, rinsed in double distilled 
H20 with a final rinse in ethyl alcohol. A foil-fiber-foil 
consolidation scheme was used with a consolidation 
frame providing laterial confinement. Frame and sample 
were evacuated to 5 x 10~6 Torr and heated to 1000 °C. 
The system was brought to atmospheric pressure under 
argon flow. The consolidation force and temperature 
were raised slowly to 7000 psi and 1000 °C respectively. 
Consolidations continued for 2 h. Subsequently, the 
consolidation force was removed slowly and the sample 
cooled under argon. Strips were cut from the consoli- 
dated coupon for separate anneals of 3 and 9 h at 
1000 °C. 

3. Results 

The effects of various magnetron and process vari- 
ables on thin film nanostructure and compositon were 
studied. The selected range for each parameter was 
based on previous experience. The parameter's ranges 
and the optimum value for a titanium nitride film with a 
compact nanostructure and a golden-yellow color, typi- 
cal of a stoichiometric TiN, are given in Table 1. Table 2 
gives the titanium-to-nitrogen ratios for coatings de- 
posited at —80 V bias as determined by electron mi- 
croprobe analysis. 

Fiber bias was the dominant parameter controlling 
the coating's nanostructure. Columnar or densely 
packed nanostructures could be deposited over a wide 
range of nitrogen flow conditions by fixing the fiber 
bias. The most equiaxed coatings were deposited with a 
bias of —80 V. With increasingly positive bias, interme- 
diate and eventually columnar nanostructures resulted. 
The equiaxed and columnar structures are shown in Fig. 
3(a) and (b). Biases more negative than — 80 V caused a 
decrease in deposition rate. The coating adhesion deteri- 
orated with increasing negative bias. Coatings deposited 
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Fig. 3. With increasingly negative bias, the deposited titanium nitride's nanostructure changes from columnar to equiaxed: (a) bias -40 V. 
columnar nanostructure with grain boundaries passing through the layer and acting as rapid diffusion path; (b) -80 V bias, equiaxed grain 
boundary structure. 

with a — 80 V bias lacked sufficient adhesion to survive 
consolidation. Fiber-coating adhesion was improved 
by depositing the first nitride layer with a —40 V bias. 
To retain coating symmetry, the final nitride layer was 
also deposited at —40 V bias. All internal layers were 
deposited at —80 V bias. 

Titanium-to-nitrogen ratios are shown in Table 2. All 
coatings were deposited with a — 80 V bias. Composi- 
tions near stoichiometric TiN are deposited at the 
lowest nigtrogen flow rate. At the highest nitrogen flow 
rate, the composition approaches stoichiometric Ti2N. 
Crystalline phases were identified by X-ray diffraction. 
Graphite, a-SiC, and yff-SiC, from the SCS-6 fiber, were 
always detected. Coating phases associated with a 
- 80 V bias and various flow rates are listed in Table 3. 
Oxides, when observed, were associated with residual 
gaseous oxygen in the sputtering chamber. TiN was 
found for all gas flow conditions while Ti2N was ob- 
served sporadically. 

The final coating contained eight layers differing in 

Table 3 
Crystalline phases identified by X-ray diffraction, all layers deposited 
under — 80 V bias 

titanium-to-nitrogen ratio and bias. To improve the 
adhesion further, an initial layer of titanium was de- 
posited. Coating symmetry was maintained with the 
final four layers deposited in reverse order to the first 
four. Deposition conditions for each layer are given in 
Table 4 and the resultant structure is shown in Fig. 4. 

As-consolidated samples demonstrated good protec- 
tion of the fiber-matrix interface. Etching of polished 
sections revealed a complex structure around coated 
fibers after consolidation. Fig. 5 shows a cross-section 
after a 3 min etch in 1% HN03, 2% HF, 97% H20. 
Qualitative Auger analysis indicated interdiffusion 
across the titanium-graphite and TiN-matrix inter- 
faces. TiC had formed at the titanium-graphite inter- 
face. The trend seen in Fig. 5 was too thin for Auger 
analysis but from its etching characteristics it is sur- 
mised to be unreacted titanium. 

Table 4 
Deposition parameters for symmetric coating layers 

Flow rate TiN 
(standard cm' min-1) 

0.5 N,, 99.5 Ar X 

1.0 N,, 99.0 Ar X 

2.0 N„ 98 Ar X 

Ti,N TiO, 

Layer Bias N, Ar 
(V) flow flow 

(standard cm3 min-1) (standard cm3min-1) 

I 0 0 100 
2 -40 0.5 99.5 
3 -80 1 99 
4 -80 2 98 
5 -80 2 98 
6 -80 1 99 
7 -40 0.05 99.6 
8 0 0 100 
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Fig. 4. Symmetric coating showing variation in the nanostructure 
and composition of titanium nitride layers. The first and last layers of 
the deposition are pure titanium. 

4. Discussion and conclusions 

Simultaneous nanostructure and composition control 
of a single-phase system deposited onto cylindrical fiber 
surfaces has been demonstrated. This capability offers 
the possibility of a single material system meeting mul- 
tiple coating'demands. While nitrogen diffusion into the 
matrix clearly indicates that titanium nitride is unsuit- 
able as a coating in the SCS-6/Ti-1100 system, the 
principles demonstrated can serve as a useful step in 
designing a system that possesses the required coating 
attributes. 

Fiber bias is the principle parameter for controlling 
the deposition nanostructure. Coatings change from 
columnar to equiaxed as the fiber bias is changed from 
0 V to - 80 V. It is believed the bias supplies additional 
energy to arriving ions and promotes local rearrang- 
ment of the ions into the deposited film. Extensive work 
on ion-assisted deposition of very high performance 
coatings has shown optimum properties for films bom- 
barded with reative species having energies of a few 
tens of electronvolts [4,5]. It appears the key role of ion 
bombardment during growth is imparting adatom mo- 
bility to the condensing species. This enhances epitaxial 
growth, increases film density by eliminating columnar 
growth, reduces film stress, and improves many other 
desirable film properties [5]. Typically, it is desirable 
that impinging ions have energies approximately equal 
to the growth material's chemical bond strength. Ener- 

Fig. 5. SEM image of coated fiber after consolidation. 

gies in excess of few hundred electronvolts, however. 
can cause structural and crystalline imperfections in the 
deposited layers. An optimum bias or ion energy bom- 
bardment level must be determined empirically. 

Varying the coating composition from fiber-like to 
matrix-like allows tailoring mechanical properties 
across the fiber-matrix interface. Matching CTE and 
elastic properties across the coating are attractive possi- 
bilities. Clearly titanium nitride is not suitable for the 
SCS-6/Ti-1100 system owing to the rapid diffusion of 
nitrogen in Ti-1100. The work does demonstrate simul- 
taneous nanostructure and composition modification 
for fiber coatings using a cylindrical magnetron and 
standard sputtering practices. 
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Abstract 

Palladium membranes are of technological interest since they show a very high selectivity for hydrogen. Diffusion through the 
palladium is often the rate-limiting step in hydrogen transport through the membrane. Hydrogen flux can be improved by 
reducing the membrane thickness and increasing the hydrogen diffusivity. Nanostructured palladium has a higher hydrogen 
diffusivity than conventional palladium due to its large volume fraction of grain boundaries. They were generated as ultrathin 
membranes by d.c. magnetron sputtering onto porous Vycor® glass substrates in an argon atmosphere. The nanostructured films 
exhibited no cracks on the submicron scale when examined with environmental scanning electron microscopy. The membranes 
delaminated from the substrates when exposed to hydrogen at room temperature, owing to the a-*ß phase transition. Heating 
the ultrathin nanostructured palladium membranes to 200 °C led to some grain growth. Stabilization against the phase transition 
and grain coarsening is critical to applications of nanostructured membranes in hydrogen separations, and can be achieved by the 
alloying of palladium with another metal. 

Keywords: Nanostructures; Palladium; Inorganic membranes; Magnetron sputtering 

1. Introduction 

Inorganic membranes have attracted considerable in- 
terest since they can be used for high-temperature sepa- 
rations and also in high-temperature membrane-assisted 
catalytic reactions [1-3]. In a membrane reactor the 
equilibrium is shifted by selectively removing one of the 
products or adding one of the reactants. Membranes 
produced from hydride-forming metals are one class of 
inorganic membranes. As non-porous membranes, 
these metals provide high permselectivity for hydrogen. 
Hydrogen passes through metal membranes by a solu- 
tion-diffusion mechanism: it adsorbs on the surface of 
the metallic membrane, dissociates, diffuses through the 
bulk metal, and then recombines. to form molecular 
hydrogen, which desorbs from the membrane surface 

Metal membranes can be used to separate hydrogen 
in a gas mixture. They can also be employed in mem- 
brane reactions involving hydrogenation or dehydro- 
genation. By selectively adding or removing hydrogen 

' Corresponding author. 

from a reaction, the steady-state concentration of reac- 
tants and products can be shifted to a more favorable 
equilibrium conversion [4]. For example, continuous 
hydrogen removal in a membrane reactor enabled 
99.7% conversion of cyclohexane to benzene, compared 
to the closed-system equilibrium conversion of 18.7% 
[5]. By changing the equilibrium conditions, it may also 
be possible to suppress undesirable side-reactions in 
certain cases to increase product selectivity. 

Metallic membranes have the disadvantages that they 
are expensive and that the flux through them is low. 
They can be improved if the metallic layer can be made 
thinner. A thinner metal layer, however, has lower 
mechanical strength in a self-supporting metal mem- 
brane application. In order to meet the challenge of 
attaining both high selectivity and good mechanical 
strength, metal membranes have been deposited on 
inorganic supports such as glass, ceramics and metals. 

Several different methods have been used to deposit 
the metal onto the porous support: electroless plating 
[6-9], spray pyrolysis [10] and sputtering [11-13]. Sput- 
tering has several advantages: (a) synthesis of ultrathin 
films with minimal impurity, (b) greater flexibility for 

0921-5093/95/S09.50 © 1995 • Elsevier Science S.A. All rights reserved 
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synthesizing alloys, (c) easily controllable process 
parameters, and (d) the ability to generate nanostruc- 
tured films. At high sputtering pressures (10-100 Pa) 
the metal atoms collide with argon atoms and lose 
energy. This cooling leads to a high supersaturation of 
metal atoms which can cause homogenous nucleation 
to form nanocrystalline particles in the gas phase [14]. 
As the gas pressure is lowered, thermalization de- 
creases, and the metal atoms are more likely to deposit 
directly onto the substrate, forming granular thin films 
with grain sizes in the nanometer range [15]. Nanos- 
tructured materials have been investigated with a great 
deal of interest because of their unique size-dependent 
properties [16]. They are polycrystalline solids made up 
of grains of up to 10 nm diameter. Due to the small 
crystal size, a nanostructured material has 20-50% of 
its atoms located in the grain boundaries. Conse- 
quently, this material can be thought of as composed of 
two structural components: a crystalline component 
made up of nanometer-sized grains, and a grain- 
boundary component that has a lower packing density 
than a crystalline structure [16]. 

The rate-limiting step in membrane applications is 
hydrogen diffusion through the bulk material. Diffusion 
through the crystalline lattice is determined by the 
atomic structure and the chemical nature of the mate- 
rial. Compared to lattice diffusion, grain-boundary 
diffusion is significantly faster owing to the excess free 
volume in the grain boundaries. Nanocrystalline mate- 
rials have the beriefit of a substantial grain-boundary 
component which acts as a network of fast diffusion 
pathways. The overall diffusivity of the nanocrystalline 
material can be as much as about 10 times higher than 
that of conventional polycrystalline material [16]. 

Previous research provides evidence for the structure- 
sensitive diffusion coefficients in nanocrystalline Pd. 
Fig. 1 [17] illustrates that at very low hydrogen concen- 
trations the diffusivity of hydrogen is smaller in 
nanocrystalline Pd than in a Pd single crystal. However, 
the diffusion coefficient increases with hydrogen con- 
centration for nanocrystalline Pd and becomes signifi- 
cantly higher than the constant diffusion coefficient in 
single-crystal Pd [17]. The hydrogen diffusivity is 
thought to be initially lower in nanocrystalline materi- 
als due to the filling of hydrogen in low-energy sites. 
Once these sites are occupied, hydrogen can move 
quickly along the interfaces, producing a much higher 
diffusivity than in conventional materials. Thus, a 
nanostructured Pd ultrathin membrane would be very 
attractive, due to the increase in the hydrogen flux from 
increasing the hydrogen diffusivity and reducing the 
film thickness. 

For depositing thin nanostructured metallic films, a 
substrate with pores larger than 20 Ä is needed to 
prevent mass-transfer resistance. However, to provide 
proper support for the deposition of a crack-free film, 

the substrate should have pores less than 100 nm. The 
substrate should also be thermally stable and defect- 
free. Corning Vycor® porous silica glass was tested as 
the substrate. 

2. Experimental details 

The nanostructured thin films were synthesized in a 
custom-designed ultrahigh vacuum system with d.c. 
magnetron sputtering (3 inch diameter gun, US Inc.) 
[18]. Pd was sputtered at a power of 100 W and argon 
pressures between 0.1 and 7 Pa. Before sputtering, the 
system was pumped down to a base pressure of 
5 x 10 "3 Pa. The Pd films were sputtered onto porous 
Vycor® glass disks (Corning 7930) mounted a distance 
of 13 cm from the metallic target. The film thickness 
and deposition rate were measured in situ by a film 
thickness monitor (Sycon Instruments STM-100/MF). 

The grain size and microstructure of the deposited 
films were examined by transmission electron mi- 
croscopy (TEM). Copper grids with silicon monoxide 
films were placed in the same location as the glass 
substrates. The samples collected on the copper grids 
were studied with a JEOL 200CX TEM operating at 
200 kV. 

The glass substrates were characterized by nitrogen 
adsorption for B.E.T. surface area and pore size distri- 
bution. The thickness and morphology of the films 
deposited on the Vycor® were examined by environ- 
mental scanning electron microscopy (ElectroScan 
ESEM). 

The helium and hydrogen fluxes through the mem- 
brane packages were measured in a membrane perme- 

Fig. 1. Diffusion coefficient of hydrogen at 293 K as a function of 
hydrogen concentration in single-crystal palladium (•) and nanocrys- 
talline palladium (O) [17]. 
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Fig. 2. Schematic of the membrane permeation cell. 

ation cell (Fig. 2). The metal film supported on the 
porous glass was sealed between two flexible Grafoil® 
graphite gaskets. Each half of the permeation cell was 
equipped with gas inlets and outlets. Thermocouples 
were used to measure the temperature on both sides of 
the permeation cell. Pure hydrogen was introduced over 
the top of the membrane package, and pure argon was 
used as a sweep gas on the other side of the membrane 
package. The entering flow rates were measured by 
mass-flow controllers, and the flow rates of the exiting 
streams were measured with soap-film flow-meters. The 
compositions of the entering and exiting streams were 
determined using a gas Chromatograph (Hewlett-Pack- 
ard 5710A) equipped with a thermal conductivity detec- 
tor. 

3. Results and discussion 

3.1. Effect of sputtering pressure on film morphology 

Studies were first conducted at different pressures to 
determine the effect of sputtering pressure on film mor- 
phology. Transmission electron micrographs of Pd films 
on copper TEM grids are presented in Fig. 3. At an Ar 
pressure of 7 Pa, a film with a discontinuous "island" 
morphology and large cracks was produced. As the 
pressure was lowered to 2 Pa, a granular film with 
many fine pores and pinholes was obtained. This mate- 
rial would not provide sufficient hydrogen selectivity. 
When the pressure was further decreased to 0.7 Pa, a 
dense, continuous nanocrystalline granular film was 
achieved. A high-density, crack-free, non-porous film of 
finer grain size was achieved at 0.1' Pa. 

3.2. Examination of porous glass substrates 

The pore size distribution of Vycor®-brand porous 
glass is presented in Fig. 4, showing the average pore 
diameter of 40 Ä. The thermal stability of the porous 
glass substrates was characterized by heating the glass 

Fig. 3. TEM images showing the effect of sputtering pressure on 
palladium film morphology. 

in air for 10 h in a series of treatments of increasing 
temperatures. The results are presented in Fig. 5. This 
glass substrate remained unchanged in microstructure 
below 600 °C, and decreased in surface area and mi- 
croporosity above that temperature. The thermal stabil- 
ity to 600 °C is acceptable for most membrane-assisted 
reactions which operate at temperatures between 200 
and 600 °C [19]. 

Vycor® brand glass is available with ground surface, 
rolled surface, and ground-and-polished surface. ESEM 
investigation revealed that ground surface glass has 
large pores (about 20/zm in diameter) which would 
make it impossible to deposit a crack-free film of a 
desirable thickness of about 1 //m. Glasses with rolled 
surface and ground-and-polished surface are both 
shown by ESEM to have much smoother morphology 
(Fig. 6). These two forms of Vycor® brand glass were 
chosen as substrates for Pd film deposition. 

100 
Average Pore Diameter (A) 

Fig. 4. Pore size distribution in porous Vycor® glass. 
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Fig. 5. Plots of microporosity and surface area vs. heating tempera- 
ture for porous Vycor® glass. 

3.3. Synthesis and characterization of supported metal 
membranes 

cor®-brand glass substrates, which would require 
"caulking", for example, by aqueous colloidal silica 
deposits [20]. When the films were exposed to hydrogen 
at room temperature, they delaminated owing to the 
tx-+ß phase transition. Examination with ESEM after 
membrane exposure to hydrogen revealed the presence 
of many fine cracks caused by the expansion and 
contraction of the Pd from the phase transformation. 
Temperatures greater than 310 °C and pressures above 
2.0 MPa would move the range of operation out of the 
two-phase region and avoid any phase transition in Pd 
[1]. However, grain growth might occur at high operat- 
ing temperature. 

The nanostructured Pd thin film was found to be less 
thermally stable than a bulk nanostructured Pd com- 
pact. Previous studies indicate that a nanostructured Pd 
compact undergoes only minor grain growth from 6 nm 
to 20 nm when heated to 750 K "(477 °C) [21]. The 
thermal stability of a nanostructured Pd film 0.05 //m 
thick on porous glass was examined at 200 °C in air. As 
illustrated in the ESEM micrographs in Fig. 8, grain 
growth has occurred in these films, resulting in some 
grains as large as 100-200 nm. Thus, with heating, the 
high volume fraction of grain boundaries in the pure Pd 
nanostructured thin film would be lost, and with it the 
desired high hydrogen diffusivity. This grain growth is 
consistent with the work of others who found that pure 
gold deposited on Si02 had grain growth occurring at 
20% of its melting temperature [22]. Grain growth in 
thin-film samples is different from that in bulk samples 

du 
Sputtering was used to produce ultrathin Pd films on 

the glass substrates. It was carried out at a pressure of 
0.3 Pa. This sputtering pressure would yield a dense, 
nanocrystalline film at a reasonable deposition rate of 
4-5 Ä s-1. The glass substrates were mounted 13 cm 
from the target, and sputtering was carried out at a 
power of 100 W. Films with thicknesses of 0.05 //m, 0.5 
lira, 1 ftm and 5 fim were obtained. Examination of the 
as-prepared membrane packages with ESEM showed 
that the Pd films were continuous and had no cracks 
that were visible at the resolution limit of ESEM (about 
100 nm). Edge-on examination showed that the film 
thickness was uniform (Fig. 7). 

After examination with ESEM, the membrane pack- 
ages were loaded into the gas permeation cell to deter- 
mine their hydrogen permselectivity. Leak-checking 
with helium revealed some leakage in the Pd films, 
possibly due to pinholes in the film that were too small 
to see with ESEM. These pinholes were most likely 
related to submicron-sized surface defects in the Vy- 

Fig. 6. ESEM images of the surface of untreated porous glass: (a) 
rolled surface; (b) ground-and-polished surface. 
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4. Conclusions 

200 nm 

Fig. 7. ESEM image showing edge-on view of palladium film 470 nm 
thick on porous glass. 

due to the presence of the interface with the substrate 
and the top surface of the film [23]. 

In order to suppress grain growth and the tx^ß 
phase transition, doping of Pd with another element 
will be performed. Krill et al. found that a 20at.%Zr- 
80at.%Pd alloy with 7 nm diameter grains synthesized 
by high-energy ball milling could be significantly stabi- 
lized against grain growth due to the thermodynamic 
effect of solute segregation to the grain boundaries in 
this supersaturated solution [24]. On the other hand, 
alloying Pd with Ag, Ru, Rh and other metals has 
been found to suppress the a-»ß phase transition at 
room temperature [1,19]. With the proper choice of 
dopant, a material can be designed to avoid both 
grain-growth and phase-transition problems. Sputter- 
ing would be ideally suited to preparing a uniform 
multicomponent material, since it can maintain the 
composition of the sputtering target in the film de- 
posited. 

Nanostructured Pd films were produced on porous 
Vycor®-brand glass supports by d.c. magnetron 
sputtering in an argon atmosphere. Ultrathin, 
crack-free films may be produced under controlled 
sputtering conditions. To achieve successful 
nanostructured membrane development, further 
research is needed to tackle challenges in substrate 
preparation, and thermal and mechanical stability of 
thin films. The former involves modification of the 
substrate through materials processing strategies that 
will provide a microdefect-free surface morphology, 
such as by plugging the microdefects with colloidal 
silica. Alloys need to be developed to stabilize the 
nanostructured thin film against grain growth at high 
temperatures, and against delamination and cracking 
from the cc->ß phase transition. Further research is 
also needed in understanding the thermodynamics and 
kinetics of nanostructured thin films for advanced 
membrane reaction applications. 

Fig. 8. ESEM images of 500 A Pd films heated to 200 °C on porous 
glass: (a) rolled surface; (b) ground-and-polished surface. 
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Abstract 

Very fast densification of ceramic powders (alpha-alumina, aluminum nitride, and YBCO superconducting oxides) using prior 
electric discharge before resistance sintering leads to microstructures that retain the particle size of the starting powders. The time 
taken to achieve near-theoretical density can be as little as 5 min and usually not more than 15 min. The short time is the principal 
reason for arresting possible grain growth and the electric discharge step may perhaps be responsible for sweeping off impurities 
from powder surfaces, thus giving clean grain boundaries in the sintered material. In the YBCO powders the surface effect appears 
to create a filamentary layer that gives unexpectedly high (240 to 300 K) resistivity onsets and diamagnetic behavior. 

Keywords: Ceramic powders; Densification 

1. Introduction 

The development of advanced materials has created 
many opportunities for synthesis of nanometer size (less 
than about 50 to 75 nm) ceramic, metallic, and com- 
posite powders for use in critical technological applica- 
tions. Specially important in most future applications is 
the synthesis of powders with known size distributions 
and high chemical purity. For example, nanosize pow- 
ders of ceramics such as alumina, silicon nitride, or 
carbides are starting to become available in reasonable 
quantities. Some exciting research areas using nanosize 
powders include sintering, coatings, and creation of 
nanostructures in bulk materials, with attendant effects 
on high temperature plasticity, optical transparency, 
electronic properties and perhaps even superconducting 
transitions. 

Once powder particles of a well defined distribution 
are synthesized it is crucial to have processing methods 
to fabricate dense components by techniques that can 
retain the particle size in the final microstructure. From 
an engineering production perspective it would be very 
desirable to have processing protocols that can have 
near-net shape manufacturing potential. In the present 

* Corresponding author. 
1 Present address: Applied Materials Inc., Santa Clara, CA 95054, 

USA. 

paper we show results obtained with a process that 
consolidates ceramic powders to near-theoretical den- 
sity in a mattter of 10 to 15 min often at temperatures 
well below normal sintering temperatures. This plasma 
activated sintering (PAS) process [1-6] applies an elec- 
tric discharge to the loosely filled powders contained in 
a die and then later completes the sintering step by 
normal resistance heating. 

2. Experimental procedure 

An overall view and a closeup of the densification 
chamber of the plasma activated sintering equipment is 
shown in Fig. 1. This equipment performs two major 
functions. In the first electric discharge step, a cyclic 
on/off pulse of electric current is applied for a short 
duration of about a minute. Following this, the powder 
is heated resistively to the sintering temperature and 
after densification for a few minutes the solid sample is 
cooled to room temperature within a few minutes. Our 
earliest experimental work was performed with com- 
mercial aluminum nitride powders [1] from Tokuyama 
Soda Co. in Japan. The powder was high purity A1N 
with a particle size of about 0.44 //m. PAS processing 
was performed in a 2 cm diameter graphite die cavity 
using as-received powders without any additives. Simi- 
larly, in the case of the alpha alumina powders, 10 g of 
a  commercial   powder  (Baikowski   Chimie,   Annecy 

0921-5093/95/S09.50 © 1995 • Elsevier Science S.A. All rights reserved 

SSDI 0921-5093(95)09951-4 



S.H. Risbud, C.-H. Shan / Materials Science and Engineering A204 (1995) 146-151 147 

Cedex, France; agglomerate size = 300 to 500 nm) were 
loaded into graphite dies (2 cm in diameter) without any 
prior cold compaction. Chemical analysis of the pow- 
ders indicates (oxides of each element in ppm): 457 Mg, 
101 Fe, 83 Si, 38 Ga, 38 Zn, 33 Ti, 17 Na, 16 Mn, 5 Zr, 
less than 4 Mo and Cr, 3 Ca, and less than 1 Li and Ni. 
The electric discharge and sintering were then per- 
formed using a typical activation step consisting of 30 to 
60 ms on/off electrical discharge pulses lasting a total 
duration of 1 min. Following this activation step the 
powders in the die were heated resistively using a 1500 A 
d.c. current to about 1150 °C. Another process variation 
was as follows: 90 s of plasma activation pulses (each 
pulse of 60 ms duration) at room temperature followed 
by heating to 200 °C, repeating the 90 s of 60 ms pulses, 
heating to 1150 °C, holding for 10 min and furnace 
cooling the sample to room temperature. 

In the case of the YBCO ceramic samples, powders 
corresponding to the well known 123 (Y:Ba:Cu) stoi- 
chiometry were obtained from a commercial supplier 
(SSC, Inc, Woodinville, WA). Their synthesis method 
consisted of microscale mixing, atomization, and dehy- 
dration of nitrate precursor solutions by a spraying 
technique. The particle size distribution of the 123 phase 
powder was approximately 2 to 5 //m, and X-ray 
diffraction in our laboratory reconfirmed the presence of 
the "123" orthorhombic phase with no unreacted or 
secondary phases. All the experimental data were ob- 
tained on samples made from this single lot of powder 
to eliminate any possible batch to batch variation in the 
starting materials. The processing of the YBCO to dense 
pellets was performed using a processing cycle shown 
schematically in Fig. 2. Ten grams of the 123 powder 
were filled into the graphite die cavity and subjected to a 
high current electric discharge (750 A, 25 V). Following 
about 90 s of pulsed (60 ms cycles) current application, 
the die was heated to the consolidation temperature of 
approximately 900 °C (using a 1500 A d.c. current) 
while simultaneously applying a moderate uniaxial pres- 
sure of about 15 MPa. After holding at this temperature 
for about 15 min, the samples were removed from the 
die and cooled to room temperature. Resistivity-tem- 
perature data were obtained on samples (approximately 
3x3x6 mm3) using the standard 4-probe method with 
an applied current of 0.1, 1, and 3 mA. A.c. susceptibil- 
ity and d.c. magnetization data were obtained on a 
Model 7225 a.c./d.c. system configured with a 5 tesla 
magnet (Lakeshore Cryotronics, Westerville, Ohio). 

3. Results and discussion 

A1N powders were densified to better than 99.8% of 
the theoretical density using PAS processing at tempera- 
tures from 1600 to 1800 °C for times varying from 4 to 
15 min. Pellets 2 to 5 mm thick were usually prepared 

(a) 

Fig. 1. (a) Overall view of the Plasma Activated Sintering Equipment 
showing consolidation chamber, power controls and panels, (b) 
Close-up view of the densification chamber used in PAS showing the 
graphite die and rams as well as the thermocouple for temperature 
measurements. 

with a diameter of 2 cm and the microstructure was 
analyzed by milling TEM specimens from a 3 mm 
diameter core drilled segment from the center of the 
bulk disk. The average grain size measured by TEM was 
about the same as the starting particle size of about 0.4 
ixm. Particularly significant was the observation of clean 
grain   boundaries  and  direct   grain-to-grain   contact 

pulsed current: DC current: 1500A 

time ot current, 
discharge 

Time (mln) 

Fig. 2. Typical processing schedule used in the preparation of bulk 
samples from 123 phase powders. Note the electric discharge for 1 
min (60 ms pulsed cycles) that precedes consolidation by heating to 
900 °C, 15 min. Dense solid samples of > 99% of theoretical density 
were obtained by this process. 
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Fig. 3. Bright field TEM image of the densified alpha-alumina 
sample. The structure is submicrometer and shows very little grain 
growth in comparison with the starting powder particle size. A very 
few voids were seen inside some grains but most of the microstructure 
was dense alpha-alumina. Amorphous or crystalline phases were not 
seen at any of the boundaries or at triple points. 

in almost the entire microstructure [1]. The absence of 
an amorphous or second phase layer at the boundary is 
equally important. Electron energy loss spectroscopy 
also showed no oxygen enrichment at the boundaries or 
at triple points and no evidence of any oxide formation. 

In PAS sintered alpha-alumina, densities of about 
99.2% of the theoretical value (3.986 g cm-3) were 
measured in an average of three measurements. Frac- 
ture surfaces examined by scanning electron microscopy 
showed a grain size of 500 to 600 nm with virtually no 
porosity. This shows that after sintering the grain size 
of the solid material was almost the same as the starting 
powder size of 300 to 500 nm. The structure and 
interface between grains was examined by high resolu- 
tion electron microscopy. TEM specimens were again 
prepared by mechanical thinning and dimpling and 
final thinning to electron transparency was done by 
argon ion-beam milling. Fig. 3 shows a bright field 
TEM image of the consolidated alpha-alumina sample. 
The image reveals a structure with an average grain size 
of about 650 nm. A very small number of voids were 
also observed within a few grains. The grain boundaries 
were examined by HREM imaging to determine 
whether or not thin amorphous regions existed between 
boundary surfaces. Fig. 4 shows a typical HREM im- 
age of the grain boundary in PAS consolidated alpha- 
alumina. The observed grain boundary is in edge-on 
orientation with respect to the incident electron beam 
direction. The upper grain is in [2201] zone axis orienta- 
tion and the bottom one is in [lTOl] zone axis orienta- 
tion. The structural width of the boundary is about 

0.4-0.5 nm. The boundary appears to be very clean 
even at this fine scale of resolution, similar to the grain 
boundaries in A1N processed by plasma activated sin- 
tering. In both alpha-alumina and in A1N we did not 
see evidence of an amorphous or impurity phase layer 
at any of the grain boundary regions. Pressureless 
sintering and hot pressing of alumina powders with 
similar particle sizes has been studied in recent work 
[7,8]. Pressureless sintering at 1500 °C for 1 h often 
gives alumina samples with a density of about 96.3%. 
Hot pressing has been shown to give samples with a 
density of 99.4% using a temperature of 1400 °C and a 
pressure of 50 MPa. By comparison, our PAS densities 
after sintering at 1150 °C for just 10 to 15 min are 
comparable to or better than the above values, indicat- 
ing the considerable promise of the process for reten- 
tion of fine nanostructures. Surface diffusion 
enhancement during the plasma activation step might 
be a possible cause of this very rapid consolidation. By 
way of comparison of the present data, studies on hot 
pressed samples of MgO doped alumina fabricated at 
1400 °C under a 50 MPa pressure show abnormal grain 
growth with the grain size increasing from 0.45 /.im to 
5 yum within just 10 min [7]. 

In the YBCO superconducting 123 composition, pel- 
lets (20 mm in diameter and 3 mm in thickness) ob- 
tained by our rapid consolidation process had 
measured densities of 6.3 g cm-3 (greater than 99% of 
the theoretical density of 6.34) . Scanning electron 
microscopy of the fracture surfaces of the pellets 
showed an average grain size of about 3 to 4 /;m and 
virtually no porosity. Lattice parameters obtained from 
X-ray diffraction patterns of the pellets matched the 
orthorhombic "123" phase structure. Samples of the 
YBCO pellets prepared from the same powder batch by 
routine furnace sintering gave the expected 92 K transi- 
tion to the zero resistivity condition and a TEM mi- 

Fig. 4. High resolution TEM image of a grain boundary area in the 
PAS densified alpha-alumina sample. Excellent grain to grain contact 
and a structurally clean boundary is evident. 
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Fig. 5. (a) Resistivity-temperature for as-consolidated samples 1 and 
2 showing the onsets for sample 1 at 246 K (zero = 90 K) and onset 
at 278 K for sample 2 (zero= 107 K). An additional transition at 
about 145 K is also seen in sample 1. These data were reproducible 
on the same sample within hours and after up to 4 weeks of storage 
in a laboratory dessicator. (b) Resistivity-temperature for as-consoli- 
dated sample 3 showing an onset at 240 fc (top curve) and the same 
sample after air annealing at 350 °C for 1 h showing an onset at 155 
K (lower curve). 

crostructure showing the usual lath like elongated grain 
structure. The resistivity-temperature data for two 
different as-consolidated samples, shown in Fig. 5(a), 
reveal transition onsets at temperatures of 246 K for 
sample 1 and 278 K for sample 2; the resistivity reaches 
zero values at 90 K and 107 K, respectively. Similar 
data for sample 3 are shown in Fig. 5(b), where the 
as-consolidated sample shows an onset temperature of 
240 K (top curve in Fig. 5(b)). After annealing this 
sample in air at 350 °C for 1 h, the resistivity-tempera- 
ture data showed an onset at 155 K (Fig. 5(b), lower 

curve). These transitions were repeatedly observed on 
literally the same set of samples in several different 
measurements taken successively after time intervals of 
days, 1 week, 2 weeks and 1 month. Fig. 6 shows the 
a.c. susceptibility data, with corrections for diamagnetic 
contributions from the sample holder. Diamagnetic 
transitions commencing at about 150 K for sample 1 
(Fig. 6(a)) and at about 200 K for sample 2 (Fig. 6(b)) 
can be seen in these data. Fig. 6(c) shows the a.c. 
susceptibility data for sample 3 (the one annealed in air 
at 350 °C for 1 h and with the Tc onset at 155 K shown 
in the lower curve of Fig. 5(b)). Once again a diamag- 
netic regime (negative susceptibilities) is clearly seen in 
the temperature range 160 to 300 K (both uncorrected 
and sample holder corrected data are deliberately 
shown in Fig. 6(c)). These data for all three samples 
were reproducible in several separate measurements 
performed over a period of about 2 weeks and provide 
convincing evidence for the existence of a diamagnetic 
regime in these samples in the temperature range 150 to 
300 K. To the best of our knowledge, this is the first 
time that diamagnetic behavior (i.e. negative a.c. sus- 
ceptibilities) has been observed in YBCO at such high 
temperatures although other evidence for possible su- 
perconductivity at 240 K has been reported in the 
literature in the past [9-ll].The physical or magnetic 
phenomena associated with these transitions are un- 
known but a predominantly diamagnetic species must 
be a constituent of the material at these temperatures. 
It is difficult to link this observed diamagnetic behavior 
to bulk superconductivity specially if unknown surface 
effects during the current discharge step alter the parti- 
cle surfaces either structurally or chemically. 

It is tempting, on the basis of the consistently repro- 
ducible negatively valued a.c. susceptibility at tempera- 
tures between 160 and 300 K, to think that we have a 
superconducting YBCO material at such high tempera- 
tures by PAS processing. However, magnetization and 
Meissner effect measurements on these same samples 
show no evidence for bulk superconductivity. One pos- 
sible explanation is that the bulk of the sample has the 
usual 90 K phase with the possibility that a very small 
fraction of some higher Tc phase co-exists at grain 
interfaces. Alternatively, the current discharge applied 
to the powder surfaces prior to densification creates 
surface states that are responsible for the resitivity 
drops at > 240 K and the negative susceptibilities upto 
300 K. The accumulation of electronic charge on the 
particle surfaces during the pulsed electric discharge 
step in our processing schedule must play a crucial, and 
not yet fully understood, role in the microstructural 
evolution and properties. It may be very interesting to 
consolidate nanometer size powders of YBCO and 
other superconductors to see if unusual effects occur in 
nanostructures comparable to the coherence length of 
the  superconductor.  From  a  mechanical  processing 



150 S.H. Risbud, C.-H. Shan / Materials Science and Engineering A204 (1995) 146-151 

1.0 

0.75 

i —   i          ,-r- 

s ■ • 
H   = 5 Oe ac 
f = 95 Hz 

Oi 0.50 *» corrected 

e 
QJ 

in 
i 

o 

0.25 • • 

— 0.00 • 
x" 
V) 
in o 
2 -0.25 

•   • 
• 

-0.50 

i        i        i 1                         1 

50 100        150        200       250        300 

Temperature (K) 

0.5 

~      0.0 
en \ 
1    -0.5 

ID 

o    -1.0 

x    -1.5 
w w o 
2    -2.0  - 

-2.5 

-3.0 

H.  - 4 Oe 

f = 80 Hz 

(a) (b) 

150       180      21.0       240       270     .300 

Temperature (K) 

I     -5 
I o 

X 

(0 
o 

-10  - 

•15 

-20 

              1    ■  

r 

i                  ]'■ 

•    uncorrected 
»     corrected 

f - 
»      V           »T 

»» » 
T T 

•     •                   T          » •                                                   T 

#          •          •     *. T 

• •                                         •                        ' •     • ••       • - •       • 
•• • •• • • 

H   = 4 Oe - 
BQ 

f = 80 Hz 

1                                           ' 

160 200 240 

Temperature (K) 

280 320 

(c) 

Fig. 6. (a) A.c. susceptibility of sample 1 as a function of temperature. Note the negative susceptibilities from 150 to 300 K. These data were 
corrected for sample holder contributions and were repeatable in several measurements, (b) A.c. susceptibility for sample 2 over the temperature 
range 160 to 300 K showing negative values of susceptibility (these data are again corrected for sample holder contributions), (c) A.c. susceptibility 
for sample 3 from 160 to 300 K. Both uncorrected and corrected data are shown and reveal once again negative susceptibilities. Data for all three 
samples show a diamagnetic regime in susceptibility measurements. 

point of view ductility could be perhaps induced in 
these nanostructures with an impact on the shaping and 
forming of these and other ceramic materials. 

4. Summary 

Rapid densification of nanometer size ceramic pow- 
ders to near theoretical density was achieved by using 
an electric discharge step prior to sintering in a new 

process called Plasma Activated Sintering (PAS). Re- 
sults obtained on aluminum nitride, aluminum oxide, 
and YBCO superconducting ceramic show the unique 
ability of PAS processing to create nanostructures with 
little or no grain growth of the starting powder particles 
simultaneous with the attainment of full densities. Mi- 
crostructures obtained by high resolution electron mi- 
croscopy provide proof of clean grain boundaries with 
excellent grain to grain contact in the sintered materi- 
als. 
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Abstract 

Bulk n-TiO, samples with a relative density as high as 95% and a grain size less than 50 nm were fabricated by hot-pressing 
at temperatures as low as 400 °C and at pressures up to 1.5 GPa. During hot-pressing, the anatase phase transformed to the rutile 
phase and the amount of transformation increased with sintering pressure. The grain size in both the anatase and the rutile phase 
increased with sintering pressure at a constant temperature but the grain size of the transformed phase is always smaller than that 
of the starting material. We believe that the smaller grain size of the rutile phase is related to multiple nucleation events in the 
anatase phase during sintering at very high pressure. The average grain size increased from 27 nm in the original powder to only 
45 nm in the compact after hot-pressing. Analysis of the grain size and closed porosity by transmission electron microscopy 
suggested that closed pores at grain boundary triple junctions might also retard the grain boundary migration and thus prevent 
grain growth. A competing mechanism is also proposed in which the rate of grain growth is controlled by the pressure effect on 
the bulk diffusion rate and interface energy. 

Keywords: Hot pressing; Grain boundary; Competing mechanism 

1. Introduction 

Nanocrystalline materials were first synthesized by 
Gleiter and co-workers [1] in 1984 and have since 
become a major focus of many researchers. Because of 
the small grain size in nanocrystalline materials, a large 
fraction of the atoms lie near the grain surface or 
internal boundaries. Such surfaces or internal boun- 
daries represent a special state of solid matter owing to 
the fact that the atoms near the surface are subjected to 
the different potential fields of the atoms on either side 
of the interface. As a result, the atomic arrangements 
on the surfaces or internal boundaries differ from 
both the glassy and crystalline states. To illustrate the 
importance of the interface, some [2] have proposed 
that nanocrystalline materials be considered two-phase 
materials composed of distinct interfacial and crys- 
talline phases. In addition, when considering nanocrys- 
talline ceramics, pores are also an important element 
of the structure that must be considered. For the pur- 
poses of our dicussion we assume that the upper limit 
of grain size for nanocrystalline materials is about 
100 nm [3,4]. 

It is common knowledge that the sintering tempera- 
ture of an ultrafine powder is substantially below that of 
common powders. This difference of up to several 
hundred degrees is due to increased capillary forces 
based on the Gibbs-Thomson effect and more favor- 
able particle structure. Interest in nano-grained ceramic 
powders for processing of ceramics is motivated by the 
promise of improved sinterability at low temperature 
below (0.5rm), an increase in toughness due to a reduc- 
tion in flaw size, and low-temperature superplastic de- 
formation. However, it is well known that consolidation 
of ultrafine powder is very difficult because of its low 
apparent denisty, low flow rate, high contents of ab- 
sorbed gases and admixtures, high surface area relative 
to its weight, and severe interparticle friction. All of 
the common powder processing methods such as hot 
(isostatic) pressing, extrusion, injection molding, sinter- 
forging, etc., may be used for ultrafine powder process- 
ing. However, unless grain growth during processing is 
controlled, the prospects for production of nanocrys- 
talline compacts will be seriously hampered. Therefore. 
control of the grain growth is one of the most important 
tasks for all consolidation techniques. 

0921-5093/95/S09.50 © 1995 - Elsevier Science S.A. All rights reserved 
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Most early studies of nanomaterials were limited to 
metals [1,5,6]. However, Karch et al. [7] produced 
nanocrystalline Ti02 and CaF2 and reported remark- 
able results illustrating that these materials showed 
superplastic behavior at room temperature. Subsequent 
work has also demonstrated that enhanced sintering 
[8,9] and superplastic deformation [10,11] are possible 
in nanocrystalline ceramics (n-Ti02), but not without 
significant grain growth. Hahn et al. [12] studied the 
sintering and deformation kinetics of n-Ti02. It was 
found that pressureless- sintering yielded densities above 
95% of the theoretical value with a modest increase in 
grain size, whereas pressure-assisted sintering (1 GPa) 
resulted in high density samples without grain growth. 
They also conducted creep tests in compression and 
observed that true strains up to 0.6 could be achieved at 
810 °C with fracture. 

Averback et al. [13] studied sintering and grain 
growth in nanocrystalline ceramics. They observed that 
the green density of these materials varied greatly with 
compaction pressure and temperature. Densities greater 
than 90% of the theoretical value could be achieved 
without grain growth in n-Ti02 using pressure-assisted 
sintering at about 500 °C. Their study showed that the 
grain size varied as a function of r1/3. Moreover, the 
grain growth in denser materials was greatly accelerated 
compared with that in less dense materials, suggesting 
pore stabilization of the grain size. The grain size could 
be partially stabilized by suitable doping or by pres- 
sure-assisted sintering. 

Mayo and Hague [14] .studied the porosity-grain 
growth relationships in sintering of n-Ti02. Porosime- 
try data revealed that pore growth and pore shrinkage 
adhered well to Kingery's [15] predictions based on a 
critical pore size-to-grain size ratio. In addition, it 
appeared that open pores severely limited grain growth 
during stage II sintering. This was demonstrated by the 
observation that the grain was correlated with the 
average spacing between open pores so that instanta- 
neous grain sizes could be calculated directly from the 
pore size distributions. 

Hague and Mayo [16] also "studied the effect of 
crystallization and phase transformation on the grain 
growth of n-Ti02. They found during sintering that the 
presence of inter-agglomerated pores served to prevent 
an individual anatase grain from growing beyond the 
perimeter of the host agglomerate. As sintering contin- 
ued, the anatase phase transformed to the rutile phase. 
They attributed the post transformation rutile grain 
growth (to 185 nm compared with the pre-transforma- 
tion anatase grain size (50 nm)) to the low number of 
rutile nucleation events. 

Sinter-forging has been studied for n-Ti02 by Uchic 
et al. [17]. They found that full density could be 
achieved at temperatures below 0.57"m and that the 
grain growth could be limited to 50-60 nm as the 

density increased to greater than 96%. They showed 
that the stress dependence of the creep rate was an 
indication of grain boundary sliding accommodated by 
large pores. 

Nanocrystalline Ti02 shows great promise for possi- 
ble applications requiring superplastic deformation and 
much effort has been expended to make bulk samples 
from nanocrystalline powder. The aim of the present 
work was to investigate the sintering characteristics of 
bulk n-Ti02 fabricated by hot-pressing. The effects of 
sintering pressure on density, grain size, porosity, and 
anatase-rutile phase transformation are presented. 

2. Experimental procedure 

2.1. Material 

Nanocrystalline Ti02 powder made by a gas phase 
condensation method was purchased from Nanophase 
Technologies Corporation. The powder consisted of 
95.8 wt.% anatase phase and 4.2 wt.% rutile phase with 
an average grain size of 27 nm, as determined by X-ray 
diffraction and line broadening methods respectively. 

2.2. Consolidation 

Hot-pressing of the n-Ti02 powders was carried out 
in a piston-cylinder apparatus as shown in Fig. 1. The 
mold (Fig. 2) is made of a maraging steel (VascoMax 
350, Teledyne Vasco Corporation). Prior to hot-press- 
ing, the powder was first pressed in the mold at room 
temperature at a relatively low pressure. Then the mold 
containing the pressed powder was placed in the piston- 

Pressure Gage 

Hydraulic 
Cylinder 

Band Heater 

Thermocouple 

Pressure 
Source 

,r Reservoir 

Mold for Hot Pressing 

4 Furnace 

Fig. 1. Schematic diagram of the apparatus for hot pressing. 
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2.3. Characterization 

Powder 

Bottom Plug 

Hole for Thermocouple 

Fig. 2. Details of the maraging steel mold for hot pressing. 

cylinder apparatus. The pressure was raised to approxi- 
mately 0.50, 0.75, 1.00, 1.25, or 1.50 GPa respectively, 
and then the temperature was raised to 400 °C by two 
band heaters. To measure the sintering temperature of 
the nanopowder, a chromel-alumel thermocouple was 
inserted into a hole in the bottom plug (see Fig. 2) close 
to the powder. The sintering time was kept constant at 
7 h for all samples, except sample 5 (ts = 1 h). The 
hot-pressing conditions for each sample are summa- 
rized in Table 1. Following the pressure-assisted sinter- 
ing, the mold was cooled to about 200 °C where the 
pressure was released and the sample removed. The 
sintered cylindrical samples were 1.27 cm in diameter 
and 1.27 cm in height. The color of the samples varied 
from a dark gray on the surface to a light gray at the 
center. This change in color from the original white 
powder is believed to be caused by oxygen depletion. 
A similar phenomenon has been found by others in 
the processing of n-Ti02 powder [18-21]. The non- 
stoichiometry in the bulk n-Ti02 samples might be a 
result of the reaction of oxygen in n-Ti02 with the 
surface of the steel mold during hot-pressing. 

2.3.1. X-ray diffraction 
X-ray diffraction was used to determine the identity, 

quantity, and crystallite size of the phases present in the 
samples. These tests were carried out on a Siemens 
D5000-RA diffractometer operated at a voltage of 
40 kV and a current of 50 mA with Cu Ka radiation. 
The scanning step size and the collection time for each 
step were set at 0.01° and 30 s, respectively. To deter- 
mine the quantity of each phase, the intensity of the 
(110) rutile and (101) anatase peaks was used by an 
internal reference method using reported 7//corundum val- 
ues for the rutile and anatase phases. 

The as-received n-Ti02 powder consists of about 
95.8 wt.% anatase phase and 4.2 wt.% rutile phase, both 
of which have tetragonal crystal structure. The density 
of the rutile phase {pr = 4.23 g cm-') is larger than that 
of the anatase phase (/?a = 3.90 g cm-3) and the anatase 
to rutile phase transformation is irreversible. 

The crystallite size was determined by Scherrer's 
method based on the measurement of diffraction peak 
broadening given by 

B(20) = 0.9Ä/L cos 9 (1) 

where B{28) is the full width at half-maximum intensity 
(FWHM) of a diffraction peak, X is the X-ray wave- 
length, L is the crystallite size, and 0 is Bragg's angle. 

In addition to the broadening due to small crystallite 
size, there is always additional broadening due to slit 
widths, sample size, penetration into the sample, imper- 
fect focusing, and non-monochromaticity of the beam 
(a, and a2 for example). All of these broadening sources 
are grouped together under the name "instrumental 
broadening". To correct for the instrumental broaden- 
ing, standard peaks were run using a silicon standard in 
which the crystal size is large enough to eliminate all 
crystal-size broadening. These standards peaks ((111) at 
2(9 = 28.47° and (311) at 20 = 56.17°) were run under 
instrumental conditions identical with those for the test 
samples. By assuming Gaussian shapes for the diffrac- 
tion peaks, the corrected FWHM without instrumental 
broadening Bc(29) can be obtained by the following 
equation 

B2
C(20) = BU20)-B2

S(26) (2) 

where Bh(20) is the broadening from samples contain- 
ing both the desired broadening and the instrumental 
broadening and Bs(28) is the instrumental broadening 
obtained from the standard. Once the value of Bc{29) is 
known, the crystal size can be easily determined using 
Scherrer's formula, Eq. (1). In the present study, we 
used the lines (110) at 20 = 27.45°, (211) at 29 = 54.32° 
and (220) at 20 = 56.64° of the rutile phase; and the line 
(101) at 20 = 25.28° of the anatase phase to determine 
the crystal size of both phases. 
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Table 1 
Test conditions and results of hot pressing n-Ti02 powder 

Sample Pressure Temperature Time -  Rutile Anatase Densityb Density Open Rutile 
(GPa) (°C) (h) grain size" grain size" (gem-3) (% of porosity phase' 

(nm) (nm) theoretical) (vol.%) (wt.%) 

Powder 27 27 4.2 
1 0.50 400 7 32 32 2.89 74 25.5 6.8 
2 0.75 400 7 34 35 3.34 85 14.4 9.9 
3 1.00 400 7 35 36 3.44 88 11.6 10.2 
4 1.25 400 7 38 41 3.84 94 0.1 35.6 
5 1.50 400 1 44 59 4.01 95 0 95.1 

' Measured by the Scherrer method. 
b Measured by the Archimedes method. 
c Weight fraction of phases determined by X-ray diffraction with the (110) peak of the rutile phase and the (101) peak of the anatase phase. 

2.3.2. Density and porosity measurement 
The density and open porosity of the samples were 

determined by Archimedes' method. Before being 
weighed in air, samples were dried in vacuum at room 
temperature for 24 h to eliminate all moisture in the 
samples. To determine the open pore volume in the 
samples, the following steps were taken: (1) weigh a 
sample in air Wair, (2) put a sample in boiling water for 
2 h to fill the open pores completely with water, and (3) 
after cooling, weigh the saturated piece suspended in 
water Wsm and in air W^t. The difference between these 
last two values permits calculation of the density. The 
difference between the saturated and dry weights gives 
the open pore volume. 

2.3.3. Transmission electron microscopy (TEM) 
The microstructure of both n-Ti02 powder and the 

bulk n-Ti02 samples was studied by TEM. TEM samples 
of n-Ti02 powder were obtained by first putting a very 
small amount of the powder into methanol and then 
vibrating the suspension by an ultrasonic oscillator to 
disintegrate any agglomerates. A 3 mm copper grid 
holder was dipped into this suspension and then dried in 
air. A TEM sample of the bulk n-Ti02 was obtained by 
cutting off a thin slice from the bulk samples using a 
diamond saw, followed by conventional grinding, dim- 
pling, and ion-milling. The samples were ion milled in a 
rotation stage cooled with liquid nitrogen using an ion 
beam current of 0.5 mA and a voltage of 6 keV. All 
samples were examined with an ISI-002B high-resolution 
transmission electron microscopy operated at 200 kV. 

3. Results and discussion 

The grain size of the as-received n-Ti02 powder, 
measured by TEM, was found to be in the range of 
5nm to 50 nm, as shown in Fig. 3. By using X-ray 
diffraction techniques previously described, the average 
grain size of the starting n-Ti02 powder, which consists 

of about 95.8 wt.% anatase phase and 4.2 wt.% rutile 
phase, was determined to be 27 nm. Figs. 4(a) and 4(b) 
show the X-ray diffraction profiles of the starting pow- 
der along with the pressure-assisted and sintered bulk 
samples. Shown in this figure are the (110) peak of the 
rutile phase and the (101) peak of the anatase phase. 
Note the relative changes in these peak heights, indicat- 
ing the relative extent of the transformation. 

The test conditions and results of hot-pressing n-Ti02 

powder are summarized in Table 1. It can be seen from 
Table 1 and Fig. 5 that the density increases with 
sintering pressure to 95% of the theoretical value while 
the grain size remains small. This is the first time that 
n-Ti02 powder has been sintered successfully to 95% 
relative density at only 400 °C without significant grain 
growth. This sintering temperature of 400 °C (673 K) is 
less than a third of the melting point of titania (Tm of 
Ti02 is 1870 °C or 2143 K). It is known that hot-press- 
ing increases the driving force for densification through 
the expression, 

Fig. 3. Transmission electron micrograph of n-Ti02 powder. 
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Fig. 4. (a) (b) X-ray diffraction profiles of the starting n-Ti02 powder 
and the bulk n-Ti02 samples hot-pressed at 400 °C and at various 
pressures. 

<7S = 2y/r + ac (3) 

where as is the total sintering stress, y is the surface 
energy, r is the pore radius and ae is the effective stress. 
It is clear from the results of the present study that the 
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Fig. 5. Relative density and grain size of both the anatase and rutile 
phases as a function of sintering pressure. 

applied high pressure can significantly decrease the 
densification temperature and in doing so limits grain 
growth. 

We also observed in our study that the grains grew 
slightly from 27 nm to 35 nm at 1 GPa and to 44 nm at 
1.5 GPa for the rutile phases. The corresponding data 
for the anatase phase are from 27 nm to 36 nm at 
1 GPa and to 59 nm at 1.5 GPa. It is known that grain 
growth is affected not only by the sintering pressure but 
also by the porosity among other things. For example, 
the sintering process is accompanied by pore shrinkage, 
pore coalescence, and grain growth. During the second 
stage of solid-state sintering, the microstructure of a 
powder compact is characterized by a complex network 
of tubular pores that are open to the external surface. 
Most densification of a ceramic material takes place 
during this stage. This second stage sintering is fol- 
lowed by the final state in which the interconnected 
necks between pores disappear and only isolated pores 
appear. Gupta [22] found a strong correlation (usually 
linear) between increasing density (or decreasing pore 
volume) and increasing grain size in stage two sintering 
for large-grained ceramic materials. In addition, for 
nanocrystalline ceramics, it has been shown [13,14] that 
pores, especially open pores at grain boundaries can 
retard the migration of a grain boundary and thus 
reduce the rate of grain growth. Averback et al. [13] 
found in sintering of n-Ti02 that grain growth in a 
denser material was greatly accelerated compared with 
that in a less dense material, suggesting pore stabiliza- 
tion of grain size. Mayo and Hague [14] found that 
grain growth was also linked to densification in stage 
two. However, the amount of grain growth which 
occurred was small compared with the amount of den- 
sification which took place. They also found a strong 
correlation between the closure of open porosity and 
the onset of accelerated grain growth for pressureless 
sintering. They attributed this to the fact that open 
pores present in stage two sintering were strong grain 
boundary pinning sites but that the closed pores were 
less effective. 

In the present study, the average grain size of both 
phases was found to increase slightly when the bulk 
density increases from 74% to 94% of theoretical value 
during stage two sintering, as shown in Fig. 5. More- 
over, the open porosity (volume per cent) decreased 
with sintering pressure and was nearly completely elim- 
inated when the sintering pressure reached 1.25 GPa. 
Simultaneously, the grain size (volume average of grain 
sizes for the two phases) increased from 32 to 40 nm, as 
shown in Fig. 6. It appears that the effect of open pores 
on grain growth was reduced with decreasing pore 
volume which occurred with increasing sintering pres- 
sure. As a consequence, minor grain growth with in- 
creasing sintering pressure was seen because of the 
disappearance of the retarding force represented by the 
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pores. Accelerated grain growth corresponding to the 
complete closure of open porosity was not seen. Sample 
5 (Table 1) still contained about 5vol.% closed pores. 
TEM of the pore structure of this sample revealed that 
almost all the closed pores were located at grain triple 
junctions, as shown in Fig. 7. It has been suggested 
[23,24] that closed pores sitting on a triple junction can 
effectively prevent grain boundary migration. It appears 
in the present study that the closed pores on triple 
junctions of sample 5 might have helped to retard grain 
boundary migration, so that the grain growth was 
effectively limited. In addition, the grains of the anatase 
phase grew larger than the grains of the rutile phase 
(Table 1 and Fig. 5). In other words, the transformed 
product (rutile) has a smaller grain size than the start- 

Fig. 7. Transmission electron micrograph of the closed pore structure 
of sample 5. Note that almost all the pores are located at grain 
boundary triple junctions. 

ing phase (anatase). This is probably due to an in- 
creased nucleation rate brought on by the high sintering 
pressure. This effect is most pronounced at the highest 
pressure, and may be even more important at pressures 
above 1.5 GPa. 

In addition to the effect of porosity on grain growth 
proposed above, a second mechanism is also possible. 
Consider, for example, the rate of grain growth g 
proposed by Uhlmann et al. [25] 

g: U aoJ   L 
l-exp(-^f (4) 

where/is the fraction of sites at the interface where 
atoms can be added or removed, a0. is the jump dis- 
tance, D is the diffusion coefficient for atoms across an 
interface, and AG is the free energy difference across the 
interface. We know that D decreases with pressure with 
the following relationship 

8,n. . _. (5) Z>1  __AV 

'   \r~~RT dP 

where A V is the activation volume for atom transport 
across the interface. Assuming that the Gibbs-Thomson 
effect is the controlling mechanism for nanograin 
growth, we obtain 

AG: 
2yVa 

(6) 

where y is the interface energy, r is the radius of 
curvature of the interface, and Vm is the molar volume. 
Also, from the fundamental thermodynamic relation- 
ship, 

S)-" (7) 

where V is the excess volume and is positive in the 
present case, we know that the interface energy in- 
creases with pressure at constant temperature. Thus, 
AG will increase with pressure. Therefore, the overall 
growth rate may be written as 

*=(£Kexpl PAY 
' RT 

1 — exp! 2yVmX 
rRTj 

(8) 

where D0 is the diffusion coefficient at atmospheric 
pressure. The first part, exp(—P AV/RT), of this equa- 
tion decreases rapidly with pressure while the second 
part, 1 — exp(—lyVJrRT), increases rapidly with pres- 
sure. The product, however, shows a maximum at a 
critical pressure, as shown schematically in Fig. 8. The 
overall effect of pressure on the growth rate is thus seen 
to depend on the balance between the change in the 
diffusion coefficient D and the change in interface en- 
ergy with pressure. At low pressures on the one hand, 
the rapid increase in the interface energy outweighs the 
effect of D and thus the growth rate will increase with 
pressure. At sufficiently high pressures, on the other 
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Fig. 8. Plot of the growth rate equation g = A exp(-/t,/>)[l -expx 
i-kzP)] showing the general form of the grain growth rate as a 
function of sintering pressure. 

hand, the effect of D should dominate and the growth 
rate should decrease. In other words, there exists a 
threshold critical pressure below which the growth rate 
will increase with pressure, which is in agreement with 
our experimental observations. A similar phenomenon 
has been seen in the zirconia system by Skandan 
et al. [26]. 

Phase transformation from the anatase to the rutile 
phase occurred during hot-pressing and the amount of 
transformation increased with sintering pressure, as 
shown in Fig. 9. This is not unexpected because the 
applied hydrostatic pressure would enhance the trans- 
formation from the less dense metastable anatase phase 
to the denser structure of the rutile phase. The amount 
of phase transformation, however, was not linearly 
related to the sintering pressure. Instead, most material 
transformed only when the pressure exceeded 1 GPa. In 
addition, it is known from the present results that on 
applying high pressure during sintering, the phase 
transformation occurs at significantly lower tempera- 
ture. It is also believed that the applied high pressure 
can result in an increased nucleation rate of the rutile 
phase. The combination of low sintering temperature 
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Fig. 9. Pressure-induced phase transformation (anatase to rutile) of 
n-Ti02 during hot pressing. The graph shows the weight per cent of 
the rutile phase as a function of sintering pressure. 

and high nucleation rate limited the grain growth of the 
rutile phase. The average grain size of the rutile phase 
(95.1 wt.%) of sample 5 is only 44 nm, compared with 
the average grain size of 27 nm for the rutile phase 
(4.2 wt.%) in the original powder. It is worthwhile 
comparing our result with the recent results from a 
pressureless process, in which an anatase phase powder 
was heated to 900 °C for 1 h. Nearly all material trans- 
formed to the rutile phase but the average grain size of 
the rutile phase grew to 264 nm [27], 

The phase transformation from the anatase to the 
rutile phase in the present study did not increase the 
rutile grain size. In contrast, Hague and Mayo [16] 
found a linear relationship between increasing rutile 
grain size and increasing weight per cent of rutile phase. 
They proposed that the presence of inter-agglomerate 
pores served during sintering to prevent an individual 
anatase grain from growing beyond the perimeter of the 
host agglomerate. As sintering continued, the anatase 
phase began to transform to the rutile phase and the 
rutlile grain grew to 185 nm which was significantly 
larger than the pre-transformation anatase grain size 
(50 nm). The model proposed by Hague and Mayo [16] 
appears not to apply to the present study at much 
higher pressures insofar as the rutile grain size is con- 
cerned. It should be noted that the sintering conditions 
(the sintering pressure and the sintering temperature) 
used in the present study were very different than those 
of Hague and Mayo. 

4. Conclusions 

The following conclusions may be drawn from the 
present experimental results. 

(i) It is possible to achieve nearly fully sintered bulk 
samples of n-TiOz at a temperature as low as 400 °C 
under high pressure. 

(ii) The phase transformation from the metastable 
anatase phase to the denser rutile phase occurred dur- 
ing sintering at various pressures and at 400 °C. The 
maximum extent of the phase transformation was 95%, 
which was achieved at i»s=1.5 GPa and r=400°C. 

(iii) The relative density of the compact increased 
with sintering pressure under, constant temperature 
(400 °C) from 74% at 0.5 GPa to 95% at 1.5 GPa. 

(iv) Open porosity was found to decrease with sinter- 
ing pressure and was nearly eliminated when the sinter- 
ing pressure reached 1.25 GPa at 400 °C. 

(v) The average grain size of both phases (anatase 
and rutile) increased with pressure. The average grain 
size of the rutile phase increased from 27 nm in the 
original powder form, to 32 nm at 0.5 GPa, to 35 nm at 
1 GPa, and to 44 nm at 1.5 GPa, while the average 
grain size of the anatase phase grew from 27 nm in the 
original powder, to 32 nm at 0.5 GPa, to 36 nm at 
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1 GPa, and to 59 nm at 1.5 GPa. A new mechanism for 
grain growth with sintering pressure is proposed. Ac- 
cording to the proposed theory, the grain growth rate is 
controlled by the presure effect on bulk diffusion rate 
and interface energy. It predicts that the rate of grain 
growth will increase with pressure until the pressure 
reaches a critical value and then decrease thereafter. 

(vi) The grain size of the transformation product 
(rutile) was found to be always less than the grain size 
of the pre-transformation phase (anatase) under the 
same processing conditions. We believe this to be the 
result of an increased nucleation rate brought on by the 
high sintering pressure. This effect was most pro- 
nounced at the highest pressure, and may be even more 
important at pressures above 1.5 GPa. This suggests 
that pressure-assisted low temperature sintering may 
ultimately produce an even finer grain size. 

(vii) Transmission electron micrographs showed the 
nanocrystals were well formed and most of the closed 
pores appeared to be at the grain boundary triple 
junctions. In addition, anlaysis of the grain size and 
closed porosity with transmission electron microscopy 
suggested that closed pores at grain boundary triple 
junctions could retard grain boundary migration and 
thus prevent grain growth. 

Acknowledgements 

The financial support by the Federal Aviation Ad- 
ministration through Center of Excellence in Computa- 
tional Modeling of Aircraft Structures at Rutgers 
Univerisity is gratefully acknowledged. In addition, dis- 
cussions and suggestions of Professor Zwi Kaiman on 
X-ray analysis and the assistance of Dr. Ping Lu with 
the TEM examinations are also appreciated. 

References 

[1] R. Birringer, H. Gleiter, H.P. Klein and P. Marquardt, Phys. 
Leu. A, 102 (1984) 365. 

[2] X. Zhu, R. Birringer, U. Herr and H. Gleiter, Phys. Rev. B, 35 
(1987) 9085. 

[3] R.W. Siegel, in M. Nastasi, D.M. Parkin and H. Gleiter (eds.), 
Proc. NATO-ASI Conf. on Mechanical Properties and Deforma- 
tion Behaviour of Material Having Ultra-Fine Microstructures. 
Kluwer Academic, Dordrecht, 1993, p. 509. 

[4] R.A. Andrievski, J. Mater. Sei., 29 (1994) 614. 
[5] R. Birringer, U. Herr and H. Gleiter, Trans. Jpn. Inst. Met. 

Suppl, 27 (1986) 43. 
[6] T. Mütschele and R. Kirchheim, Scr. Metall., 21 (1987) 1101. 
[7] J. Karch, R. Birringer and H. Gleiter, Nature (London). 330 

(1987) 556. 
[8] R.W. Siegel, S. Ramasamy, H. Hahn, Li Zongquan, Lu Ting 

and R. Gronsky, J. Mater. Res., 3 (1988) 1367. 
[9] H. Hahn, J. Logas and R.S. Averback, J. Mater. Res., 5 (1990) 

609. 
[10] H. Hahn and R.S. Averback, J. Am. Ceram. Soc, 74 (11) (1991) 

2918. 
[11] M. Guermazi, H.J. Höfler, H. Hahn and R.S. Averback, J. Am. 

Ceram. Soc, 74 (10) (1991) 2672. 
[12] H. Hahn, J. Logas, H.J. Hofier, P. Kurath and R.S. Averback. 

Mater. Res. Soc. Symp. Proc, 196(1990) 71. 
[13] R.S. Averback, H.J. Höfler, H. Hahn and J. Logas, Nanostruct. 

Mater., 1 (1992) 173. 
[14] M.J.  Mayo and D.C.  Hague, Nanostruct.  Mater., 3 (1993) 

43. 
[15] W.D. Kingery, H.K. Bowen, and D.R. Uhlmann, Introduction to 

Ceramics, Wiley, New York, 1976, p. 486, 2nd edn. 
[16] D.C.  Hague and M.J.  Mayo,  Nanostruct.  Mater.,  3 (1993) 

61. 
[17] M. Uchic, HJ. Höfler, W.J. Flick, R. Tao, P. Kurath and R.S. 

Averback, Scr. Metall., 26(1992) 791. 
[18] Z.-Q. Li, S. Ramasamy, H. Hahn and R.W. Siegel, Mater. Lett., 

6 (1988) 195. 
[19] C.A. Melendres, A. Narayanasamy, V.A. Maroni and R.W. 

Siegel, J. Mater. Res., 4 (1989) 1246. 
[20] J.C.  Parker and R.W. Siegel, Appl. Phys. Lett., 57 (1990) 

943. 
[21] CD. Terwilliger and Y.M. Chiang, Nanostruct. Mater., 2 (1993) 

37. 
[22] T.K. Gupta, J. Am. Ceram. Soc, 55(5) (1972) 276. 
[23] C.H. Hsueh and A.G. Evans, Acta Metall., 30 (1982) 1269. 
[24] M.A. Spears and A.G. Evans, Acta Metall., 30 (1982) 1281. 
[25] D.R. Uhlmann, J.F. Hays and D. Turnbull, Phys. Chem. Glass, 

7 (5) (1966) 159. 
[26] G. Skandan, H. Hahn, B.H. Kear, M. Roddy and W.R. Can- 

non, Mater. Lett. 20 (1994) 305. 
[27] The powder processed and characterized by Nanophase Technol- 

gies Corporation, private communication, 1994. 



MATERIALS 
SCIENCE & 

ENGINEERING 

ELSEVIER Materials Science and Engineering A204 (1995) 160-164 

Aerosol synthesis of nanoscale clusters using atmospheric arc 
evaporation 

W. Mahoney, R.P. Andres 

School of Chemical Engineering, Purdue University, West Lafayette, IN 47907-1283, USA 

Abstract 

A gas aggregation source that operates at atmospheric pressure and is capable of producing grams per hour of unaggregated. 
equiaxed metal clusters with diameters in the nanometer range is described. A controlled current d.c. arc is employed to evaporate 
metal atoms from a liquid metal pool. These evaporated atoms are entrained in a flowing stream of inert gas and quickly 
transferred to a quench region where the hot stream from the arc plasma is mixed with a second quench stream of cold inert gas. 
The quench gas provides rapid cooling and immediate dilution, both initiating cluster growth and suppressing cluster aggregation. 
Cluster size is controlled by varying the metal atom density and residence time in the arc plasma, in the quench region and in the 
flow downstream from the quench region. 

Keywords: Aerosol synthesis; Nanoscale clusters; Arc evaporation 

1. Introduction 

Methods for producing bulk quantities of size se- 
lected, nanometer diameter metal clusters are essential 
if these intriguing materials are to serve as precursors to 
nanostructured materials. Most current methods for 
synthesizing nanoscale clusters are hindered by either 
low production rates or minimal control of the cluster 
size. 

One of the most flexible methods for producing 
nanoscale metal clusters is by means of gas aggregation. 
This technique proceeds by evaporating the metal in the 
presence of an inert gas and then condensing the metal 
atoms by cooling the inert gas stream. Gleiter devel- 
oped a simple source based on this technique that is 
capable of producing gram quantities of consolidated 
nanoscale clusters [1]. In this source the metal is evapo- 
rated from a resistively heated boat into a low pressure 
background of inert gas. The metal atoms are cooled by 
collisions with the inert gas atoms, and this induces 
homogeneous nucleation and growth of small metal 
clusters. The resulting clusters are driven by ther- 
mophoretic forces to a cold collection surface where 
they consolidate as a loose powder which can be com- 
pacted and sintered to form a nanostructured solid. The 
variables used to control cluster size in this source are 

evaporation rate, inert gas pressure and molecular 
weight of inert gas. An increase in any of these vari- 
ables results in an increase in the mean cluster size and 
broadening of the size distribution. 

A gas aggregation source designed to give better 
control over the cluster size distribution and permit 
molecular beam sampling of unconsolidated clusters is 
the multiple expansion cluster source (MECS) devel- 
oped by Andres and his students [2,3]. This source 
employs forced convective flow of an inert gas to 
control cluster nucleation and growth. Metal is evapo- 
rated from closed crucibles placed inside a resistively 
heated carbon oven that is pressurized by helium [3]. 
The superheated mixture of metal atoms, diatoms and 
inert gas is sonically expanded through a hole in the 
oven into a quench region where it is mixed with a 
stream of cold inert gas (either Ar or He). This super- 
saturated mixture is further expanded into a tubular 
fast flow reactor in which the clusters grow via accre- 
tion of metal atoms onto clusters initially present as 
diatoms in the oven. By adjusting the metal atom 
densities and residence times in each section of the 
MECS, good control over mean cluster size and a tight 
size distribution can both be achieved. The classical 
MECS is operated below atmospheric pressure so that 
a sample of the cluster aerosol can be easily sampled by 

0921-5093/95/S09.50 © 1995 ■ Elsevier Science S.A. All rights reserved 
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expansion into a vacuum chamber as a molecular 
beam. Owing to materials and pumping speed limita- 
tions this source is limited to fairly unreactive metals 
and to milligram per hour production rates. 

The goal of the present research was to develop a 
cluster source capable of (1) producing crystalline, 
equiaxed clusters of almost any metal, (2) producing 
clusters with controlled mean diameters in the nanome- 
ter size range and with a narrow size distribution, and 
(3) achieving gram per hour production rate. 

2. Arc evaporation cluster source (AECS) 

To accomplish this task, we utilize a controlled d.c. 
arc discharge for metal evaporation coupled with 
forced convective flow and rapid quenching at 1 atm to 
control cluster size and limit cluster aggregation. Fig. 1 
shows a schematic diagram of this apparatus along with 
the associated processes that occur during operation. 
The important processes are (1) metal evaporation, (2) 
cluster nucleation and growth, (3) cluster transport, and 
(4) cluster capture. 

Evaporation is achieved by establishing a d.c. arc 
discharge between two electrodes, an upper electrode 
fabricated from a tantalum tube which also serves as 
the inlet to the quench region and a lower electrode 
which is a heavy gage tungsten wire basket that con- 
tains the metal to be vaporized. This lower electrode is 
attached by means of tantalum foil to a stainless steel 
tube which serves as a port for introducing gas into the 
evaporation region. In most cases this gas is argon 
which serves two purposes; it facilitates arc ignition and 
acts as a carrier gas transporting the metal vapor into 
the quench region. Arc ignition is achieved by touching 

Process 

To Pump 

Substrate 
Capture 

Transport 

Nucleation & 
Growth 

; Evaporation 

Fig.  1. Schematic diagram of the arc evaporation cluster source 
(AECS), illustrating the cluster formation process. 
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Table 1 
Typical operating parameters 

Pressure (atm) 

Energy input (kW) 

Arc voltage (V) 

Arc current (A) 

Efficiency (%) 

Polarity 

Evaporation rate (gh-1) 

Arc gas flow (Ar) (cm3s_l) 

Quench flow (Ar) (em's-1) 

Growth time (ms) 

Transport time (s) 

1 

0.1-1 

8-13 

10-70 

«10% 

Anode 

1-50 

90-160 

0-200 

10-90 

0.2-0.7 

the electrodes momentarily and then separating them to 
establish a gap of approximately 1 cm. After ignition, 
the temperature of the tungsten basket rises rapidly, the 
metal evaporant quickly melts, and evaporation pro- 
ceeds from molten metal in the tungsten basket. 

Hot vapor from the evaporation region is transferred 
directly into the quench region where it is mixed with a 
stream of room temperature gas, typically argon. The 
role of this quench gas is to cool the hot vapor coming 
from the arc, thereby initating cluster nucleation and 
growth, and to dilute the aerosol mixture, suppressing 
cluster aggregation. The quench region is defined by a 
graphite flange, which supports the tantalum electrode, 
and a water cooled flange fabricated from stainless steel 
(see Fig. 1). The gas mixture in the quench region is 
cooled both by the cold quench gas and by heat trans- 
fer to the water cooled flange. 

Downstream of the quench region, the cluster aerosol 
expands into a laminar flow transport tube. In order to 
sample the cluster aerosol, the center-line flow near the 
exit of this tube is expanded through a capillary into a 
pumped chamber held at approximately 1 Torr. In this 
chamber the cluster are deposited onto thin, electron 
transparent films for offline, analysis of cluster size, size 
distribution, and degree of aggregation using a JEOL 
2000FX transmission electron microscope. 

3. Relevant variables and typical operating conditions 

Table 1 lists typical operating conditions. We have 
found that we are able to keep growth times small and 
produce clusters in the 1—100 nm diameter range at 
atmospheric pressure..Evaporation rates are controlled 
by controlling the arc current. Neglecting any varia- 
tions in the heat losses due to radiation and convection, 
increases in arc power are dissipated as enthalpy of 
evaporation. Experimental evaporation rates are typi- 
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Fig. 2. Bright field transmission electron micrographs and diameter distributions for indium clusters: (A) no quench gas and (B) 160 cm3 s~' argon 
quench flow. The arc gas flow was 160 cm3 s-' argon in both cases. 

cally 20-30 g h~' for arc currents in the 20-40 A range 
with the metal pool as the anode in the arc circuit. It is 
important to maintain this polarity and to evaporate 
from a molten source in order to avoid microdroplet 
formation commonly encountered in arc evaporation 
processes. Calculated energy efficiencies based on the 
ratio of the rate of metal vaporization to the arc power 
input are on the order of 10%. Arc evaporation region 
gas flows are typically 90-160 cm3 s~'. Arc stability 
places a maximum constraint on this gas flow rate. This 
maximum increases with increasing arc current. Exceed- 
ing the maximum flow rate at a given arc current leads 
to unstable arc operation characterized by fluctuating 
arc voltages and a tendency of the arc to self extinguish. 
The arc characteristics are independent of quench gas 
flow rate. Quench gas flow rates have been varied from 
0-200 cm3 s_I. The arc region gas flow and quench gas 
flow determine the residence times in the source. 
Growth times in the quench region are typically a few 
tens of milliseconds and transport times to the sampling 
capillary are on the order of half a second. 

4. Cluster size control: quench effect 

Fig. 2 illustrates the effect of quench rate on cluster 
growth. These data are for indium clusters produced at 
an evaporation rate of approximately 20 grams per 
hour. The top electron micrograph and particle diame- 
ter distribution correspond to no gas being introduced 
into the quench region. The flow of argon in the 

evaporation region was 160cm3s-!. The clusters are 
unaggregated and crystalline and posses a broad size 
distribution with a mean diameter of approximately 
65 nm. The bottom electron micrograph and diameter 
distribution correspond to identical conditions but with 
a 1/1 ratio of evaporation region to quench region gas 
flows. The effect of the added quench gas is to reduce 
the mean cluster diameter to approximately 13 nm with 
a corresponding sharpening of the size distribution. 
This result holds in general. Holding all other variables 
constant, increasing the quench flow serves to reduce 
the mean cluster size while sharpening the size distribu- 
tion. Similar evaporation rates and cluster size distribu- 
tions have been achieved with copper, silver and 
titanium metals. 

5. Production of metal (oxide, nitride) clusters 

The arc plasma can also be used to react metal atoms 
with oxygen or nitrogen in order to produce metal 
oxide or metal nitride clusters. The reactive gas can be 
introduced into the high temperature arc region or into 
the cooler quench region. As an example, we illustrate 
formation of TiN and Ti02 clusters. Fig. 3 shows a 
TEM bright field image accompanied by a correspond- 
ing TED pattern for TiN particles formed by evapora- 
tion of Ti using nitrogen as the gas introduced into the 
arc. The clusters formed were loosely aggregated crys- 
tallites with a crystal structure corresponding to TiN as 
evidenced by the TED pattern. Adding argon quench 
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Fig. 3. Bright field TEM and TED pattern of TiN clusters formed by 
evaporation of Ti using nitrogen as the arc region gas. 

gas had the general effect of reducing the primary 
cluster size and reducing the mean aggregate size. 

Ti02 clusters were synthesized by evaporating Ti 
using argon in the arc region and quenching with air. 
Fig. 4 shows TEM bright field images of TiOz clusters 
formed at two different quench ratios. Fig. 4(A) shows 
clusters formed by quenching with 50cm3s-1 air 
whereas Fig. 4(B) shows clusters quenched with 
150cm3s_1 air. The argon flow in the evaporation 
region for these experiments was 160 cm3 s-1. The 
larger clusters formed in the first case are unaggregated 
with a mean diameter of approximately 52 nm. Increas- 
ing the quench flow rate to 150cm3s-1 results in a 
reduction of mean cluster diameter to 26 nm and a 

sharpening of the diameter distribution. Electron 
diffraction shows these particles to be crystalline; how- 
ever, the relative amounts of the rutile and anatase 
phases have not been determined. Of interest is the 
absence of TiN when air is used as quench gas. 

6. Summary 

We have developed a new type of gas aggregation 
cluster source for producing nanoscale clusters of 
metals and metal-based ceramics. Evaporation of the 
desired metal is achieved by d.c. arc evaporation from a 
liquid metal pool into a flowing gas stream. Rapid 
mixing of this vapor with a second stream of room 
temperature quench gas serves to cool and dilute the 
metal vapor, initiating cluster growth and suppressing 
cluster aggregation. The source operates at atmospheric 
pressure. Evaporation rates are controlled by con- 
trolling the arc current and have been varied from 1 to 
50 gh-1. Cluster size and size distribution are influ- 
enced strongly by the gas flow rates in the arc region 
and in the quench gas region. Controlled mean cluster 
diameters in the 1-100 nm size range have been 
achieved. Increasing the quench flow serves to reduce 
the mean particle size and sharpen the size distribution. 
Metal oxide and metal nitride clusters can be formed by 
addition of reactive gas. TiN clusters have been formed 
by introducing N2 in the arc region. Ti02 clusters 
have been formed by introducing air in the quench 
region. 
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Fig. 4. TEM bright field images and size distributions of Ti02 clusters formed by Ti evaporation in argon (160 cm3 s-') using air as quench gas: 
(A) 50 cm3 s_l air and (B) 150 cm3 s-' air. 
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Abstract 

We report the preparation of amorphous Fe80_xCr,B20 nanoparticles by chemical reduction, their morphological and 
structural characterization and the study of their magnetic properties by means of Mössbauer and magnetization measurements. 
The results show that the mean particle size is composition dependent, decreasing with increasing x. The magnetic properties 
determined by the chemical composition and by the particle size distribution, change with increasing x from a ferromagnetic 
character to a state characterized by the coexistence of Fe-Cr-B ferromagnetic particles with a growing fraction of antiferromag- 
netic (partially oxidized) and paramagnetic (oxidized) particles. 

Keywords: Synthesis; Chemical reduction; Magnetic properties 

1. Introduction 

Among the methods for preparing fine.particles, the 
chemical ones usually present the advantage of leading 
to more homogeneous products in a larger composition 
range. In particular for preparing ternary transition 
metal-boron, Fe80_ ..M^Bj,,, amorphous alloys, the 
chemical reduction of aqueous solutions of metal salts 
with NaBH4 has proved to be a very successful method 
[1-4], producing ultrafine powders suitable for com- 
paction in samples of various shapes for different kinds 
of technological applications. It has been reported that 
the composition of the particles, their size and shape 
can be carefully controlled by varying the preparation 
parameters, such as borohydride concentration [4], tem- 
perature [6], pH [7], starting metals salts, way of mixing 
the liquids (salts and reductant aqueous solutions) and 
their addition rates [5,8]. Consequently the magnetic 
properties can be strongly modified by the preparation 
conditions. 

Within this context we report the preparation, by a 
chemical reduction route, of Fe80_A.Cr;cB20 (5 < x < 70) 
fine particles, their morphological and structural char- 

acterization and an investigation on their magnetic 
properties. 

2. Experimental 

2.1. Material preparation 

Fine ¥&zo_xCrxQ20 (5^x<70) particles were pre- 
pared by reducing aqueous solutions of FeS04 and 
CrCl3 with aqueous solutions of NaBH4 (typical molec- 
ular ratio 8:100). The reactions were carried out in an 
atmosphere of high purity nitrogen. The reductant solu- 
tion was added to the metal salts solution maintaining 
the reaction vessel in an alcohol bath at T= - 10 °C. 
The black fine powder was washed thoroughly with 
water to remove residual ions from the reaction mixture 
and with acetone to remove water. The sample was 
then dried overnight under vacuum. Finally air was 
introduced in the vessel in a controlled way in order to 
passivate the fine particles, which are pyrophoric. Ma- 
terials with the following compositions x were pre- 
pared: 5, 10, 20, 25, 40, 60. 

092I-5093/95/SO9.5O © 1995 — Elsevier Science S.A. All rights reserved 
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The material with x = 40 was also prepared starting 
from FeCl3 • 6H20, instead of FeS04) and changing the 
method of mixing of liquids, i.e. adding the metal salts 
aqueous solution to the reductant solution. 

With the aim of covering the particles with a Si02 

layer, to reduce the interparticle interactions, te- 
traethoxysilane was added to a suspension of 
Fe80_ vCrvB20 in a mixture of isopropylic alcohol and 
water (20:1) with NH3 at 50 °C. The mixture was 
stirred for 5 days and finally the ultrafine grey powder 
was filtered, washed with isopropylic alcohol and dried 
under vacuum. 

2.2. Material characterization 

The morphology, the chemical composition and the 
structure of the powder specimens were examined by 
TEM, SEM and X-ray diffraction measurements. The 
TEM instrument was a Jeol 4000 FX, equipped with an 
Ultra Thin Window (UTW) X-ray detector and oper- 
ated at 400 kV. To this purpose the powders were 
dispersed with an ultrasonic bath and a drop of the 
resulting suspension was allowed to dry on a micro- 
scope grid coated with a thin carbon film. 

The magnetic properties were investigated by Möss- 
bauer and magnetization measurements. Mössbauer 
spectra were recorded in the temperature range 4.2-600 
K using a conventional spectrometer operating in the 
constant acceleration mode. The source was 57Co in Rh. 
Magnetization measurements were performed in the 
temperature range 4.2-300 K by a commercial (Quan- 
tum Design) SQUID magnetometer (.//max = 5.5 T). 

3. Results and discussion 

3.1. Morphological and structural characterization 

X-ray and electron diffraction show that the particles 
are amorphous. TEM measurements show that the 
series of samples with variable composition x consist of 
agglomerates or long chains of spherical particles of 
different sizes. The mean particle diameter and the 
width of size distribution depends on the composition x 
(e.g. for x = 40, the diameter ranges from few nanome- 
ters to 200 nm, with a mean value (j) = 110 nm and with 
the width at half heigth in the distribution curve r„ 
2 = 50 nm; for x = 60, 0max = 90 nm, <{> = 50 nm, T,/ 
2 = 40 nm). Within each sample there is a chemical 
composition distribution also, related to the size distri- 
bution, the smallest particles being richer in chromium. 
This indicates that the nucleation process in this system 
is controlled by the chemical composition, a higher 
chromium content promoting an easier nucleation, 
whereas the subsequent growth occurs in a solution 
enriched in iron. 

The sample with x = 40, prepared starting from 
FeCl3 instead of FeS04 and adding the solution of 
metal salts to the reductant solution, consists of ag- 
glomerated particles of irregular shape. The particle 
sizes, ranging from s 20 nm to s 50 nm, are smaller 
than in the previous sample with the same composition 
x. 

The sample prepared with the aim of covering parti- 
cles with Si02 shows agglomerates containing Fe, Cr 
and Si. However, despite the presence of a Si peak in 
the X-ray spectrum from the agglomerates, it is difficult 
from TEM images to detect the Si02 layers around the 
particles. 

3.2. Magnetic properties 

(a) Mössbauer spectra 
Mossbauer spectra consist of a broad sextuplet, re- 

vealing a large distribution of hyperfine fields, charac- 
teristic of an amorphous structure, and a central 
paramagnetic doublet. An example of the hyperfine 
field distribution is reported in Fig. 1 for x = 16 at 
r=4.2K. An example of the variation with tempera- 
ture of the hyperfine patterns is shown in Fig. 2 for 
x = 25. At the highest temperature (T=590 K) the 
sample appears to be crystallized. The crystallization 
temperature increases with x (e.g. for x = 25, TCT s 550 
K). For the particles rich in iron, in a first step the 
crystallization product is almost pure metallic iron. 

The spectra confirm the existence, within each sam- 
ple, of both particle size and chemical composition 
distribution and their close relationship. The analysis of 
the spectra reveals the presence of three types of parti- 
cles, their relative fraction depending on the composi- 
tion x: 
(i)  paramagnetic particles (P), at least down to 4.2 K. 

They would correspond to particles very rich in 

P(H) 

Hhyp 

Fig. 1. Hyperfine field distribution at T=4.2 K for x= 16. 
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Fig. 2. Mossbauer spectra at different temperatures for x = 25. 

chromium, which are the smallest ones. In these 
particles iron is fully oxidized (Fe 3 +). 

(ii) antiferromagnetically ordered particles (AF), with 
Neel temperature 20 K<TN<77 K. They are 
richer in chromium than the nominal composition. 
These particles are partially oxidized (both Fe2 + 

and Fe3+ ions are present). 
(iii) ferromagnetically ordered particles (F), with a large 

distribution of Curie temperature (e.g. for x = 25, 
the maximum Tc value is about 450 K, correspond- 
ing to x = 7 in the bulk). Most of these particles are 
richer in iron than the nominal composition and 
some of them have a composition close to the 
nominal one. This type of particle, being the biggest 
ones and corresponding to metallic Fe-Cr-B 
metallic particles, represent the main part of the 
spectra. 

As an example of how the relative fraction of the 
three types of particles evolve with composition: for 
* = 5, F = 88%, AF=11%, P=l%; for A-= 40, 
F = 74%, AF=15%, P=ll%. 

Preliminary studies on Si02 covered particles show a 
clear decrease of the isomer shift (about 0.15 mm s~') 
and an increase of the width of the quadrupole splitting 
distribution in the paramagnetic state, indicating a 
change in the electronic states due to surface modifica- 
tion. 

(b) Magnetization measurements 
Magnetization measurements, performed as a func- 

tion of the magnetic field at T= 5 K, show a progres- 
sive change with the composition x [9]. This reflects the 
change of the relative fraction of the different types of 
particle. For low x values (x<25) typical ferromag- 
netic hysteresis cycles are observed (Fig. 3(a,b)). The 
magnetization saturates (e.g. for x = 5, Ms= 108 emu 
g~') and the coercive field is very low (e.g. for x = 20, 
Hc = 20 Oe). This behaviour reflects the large predomi- 
nance of the Fe-Cr-B metallic particles, which are soft 
ferromagnets in the bulk state. 

For x > 25 the behaviour of the magnetization curves 
progressively moves away from a typical ferromagnetic 
one: they do not show saturation and clearly reveal the 
coexistence of ferromagnetic, antiferromagnetic and 
paramagnetic particles, the fraction of the last two 
increasing with increasing x (Fig. 3(c,d)).The contribu- 
tion of the two non-ferromagnetic components to the 
magnetization curve is clearly shown- by the linear 
increase in the high field region observed for high x 
values. 

Hysteresis is observed in the low field region for each 
sample, with a coercive field increasing with x (e.g. for 
* = 40, Hc = 70 Oe; for * = 60, Hc = 300 Oe). This 
could be due in principle to particle size as well as to 
chemical composition effect, leading to an increase of 
anisotropy. Preliminary measurements performed on 
the Si02 covered particles show an increase of the 
coercive field with respect to the uncovered particles 
(e.g. for x = 70, at T=5 K, Hc = 500 with Si02 and 
Hc = 200 Oe without SiOz), indicating that the surface 
modification leads to an increase of the surface and 
shape anisotropy, which represent the most important 
contribution to the total anisotropy, as the magne- 
tocrystalline anisotropy is very weak in the amorphous 
particles. 

4. Conclusions 

We have reported the preparation, by a chemical 
reduction route, of amorphous Fego.^Cr^B^ fine par- 
ticles, their morphological and structural characteriza- 
tion and the study of their magnetic properties. The 
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Fig. 3. Magnetization vs. H at T= 5 K: (a,b) x = 25; (c) x = 40; (d) x = 70. 

results indicate that changes in the preparation parame- 
ters (e.g. the type of starting metal salts, the way of 
mixing the solutions) lead to different particle shapes 
(spherical or irregular), to a different particle size distri- 
bution and to different kinds of aggregation (in chains 
or in agglomerates), producing important modifications 
of the magnetic properties. Moreover, the covering of 
particles with Si02 layers is found to increase the 
surface anisotropy, as detected by an increase in the 
coercive fields. The composition dependence of the 
magnetic behavior is found to be mainly determined by 
the change, within a series of samples prepared in the 
same conditions, of the relative ratio between metallic 
ferromagnetic particles (largely predominant), partially 

oxidized antiferromagnetic and oxidized paramagnetic 
particles. 
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Abstract 

This paper investigates the effect of hydrolysis and the formation of hydrated polycations on the colloidal stability and 
rheological properties of fine alumina suspensions. This is an important phenomenon in colloidal processing of advanced ceramic- 
materials and nanocomposite materials from fine particles. The aging process and the formation of large polycations in the 
solution are monitored by nuclear magnetic resonance, and the aggregation rate and viscosity of the suspension are measured 
under similar conditions. It is observed that aging under acidic conditions increases colloidal stability against aggregation in 
dispersed suspensions, and reduces the viscosity in flocculated suspensions. This behavior corresponds well to the formation of 
large polynuclear species through hydrolysis. It is suggested that the hydrated polycations significantly modify the total interaction 
energy between two particles at short separation distances. 

Keywords: Hydrolysis; Colloidal stability; Fine alumina suspensions 

1. Introduction 

Colloidal processing methods have been widely used 
to prepare advanced ceramic materials and nanocom- 
posite materials [1-5]. The packing density and mi- 
crostructure of the green body are mainly determined 
by the interactions between the colloidal particles and 
the conditions under which the ^suspension is prepared 
and consolidated. Three mechanisms to control col- 
loidal stability are well documented [6]: electrostatic 
repulsion due to charge development on particle sur- 
faces, van der Waals attraction through dipole-dipole 
interactions, and steric interaction from polymers 
adsorbed onto the particles. These interaction energies 
can be estimated using a DLVÖ (Derjaguin-Landau- 
Verwey-Overbeek) theory [6]. Strong electrostatic or 
steric repulsion will produce a well-dispersed suspen- 
sion and high packing density. On the other hand, a 
flocculated suspension in the absence of long-range 
repulsion will result in poor consolidation and low 
packing density. 

The stability, rheology, and consolidation of some 
common oxide materials, such as alumina, have been 

extensively studied in the literature [7-11]. However, 
many ceramic suspensions, especially those made of fine 
particles, exhibit time-dependent colloidal properties 
through aging and hydrolysis [12,13]. The effect of such 
phenomena on the colloidal stability has not been well 
studied. For example, metal oxides can undergo exten- 
sive hydrolysis in an aqueous solution and produce a 
variety of solution species, depending on pH, tempera- 
ture, electrolyte concentrations, mechanical stirring, 
and reaction time [14]. It has been suggested that the 
hydrolyzed polynuclear species may have an effect on 
the colloidal stability of peptized beohmite [15]. Petroff 
and Sayer have purposely introduced zirconium hy- 
drogel to zirconia, alumina, and titania suspensions to 
modify the surface chemistry and enhance colloidal 
stability [16]. There are several recent studies related to 
"non-DLVO" forces in ceramic suspensions [9- 
11,17,18]. Because these non-DLVO forces are gener- 
ally attributed to the short-range hydration forces 
[19-22], a better understanding of the influence of 
surface hydrolysis is important. 

The purpose of this study is to examine the hydroly- 
sis process of suspensions of fine alumina particles, and 
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its correlation with colloidal stability and Theological 
properties. The solution species is studied by magnetic 
resonance, and the aggregation rate and viscosity of the 
suspension are monitored at the same time. It is con- 
cluded that the hydrolysis process greatly affects the 
colloidal properties of fine particles: the increased col- 
loidal stability and reduced viscosity can be directly 
related to the dissolution and formation of large 
polynuclear species through aging under acidic condi- 
tions. These hydrated polycations can significantly 
modify the total interaction energy between two parti- 
cles at short separation distances. 

2. Experimental procedure 

Aqueous suspensions of unagglomerated a-alumina 
powder (AKP 53, 0.2 pm median particle size obtained 
from Sumitomo Chemical Co., New York) were stud- 
ied. Nuclear magnetic resonance (NMR) was used to 
study the hydrolyzed polycation species. The aggrega- 
tion rates, viscosity, and electrokinetic mobility were 
measured under controlled experimental conditions. 

2.1. Nuclear magnetic resonance spectroscopy 

27A1 solid-state NMR was used to identify chemical 
species in the colloidal aging processes through chemi- 
cal shifts and line shape of NMR signals. No effort was 
made to measure the absolute concentration of the 
soluble species in this study. 27A1 NMR experiments 
were carried out with a Chemagnetics spectrometer 
(300 MHz, 89 mm wide bore Oxford magnet) using a 
CP-MAS probe. Suspensions of 15 vol.% A1203 were 
prepared with initial pH 1.49, 2.00, 2.57, and 3.79. The 
suspension was pipetted into 5 mm plastic cylinders, 
which were then put in the 7 mm zirconia PENCIL™ 
rotors. NMR measurements were performed during the 
aging process. Samples were spun at 3-4 kHz; spectra 
were collected by using a single-pulse Block decay 
method with a 5 ms aluminum pulse and a 500 ms 
relaxation delay. For all experiments, 40 ms acquisition 
times and a 50 kHz spectral window were employed. 
The number of transients was 500 to 1000. 

The approach employed in this study is designed to 
maximize the signal from the dissolved Al species and 
minimize the signal from the alumina particles. Because 
samples were submicrometer AI203 colloidal particles 
suspended in water, a broad NMR signal was observed 
for the A1203 particles due to large quadruple moments 
of Al, having FWHM (full width at half maximum) of 
8 to 9 kHZ at nonspin and 1 to 2 kHz at 3 kHz 
spinning. Both magic angle spinning (MAS) and static 
Block decay measurements were taken. It was found 
that static measurements (without spinning) resolved 
narrow peaks (FWHM of 100 to 200 Hz). Although 

with spinning the peaks from A1203 particles were 
greatly narrowed, those narrow peaks were embedded 
in the A1203 main peak and its side bands. Thus, all 
aluminum spectra were taken at nonspin and without 
decoupling because no changes in spectra were ob- 
served with and without decoupling. 

2.2. Aggregation study of dilute suspensions 

Aggregation studies were conducted at pH 2 for 
diluted suspensions. The samples were aged for differ- 
ent times to study the effect of hydrolyzed clusters 
formed during aging. A 15 vol.% suspension was made 
with 11.88 g of AKP 53 powder added to 17 ml 
deionized water; the pH was preadjusted to 2.00 with 
dilute HN03. The suspensions were sonicated for 20 
min and pH was readjusted to 2 by dilute HN03. The 
samples were then aged for different times: no aging, 
aged 1 day, and aged 21 days. The pH of the suspen- 
sion increased slowly with time; therefore, it was neces- 
sary to readjust pH to 2 before measuring the particle 
and aggregate size. About 0.2 ml of the suspension was 
diluted to 10 ml of 0.1 M NaN03 solution, with pH 
preadjusted to 2. The particle size and the aggregate 
size distribution of the dilute suspension was measured 
at different times by a Microtrac Series 9200 Ultrafine 
Particle Analyzer using the Doppler shift laser light 
scattering principle. The initial particle size distribution 
was also measured by diluting the suspension with pure 
deionized water at pH 2. 

2.3. Viscosity 

Shearing experiments were performed at pH 4. Sus- 
pensions of 15 vol.% were prepared with initial pH of 
2.00 and 3.79. After the samples had been aged for 
different times, the suspensions were sonicated for 20 
min, and pH of all the suspensions was readjusted to 4. 
Then NaN03 was added to the suspension to make a 
0.3 M electrolyte solution. The stress-shearing rate 
relationship was measured by a Haake Viscometer with 
an SVI sensor. The apparent viscosity was obtained by 
dividing the stress by the shearing rate. 

2.4. Transmission electron microscopy (TEM) 

Transmission electron microscopy was used to study 
the morphology of the particles before and after aging. 
Similar suspensions of aged and nonaged suspensions 
of. 15 vol.% solid loading were prepared and 0.3 M 
NaN03 was added. A TEM copper grid coated with 
carbon thin film was gently introduced into the suspen- 
sion and pulled out. A drying paper was used to 
remove the excess suspension and liquid. TEM imaging 
was performed on a Philips 400 TEM at 120 kV. 
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Fig. I. NMR results on alumina suspensions aged for different times at different pH. The peak at 0 ppm corresponds to the single Al,+ ions, 
and the peak at 63.5 ppm corresponds to the Al,3 clusters; the broad peak comes from the alumina particles themselves. The peak height at 63.5 
ppm increased with aging at low pH (a and b), suggesting that the concentration of polycations increases during aging. At a higher pH both the 
dissolution and formation of the polyclusters were sluggish (c and d). 

3. Results 

The NMR study provided direct information on the 
hydrolysis process in the suspension. Four suspensions 
were prepared with an initial pH of 1.49, 2.00, 2.57, and 
3.79. During aging, the pH of all the suspensions 
shifted to a higher value due to hydrolysis. After aging 
for 3 days, the pH values became 4.05, 4.40, 4.64, and 
4.75, respectively. The NMR results are summarized in 
Fig. 1. Only one sharp peak was observed at 0 ppm for 
fresh suspensions. This peak corresponds to the single 
A1(H20)|+ ions. At a lower pH, this peak was higher, 
indicating fast dissolution kinetics; at a higher pH, the 
peak was broad and small, indicating slow dissolution 
kinetics. 

After some time of aging, a second peak appeared at 
63.5 ppm at low pH, corresponding to the 
<AlI304(OH)24(H20)12>7 + (Al13 polycation) [15,24]. 
The Al13 cluster contains 12 A1Ö6 octahedra joined by 
common edges. The tetrahedron of the four oxygens 
surrounds the aluminum atom at the center. This tetra- 
hedrally coordinated aluminum produces a narrow Al 
NMR resonance at 63.5 ppm (relative to 
<A1(H20)6>3 + ). Because this is one of the most stable 
and prominent poly species in the solution [15,24], this 
narrow resonance can be used as a probe to study the 
forming of hydrated polycations in the solution. Fig. 
l(a,b) illustrates how this peak grew with time at low 
pH, suggesting that the concentration of the polycation 
increases with time during aging at low pH. The figure 
also shows that at pH 2.00 the peak height at zero ppm 
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decreased after aging while at the same time the peak at 
63.5 ppm grew. This occurred because the dissolved 
Al3 + ions combined to form the polyclusters at a later 
stage. On the other hand, Fig. l(c,d) shows that both 
the dissolution and the formation of the polyspecies 
were not significant at a higher pH. Only a small peak 
at 63.5 ppm was detected in Fig. 1(c) after 3 days of 
aging; at even a higher pH, there is only a tiny shoulder 
(Fig. 1(d)). 

These results from alumina suspensions are consis- 
tent with those reported in the literature [14,23] con- 
cerning the hydrolysis and condensation process of 
aluminum ions: 
(1) The solubility of aluminum ions is highest at low 

pH, reaches a minimum at pH 6.5, and increases 
again at high pH. 

(2) The mononuclear species forms rapidly and re- 
versibly, while polycation species, such as 
<A12(0H)2(H20)8>

4+ and <A13(0H)4(H20)9>5 +, 
form slowly. Larger hydrated polyclusters, 
<Al1304(OH)24(H20)12>7+ (Al13 cluster), will take 
longer to grow. 

(3) The distribution of the polymeric species is pH-sen- 
sitive. Under acidic conditions (pH < 4) the large 
clusters, especially Al13 clusters, dominate, while at 
a higher pH, most aluminum ions exist as mononu- 
clear species. 

From this discussion, it is clear that the alumina 
suspension consists not only of the alumina particles, 
but also of hydrolyzed polycations. The hydrated 
polynuclear clusters will certainly have an effect on the 
colloidal stability and Theological properties of the sus- 
pension. Like other organic processing additives (sur- 
factant, polymers), these charged polycation clusters 
can modify the interaction potentials between the parti- 
cles when the range of the interaction being considered 
is comparable to the dimension of these polycations, 
and can influence the colloidal properties of the suspen- 
sions through electrostatic, steric, electrosteric or other 
mechanisms. 

The aggregation experiments were conducted on sus- 
pensions aged at pH 2 for different times. As discussed 
in the previous sections, aging at low pH will increase 
the concentration of polycation clusters. The nonaged 
sample (fresh sample) has no polycation clusters, the 
sample aged for 1 day has some polycation clusters, 
and the sample aged 21 days has more polycation 
clusters. These experiments will then tell whether the 
hydrated polycations have any effect on the colloidal 
stability. The particle size distributions of all the sus- 
pensions were first measured to ensure that the starting 
conditions were the same. As shown in Fig. 2, these 
suspensions do have the same initial particle size distri- 
bution. The mean particle size of 0.2 /zm agrees with 
the supplied literature data. In Fig. 3 the particle and 
aggregate size distribution is plotted 1 min, 8 min, and 

22 min after the dispersed suspension was placed into 
0.1 M NaN03 solutions at pH 2 to start aggregation. 
Fig. 3(a) shows that significant aggregation had already 
occurred in the nonaged suspension after 1 min in 0.1 
M NaN03, while the suspensions aged 1 day and 21 
days remained mostly dispersed. After 8 min, the sus- 
pension aged 1 day also aggregated. After 22 min all 
the particles in the nonaged suspension were floccu- 
lated, yet the samples aged 21 days were only partially 
aggregated. In all the cases, the nonaged suspension 
with least amount of polycation clusters always had a 
size distribution on the right, indicating large agglomer- 
ate size; the suspension aged 21 days with more hy- 
drolyzed polycation clusters had a size distribution on 
the left, indicating smaller agglomerate sizes. The sus- 
pension aged for 1 day was between the two. These 
experiments prove that aging at low pH makes the 
suspension more stable. Because it was shown earlier 
that aging under acidic conditions produces a high 
concentration of hydrolyzed polycations, these results 
then suggest that these hydrated polycations help stabi- 
lize the suspension. 

The Theological experiment further illustrated the 
effect of hydrolyzed polycation clusters on the viscosity 
of the suspension. All the experiments were conducted 
at pH 4, with some suspensions first aged at pH 2 to 
create hydrolyzed clusters, and other suspensions pre- 
pared fresh. Fig. 4 shows that aging at pH 2 greatly 
reduced the shearing stress and viscosity. This can be 
attributed to the existence of hydrolyzed polyclusters to 
create a weak interaction potential. The fresh suspen- 
sion prepared at pH 4 had much higher shearing stress 
and viscosity because the hydrated polycations were not 
present. Aging under this condition led to even higher 
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Fig. 2. Particle size distribution before aggregation. The nonaged 
sample and the samples aged 1 and 21 days had similar size distribu- 
tion. 
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Fig. 3. Aggregate size distribution in 0.1 M NaNO_, solution at pH 2 
after I min (a), 8 min (b), and 20 min (c) after the aggregation was 
initiated. The suspension without the hydrated polycations (nonaged 
sample) aggregated faster than the suspensions with polycations (aged 
samples). 

shearing stress and viscosity due to a stronger bonding 
between particles created during aging. On the other 
hand, aging at pH 2 improved the rheological proper- 
ties and reduced the viscosity. 

TEM  was  also  used  to  show the morphological 
difference  between  the  aged  and  nonaged  alumina 
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40 50 

Fig. 4. Comparison of the viscosity for flocculated suspensions with 
and without hydrolyzed clusters at about pH 4. The suspension aged 
at pH 2 first had significantly lower viscosity. On the other hand. 
aging at pH 4 did not create more hydrolyzed clusters and increased 
the viscosity. 

particles. Fig. 5(a) shows the nonaged alumina parti- 
cles, and Fig. 5(b) shows the aged alumina particles. 
Comparison between 5(a) and 5(b) shows that the 
nonaged suspension consisted of relatively clean parti- 
cles and particle surfaces; yet the aged suspension had 
particles with rough surfaces due to dissolution and 
formation of hydrolyzed clusters. Very fine aluminum 
hydroxide particles can be observed in the background. 
Usually fine particles are also seen between larger alu- 
mina particles. These very small particles are assumed 
to be aggregated and condensed products of the polyca- 
tion clusters in the solutions. 

Fig. 5. Comparison of the morphology of aged and nonaged alumina 
particles. The nonaged particles had smooth clean surfaces; the aged 
particles showed rough surfaces, and ultrafine particles in the solution 
and between the particles. 
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Fig. 6. Estimated interaction energies for 0.2 mm alumina particles in 
0.2 M NaNO, aqueous suspension. Va, van der Waals attraction; Vr, 
electrostatic repulsion; V(total), total interaction. If the net interac- 
tion can be truncated at about 5 A separation, the particles will have 
a weak attraction potential. 

To evaluate the influence of the polycations on the 
interaction potential between the particles, the interac- 
tion energies between 0.2 mm alumina particles in 0.2 
M NaN03 solutions were estimated through the DLVO 
theory [6,24] using constant potential approximation. 
The surface potential was taken as 60 mV, a typical 
number for fully charged oxide particles, and the effec- 
tive Hamaker constant was taken as 11.9 kT [7,8]. The 
final results are plotted in Fig. 6. The net interaction 
energy remains slightly negative (attractive) over a wide 
range until the separation distance between the particle 
surface is less than 5 Ä or so, below which the attrac- 
tion energy increases rapidly with decreasing distance. 
However, if the net interaction is intercepted at about 5 
Ä separation, the total attraction will be small. The 
radius of the most common aluminum polycation, the 
Al 13 cluster, is about 3.75 to 3.9 Ä. These hydrated 
polycations on the particle surface or between the parti- 
cles can change colloidal interactions and produce a 
repulsive potential at about twice their dimensions, as 
schematically shown by the straight line. This phe- 
nomenon will provide an effective steric barrier at close 
distance similar to adsorbed organic polymers [25] and 
therefore will reduce the attraction energy between 
particles and increase the colloidal stability. Due to the 
steep repulsion from the steric interaction, a shallow 
energy minimum is introduced to the total energy po- 
tential. Unfortunately, the NMR technique used in the 
current study is not sensitive to the structures on the 
particle surfaces; therefore the exact conformation on 
the surface and the adsorption behavior of the hydrated 
species cannot be studied. 

4. Summary and discussion 

This paper has shown that hydrated polycations 
greatly affect the colloidal stability and rheological 
behavior of fine alumina suspensions. Under conditions 
when the polycations can form, such as aging at low 
pH, the suspension becomes more stable against aggre- 
gation, and has a low viscosity if flocculated. The 
aggregation rate, rheological properties, and morpho- 
logical changes are all consistent with this conclusion. It 
can also be expected that the hydrolysis process will 
play a more important role for even finer particles 
(nanometer-sized particles) because of the increased 
surface area and the range of interactions that need to 
be considered. 

In the literature, short-range hydration forces have 
been used to prepare weakly flocculated alumina sus- 
pensions with desirable rheological properties for near- 
net-shape   forming   [9-11].   Such   suspensions   are 
produced by the addition of electrolytes into dispersed 
colloids and subsequent pressure filtration. This proce- 
dure produces suspensions with high packing density 
(58 vol.%), and low viscosity required of plastic form- 
ing. The hydration forces are attributed to the absorp- 
tion of anions (Cl~, Br", I", N03-   etc.) on the 
positively charged particle surface under acidic condi- 
tions. Then the questions are why the unusual colloidal 
behavior in alumina is only observed at pH below 4, 
not observed at higher pH, and why the short-range 
forces are more effective in alumina suspensions and 
less effective in nonoxide suspensions [17].  In latex 
suspensions ana in mica systems [21], the hydration 
forces are only detected at high pH (above the isoelec- 
tric point) with the adsorption of hydrated cations. 
Below the isoelectric point, the effect of hydration 
forces on the colloidal stability is not observed since 
only   unhydrated   N03~   adsorbs   to   the   positively 
charged surface. 

Apparently the behavior of the hydration forces dis- 
cussed in the literature [9-11] is somewhat similar to 
the hydrolysis and formation of the polycations in 
alumina suspensions discussed in this paper, which 
would only have a significant effect at low pH range. 
Therefore, it is reasonable to speculate that the hy- 
drated polycations formed through aging may have 
contributed to the hydration forces [9-11] in such oxide 
suspensions. A better understanding of the origin of 
such short-range interactions and the effect of surface 
hydrolysis will be achieved with the application of 
advanced surface characterization techniques. 
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Abstract 

Covalent incorporation of an organoiron complex into a silica xerogel matrix affords a single-source precursor for two different 
nanocomposite materials. Thermal treatment of this molecularly doped xerogel under hydrogen produces a nanocomposite 
containing nanocrystals of Fe2P (barringerite). Thermal treatment of this doped xerogel under oxidizing conditions gives a 
nanocomposite containing nanocluster of y-Fe203 (maghemite-Q). The latter result is unique in that thermal treatment of silica 
xerogels doped with ferric ions under similar thermal conditions affords an undesired iron silicate, Fe2Si04 (fayalite), as the 
principle product. Preliminary magnetization measurements indicate that both nanocomposites exhibit interesting magnetic 
properties. 

Keywords: Organoiron complexes; Magnetization measurements 

1. Introduction 

Silica xerogel, formed by a conventional sol-gel 
method in the presence of the organoiron complex 
(MeO)3SiCH2CH2Ph2PFe(CO)4, is obtained as an am- 
ber solid. The organoiron compound is presumed to be 
covalently incorporated into the xerogel matrix through 
hydrolysis and subsequent condensation reactions of 
the silicate ester group on the bifunctional phosphine 
ligand. This molecularly doped xerogel serves as a 
precursor in the formation of two different nanocom- 
posite materials. 

Subjecting this doped xerogel to 900 °C in a hydro- 
gen atmosphere produces a silica xerogel containing 
nanocrystals of Fe2P, syn-barringerite. Metal phos- 
phides are a well known class of solid materials [1] that 
are technologically important as semiconductors and as 
phosphorescent or electronic materials [1,2]. Conven- 
tional synthesis of metal phosphides has entailed direct 
reaction of the elements for prolonged periods at high 
temperature, reaction of phosphine with metals or 
metal oxides under similar conditions, reduction of 
metal phosphates with carbon at high temperature, 

* Corresponding author. 

electrolysis of molten phosphates, chemical vapor depo- 
sition, or solid-state metathesis reactions [3]. Property 
measurements of bulk Fe2P have been complicated by 
the presence of impurities and by a lack of composi- 
tional homogeneity. Recently, however, the magnetic 
properties of crystalline Fe2P have been examined [4- 
6]; this bulk material exhibits a ferromagnetic to para- 
magnetic transition at TC — 2\1°C. The synthesis of 
nanocrystalline Fe2P dispersed throughout a silica xe- 
rogel matrix offers a unique opportunity to measure 
magnetic properties of this substance as a nanophase. 
To our knowledge, this is the first report of the prepa- 
ration of Fe2P as nanocrystals. 

Heating the molecularly doped silica xerogel de- 
scribed above in air at 950 °C produces an ochre 
nanocomposite containing nanoclusters of 7-Fe20, 
(maghemite-Q). This result is unexpected since previous 
attempts to prepare y-Fe203 in a silica xerogel host 
matrix have proved unsuccessful owing to preferential 
formation of other iron phases. For example, thermal 
treatment of silica xerogels doped with inorganic ferric 
salts under reducing conditions at temperatures greater 
than 400 °C leads to preferential formation of fayalite 
(Fe2Si04) which cannot be converted to the elemental 
iron oxides. Thermal treatment of this Fe(III)-doped 
silica xerogel under reducing conditions at temperatures 

0921-5093/95/S09.50 © 1995 - ■ Elsevier Science S.A. All rights reserved 
SSDI 0921-5093(95)09956-5 
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40nm 

Fig. 1. TEM images of silica xerogel nanocomposites containing nanoclusters of Fe2P (a) or nanoclusters of y-Fe20-, (b). 

less than 400 °C leads to the formation of a-Fe; how- 
ever, oxidation of this composite material gives iron 
oxides other than y-Fe203 [7-9]. Nanocrystalline y- 
Fe203 has been successfuly prepared recently in ma- 
trices other than silica xerogel by precipitation and 
oxidation of Fe(II) ion in a polymer ion-exchange resin 
[10] and by the thermal decomposition and oxidation of 
Fe(CO)5 within glass beads [10,11]. Preliminary magne- 
tization measurements of silica xerogel nanocomposites 
containing nanoclusters of Fe2P or y-Fe203 are also 
discussed. 

2. Experimental details 

The synthesis of the organoiron complex 
(MeO)3SiCH2CH2Ph2PFe(CO)4, and the preparation 
of a silica xerogel matrix doped with this molecular 
precursor followed previously reported procedures [12]. 
Chemical microanalysis of the molecularly doped xe- 
rogel indicated elemental weight percentages of 4.02 for 
Fe and 27.38 for Si giving an Si-to-Fe atomic ratio of 
ca. 13:1. 

A sample of the molecularly doped silica xerogel in 
an alumina boat was placed inside a tube furnace and 
was heated at 900 °C for 30 min in a hydrogen atmo- 
sphere to give a deep maroon xerogel product. Chemi- 
cal microanalysis of this powder indicated elemental 
weight percentages of 5.82 for Fe and 41.33 for Si 
giving an Si-to-Fe atomic ratio of ca. 14:1. TEM analy- 
sis of this sample revealed nanocrystals of Fe2P uni- 
formly dispersed throughout a silica xerogel host 
matrix. 

A sample of the molecularly doped silica xerogel in 
an alumina boat was placed inside a tube furnace and 
was heated in air at 950 °C for 2h to give an ochre 
xerogel product. Chemical microanalysis of this power 

indicated elemental weight percentages of 5.61 for Fe 
and 42.21 for Si giving an Si-to-Fe atomic ratio of ca. 
15:1. TEM analysis of this sample revealed nanopartic- 
ulates of y-Fe203 highly dispersed throughout a silica 
xerogel host matrix. 

Techniques used to characterize these nanocomposites 
included transmission electron microscopy (TEM) using 
a Philips CM20T microscope operating at 200 kV and 
equipped for selected area electron diffraction and en- 
ergy dispersive spectroscopy (EDS), X-ray diffraction 
(XRD) using a Philips PW1800 6/26 automatic powder 
diffractometer equipped with a Cu target and a 
post-sample monochromator, and magnetization 
measurements recorded as a function of field strength 
and temperature using a vibrating sample magnetome- 
ter. 

Bulk chemical microanalyses were performed by Gal- 
braith Laboratories, Inc., Knoxville, TN. 

3. Results and discussion 

TEM images of the F^P and y-Fe203 nanocom- 
posites are shown in Fig. 1. The micrograph of the 
Fe2P nanocomposite reveals nanocrystalline particu- 
lates highly dispersed throughout the xerogel host ma- 
trix. The particulate features exhibit sharp edges and 
corners, and some particles are oriented properly to 
give a hexagonal projection, as expected for nanocrys- 
tals of hexagonal Fe2P (syn-barringerite). A histogram 
of Fe2P particle sizes gives a monomodal distribution 
of particle diameters ranging in value from 2 to 8 nm 
with an average particle diameter of 4.7 nm. EDS spec- 
tra of this nanocomposite reveal the presence of Fe, P, 
and Si (the Ka emission of all three elements plus the 
K/? emission of Fe). On-particle EDS spectra reveal an 
Fe:P ratio of 2.12. 
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Table I 
Selected area electron diffraction rf-spacings (in A) obtained from ring 
patterns for nanocomposites containing nanoclusters of Fe2P or 
-/-Fe2CX, in comparison with standard data 

d (standard) hkl d (observed) Error (%) 

Fe2P nanocomposite 
(JCPDS No. 27-1171) 
2.23 1 1 1 2.25 0.89 
2.05 201 2.04 0.49 
1.92 210 1.94 1.04 
1.69 300 1.68 0.59 
1.40 310 1.40 0 
1.30 31 1 1.29 0.77 
1.10 — 1.09 0.91 

;-Fe,0, nanocomposite 
(JCPDS No. 25-1402) 
2.95 206 2.99 1.36 
2.64 109 2.62 0.68 
2.51 119 2.55 1.59 
2.23 316 2.22 0.45 
1.70 2 2 12 1.72 1.17 
1.60 1 1 15 1.61 0.63 
1.47 4012 1.45 0.67 
1.32 2018 1.32 0 

Particulates are also evident in the micrograph of the 
■/-Fe203 nanocomposite. These features are nearly spe- 
heroidal in shape, and a histogram of particle sizes 
reveals a monomodal distribution of particle diameters 
ranging in value from 7.5 to 22.5 nm with an average 
particle diameter of 14.6 nm. EDS spectra of this 
nanocomposite shows Fe (Ka and Kß emissions) and 
Si (Ka emission) along with a small amount of P (Ka 
emission). The presence of residual phosphorus in the 
sample is not unexpected because air oxidation of the 

xlO2 

6.00 

5.40 

4.80- 

Counts  4.20 • 
3.60 

3.00 

2.40 

1.80- 

1.20- 

0.60 

molecularly doped xerogel leads to incomplete loss of 
the phosphorus present in the molecular percursor (pre- 
sumably owing to phosphate formation). 

The results of selected area electron diffraction ring 
patterns are presented in Table 1. The observed d-spac- 
ings match well with those published for standard 
samples of Fe2P or y-Fe203. These data clearly identify 
the Fe2P crystalline phase and distinguish this composi- 
tion from other known iron phosphides. A spot pattern 
obtained by electron diffraction from one nanocrystal 
of Fe2P could also be interpreted using the known cell 
parameters of hexagonal barringerite (Fe2P). 

Verification of the j>-Fe203 crystalline phase is com- 
plicated by the large number of known iron oxides. 
Electron diffraction data for this nanocomposite 
(shown in Table 1) clearly indicate a close match be- 
tween all of the observed rings to those known for 
y-Fe203 (maghemite-Q). By comparing these diffraction 
data with those known for other iron phases, it is 
evident that the diffracting phase is not a-Fe,03. In 
addition, the observed rings at rf-spacings of 2.64 and 
2.23 Ä distinguish the observed phase from the com- 
mon iron oxide Fe304 (magnetite). Electron diffraction 
data indicate the absence of any of the known iron 
silicates. The ochre color of this nanocomposite is also 
characteristic of >>-Fe203. 

An XRD scan obtained from the Fe2P nanocom- 
posite is shown in Fig. 2. The observed peaks match 
well in 2d values and in relative intensities with the 
corresponding 111, 201, and 210 diffraction peaks of 
standard Fe2P. Measurements of the full width at half- 
maximum of each of these three peaks and application 
of Scherrer's equation [13] gives a volume-averaged 
mean particle diameter of 10 nm. The discrepancy be- 

30.0 
loo.oq 

Relative    |°;° 
Intensity   40. o: 

20.0 

35.0 40.0 45.0 50.0 26 

, 1-,—, , ,   2Q 
30.0 35.0 40.0 45.0 50.0 

Fig. 2. An XRD scan of the Fe2P nanocomposite showing the observed and reference (syn-barringerite, JCPDS No. 33-670) diffraction peaks. 
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Fig. 3. Magnetization vs. applied field for the Fe2P nanocomposite at 
295 K. and 10 K. 

tween this diameter and the number-average mean di- 
ameter obtained from direct TEM measurements im- 
plies that a small fraction of the Fe2P particles had 
diameters significantly larger than 4.7 nm. XRD scans 
of the y-Fe203 nanocomposite reveal several peaks of 
low intensity and have, at present, precluded unam- 
biguous interpretation. The high temperature under 
which this sample was prepared leads to the formation 
of cristobolite which also complicates interpretation of 
the XRD scan. 

An interesting property of both nanocomposites is 
that they are sufficiently magnetic that they adhere to 
an SmCo5 permanent magnet. Preliminary magnetiza- 
tion measurements for the Fe2P and y-Fe203 nanocom- 
posites at 10 K and 295 K are shown in Fig. 3 and 4 
respectively. The magentic properties of the Fe2P 
nanocomposite are much as expected for a small-parti- 
cle system. At room temperature, this material is super- 
paramagnetic (curved M vs. H isotherms and no 
remanence) and has a relatively low magnetization of 
0.8 Am2 kg-' at 1 T. On cooling to 10 K, its magnetiza- 

tion increases (to 1.2 Am2 kg-1 at 1 T) and a measur- 
able width to its hysteresis develops. The sample 
appears ferromagnetic with a large susceptibility 
(1.5xl0-6m3kg-' or 1.2 x IO^emu"1 gOe"1) and 
has a coercivity near 34kAm-1 (430 Oe) and a rema- 
nence of 0.075 Am2 kg-' (0.075 emu g"1). The sample 
is also very far from saturation at a field strength of 
1 T. The rather unusual shape of this hysteresis loop 
possibly indicates this material is comprised of a combi- 
nation of paramagnetic and ferromagnetic constitu- 
tents. Resolution of this complexity will result from 
more detailed measurements of the temperature depen- 
dence of the sample magnetization. 

The magnetization of the y-Fe203 nanocomposite is 
linear with the applied magnetic field at both room 
temperature and 10 K, implying it is paramagnetic be- 
tween these temperatures (see Fig. 4(a)). As expected 
for a paramagnet, the magnetic susceptibility % also 
increases with decreasing temperature. For this particu- 
lar material, % increased from 1.47 x 10-7m3 kg-1 

(1.1 x lO^emug-'Oe-1) at 300 K to 6.6 x lO^nr' 
kg-1 Oe-1) at 10 K. The full temperature dependence 

-500 0 
An*edF«ü(kMn) 

GO 100 150 200 

Temperature (K) 

2S0 300 

Fig. 4. (a) Magnetization vs. applied magnetic field at 10 K. and (b) 
magnetic susceptibility (filled symbols) and reciprocal susceptibility 
(open symbols) vs. temperature for the y-Fe203 nanocompostie. The 
dashed line in (b), \/x = 104(l28 + 1.857), is a linear least-squares fit 
to the reciprocal susceptibility data. 
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of both the susceptibility and the inverse susceptibility for 
this nancomposite is shown in Fig. 4(b). The linear l/x vs. 
T curve illustrates that Curie-Weiss behavior is followed 
by this nanocomposite to low temperatures. The extrapo- 
lation of this linear dependence to 1/^ = 0 indicates a 
negative intercept ( — 69.5 K) of the temperature axis, 
implying antiferromagnetic interactions between the Fe 
spins. This behavior is similar to that observed in silica 
aerogels doped with inorganic ferric salts [9]. 

4. Conclusions 

Thermal treatments of a silica xerogel covalently 
doped with an organoiron complex under either reducing 
or oxidizing conditions gives nanocomposites containing 
nanoclusters of Fe2P or y-Fe203, respectively. This syn- 
thetic strategy provides a unique route for the prepara- 
tion of bulk nanocomposites containing a 
nanocrystalline metal phosphide phase. For unknown 
reasons, the organoiron precursor is oxidized to give 
nanocrystalline y-Fe203, whereas elevated temperature 
oxidation of silica xerogels doped with ferric ion Under 
similar conditions gives undesired iron silicate formation. 
Preliminary magnetization measurements indicate that 
both of these nanocomposite materials exhibit interesting 
magnetic properties. 
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Abstract 

Nanocrystalline cobalt chromium carbide and nickel chromium carbide cermets are synthesized using the solution spray 
methodology followed by thermal chemical conversion. This newly developed synthesis approach is compared with traditional 
methods which have been used in carbide cermet industries. Characterization of as-synthesized materials is conducted by X-ray 
diHraction. Phase formations vs. processing temperatures are investigated. The structure and morphology of these materials are 
revealed by scanning electron microscopy and transmission electron microscopy. 

Keywords: Thermal chemical synthesis; Chromium carbide cements; Scanning electron microscopy; Transmission electron 
microscopy 

1. Introduction 

As is well known, nanocrystalline materials can dis- 
play unusual hardness combined with good fracture 
toughness characteristics. This is an especially intrigu- 
ing combination of properties for cutting tool indus- 
tries. The nanostructured WC/Co cermet material 
[1,2] has been already successfully synthesized at Rut- 
gers University. The method involves solution spray 
drying followed by thermal conversion in an en- 
vironment of reactive gases. Based on this methodol- 
ogy, a composite material of silicon carbide and 
chromium silicide has been successfully synthesized at 
the University of Connecticut [3]. A modification has 
been made in this synthesis route which involves using 
an inert gas atmosphere instead of a reactive gas spe- 
cies. Another advantage of this method is that a 
"water-soluble carbon" compound is selected, which 
allows carbon to be homogeneously mixed, in situ, 
prior to spray drying. This paper describes a similar 
approach for synthesizing nanocrystalline chromium 
carbide cermets. 

2. Processing methodology 

Traditional industrial methods for synthesizing 
chromium carbide cermets involve crushing, grinding, 
blending and consolidation of the constituent powders 
[4,5]. A limitation of this approach is that the scale of 
the morphological and compositional variation in the 
cermet material is determined by the size of the phases 
in the blended powder. An additional shortcoming is 
the introduction of impurities during processing. In Fig. 
1 a comparison of the traditional method and the 
advanced thermochemical method is illustrated. The 
thermochemical synthesis approach begins with precur- 
sor (precomposite) compounds in which the elements 
A, B, and C (the constituent elements of the ternary 
two-phase composite) are mixed at the molecular level. 
The precursor compounds are made using aqueous 
solution chemistry and then transformed into nanos- 
tructured AC/B followed by thermochemical conver- 
sion. In this work elements A, B and C are chromium, 
cobalt or nickel and carbon respectively. 

1 Present address: Precision Manufacturing Center, University of 
Connecticut, Storrs, CT 06269, USA. 

Elsevier Science S.A. 
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3. Experiment 

The first step in the experimental method involved 
spray drying an aqueous solution (via atomization) 
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Traditional carbide cermet synthesis processing 

i/^~\{ C ) for a long period time 

Crushing and milling at high 
temperatures Reduction of A or C 

 ► 
iompletion of the reactioi 

Advanced thermal chemical solution 
method of synthesizing carbide cermet 
materials 

At the room 

A,B,C 
temperature^ 
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for a short   '■ 
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Spray drying the solution     Precursor powders 

/ Jr<Tbm* 
yT>Tbm* y Aqueous solution 

containing A,B, 
and C 

AC~ B       T      "B 
AC 

Nanostructured powders 

"Tbm: the melting point of the second phase material B 

Fig. 1. Comparison of traditional processing and advanced chemical processing. 

containing appropriate quantities of Cr, Co/Ni and C 
to synthesize the desired end product materials such as 
Cr7C3/Co and Cr3C2/Ni cermets. Experiments were 
performed in a unit manufactured by Yamato Scientific 
Co., Ltd., Tokyo, Japan. The precursor solution con- 
tained CrCl3, C6H,206 and NiCl3 or CoCl3, with con- 
centration ratio corresponding to the composition of 
the desired end product. This solution was pumped 
from a feed tank into the spray nozzle (type 1A) at a 
selected speed. Atomization was achieved using com- 
pressed air, which was delivered to the nozzle at a 
pressure of 3.5kgfcm~2. The atomized liquid was 
rapidly dried by a coaxial flow of air heated to a 
temperature above 200 °C and supplied at a rate of 
1.0 m3 min-1. The resulting powder was cyclone sepa- 
rated from the flowing gas stream. This process pro- 
duced relatively large particles (1-5 urn) which were of 
a convenient form for the subsequent processing opera- 
tions. Spray-dried precursor powders were then placed 
in an alumina boat and heated at 1100, 1250 and 
1300 °C in a tube furnace for 5 h in an inert argon gas 
environment. This thermal treatment allowed solid state 
chemical reactions to occur for conversion of the spray- 
dried powder into a nanostructured form. 

As-synthesized sample powders were characterized 
using X-ray diffraction (XRD) and scanning electron 
microscopy (SEM). Transmission electron microscopy 
(TEM) was conducted to study the nature of the syn- 

thesized Ni/Cr-Cr3C2 nanocrystalline material, which 
existed in the form of dense chromium particle agglom- 
erates, due to melting of the Ni/Cr phase during 
1300 °C heat treatment. Since this material was too 
thick to be transparent in the electron beam it was 
thinned using dilute acetic acid etchant. These precipi- 
tates were then examined by TEM. 

4. Results and discussion 

X-Ray diffraction analysis revealing the formation of 
cobalt and chromium carbide produced by post synthe- 
sis thermal treatment is shown in Fig. 2. As can be 
seen, chromium oxide is the major intermediate product 
during this process. By increasing the thermal conver- 
sion temperature from 1100 to 1250 °C, chromium ox- 
ide is partially converted to chromium carbide and 
together with an increase in the amount of cobalt. In 
addition, the unconverted carbon from the precursor 
powder is converted into graphitic carbon, as shown 
by the peak in the diffraction spectrum labeled " # ". 
The following chemical reaction has therefore occurred: 

7Cr203 + 27C - 2Cr7C3 + 21 CO| (1) 

Well delineated chromium carbide peaks exist in mate- 
rial treated at 1300 °C, see Fig. 2 and the above reac- 
tion goes to completion. Cobalt metal is decomposed 
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Fig. 2. X-Ray analysis of chromium carbide formation vs. processing 
temperature. 

directly from the precursor complex without formation 
of its oxide form. The lack of cobalt oxide might be due 
to its instability. 

Scanning electron microscopy reveals the Ni/Cr- 
Cr3C2 particle agglomerates in material thermally 
treated at 1250 and 1300 °C, as seen in Fig. 3 thsee 
agglomerates are 1 mm in diameter. Careful examina- 
tion (Figs. 4 and 5) however, reveals the sub-micron 
features in these agglomerates, where in Fig. 5 the 
carbide particles are of irregular shape. In studying how 
the final structure forms it is interesting to note that 
fine spherical nanoparticles agglomerates actually exist 
in the intermediate precursor material processed at 
500 °C see Fig. 6. 

Fig. 4. Example of submicron features of as-synthesized chromium 
carbide and cobalt cermet material at 1250 °C. 

Fig. 5. Morphology of as-synthesized chromium carbide and nickel 
cermet material at I300°C. 

Fig. 3. Morphology of as-synthesized chromium carbide and cobalt 
cermet material at 1250 °C. 

Fig. 6. Morphology of intermediate product powders of chromium 
carbide and nickel cermet material at 500 °C. 
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Fig. 7. TEM observation of as-synthesized chromium carbide Cr,G> nanoparticles at 1300 °C for 7 h. 

A transmission electron micrograph of chromium 
carbide nanoparticles (Ni was removed by an acid 
wash), together with the corresponding diffraction pat- 
tern, is shown in Fig. 7. Most of the particles are in the 
size range from 50 to 100 nm, but there are also some 
particles bigger than 200 nm. 

A structural analysis of nickel chromium carbide 
cermet was performed using X-ray diffraction. As 
shown in Fig. 8, hexagonal chromium carbide in the 

form of Cr3C2 and an Ni-Cr metallic phase were 
observed after processing the spray-dried precursor at 
1300 °C for 7 h. This spectrum agrees with that of 
commercially available nickel chromium carbide cermet, 
which is also shown in Fig. 8 for comparison. 

Phase evolution during the synthesis process was 
revealed by X-ray diffraction analyses on intermediate 
products and final products up to 1300 °C; see Fig. 9. 
Increasing the processing temperature to 500 °C causes 

As-synthesized nickel chromium 
carbide cermet at 1300°C for 7 hours 

to c 
& c 

Commercial nickel chromium 
carbide cermet (Ni/Cr3C2) 

40 70 80 50 60 
20 

Fig. 8. Structural analysis of as-synthesized nickel chromium carbide Ni-Cr/Cr3C2 cermet material (compared with commercial product). 
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Fig. 9. Analysis of chromium carbide phase formation vs. processing 
temperature. 

the precursor powder to be converted into an intermedi- 
ate crystalline compound; at 650 °C it becomes a mixture 
of chromium oxide and nickel-chromium crystalline 
phases. Up to 800 °C there is no evidence of a chromium 
carbide phase. Complete conversion to the chromium 
carbide phase (Cr3C2) is finally observed at a tempera- 
ture of 1300 °C. The following reaction is suggested: 

3Cr20, + 13C-* 2Cr3C2 + 9COT (2) 

The type of chromium carbide end product observed 
depends on the initial concentration ratio of carbon to 
chromium. In other words, the Cr7C3 variant of the 
nickel cermet can be obtained by adding a smaller 
amount of carbon according to Eq. (1). The complete 

reaction mechanism of nanocrystalline carbide forma- 
tion is not clear and needs to be studied in the future. 

5. Conclusions 

(1) A methodology of solution spray drying followed 
by thermal chemical conversion provides a unique route 
for synthesizing nanostructured chromium carbide cer- 
mets such as cobalt chromium carbide and nickel 
chromium carbide. The advantage of this synthesis 
route is that it uses simple water-soluble salts resulting 
in a homogeneous mixture of carbon. 

(2) Morphological characterization is conducted by 
scanning electron microscopy and transmission electron 
microscopy. Intermediate products have a morphology 
of spherical agglomerates. Final products have an irreg- 
ular geometry at high temperatures. This geometry may 
be due to the melting of Co or Ni phases in the cermets. 
TEM observation shows the nanostructured nature of 
the chromium carbide phase with a crystallite size of 
50-100 nm. There are also some bigger crystals present 
in these cermets. A broad range of agglomeration is 
observed. 

X-Ray analysis shows chromium oxide formation in 
the intermediate synthesis steps. Complete conversion 
from the oxide to the carbide occurs at 1250 °C and 
above. Therefore a high temperature reaction (1250 °C) 
is required in this synthesis route. 
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Abstract 

Sonochemistry arises from acoustic cavitation; the formation, growth, and collapse of bubbles in a liquid. The implosive 
collapse of a bubble generates a localized hot spot; a temperature of ~ 5000 K and pressure of ~ 1800 atm, with cooling rates 
that exceed 109 K s-1. Using these extreme conditions, we have developed a new synthetic technique for the synthesis of 
nanostructured inorganic materials. When irradiated with high intensity ultrasound in low volatility solvents under argon, volatile 
organometallic precursors produce high surface area solids that consist of agglomerates of nanometer clusters. These sonochem- 
ically produced nanostructured solids are active heterogeneous catalysts for hydrocarbon reforming and CO hydrogenation. For 
Fe and Co, nanostructured metals are formed; for Mo and W, metal carbides (e.g., Mo2C) are produced. Using polymeric ligands 
(e.g., polyvinylpyrrolidone) or oxide supports (alumina or silica), the initially formed nanoscale clusters can be trapped as colloids 
or supported catalysts, respectively. 

Keywords: Sonochemical synthesis; Nanostructured catalysts 

1. Introduction 

The preparation of nanostructured materials has 
been the recent focus of intense study in materials 
science [1,2]. A variety of chemical and physical prepar- 
ative methods have been applied to produce materials 
with nanometer structure, including metal evaporation 
[3], decomposition of organometallic compounds [4], 
and the reduction of metal salts [5,6]. Sonochemical 
decomposition of transition metal carbonyl compounds 
has also been proven to be a useful technique to 
generate nanophase transition metals [7,8]. 

In sonochemical reactions, there is no direct coupling 
of the ultrasound with chemical species on a molecular 
level. Instead, the chemical effects of ultrasound origi- 
nate from transient hot spots formed during acoustic 
cavitation (the formation, growth and collapse of 
bubbles in a liquid) [9,10]. The temperature reached 
during bubble collapse in a cavitating bubble field is 
approximately 5000 K with a sub-microsecond life- 
time [11]. Consequently, acoustic cavitation creates not 
only extreme temperatures, but also extraordinary cool- 
ing rates (above 109 K s-1). These exceptional local 

conditions can be used to generate nanostructured ma- 
terials. 

Sonochemical rates depend on a variety of experi- 
mental parameters. In order to achieve good sonochem- 
ical yields, precursors should be volatile, since the 
primary sonochemical reaction site is the vapor inside 
the cavitating bubbles [12]. In addition, the solvent 
vapor pressure should be low at the sonication temper- 
ature, because the solvent vapor inside the bubble 
reduces the collapse efficiency. 

* Corresponding author. 

n = 100-1000 

Scheme 1. Sonochemical synthesis of various forms of nanostructured 
materials. 

0921-5093/95/$09.50©1995 Elsevier Science S.A. All rights reserved. 
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Fig. 1. Transmission electron micrograph of nanostructured Fe-PVP, 
obtained on a Phillips 420 electron microscope. 

The sonochemical synthesis of nanophase materials 
has the advantage that various classes of materials can 
be generated simply by changing the reaction medium. 
When precursors are sonicated in high boiling alkanes 
such as decane or hexadecane, nanostructured, high 
porosity metal powders are formed. Using a polymeric 
ligand (e.g. polyvinylpyrrolidone (PVP)) or inorganic 
support (silica, alumina, etc.), the initially formed 
nanometer clusters can be intercepted and nanophase 
metal colloids and nanostructured supported metal cat- 
alysts are respectively synthesized (Scheme 1). A trans- 
mission electron micrograph of the nanocolloid 
Fe-PVP is shown in Fig. 1. 

We report here the sonochemical synthesis and het- 
erogeneous catalytic studies of nanostructured Fe on 
silica, nanostructured Fe-Co alloys and nanostructured 
Mo2C catalysts. 

2. Experimental details 

2.1. General procedures 

All manipulations for the preparation of samples 
were performed using Schlenk vacuum line and inert 
atmosphere box (Vacuum Atmospheres, < 1 ppm 02) 
techniques. Pentane was distilled over sodium ben- 
zophenone. Decane and hexadecane were distilled over 
sodium. Ultrasonic irradiation was accomplished with a 
high intensity ultrasonic probe (Sonics and Materials, 
model VC-600, 1 cm Ti horn, 20 kHz, 100 W cm"2). 

X-ray powder diffraction data were collected on a 
Rigaku D-max diffractometer using Cu Ka radiation 
(/= 1.5418 Ä). Scanning electron micrographs were 
taken on a Hitachi S800 electron microscope. Trans- 

mission electron micrographs were taken on a Phillips 
CM-12 electron microscope. Samples for elemental 
analysis were submitted in sealed vials without exposure 
to air. 

Hydrogen (99.99%, Linde), methane (99.97%, 
Matheson) and CO (99.0 + %, Linde) were further 
purified through 5A molecular sieves and oxy-traps 
(Alltech). Cyclohexane (99 + %, Fischer) was dried over 
molecular sieves prior to use. In the catalytic reactions 
with cyclohexane, a MKS mass flow controller main- 
tained the flow of hydrogen at 27.5 cm3 (STP) min~' to 
carry the cyclohexane vapor at a constant partial pres- 
sure of 0.1 bar through the catalyst. A quartz reactor 
was used for both adsorption and gas-solid catalytic 
studies. The catalysts were transferred from an inert 
atmosphere box to the catalytic rig without exposure to 
air. Surface areas were calculated by applying the BET 
equation to the N2 adsorption isotherm measured at 77 
K. The gas products obtained during the temperature- 
programmed desorption (TPD) and temperature-pro- 
grammed reaction (TPR) experiments were analyzed by 
a quadrupole mass spectrometer (Spectra Instruments). 
The catalytic reaction products were analyzed by gas 
chromatography (Hewlett-Packard 5730A) on an n-oc- 
tane/Porasil C column with flame ionization detector. 

2.2. Synthesis of nanostructured catalysts by 
sonochemical decomposition 

2.2.1. Nanostructured Fe-SiO2 catalyst 
Silica gel (Universal Scientific Inc., 63-100 mesh) 

was pretreated at 450 °C under vacuum (1 x 10 ~5 torr) 
for 10 h before use. To this, a solution of Fe(CO)5 in 
dry decane was added, and the slurry was irradiated at 
20 °C with a high-intensity ultrasonic probe for 3 h 
under argon. After irradiation, the black powder was 
filtered and washed with dry pentane in an inert atmo- 
sphere box. 

Conventional silica-supported crystalline iron cata- 
lysts were prepared using the standard incipient wetness 
impregnation method by dissolving Fe(N03)3 • 9H20 in 
an aqueous solution containing silica gel [13]. These 
samples were dried at 120 °C for 12 h, and calcined at 
450 °C under an 02 flow for 1 h. Reduction of iron 
supported on silica was carried out in a flow of hydro- 
gen at 200 °C for 1 h, at 300 °C for 1 h, and finally at 
450 °C for 2 h. 

2.2.2. Nanostructured Fe-Co alloy catalysts 
A solution of Fe(CO)5 and Co(CO)3(NO) in dry 

decane was irradiated at 0 °C with a high-intensity 
ultrasonic probe for 3 h under argon. After irradiation, 
a black powder was formed, which was filtered and 
washed with dry pentane in the glove box. 
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Abstract 

Sonochemistry arises from acoustic cavitation; the formation, growth, and collapse of bubbles in a liquid. The implosive 
collapse of a bubble generates a localized hot spot; a temperature of ~ 5000 K and pressure of ~ 1800 atm, with cooling rates 
that exceed 109 K s_1. Using these extreme conditions, we have developed a new synthetic technique for the synthesis of 
nanostructured inorganic materials. When irradiated with high intensity ultrasound in low volatility solvents under argon, volatile 
organometallic precursors produce high surface area solids that consist of agglomerates of nanometer clusters. These sonochem- 
ically produced nanostructured solids are active heterogeneous catalysts for hydrocarbon reforming and CO hydrogenation. For 
Fe and Co, nanostructured metals are formed; for Mo and W, metal carbides (e.g., Mo2C) are produced. Using polymeric ligands 
(e.g., polyvinylpyrrolidone) or oxide supports (alumina or silica), the initially formed nanoscale clusters can be trapped as colloids 
or supported catalysts, respectively. 

Keywords: Sonochemical synthesis; Nanostructured catalysts 

1. Introduction 

The preparation of nanostructured materials has 
been the recent focus of intense study in materials 
science [1,2]. A variety of chemical and physical prepar- 
ative methods have been applied to produce materials 
with nanometer structure, including metal evaporation 
[3], decomposition of organometallic compounds [4], 
and the reduction of metal salts [5,6]. Sonochemical 
decomposition of transition metal carbonyl compounds 
has also been proven to be a useful technique to 
generate nanophase transition metals [7,8]. 

In sonochemical reactions, there is no direct coupling 
of the ultrasound with chemical species on a molecular 
level. Instead, the chemical effects of ultrasound origi- 
nate from transient hot spots formed during acoustic 
cavitation (the formation, growth and collapse of 
bubbles in a liquid) [9,10]. The temperature reached 
during bubble collapse in a cavitating bubble field is 
approximately 5000 K with a sub-microsecond life- 
time [11]. Consequently, acoustic cavitation creates not 
only extreme temperatures, but also extraordinary cool- 
ing rates (above 109 K s-1)- These exceptional local 

conditions can be used to generate nanostructured ma- 
terials. 

Sonochemical rates depend on a variety of experi- 
mental parameters. In order to achieve good sonochem- 
ical yields, precursors should be volatile, since the 
primary sonochemical reaction site is the vapor inside 
the cavitating bubbles [12]. In addition, the solvent 
vapor pressure should be low at the sonication temper- 
ature, because the solvent vapor inside the bubble 
reduces the collapse efficiency. 

* Corresponding author. 

n = 100-1000 

Scheme l. Sonochemical synthesis of various forms of nanostructured 
materials. 
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Fig. 1. Transmission electron micrograph of nanostructured Fe-PVP, 
obtained on a Phillips 420 electron microscope. 

The sonochemical synthesis of nanophase materials 
has the advantage that various classes of materials can 
be generated simply by changing the reaction medium. 
When precursors are sonicated in high boiling alkanes 
such as decane or hexadecane, nanostructured, high 
porosity metal powders are formed. Using a polymeric 
ligand (e.g. polyvinylpyrrolidone (PVP)) or inorganic 
support (silica, alumina, etc.), the initially formed 
nanometer clusters can be intercepted and nanophase 
metal colloids-and nanostructured supported metal cat- 
alysts are respectively synthesized (Scheme 1). A trans- 
mission electron micrograph of the nanocolloid 
Fe-PVP is shown in Fig. 1. 

We report here the sonochemical synthesis and het- 
erogeneous catalytic studies of nanostructured Fe on 
silica, nanostructured Fe-Co alloys and nanostructured 
Mo,C catalysts. 

2. Experimental details 

2.1. General procedures 

All manipulations for the preparation of samples 
were performed using Schlenk vacuum line and inert 
atmosphere box (Vacuum Atmospheres, < 1 ppm 02) 
techniques. Pentane was distilled over sodium ben- 
zophenone. Decane and hexadecane were distilled over 
sodium. Ultrasonic irradiation was accomplished with a 
high intensity ultrasonic probe (Sonics and Materials, 
model VC-600, 1 cm Ti horn, 20 kHz, 100 W cm"2). 

X-ray powder diffraction data were collected on a 
Rigaku D-max diffractometer using Cu Ka radiation 
(/.= 1.5418 Ä). Scanning electron micrographs were 
taken on a Hitachi S800 electron microscope. Trans- 

mission electron micrographs were taken on a Phillips 
CM-12 electron microscope. Samples for elemental 
analysis were submitted in sealed vials without exposure 
to air. 

Hydrogen (99.99%, Linde), methane (99.97%, 
Matheson) and CO (99.0 + %, Linde) were further 
purified through 5A molecular sieves and oxy-traps 
(Alltech). Cyclohexane (99 + %, Fischer) was dried over 
molecular sieves prior to use. In the catalytic reactions 
with cyclohexane, a MKS mass flow controller main- 
tained the flow of hydrogen at 27.5 cm3 (STP) min ~' to 
carry the cyclohexane vapor at a constant partial pres- 
sure of 0.1 bar through the catalyst. A quartz reactor 
was used for both adsorption and gas-solid catalytic 
studies. The catalysts were transferred from an inert 
atmosphere box to the catalytic rig without exposure to 
air. Surface areas were calculated by applying the BET 
equation to the N2 adsorption isotherm measured at 77 
K. The gas products obtained during the temperature- 
programmed desorption (TPD) and temperature-pro- 
grammed reaction (TPR) experiments were analyzed by 
a quadrupole mass spectrometer (Spectra Instruments). 
The catalytic reaction products were analyzed by gas 
chromatography (Hewlett-Packard 5730A) on an rc-oc- 
tane/Porasil C column with flame ionization detector. 

2.2. Synthesis of nanostructured catalysts by 
sonochemical decomposition 

2.2.1. Nanostructured Fe-SiO2 catalyst 
Silica gel (Universal Scientific Inc., 63-100 mesh) 

was pretreated at 450 °C under vacuum (1 x 10 ~5 torr) 
for 10 h before use. To this, a solution of Fe(CO)5 in 
dry decane was added, and the slurry was irradiated at 
20 °C with a high-intensity ultrasonic probe for 3 h 
under argon. After irradiation, the black powder was 
filtered and washed with dry pentane in an inert atmo- 
sphere box. 

Conventional silica-supported crystalline iron cata- 
lysts were prepared using the standard incipient wetness 
impregnation method by dissolving Fe(N03)3 • 9H20 in 
an aqueous solution containing silica gel [13]. These 
samples were dried at 120 °C for 12 h, and calcined at 
450 °C under an 02 flow for 1 h. Reduction of iron 
supported on silica was carried out in a flow of hydro- 
gen at 200 °C for 1 h, at 300 °C for 1 h, and finally at 
450 °C for 2 h. 

2.2.2. Nanostructured Fe-Co alloy catalysts 
A solution of Fe(CO)5 and Co(CO)3(NO) in dry 

decane was irradiated at 0 °C with a high-intensity 
ultrasonic probe for 3 h under argon. After irradiation, 
a black powder was formed, which was filtered and 
washed with dry pentane in the glove box. 
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2.2.3. Nanostructured molybdenum carbide catalyst 
A slurry of molybdenum hexacarbonyl in hexadecane 

was sonicated at 90 °C for 3 h under argon to yield a 
black powder. Hexadecane was chosen as a solvent 
because its vapor pressure is low at the sonication 
temperature. The powder was filtered inside a dry box, 
washed several times with purified, degassed pentane. 

3. Results and discussion 

3.1. Synthesis and catalytic studies of nanostructured 
silica-supported Fe 

Ultrasonic irradiation of decane solutions of iron 
pentacarbonyl, Fe(CO)5, in the presence of silica gel 
produces a silica-supported material with nanometer- 
sized clusters of amorphous iron deposited on the silica 
surface. The iron loading on the Si02 can be easily 
varied by changing the initial concentration of the 
Fe(CO)5 solution. Elemental analysis reveals Fe, Si, O 
and a trace amount of carbon (< 1%) to be present. 
The origin of carbon most likely arises from the decom- 
position of CO or the alkane solvent during ultrasonic 
irradiation. 

The amorphous nature of these supported iron parti- 
cles has been confirmed by several different techniques, 
including differential scanning calorimetry (DSC), X- 
ray powder diffraction, and electron-beam microdiffrac- 
tion. Differential scanning calorimetry shows one 
exothermic transition at 335 °C corresponding to a 
disorder-order transition (crystallization) of the amor- 
phous iron. Initial X-ray powder diffraction shows no 
diffraction peaks; after heat treatment under He at 400 
°C (sufficient to induce crystallization) for 4 h, the line 
characteristic of a-iron metal (d spacings of 2.03, 1.43, 
1.17 and 1.04 Ä) are observed. After crystallization, the 
X-ray powder diffraction pattern contains no peaks 
attributable to iron oxide, iron carbide or other iron- 
based phases. Electron microdiffraction with a trans- 
mission electron microscope confirms these 
observations and shows only a diffuse ring characteris- 
tic of amorphous iron particles. 

The transmission electron micrograph showed that 
the iron particles produced by sonolysis of Fe(CO)5 

were highly dispersed on the SiOz surface. The iron 
particles range in size from 3 to 8 nm. Chemisorption 
of carbon monoxide allowed measurement of the dis- 
persion and the average particle size of the iron sup- 
ported on the silica surface [14]. CO chemisorption 
measurement data at —78 °C show the average iron 
particle size to be « 7.3 nm, which agrees well with 
TEM data. 

The catalytic activity of the silica-supported nanos- 
tructured iron was examined for the commercially im- 
portant   Fischer-Tropsch   synthesis   reaction   (i.e., 

hydrogenation of CO). Fig. 2 compares the activity (in 
terms of turnover frequency of CO molecules converted 
per catalytic site per second) of silica-supported 
nanophase iron and conventional silica-supported iron, 
prepared by the incipient wetness method, as a function 
of temperature. These catalytic data were obtained at 
high iron loading and low dispersion to minimize the 
effects of support and dispersion. The sonochemically 
produced iron on silica catalyst is an order of magni- 
tude more active than a comparable conventional sup- 
ported iron catalyst. Moreover, the silica-supported 
nanostructured iron catalyst exhibits high activity at 
low temperatures (<250 °C), whereas the silica sup- 
ported conventional iron catalyst has no activity. We 
hypothesize that the dramatic difference in activity be- 
tween the two samples below 300 °C may be due to the 
amorphous nature of iron and the inherently highly-de- 
fected surface formed during sonolysis of Fe(CO)5 

when the amorphous state of iron is preserved. Above 
that temperature some decline in activity could be 
observed, which we believe is due to the iron crystalliza- 
tion process, surface annealing, and deactivation of the 
catalyst as a result of surface carbon deposition. 

Differences between the catalytic properties of the 
nanostructured iron and of conventional supported cat- 
alysts are also observed in selectivitie's of hydrocarbon 
synthesis: Under our conditions, the major reaction 
products for both catalysts are short chain (C, to Q) 
hydrocarbons and C02. Product distribution of hydro- 
carbons showed that at temperatures lower than 275 
°C, the silica-supported nanostructured iron catalyst 
shows higher selectivity towards long chain hydrocar- 
bons (C5 + ), whereas the conventional supported iron 
shows no activity at these temperatures. At tempera- 
tures higher than 275 °C (where crystallization can 
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Fig. 2. The catalytic activity of Si02 supported amorphous nanostruc- 
tured iron prepared sonochemically from Fe(CO)5 and SiO, slurry 
(iron loading wt.% = 10.94, and dispersion, Z)%=1.85) and SiO; 

supported crystalline iron prepared by the incipient wetness method 
(Fe wt.% = 9.91, JD%= 1.86) as a function of temperature for Fis- 
cher-Tropsch synthesis (H2/CO = 3.48, 1 atm, 25 °C). 
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occur), the reaction product distributions are similar for 
both types of catalyst. 

3.2. Synthesis and catalytic studies of nanostructured 
Fe-Co alloys 

Fe(CO)5 and Co(CO)3(NO) were chosen as precur- 
sors because of their high vapor pressures at modest 
bulk solution temperatures where they are still ther- 
mally stable. The composition of the Fe-Co alloys can 
be controlled simply by changing the ratio of the vapor 
pressures (via solution concentrations) of the precur- 
sors; alloy compositions ranging from pure Fe to pure 
Co are readily obtained. 

The solid-solution nature of the alloys was confirmed 
by TEM-EDX results, from multiple locations on the 
polycrystalline alloy powders. The EDX results show 
that the alloys are homogeneous on the few-nanometer 
scale. The original Fe, Co, and Fe-Co alloys produced 
by ultrasound are amorphous, as determined by XRD, 
electron-beam microdiffraction, and DSC. After heat 
treatment under H2 gas flow at 400 °C for 2 h, all 
samples underwent crystallization. The XRD results 
show no peaks attributable to iron/cobalt oxide, iron/ 
cobalt carbide or other iron/cobalt impurity phases. 
Pure Fe crystallizes to cubic (bcc) structure, pure Co 
crystallizes to cubic (fee) and hexagonal (hep) mixed 
structures. All the alloys that we have tested so far 
crystallize in the bcc structure, which is consistent with 
the known Fe-Co equilibrium phase diagram [15]. 
Elemental analysis results show that nearly pure metal 
and alloys are produced (<1% impurity). SEM at high 
magnification indicates that these materials are porous 
aggregates of small clusters of 10-20 nm particles, as 
shown in Fig. 3. Surface electronic structures and sur- 
face compositions of the sonochemically prepared Fe- 
Co alloys were also examined by using X-ray 
photoelectron spectroscopy (XPS). The XPS measure- 
ments were performed on heat treated samples before 
catalytic reactions. The electronic structures of the sur- 
faces of these samples appear to be the same as the pure 
metals. The surface compositions-of the alloys demon- 
strate some small enrichment of Fe over Co. Similar 
trends towards an iron-enriched surface have been re- 
ported by other researchers with other preparations 
using coprecipitation methods [16]. 

The catalytic studies of the sonochemically prepared 
Fe-Co alloys were continued on cyclohexane dehydro- 
genation and hydrogenolysis reactions. All catalysts 
were treated under H2 gas flow at 400 °C for 2 h before 
the catalytic studies. The catalytic activity (in terms of 
turnover frequency of cyclohexane molecules converted 
to benzene per surface Fe/Co atom per second) as a 
function of temperature is shown in Fig. 4. Two kinds 
of product were formed during the cyclohexane reac- 
tion: benzene was the only dehydrogenation reaction 

Fig. 3. Scanning electron micrograph of nanostructured 1: 
alloy, obtained on a Hitachi S800 electron microscope. 

Fe:Co 

product and aliphatic hydrocarbons (mostly methane) 
were the hydrogenolysis reaction products. The cata- 
lytic selectivity (in terms of the percentage of benzene 
among all the reaction products) as a function of 
temperature is shown in Fig. 5. The catalytic properties 
of the sonochemically prepared Fe, Co and Fe-Co 
alloys in the cyclohexane reaction exhibit interesting 
trends. First, they are all active catalysts for cyclohex- 
ane conversion: pure Co has the highest activity (albeit 
primarily for hydrogenolysis), pure Fe has the lowest 
activity, and Fe-Co alloys have intermediate activity 
between pure Fe and pure Co. Second, Fe-Co alloys 

275 300 

Temperature (°C) 

Fig. 4. The catalytic activity of Fe, Co, and Fe-Co alloys for 
dehydrogenation of cyclohexane to benzene as a function of tempera- 
ture. 
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Fig. 5. The catalytic selectivity of Fe, Co, and Fe-Co alloys for 
dehydrogenation versus hydrogenolysis of cyclohexane as a function 
of temperature. 

generate much more dehydrogenation product (ben- 
zene) than pure Fe or Co. Third, the 1:1 Fe-Co alloy 
has both much higher dehydrogenation activities and 
selectivities at all reaction temperatures (250 to 300 °C) 
than the other alloys or pure metals. To our surprise, in 
the best cases, the selectivity for dehydrogenation ap- 
proaches 100%. The origin of this high selectivity is 
currently under further investigation. 

3.3. Synthesis and catalytic studies of nanostructured 
molybdenum carbide 

Recently, molybdenum and tungsten carbides have 
been explored as heterogeneous catalysts because the 
activity of these carbides is similar to that of the 
platinum group metals [17-19]. For catalytic applica- 
tions, high surface area materials are generally needed. 
The preparation of interstitial carbides of molybdenum 
and tungsten with high surface areas, however, is very 
difficult. Boudart and Volpe prepared carbides of 
molybdenum and tungsten with high surface areas by 
the temperature programmed carburization of the cor- 
responding nitrides [20]. We present here a simple 
sonochemical synthesis of nanophase molybdenum car- 
bide from the ultrasonic irradiation of molybdenum 
hexacarbonyl. 

Sonochemical decomposition of molybdenum hex- 
acarbonyl in hexadecane produced a black powder. 
X-ray powder diffraction (XRD) showed extremely 
broad peaks centered at a d spacing of 2.4 Ä, 1.5 Ä and 
1.3 A, which do not match body centered cubic (bcc) 
lines of molybdenum metal. After the heat treatment at 
450 °C under helium flow for 12 h, sharper peaks in the 
XRD were observed at d spacing values of 2.39 Ä, 1.49 
Ä and 1.27 Ä, which match very well with face centered 
cubic (fee) molybdenum carbide, Mo2C (Fig. 6). Ele- 
mental analysis also confirmed the stoichiometry of 
2Mo/C, but with some oxygen as discussed below. The 
formation of molybdenum carbide can be explained by 
the disproportionation of carbon monoxide on the ac- 

28 
Fig. 6. X-ray powder diffraction patterns of sonochemically produced 
Mo2C (a) after synthesis, (b) after heat treatment under He, 450 °C, 
12 h. 

tive metal surface to form carbon and carbon dioxide 
[21]. 

The SEM showed that the surface is extremely 
porous. The high resolution TEM showed that the 
solids were made up of aggregates of 2 nm sized 
particles (Fig. 7). Consistent with this, the particle size 
calculated from the line broadening of. X-ray powder 
diffraction was 1.6 nm. Surface area, determined by 
BET gas adsorption isotherms, was found to be 188 m2 

g-1- 
Even after heat treatment at 450 °C under helium, 

the sample still contained about 4 wt.% of oxygen. 
Since the presence of oxygen could poison the catalytic 
activity, it was removed before catalytic studies by 

Fig. 7. Transmission electron micrograph of sonochemically produced 
Mo2C, obtained on a Phillips CM-12 electron microscope. 
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Fig. 8. Catalytic activity of sonochemically produced Mo2C for 
dehydrogenation of cyclohexane: (a) sample heat treated under he- 
lium at 450 °C for 12 h; and (b) sample heat treated under CH4/H2 

at 500 °C for 48 h. 

heating in a flowing 1:1 CH4/H2 mixture at 300 °C for 
1 h, then at 400 °C for 1 h, and finally at 500 °C for 48 
h. The flow rate of the CH4/H2 mixture was 27.5 cm3 

(STP) min-1. After the heat treatment, the elemental 
analysis results showed the sample was pure Mo2C; 
oxygen, excess carbon, and hydrogen had been removed. 
Electron micrographs showed that the material was still 
porous and was composed of particles of 3 nm in 
diameter. The BET surface area decreased slightly to 130 
m2 g~'. 

The catalytic activity of the sonochemically produced 
molybdenum carbide was tested for the dehydrogenation 
of cyclohexane. Fig. 8 shows the catalytic activity (in 
terms of turnover frequency of cyclohexane molecules 
converted per site per second) as a function of tempera- 
ture for the sample pretreated under CH4/H2 at 500 °C 
for 48 h and for the sample pretreated under helium at 
450 °C for 12 h. 

At all the reaction temperatures, benzene was the only 
product formed for either sample. No hydrogenolysis 
products were detected. Compared to the sample heat 
treated under CH4/H2, the sample heat treated under 
helium (i.e., with oxide impurity) had the same selectivity 
(benzene is the only product), but with somewhat lower 
activity. These results demonstrate that the sonochemi- 
cally prepared molybdenum carbide is an excellent dehy- 
drogenation catalyst and a rather poor hydrogenolysis 
catalyst. This is also confirmed by the lack of activity for 
ethane hydrogenolysis: during 28 h reaction with ethane 
and H2 at 300 °C, no methane was detected. 

The catalytic properties of Mo2C (fee) and Mo2C 
(hep) have been studied intensively in recent years 
[17-24]. CO hydrogenation, olefin hydrogenation, and 
hydrocarbon isomerization and hydrogenolysis have 
been investigated. Few reports, however, mention Mo2C 
as an active dehydrogenation catalyst. As a precedent for 
our studies, carburization of Mo is known to temper Mo 
metal for dehydrogenation of hydrocarbons [25]. Bell et 
al. show there is some catalytic activity for ethane 

hydrogenolysis using Mo2C (fee) prepared by reduction 
and carburization of Mo03 under similar conditions 
(300 °C, H2/C2H6 = 5) [17]. It seems the sonochemically 
prepared Mo2C (fee) has different and more selective 
catalytic behavior than the molybdenum carbides gener- 
ated by the other methods. 

4. Conclusions 

Sonochemical decomposition of volatile organometal- 
lic precursors in high boiling solvents produces nanos- 
tructured materials in various forms with high catalytic 
activities. 

Sonication of iron pentacarbonyl with silica in decane 
at 20 °C generated supported amorphous nanostruc- 
tured Fe-Si02 catalyst. The nanostructured Fe-SiO, 
catalyst showed higher catalytic activity for the Fischer- 
Tropsch synthesis compared to the conventional Fe-sil- 
ica catalyst prepared by the incipient wetness method. 

Sonochemical decomposition of Fe(CO)5 and 
Co(CO)3(NO) in decane at 0 °C generated nanostruc- 
tured Fe and Co metals and Fe-Co alloys. The sono- 
chemically prepared Fe-Co alloys have large surface 
areas relative to bulk metal even after heat treatment. 
We find very high catalytic activity for these Fe, Co, and 
Fe-Co powders for the dehydrogenation and hy- 
drogenolysis of cyclohexane. The sonochemically pre- 
pared Fe-Co alloys show high catalytic activity for the 
dehydrogenation of cyclohexane to benzene, with 1:1 
ratio Fe-Co alloys having selectivities as high as 100%. 

Ultrasonic irradiation of molybdenum hexacarbonyl 
in hexadecane at 90 °C gave nanometer-sized powder of 
face centered cubic molybdenum carbide. The material 
was extremely porous with a high surface area and 
consisted of aggregates of » 2 nm sized particles. The 
catalytic properties of the sonochemically prepared fee 
Mo2C have been studied on dehydrogenation and hy- 
drogenolysis of cyclohexane and hydrogenolysis of 
ethane. The catalytic results showed the molybdenum 
carbide generated by ultrasound is a good dehydrogena- 
tion catalyst and a poor hydrogenolysis catalyst. 
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Abstract 

Sonochemical co-reduction of MoCl5 and SiCl4 with NaK alloy in a hexane dispersion using 600 W, 20 kHz irradiation, 
followed by annealing at 900 °C produces nanocrystalline MoSi2 powders with « 90% yield. Consolidation by hot pressing at 
1170 °C, 140 MPa for 4 h gives a 78%-dense compact with 31 nm average grain sizes and a Vickers microhardness of 1484 (10% 
kg/mm2. Consolidation by hot pressing at 1200 °C, 100 MPa for 10 min. followed by hot isostatic pressing at 1100 °C, 200 MPa 
for 4 h gives a 83%-dense compact with 41 nm average grain sizes and a Vickers microhardness of 1587+ 10% kg mm-2. The 
second compact exhibits a compressive yield strength of 2875 MPa, and fractures without significant plastic deformation. The 
microhardness values and compression strengths are 50-70% higher in nanocrystalline MoSi2 than in conventional, coarse-grained 
MoSi2. | 

Keywords: Sonochemical synthesis; Molybdenum disilicide; Ultrasound; Intermetallics 

1. Introduction 

Herein we describe the preparation of nanocrystalline 
MoSi2 by a novel, low-temperature, chemical method. 
Nanocrystalline powders produced by sonochemical 
processing were consolidated by a combination of hot 
pressing and hot isostatic pressing at 1100-1200 °C. 
The resulting densified samples retained grain sizes in 
the nanometer regime, and exhibited substantially 
higher Vickers microhardness and compressive yield 
strength than exhibited by coarse-grained MoSi2. This 
is one of the first reports of the production of nanocrys- 
talline MoSi2 [1], and to our knowledge the first report 
of the consolidation and mechanical properties of 
nanocrystalline MoSi2. 

The intermetallic compound MoSi2 is a candidate 
material for applications in aerospace structural com- 
ponents because of its low density, high-temperature 
strength, and oxidation resistance [2]. However, like 
other intermetallics conventional coarse-grained MoSi2 

is brittle at normal environmental temperatures [2]. 

* Corresponding author. 
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Refinement of grain sizes to nanometer dimensions is 
predicted [3,4] to improve the ductility, fracture tough- 
ness, and strength of intermetallics by inducing funda- 
mental changes in strengthening and deformation 
mechanisms [5]. Indeed, nanocrystalline aluminide in- 
termetallics exhibit higher Vickers microhardness than 
their coarse-grained counterparts, indicative of in- 
creased strength [4,6-9]. A few studies of nanocrys- 
talline aluminides have also shown decreasing 
microhardness with decreasing grain size in the range of 
ca. 10-30 nm, which may reflect the onset of low-tem- 
perature ductility [4,6,7]. Prior to the present work 
related measurements on nanocrystalline suicide inter- 
metallics were unavailable. We now report that grain- 
size reductions into the nanometer regime improve the 
strength of MoSi2; however, evidence for low-tempera- 
ture ductility has not yet been obtained. 

2. Chemical synthesis 

The initial step was the sonochemical co-reduction of 
molybdenum and silicon chlorides in a hexane disper- 
sion as shown in Eq. (1). Reaction mixtures were 
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heterogeneous because of the immiscibility of the liq- 
uid-metal reducing agent, sodium potassium alloy 
(NaK), and the insolubility of MoCl5 in the reaction 
solvent. Consequently, the procedure was performed in 
the presence of high-intensity ultrasonic irradiation, 
which is known to effectively promote chemical reac- 
tions among such heterogeneous mixtures [10,11]. In 
the present synthesis ultrasonic irradiation formed a 
fine emulsion of the liquid NaK alloy, which maximized 
the interfacial contact between it and the other reactant 
phases. Dramatic rate enhancements resulted such that 
Eq. (1) was generally conducted within 30 min to a few 
hours with sonochemical promotion, but required days 
without it (and MoSi2 was never obtained from such 
reactions). Related co-reduction strategies have been 
reported by Ritter for the synthesis of TiB2, SiC, B4C, 
SiC/TiC, and SiC/TiN, in which high-speed, high-shear 
stirring was used to maximize interfacial contact be- 
tween the immiscible reactant phases [12]. 

MoCl5 + 2SiCl4+13/2NaIC ))»» 

MoSi2 + 13/2NaCl + 13/2KC1   (1) 

Eq. (1) was conducted to produce 1-6 g of MoSi2 in 
the apparatus shown in Fig. 1, according to the follow- 
ing sequence. The apparatus was charged with hexane, 
SiCl4, and MoCl5, and was placed in an ice-water bath. 
A SiCl4:MoCl5 molar ratio of 3:1 was employed to 
minimize formation of a byproduct silicon-deficient 
phase, Mo5Si3. (The stoichiometric excess of SiCl4 em- 
ployed was balanced by a corresponding excess of NaK 
reductant.) Ultrasonic irradiation (600 W, 20 kHz) of 
the reaction mixture was initiated via a direct-immer- 
sion (13 mm diameter) titanium horn. While irradiation 
continued, the NaK alloy was slowly added dropwise 
from a pressure-equalizing addition funnel through a 
neck of the reaction flask. (Caution: NaK is a haz- 
ardous, highly reactive, flammable material that must 
be handled in environments free of halogenated sol- 
vents, oxygen, water, or other protic substances [13].) 
An exothermic reaction ensued, which produced a 
brown precipitate consisting of an amorphous precur- 
sor to MoSi2 and salts (NaCl and KC1). 
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Fig. 1. Sonochemical reaction apparatus with direct-immersion tita- 
nium horn. 

Fig. 2. (a) XRD pattern of nanocrystalline MoSi, powder annealed at 
900 °C for 5 min. The phases present are a-MoSi, (1, low-temp. 
phase) and /?-MoSi, (2, high-temp, phase). The crystallite coherence 
length calculated by the Scherrer equation using reflections from 
a-MoSi2 was 16 nm. (b) XRD pattern of the hot-pressed MoSi, 
compact (see text); the crystallite coherence length was 31 nm. The 
minor reflections assigned to Mo metal are the result of extrinsic 
surface contamination of the compact by partial degradation of the 
TZM punch. 

Nanocrystalline MoSi2 was isolated and character- 
ized as follows. The brown precipitate was annealed at 
900 °C,  10_3 torr to crystallize the MoSi2 and to 
remove the byproduct salts by sublimation. (This step 
required between 5 min and a few hours,' depending on 
reaction scale.) Nanocrystalline MoSi2 was collected as 
a black powder with  «90% yields. X-ray diffraction 
(XRD) patterns of the powders revealed both the a 
(low-temperature) and ß (high-temperature) phases of 
MoSi2 to be present, and indicated average crystallite 
coherence lengths in the range 16-31 nm, depending on 
annealing time (see Fig. 2(a)). Minor reflections corre- 
sponding   to   the   byproduct   silicon-deficient   phase 
Mo5Si3 were often detected in the XRD patterns (al- 
though not in Fig. 2(a)), particularly in the larger-scale 
reactions.  We attribute the presence of the Mo5Si3 
impurity to a lack of thorough mixing and therefore 
incomplete reaction during sonochemical processing. A 
second  byproduct observed  in  some cases  was the 
Nowotny  phase,   Mo5Si3C  [14].  This  impurity  was 
traced to exposure of the powders to organic (carbon- 
containing) vapors during annealing, and was avoided 
by preventing such exposure. Transmission-electron-mi- 
croscopy (TEM) images  of the powders  comprised 
« 20 nm MoSi2 crystallites immersed in a finer matrix 
(see Fig. 3). Consolidation of the nanocrystalline pow- 
ders was conducted as described below. 

3. Consolidation and mechanical properties 

Two sets of consolidation conditions were examined. 
The first compact was consolidated by hot pressing a 
cold compact of nanocrystalline MoSi2 powder at 1170 
°C, 140 MPa for 4 h in a tungsten die between TZM 
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Fig. 3. Dark-field TEM image of nanocrystalline MoSi2 powder on 
holey carbon film. 

punches. The resulting black, disc-shaped specimen 
measured « 10 mm in diameter by 1 mm in thickness, 
and had 78% of the theoretical density of MoSi2 as 
determined "by the Archimedes method. An XRD pat- 
tern confirmed the material to be a-MoSi2 having an 
average crystallite coherence length of 31 nm (see Fig. 
2(b)), consistent with minimal grain growth. Scanning- 
electron-microscopy (SEM) images of a polished sur- 
face of the compact showed cusp-shaped interaggregate 
pores having average sizes of the order of 100-300 nm, 

Fig. 4. SEM image of the hot-pressed MoSi2 compact after surface 
polishing and etching (see text). 

Fig. 5. SEM image of the hot-pressed and hot-isostatically-pressed 
MoSi2 compact after surface polishing and etching (see text). 

and rounded intergranular pores having sizes of 30-45 
nm. SEM images of a polished and etched (HF/HNO-, 
lactic acid) surface revealed a fine nanostructure. with 
smoothly textured 50-75 nm features comprising even 
smaller grains (see Fig. 4). Note that the apparently 
large porosity in the etched sample (Fig. 4) is mislead- 
ing because the etchant attacks the nanocrystalline sur- 
face vigorously at the grain boundaries and about the 
pre-existing smaller pores. The greater magnification 
necessary to resolve the nanometer grain sizes also 
enhances the appearance of porosity. The average 
room-temperature Vickers microhardness determined 
for the compact was 1484 + 10% (kg mm-2), which 
was significantly higher than the value of 1045 ± 10% 
determined under identical testing conditions for a fully 
dense compact of conventional, coarse-grained MoSi;. 

The second compact was consolidated by first hot 
pressing a cold compact of nanocrystalline MoSi2 pow- 
der at 1200 °C, 100 MPa for 10 min, and then hot 
isostatically pressing the hot-pressed compact at 1100 
°C, 200 MPa for 4 h in a sealed (in vacuo) titanium 
can. The resulting specimen was 10 mm in diameter by 
10 mm in length, and was determined to be 83% dense. 
The XRD pattern was comparable to Fig. 2(b) except 
that Mo5Si3 was present as a minor component. An 
average crystallite coherence length of 41 nm was calcu- 
lated from the XRD lines for the a-MoSi2 phase. 
Further evidence for the retention of the fine nanostruc- 
ture was found in SEM images of a polished and etched 
surface of the compact (see Fig. 5). In Fig. 5 extremely 
fine features of «10-20 nm are readily evident; the 
reasons for the apparent differences between Fig. 4 and 
Fig. 5 (in view of the similar XRD crystallite coherence 
lengths in the two compacts) are not understood at 
present. The average room-temperature Vickers micro- 
hardness of the second compact was determined to be 
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1587 + 10% (kg mm-2), similar to the value determined 
for the first compact. 

A 3x3x4 mm cuboidal section was cut from the 
second compact for compressive-strength testing at 
room temperature. A compressive yield strength of 
2875 MPa was measured, as compared to 770-1550 
MPa for fully dense, coarse-grained MoSi2 [15]. The 
nanocrystalline sample fractured at the yield point, 
indicating that the specimen possessed little room-tem- 
perature ductility. Consolidated nanocrystalline MoSi2 

was therefore shown to be significantly harder and 
stronger than conventional MoSi2 in three separate 
experiments; the relative ductilities remain to be estab- 
lished. 

4. Summary and conclusions 

(1) The sonochemical co-reduction strategy afforded a 
convenient means of producing nanocrystalline 
MoSi2 powders in batches of up to «5 g. Proce- 
dures conducted on larger scales (to date) have 
suffered from the incorporation of minor amounts 
of the silicon-deficient byproduct phase Mo5Si3. 

(2) Consolidation of the nanocrystalline powders by hot 
pressing or by a combination of hot pressing and hot 
isostatic pressing yielded compacts having 1.5-times 
the Vickers microhardness and 1.9-times the com- 
pression strength of conventional, coarse-grained 
MoSi2. 

(3) Work is in progress to determine the temperature- 
dependence of the compressive and flexural 
strengths and ductilities, and fracture toughness of 
nanocrystalline MoSi2. The low-temperature ductili- 
ties of the present samples were probably limited by 
their high residual porosities of ä20%. 

(4) Efforts are under way to increase the synthetic scale 

to a more useful level, and to reduce the residual 
porosity of the compacts through optimization of 
powder-packing and consolidation conditions. 
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Chemical synthesis and characterization of nanosized titanium 
aluminide 
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Abstract 

Titanium aluminides are among the more promising intermetallics for use in aerospace and automotive applications; however, 
their acceptance has been hampered by their lack of ductility. Significant improvement in ductility may be obtained from 
nanostructured intermetallics. Reaction of TirNfSiMej)^ with excess alane produces a precursor (Compound 1) to titanium 
aluminide. We propose compound 1 to be a loose cluster (or family of clusters) in which titanium and aluminum atoms are both 
bonded directly and bridged by imidosilanes. This chemically synthesized precursor, when heated to 1000 °C, produces nanosized 
particles of TiAl3. Nanosized TiAl3 has been characterized by chemical analysis, solid-state NMR, X-ray diffraction, energy 
dispersive spectroscopy, and high-resolution electron microscopy. 

Keywords: Chemical precursors; Intermetallics; Nanoparticles 

1. Introduction 

Although plagued by a lack of ductility, titanium 
aluminides are among the more promising intermetal- 
lics under development [1-5]. Of the three compounds 
in Ti-Al system, TiAl3 exhibits the lowest density and 
the best oxidation resistance, but is the least ductile 
[1-5]. Nanostructured materials are currently the focus 
of intense investigation because they exhibit novel 
properties or dramatic improvements in properties over 
materials with conventional microstructures [6-10]. 
Gleiter [11] has proposed that substantial improvements 
in ductility may be observed in nanostructured inter- 
metallics. 

Researchers have traditionally relied on vapor phase 
or mechanical attrition techniques that are not 
amenable to industrial scale production [12]. Because of 
deficiencies in these methods, there is growing interest 
in chemical techniques of producing nanostructured 
materials [13,14]. Borohydride reduction [15-17] and 
co-reduction of metal chlorides with lithium triethyl- 
borohydride ("Super-Hydride") [18,19] are known to 

* Corresponding author. 

yield nanosize particles of metals and alloys. We report 
here the solution chemical synthesis and microstruc- 
tural characterization of nanosize TiAl3. 

2. Experimental 

2.1 General 
The chemical synthesis and handling of Compound 1 

were carried out under anhydrous and anaerobic condi- 
tions using common synthetic techniques in combina- 
tion with an inert atmosphere/vacuum manifold system 
or an argon-filled drybox [20]. 

2.2. Preparation of nanosized TiAl3 

Titanium tris[bis(dimethylsilyl)amide)] (1.2 g, 2.25 
mmol) was dissolved in 60 ml of hexanes. A 0.32 M 
diethyl ether solution of A1H3 (25 ml, 8 mmol excess) 
was added slowly to the blue solution. The mixture was 
stirred for 18 h. A steel gray solid formed which was 
isolated by filtration and washed, first with 50 ml of 
hexanes and then with 50 ml of diethyl ether. Drying 
the solid under vacuum yielded 0.8 g of Compound 1 as 
a powder. Compound 1 (1.5 g) was pressed (using a 
KBr pellet press and hand pressure) into a small billet 

0921-5093/95/S09.50 © 1995 — Elsevier Science S.A. All rights reserved 
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and heated in a quartz crucible under vacuum at 1000 
°C for 0.5 h. The furnace was cooled to room tempera- 
ture and the fragile pellet was crushed to yield a fine 
black powder (Compound 2, 0.85 g). 

2.3. Characterization 

Characterization of the heat treated powder (2) was 
performed with solid-state nuclear magnetic resonance 
(NMR) spectroscopy and X-ray powder diffraction 
(XRD). The solid-state spectra were recorded on a 
Brooker AM-600 NMR spectrometer operating at 
156.4 MHz for 27A1. Powder X-ray diffraction (XRD) 
analyses were conducted with the aid of a Siemens 
D-500 X-ray diffractometer. The microstructure charac- 
terization and phase identification of Compound 2 were 
performed at the atomic level, using high resolution 
electron microscopy (HREM) including a JEM-4000EX 
HREM and a VG HB501 energy dispersive spec- 
troscopy (EDS) microanalysis. A small portion of 
Compound 2 was dispersed on perforated carbon- 
coated copper grids for HREM analysis. The lattice 
images were digitized and optical techniques were used 
to determine lattice spacing. 

3. Results and discussion 

3.1. Synthesis and characterization of Compound 1 

Co-reduction of metal halides with lithium triethyl- 
borohydride is known to produce pure metal alloys in 
some cases [18]. Our attempts to co-reduce an equimo- 
lar mixture of TiCl4 and A1C13 with seven equivalents 
of lithium triethylbprohydride yielded a very reactive 
solid that, upon heat treatment at 1000 °C under inert 
conditions, converted to microcrystalline Ti3Al, as ob- 
served by XRD. Unfortunately, substantial impurities 
(primarily LiCl) were also present. Salt impurities, such 
as LiCl, are particularly bothersome because they are 
not readily removed through sublimation or reactive 
atmosphere pyrolysis. 

In an attempt to produce salt-free Ti^Al^,, a dilute 
hexane solution of Ti[N(SiMe3)2]3 [21] was combined 
with an excess of A1H3 [22] in ether at ambient temper- 
ature, according to Eq. (1). A very fine, intractable, 
steel-gray powder precipitated from the dark solution. 
This pyrophoric powder was washed with ether and 
dried under vacuum to produce Compound 1 (elemen- 
tal analysis: C 12.0; H 3.2; N 0.8; Al 28.5; Cl 32; O 4.9; 
Si 0.5; Ti 17.1) in 60-65% yield, based on Ti. 

Ti[N(SiMe3)2)3 + AIH3 
2S°C Compound 1 (1) 

The solid-state 'H NMR (CRAMPS, 360 MHz) spec- 
trum of Compound 1 consists of resonances at 0.3 ppm 
and 7.3 ppm, which can be assigned to -Si(CH3)3 and 

-NH protons, respectively [23]. The infrared spectrum 
(KBr pellet) of Compound 1 displays absorptions at ca. 
3300 cm"',ca 3000 cm-1, 1630 cm-', 1385 cm-', and 
990 cm-1. We assign the 3300 cm"1 and 3000 cm ' 
absorptions to N-H and C-H stretching vibrations, 
respectively. The 1635 cm-1 absorption may be as- 
signed to N-H bending, while the 1385 cm-1 and 990 
cm-1 absorptions may be assigned to C-H bending 
and out of plane deformations. 

While the assignments made to the infrared absorp- 
tions are consistent with the presence of the functions 
suggested by the CRAMPS analysis, the structure of 1 
remains unclear. Nonetheless, we believe Compound 1 
to be a loose cluster (or family of clusters) in which 
titanium and aluminum atoms are both bonded directly 
and bridged by imidosilanes. Based on preliminary 
electron spin resonance (ESR) analysis results, we fur- 
ther propose that this cluster (or family of clusters) 
contains a substantial number of unpaired electrons 
that may be considered nascent Ti-Al bonds. 

3.2. Synthesis and characterization of nanosize TiAl3 

Compound 1 was pressed into a small billet and 
heated under vacuum to 1000 °C for 0.5 h. Upon 
cooling to room temperature, the resulting fragile pellet 
was crushed to produce a fine black powder (Com- 
pound 2) in a yield of 60% by weight. Comparison of 
the XRD pattern obtained from Compound 2 (Fig. 1) 
with that obtained from a commercial sample of TiAl_, 
confirms the identity of the crystalline product as TiAl, 
(TiAl3 powder was purchased from CERAC, Inc., Mil- 
waukee, WI). The XRD pattern also reveals the pres- 
ence of small amounts of TiO and Ti3Al. The TiO is 
probably produced through reaction with the atmo- 
sphere, and it may be possible to eliminate its forma- 
tion through strict maintenance of anhydrous and 
anaerobic conditions. While the appearance of Ti3Al is 
puzzling, it may be possible to control its formation 
through optimization of the reaction stoichiometry 
and/or the pyrolysis conditions. While small amounts 
of amorphous material are present, the XRD pattern 
(Fig. 1) shows little evidence of the "amorphous halo" 
that is indicative of the presence of substantial amor- 
phous content. 

Analysis of selected particles of Compound 2 by 
energy dispersive spectroscopy (EDS) indicated a Ti:Al 
ratio of 1:3, while bulk chemical analysis (elemental 
analysis: C 4.38; H 0.41; N 0.92; Al 42.5; O 14.5, Si 
<0.5; Ti 38.0) indicated a Ti:Al ratio of 1:2. A lower 
bulk aluminum content is expected to result from the 
presence of the Ti3Al and TiO impurities. The solid- 
state 27A1 MAS NMR spectrum (156.4 MHz) of Com- 
pound 2 presents a major absorption at 252 ppm that 
may be assigned to TiAl3; the solid-state 27A1 MAS 
NMR spectrum (156.4 MHz) of the commercial TiAl, 
powder consisted of a single resonance at 256 ppm. 
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Fig. 1. Powder X-ray diffraction pattern of nanosize TiAl-, (Compound 2). 

The bright field micrograph presented as Fig. 2 re- 
veals Compound 2 to be composed of agglomerated 
nanosize particles with a size distribution of approxi- 
mately 5-25 nm. The crystals tend to be equiaxed, and 
their   interfaces   appear  to   be   sharp   at   the   grain 

boundaries. The HREM lattice image of two adjacent 
nanocrystalline grains presented as Fig. 3 reveals both 
grains as having a lattice spacing of 0.212 nm, which is 
consistent with that expected from the (004) plane of 
TiAl3.  EDS microanalysis of Compound 2 using a 

Fig. 2. Transmission electron micrograph of nanosize TiAl3 powder (Compound 2). 
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Fig. 3. High-resolution electron micrograph lattice fringes from (004) plane of nanosize TiAl, (Compound 2). 

probe size of about 1 nm indicates an atomic ratio of 
Ti:Al of approximately 1:3, as expected for TiAl3. 

4. Conclusion 

Pyrolytic decomposition of a chemical precursor has 
been found to produce nanostructured titanium alu- 
minide (TiAl3). Examination of bulk specimens of 
chemically derived TiAl3 should enable us to determine 
whether the promise of improved properties is realized 
in this nanostructured material. 
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Abstract 

Although silicon nitride (Si3N4) ceramics have considerable potential for use in high temperature applications such as engines 
processing-related difficulties and associated high cost have hindered their acceptance. While chemical processing methods, such 
as those based on preceramic polymers, have the potential to overcome many of the difficulties inherent to traditional techniques, 
many features of polymer-derived Si3N4 are poorly understood. Transmission electron microscopy (TEM) has been used to 
characterize the nanostructure of polymer-derived Si3N4. The polymer-derived material is found to consist of large grains 
composed of very fine crystallites, as well as fibrils 40-50 nm in diameter. If the factors responsible for the formation of these 
structures were understood, the understanding could be harnessed to produce Si3N4 components with enhanced fracture resistance 
and other engineering properties. 

Keywords: Nanostructures; Silicon nitride; Preceramic polymer 

1. Introduction 

Explosive growth has been forecast for advanced 
ceramics and ceramic composites for the last several 
years. This growth has not been realized in part because 
current, powder-based methods of producing ceramics 
are inefficient and expensive, and yield products prone 
to brittle failure. Chemical production of ceramics has 
the potential to enable development of more efficient 
and inexpensive manufacturing methods, and so much 
attention has been devoted to chemical routes to ceram- 
ics (e.g., sol-gel and preceramic polymers). In addition 
to gains in manufacturing costs, these chemical ap- 
proaches offer the potential for producing microstruc- 
tures that resist brittle fracture. 

Silicon nitride (Si3N4) is being considered for a wide 
variety of high temperature applications because of its 
excellent strength at elevated temperature, resistance to 
thermal shock, resistance to oxidation and other prop- 
erties [1]. Despite its potential, relatively little is known 
about the microstructure of chemically-derived Si3N4. 
A particularly useful family of polymeric precursors to 
Si3N4 has been developed at the Southwest Research 
Institute (SwRI). These polymers, known as perhydro- 

* Corresponding author. 

polysilazanes (PHPS), contain only the elements silicon, 
nitrogen, and hydrogen, and so convert to carbon-free 
silicon nitride when fired. Although originally devel- 
oped as binders for Si3N4 powder processing [2], these 
polysilazanes have demonstrated their utility in the 
repair of damaged oxidation protection coatings on 
carbon-carbon composites [3], and have been shown to 
be effective matrix precursors for the polymer infiltra- 
tion/pyrolysis (PIP) of fiber-reinforced Si3N4 com- 
posites [4]. 

Characterization of the PHPS-derived Si3N4 by X- 
ray diffraction (XRD) revealed a relationship between 
phase composition, crystallite size and firing condition 
[5]. To characterize this material further, the mi- 
crostructure of PHPS-derived Si3N4 was examined by 
transmission electron microscopy (TEM). 

2. Experimental 

2.1. Preparation of PHPS-derived Si3N4 

Unless otherwise noted, all manipulations of uncured 
polysilazanes were carried out under anhydrous and 
anaerobic conditions using common synthetic tech- 
niques in combination with an inert atmosphere/vac- 

0921-5093/95/S09.50 © 1995 — Elsevier Science S.A. AH rights reserved 
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uum manifold system or an argon-filled drybox [6]. The 
polymer synthesis has been described previously [7]. To 
prepare a billet for TEM characterization, PHPS was 
fired to 1000 °F under nitrogen, the char product was 
ground with an agate mortar and pestle, and classified 
through a - 140 inch mesh. After combination with 
additional PHPS, as described elsewhere [3], the mix- 
ture was pressed into a billet at room temperature and 
fired to 1500 °C under nitrogen. 

? 7 '. Foil preparation and characterization 

The porous PHPS-derived compacts were fractured 
at room temperature to reveal their internal microstruc- 
ture. One half of the fractured specimen was coated 
with iridium and examined in the SEM. The other half 
of the fracture specimen was impregnated with epoxy 
under vacuum. Discs (3 mm diam.) were machined 
ultrasonically from thin slices obtained from the im- 
pregnated compact using a low speed diamond saw. 
These discs were ground by hand to a thickness of 
roughly 50 ^m, thinned to perforation by ion-milling, 
and then coated with a thin carbon film. The thinned 
foils were mounted in a double tilt analytical goniome- 
ter and examined in a Philips EM420 TEM/STEM 
operated at 120 kV. Selected area and convergent beam 
diffraction techniques were used to identify the crystal- 
lographic nature of the constituents observed within the 
foil. 

3. Results and discussion 

Examination of the fracture surface in the SEM 
revealed a granular appearance with grains of a few to 
a few tens of microns in size, as shown in Fig. 1. In 
addition to the relatively coarse granular features, very 

Fig. 2. Fracture surface of PHPS-derived ceramic showing fibrous 
material. 

fine fibers or "fibrils", were observed throughout the 
fracture surface, as seen in Fig. 2. It was evident from 
the SEM examination that these fibrils were sub- 
micrometer in cross section and exhibited very large 
aspect ratios. Previously, XRD analysis had suggested 
an average crystallite size of approximately 30 nm for 
PHPS-derived ceramics produced at the same tempera- 
ture as the material under study [5]. To resolve this 
discrepancy, thin foils of polymer-derived Si3N4 were 
prepared and studied by TEM. 

The thin foils prepared from the pyrolyzed PHPS 
exhibited a very complex microstructure. The large few 
to a few tens of micrometer grains that were observed 
on the fracture surface in the SEM were also evident in 
the thin foils. The TEM examination, however, indi- 
cated that these large grains were composed of much 
smaller crystallites, whose size and morphology varied 
considerably. Equiaxed crystallites ranging from less 

Fig. 1. Granular structure of PHPS-derived ceramic fracture surface. Fig. 3. Bright field TEM image showing range of crystallite size. 
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sible for the formation of these features is unknown, if 
understood, such mechanisms could be harnessed to 
produce ceramics with enhanced ductility, fracture re- 
sistance, and other desirable engineering properties. 
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Fig. 4. Bright field TEM image of elongated crystallites. 

than 10 nm to greater than 100 nm were evident (Fig. 
3), as were elongated crystallites with widths of the 
order of 500 nm, as seen in Fig. 4. Selected area 
electron diffraction patterns showed the crystallites to 
be predominantly a-Si3N4, with small amounts of ß- 
Si3N4 and elemental silicon present as well. The diffrac- 
tion results also confirmed that the diffraction contrast 
observed in the bright field images was due to orienta- 
tion differences between the individual crystallites. 

The fibrils seen in the fracture surface were also 
observed in the thin foil TEM specimens. Their pres- 
ence appeared to be limited to void spaces between the 
large Si3N4 grains and they were generally randomly 
oriented in loosely spaced clusters. Although consider- 
able variation in fibril diameter existed, the average 
diameter appeared to be of the order of 40-50 nm. 
Convergent beam electron diffraction patterns taken 
from the fibrils (Fig. 5) indicate a crystalline Si3N4 

composition. 
It appears that the microstructure of the polymer- 

derived ceramic results from two mechanisms. The 
small, equiaxed crystallites are probably produced from 
the condensed phase during pyrolysis, while the fibrils 
are probably produced from the vapor phase. The 
polymer-derived ceramic is known to contain excess 
silicon that nitrides readily above roughly 1400 °C [5]. 
It is plausible that the observed fibrils are produced by 
nitridation of free silicon on or near the surface of 
voids. Additional study of the formation mechanisms is 
in progress. 

4. Conclusion 

The microstructure of polymer-derived Si3N4 has 
been found to consist of micrometer size grains, which 
are composed of sub-micron crystallites, as well as 
small, crystalline fibrils. While the mechanisms respon- 

O. i 7/Lnn 

Fig. 5. (A,B) Bright field TEM image and convergent beam diffrac- 
tion patterns of the Si3N4 fibrils observed in the thin foil. 
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Abstract 

We present results of experimental studies to control the phase and size of nanometer-size materials generated in supersonic jet 
expansions. The effects of expansion conditions such as initial temperature, stagnation pressure, mole fraction of sample in the 
carrier gas, geometry of the nozzle, and location in the jet have been examined. The experimental results indicate that relatively 
larger nanometer-size particles may be obtained by using lower starting temperature, higher carrier gas pressure, relatively lower 
mole fraction up to a point where the release of the heat from condensation is no longer the dominant control factor, Laval 
nozzles instead of tubular nozzles, and by taking the materials from the central core of the supersonic jet. 

Keywords: Synthesis; Supersonic jet expansions 

1. Introduction 

As a result of their interesting properties and poten- 
tial applications, nanometer-size particles have at- 
tracted attention during the past decade. Various 
methods to synthesize the nanometer size materials, 
including consolidation from vapor [1-5], matrix-medi- 
ated synthesis [6], ball-milling [7,8], magnetic sputtering 
[9], electrochemical techniques [10] and arrested precipi- 
tation reactions in solutions [11,12], have been reported. 
Every method has its advantages and its limitations. 
Therefore, new approaches would be desirable. Since 
Becker and his coworkers [13] first reported H2, Ar, and 
N2 cluster beams formed from free jet expansions, such 
expansions have been widely used to generate clusters 
with sizes in the range from dimers to many thousands 
of molecules [14-17]. The diameters of clusters with 
several thousands of molecules reach the upper limit of 
quantum size effect; for instance the quantum size effect 
of CdS occurs if the crystallite diameter is comparable 
to or below the exciton diameter of 5-6 nm (~ 1500- 
2000 molecules) [18]. Therefore, the jet expansion 
method may be used to synthesize some interesting 
nanometer size materials. 

Considerable attention has been devoted to the the- 
ory  of cluster  formation  in  supersonic  expansions 

[14,19-21]. No final and fully successful treat- 
ments exist, however, for predicting the size of par- 
ticles generated in supersonic jets under arbitrary 
expansion conditions. Systematic experimental investi- 
gations are necessary to get insight, into the effect- 
ive control of the particles generated in supersonic 
flow. In the present paper we report results on the 
control over phases and sizes of nanometer size 
clusters of NH3. Although crystalline ammonia is of 
little interest in material science, the technique can be 
used for materials with much higher melting points. 
Accordingly, the conclusions drawn from our experi- 
ments may be helpful in the production of nanometer 
size materials via condensation in supersonic expan- 
sions. 

2. Experimental section 

As shown in Fig. 1, our current apparatus to synthe- 
size nanometer size particles through supersonic expan- 
sion consists of an expansion control system and a 
particle size probe system. The expansion control sys- 
tem is the combination of a pulsed nozzle, a tempera- 
ture controlled sample holder, and a carrier/sample gas 
supply line. A General Valve Corporation Series 9 high 

0921-5093/95/$09.50 © 1995 — Elsevier Science S.A. All rights reserved 
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Fig. 1. Schematic drawing of the apparatus used to generate nanome- 
ter size materials through supersonic jet expansion. 

speed solenoid valve was modified so that nozzles with 
different geometry can be easily mounted onto it. Pulses 
were generated through an IOTA ONE pulse driver 
(General Valve Corporation). The use of a pulsed nozzle 
ensures that supersonic jets do not build up magnificent 
background gas during the time they are probed by 
electrons. Initial sample temperatures can be controlled 
by means of a heating element surrounding the sample 
holder and nozzle. Therefore, experiments can be car- 
ried out on nonvolatile materials as well as volatile ones. 
When using gaseous samples the carrier/sample gas 
supply line is directly connected to the pressurized gas 
tank and the stagnation pressure is adjusted through 
regulators. When working with liquid or solid samples 
the subject mole fraction is controlled by adjusting the 
sample temperature and the stagnation pressure. Pulsed 
44 KeV electron beams are used to probe the particles 
formed in the supersonic jet and the diffracted electrons 
are recorded on photographic plates. From the diffrac- 
tion patterns can be determined the phases, structures, 
and sizes of particles. A Vee skimmer [22] mounted 2 
mm before the electron beam is used to select a stream 
of particles at the desired radius of the supersonic jet. 
The distance between the nozzle tip and the electron 
beam can be adjusted during an experiment so that the 
time evolution of the synthesized particles downstream 
of the nozzle can be readily probed. A cold trap is used 
to condense the residual gas. 

The chemicals used in present experiment were NH3 

gas (99.99% air products) and neon carrier (99.999%, air 
products). NH3/Ne samples with four different mole 
fractions (neat NH3 gas, x = 0.5, 0.25, and 0.125) were 
investigated under different initial temperatures and 
different stagnation pressures. A glass Laval nozzle (G 
No. 19) with the dimensions of 0.20 mm entrance i.d., 

2.02 mm exit i.d., and overall length of 20.08 mm was 
used in most of the experiments. A tubular nozzle with 
i.d. of 0.23 mm and length of 5.0 mm was also tested to 
compare the effect of nozzle geometry on particle size. 
The nozzles were operated at a frequency of 19 Hz and 
a duration time of 0.4 ms. Electron beams with the same 
frequency and duration time were used but a delay time 
of 0.6 ms allowed the steady-state portion of the pulsed 
jet to reach the electron beam. Kodak medium slide 
photographic plates were used to record the diffraction 
patterns, which are the sum of 300 to 1500 pulsed 
exposures in the present experiment. Experimental con- 
ditions including mole fractions, stagnation pressures, 
and initial temperatures are listed in Table 1. 

3. Results 

Typical electron diffraction patterns from expansions 
of NH3/Ne samples through the Laval nozzle are given 
in Figs. 2 and 3. These diffraction patterns can be 
classified into pure solid diffraction, pure liquid diffrac- 
tion, and mixed solid-liquid diffraction. Most of the 
patterns are from solid particles; for instance the diffrac- 
tion pattern corresponding to curve c in Fig. 3 is in 
reasonable agreement with the calculated pattern from 
the crystal structural data [23] of the primitive cubic 
phase of NH3 with a cell dimension of a = 5.104(6)A. 
space group of .P2,3, and particle diameter of 10.4 nm. 
Fig. 4 compares the calculated intensity curve with the 
experimental curve 3c. The features of curves f and g in 
Fig. 2 are similar to the reported X-ray diffraction 
patterns of liquid ammonia [24,25]. It is evident that the 
patterns like curves c to e in Fig. 2 correspond to a 
superposition of diffraction from solid and from liquid 
particles. By selecting proper expansion conditions it is 
sometimes possible to control the phase of nanometer 
size products. 

Fig. 5 shows electron diffraction patterns of particles 
produced in neat NH3 expansions at different distances 
beyond the Laval nozzle tip. A steady growth of De- 
bye-Scherrer rings due to the solid phase frozen from 
the liquid can be seen. 

The variation in particle size under different expan- 
sion conditions can be inferred from the breadths of 
diffraction peaks given in Figs. 2 and 3. Estimated 
particle sizes are listed in Table 1. By varying the 
expansion parameters within the range listed in Table 1 
it is possible to generate NH3 particles and to control 
their average diameters from ~3.8 to ~ 10.8 nm. 

The distribution of particle size within a jet expanded 
from a Laval nozzle is not uniform. Larger size particles 
were observed to be concentrated in the center line of a 
jet and the particle diameters fall off with increasing 
radial distance. For instance, at a distance of 35 mm 
from  the nozzle tip the  average particle diameters 
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Table 1 
Summary of selected experiments of NH3' 

pb Mole 
fraction 

Stagnation 
pressure 

Initial 
temperature 

Particle 
size c 

Phase Drop size d 

(bar) (K) (nm) Expt. Calcd. 

G 19 nozzle 
932 1.0 2.75 295 8.3 s 8.9 
933 1.0 4.14 295 9.2 s 9.9 
934 1.0 5.51 295 9.5 s+1 10.3 
935 1.0 2.75 323 3.8 s+1 4.2 
936 1.0 4.14 323 4.7 s+1 5.1 
937 1.0 5.51 323 5.0 s+1 5.4 
938 1.0 2.75 348 1 
939 1.0 4.14 348 1 
940 1.0 5.51 348 1 
941 0.5 2.75 323 7.0 ' s 7.5 
942 0.5 4.14 323 9.0 s 9.7 
943 0.5 5.51 323 10.4 s 11.2 
944 0.5 2.75 348 6.6 s 7.1 
945 0.5 4.14 348 6.9 s 7.4 
946 0.5 5.51 348 8.8 s 9.5 
947 0.5 2.75 295 9.0 s 9.6 
948 0.5 4.14 295 10.2 s 11.0    , 
949 0.5 5.51 295 10.8 s 11.5 
950 0.25 2.75 295 8.2 s 8.9 
952 0.25 5.51 295 10.4 s 11.2 
953 0.25 2.75 323 7.1 s 7.6 
954 0.25 4.14 323 9.1 s 9.8 
955 0.25 5.51 323 9.3 s 10.0 
956 0.25 2.75 348 5.6 s 6.0 
957 0.25 4.14 348 8.7 s 9.3 
958 0.25 5.51 348 9.8 s 10.5 
959 0.125 2.75 348 7.6 s 8.1 8.3e 

964 0.125 4.14 295 9.3 s 9.9 10.4e 

966 0.125 5.51 323 9.8 s 10.5 11.3= 
967 0.125 4.14 323 8.5 s 9.1 10.0' 
968 0.125 2.75 323 8.3 s 8.9 8.5C 

Tubular nozzle 
999 1.0 4.14 295 2.2 s 2.4 

1000 1.0 5.51 295 2.2 s 2.4 

" Distances to the nozzle tip for G 19 nozzle were set at 35 mm, for tubular nozzle at 9 mm. b Plate number. c Crystalline particles. d Droplets at 
the nozzle tip. 'Calculated from numerical integration of Eq. (1) in the text. 

in a jet of neat NH3 expanded under 3.2 bar stagnation 
pressure and 295 K initial temperature are 8.9, 8.5, 8.0, 
and 7.6 nm for radial distances at 0.0, 1.3, 2.5, and 4.4 
mm respectively. This observation provides another 
means of selecting the particle size generated in the 
supersonic jet method. 

4. Discussion 

The control of phases of nanometer size materials 
synthesized in supersonic jets has been one of the 
particular interests of this laboratory [16,17,26,27]. For 
some substances the phase produced depends upon the 
temperature of the flow at some critical stage of particle 
growth [27]. For other substances the kinetics of phase 
changes in the clusters during the cooling flow is cru- 

cial. One consequence of the kinetic aspect is that new 
crystalline phases never seen in the bulk have been 
produced in the jets [17,27,28]. Metastable phases 
which are difficult to synthesize in the bulk can some- 
times be readily generated in supersonic expansions. 
For example, the transition from metastable cubic ice 
to the stable hexagonal ice is irreversible. However, it is 
difficult to prepare cubic phase ice from the direct 
cooling of bulk water. The conventional approach [29] 
has been to condense water vapor onto a cold surface 
to obtain amorphous ice. Upon warming up to ~ 156 
K cubic ice is produced. However, the product from 
supersonic expansions is highly supercooled liquid 
which quickly freezes to cubic ice [30,31,33,34]. Because 
only one crystalline phase of NH3 is known under 
normal pressure, no new crystalline phase was observed 
in the present experiments. 
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Fig. 2. Electron diffraction patterns of nanometer size particles from 
neat NH-, expansions under different stagnation pressure and initial 
temperature, (a) 7 = 295 K, /> = 2.75 bar; (b) 7=295 K, /> = 4.I4 
bar; (c) 7=295 K, J° = 5.51 bar; (d) 7=323 K, P = 4.14 bar; (e) 
7 = 323 K, P = 5.51 bar; (f) 7= 348 K, P = 2.75 bar, (g) 7= 295 K, 
i° = 4.14 bar. 

According to a computer modeling [21] based on the 
expansion conditions used in the experiment with 
diffraction curves shown in Fig. 5, liquid NH3 droplets 
with diameter of ~ 10 nm exit the nozzle at about 155 
K (40 K below the bulk melting point) after they have 
fully grown in the nozzle. When these droplets fly into 
the vacuum chamber evaporative cooling quickly re- 
duces their temperatures. At a distance of 19 mm from 
the  nozzle  tip  the  temperature of droplets  reaches 

Fig. 3. Electron diffraction patterns of nanometer size particles from 
NH3/Ne (x = 0.5) expansion under different stagnation pressures and 
initial temperatures, (a) 7=323 K, /» = 2.75 bar; (b) 7=323 K, 
/> = 4.14 bar; (c) 7=323 K, P = 5.51 bar; (d) 7=348 K, P = 2.75 
bar; (e) 7=348 K, P = 4.U bar; (0 7=348 K, />=5.51 bar; (g) 
7=295 K, P = 2J5 bar; (h) 7=295 K, /> = 4.14 bar; (i) 7=295 K, 
P = 5.S\ bar. 

Fig. 4. Electron diffraction patterns of nanometer size particles: (a) 
experimental; (b) calculated. 

~ 122 K and they begin to freeze. The completion of 
freezing was observed ~ 30 mm after they exited the 
nozzle. The sizes of the final microcrystalline products 
listed in Table 1 depend on the sizes of liquid droplets 
generated inside the nozzle and the amount of evapora- 
tion to cool to the freezing temperature and the amount 
to dissipate the heat of fusion. A detailed procedure to 
estimate these loses was given in our previous paper 
[32]. The sizes of the liquid droplet listed in Table 1 
were calculated from the crystal sizes by this procedure. 

To understand the effects of the expansion conditions 
on the sizes of liquid droplets from our experiment we 
carried out calculations based on some simple theoreti- 
cal models. One of the simplest and most easily applied 
is that of Weiel [19], who recently proposed a model of 

StA"1) 

Fig. 5. Electron diffraction patterns indicate the freezing of NH, 
droplets into nanocrystals under initial temperature of 295 K and 
stagnation pressure of 3.2 bar beyond the nozzle tip. (a) Distance to 
the nozzle tip equals 9.0 mm; (b) 14.0mm; (c) 19.0 mm; (d) 24.0 mm; 
(e) 29.0mm; (f) 34.0 mm; (g) 39.0 mm; (h) 44.0 mm. 
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coagulation growth in a system with a very low ratio of 
sample to carrier gas. According to his model the upper 
limit of possible cluster sizes in expanding flows 
through a conical nozzle can be obtained by integrating 
the differential equation 

dN(S)/dS = ADd][lnmzJ(5m,)]1'2 ln2 «,(0)^16(<5) 

x[l+(l/3)M2(<5)]-3/2M-'(<5) (1) 

where D is the nozzle throat diameter, S = x/D and x is 
the distance to the throat, N(S) is the cluster size as a 
function of S, d, is the diameter of monomer, wgas is the 
atomic mass of carrier gas, w, is atomic or molecular 
mass of the sample, and M{8) is the Mach number 
which may be approximated as 

Af(<5) = l+2.8284<5tan(a) (2) 

for a conical nozzle with total opening angle 2a in the 
range of 8 < 20. NH3/Ne samples with a mole fraction 
of 0.125 marginally satisfy the assumption of this 
model. Results from numerical integration of Eq. (1) 
under different expansion conditions are compared in 
Table 1. It is interesting to find that the calculated 
maximum droplet sizes reasonably reproduce observed 
trends of variation in droplet sizes on changing the 
stagnation pressure and temperature. To visualize the 
relationship between the cluster sizes and the expansion 
conditions from the Weiel model, Eq. (1) can be rewrit- 
ten in the following form 

N(S) 

with 

SW6, dö/{[l+ 2.8284(5 tan(a)] 

[1.333 + 1.886*5 tan(a) + 2.667<52 tan2(a)]3/2}    (3) 

A = 3.265 x l&DPxlm
l£m\l6p2*/T (4) 

where P is the stagnation pressure, x-, is the mole 
fraction of the sample gas, p is the density of bulk 
liquid sample and T is the initial temperature. Accord- 
ing to Eqs. (3) and (4) it is clear that increasing the 
stagnation pressure or lowering the initial temperature 
should favor the generation of larger clusters. This 
implication is consistent with our experimental results 
listed in Table 1 for samples with *,= 0.125. Even for 
samples with much higher mole fraction the effects of 
stagnation pressure and initial temperature on the sizes 
of particles are still roughly predictable by Eq (1). 

Weiel's development was based on a very dilute 
system. From Eq. (4) the particle size increases with 
increasing sample mole fractions. Most of the samples 
used in our experiments have very high mole fractions. 
For such samples our experiments show that under the 
same expansion conditions the particle size increases 
with decreasing mole fractions. From our experiences 
the particle size starts to reduce when the sample is 
diluted to a certain point. 

Numerical integration of Eq. (1) indicates that parti- 
cle size decreases with the increasing of angle a. the 
decreasing of throat diameter, or the shortening of 
nozzle length. In our present experiment we did not 
examine these factors but only tested the difference 
between a Laval nozzle and a tubular nozzle with 
similar throat diameter. It is clear from Table 1 that 
particles generated from the Laval nozzle are much 
larger than those from the tubular nozzle under the 
same expansion conditions. Similar results have been 
observed in much previous work. 

The fact that Weiel's equations account in order of 
magnitude for our results as well as they do, and in 
such a simple way, makes the model deserve attention. 
The physical mechanism upon which Weiel's model is 
based is that in which particle growth and ultimate 
particle size depend on particle-particle collisions 
rather than condensation of monomers upon cold parti- 
cles. The importance of such particle-particle collisions 
has been questioned [35]. Another concern is that the 
model assumptions essentially ignore the process of 
nucleation and monomer growth that has been the 
basis of virtually all prior treatments of the formation 
of particles in supersonic expansions. These treatments 
are also able account for large cluster size, but are far 
less elementary to apply. Moreover, in the case of solid 
particles, they imply that the particles tend to be single 
crystals rather than Weiel's aggregates of many crys- 
talline domains. Experimental evidence to date for par- 
ticles formed in supersonic expansions is that the single 
crystal domains observed are quite as large as the 
polycrystalline particles implied by Weiel's equations. 
Nevertheless, the success of these equations in account- 
ing semiquantitatively for the present results for liquid 
ammonia cannot be disregarded. 
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Abstract 

Solid state reaction induced by ball milling the elemental components has been investigated on Ni60B40 and NiS0B,0 mixtures 
by means of transmission electron microscopy, X-ray diffraction and differential scanning calorimetry. The time evolution of the 
reaction is similar in the two samples, although slower in Ni80B20. Reaction begins with the formation of o-Ni,B and of a 
disordered phase. The final products are nanocrystalline o-Ni3B and unreacted nickel in Ni80B20 and nanocrystalline t-Ni,B in 
]N lff.Djf,.    illfTPrpnt   milltnrr   r*r\nA'ti\nt*r-     *nn«n.J    ——    4.1 XT:      r»         .1.        1 .. /.      ....   

reaction 
D]tterent milling conditions, tested on the Ni60B40 sample, do not modify the path but affect the rate of the solid "state 

Keywords: Synthesis; Nickel boride powders; Ball milling 

1. Introduction 

Mechanical alloying was applied for the first time to 
obtain dispersion strengthened Ni-based superalloys [1]. 
Since then it has widely been applied to the preparation 
of amorphous metal-metal and metal-metalloid alloys 
starting either from mixtures of elemental powders or 
from intermetallic compounds [2-5]. Recently the inter- 
est in this technique has been extended to the synthesis 
of nanocrystalline alloy powders [6-10]. 

It is well known that ball milling of elemental pow- 
ders induces a solid state reaction (SSR) through the 
atomic mixing of the components. SSR may lead to 
crystalline or amorphous phases (or a mixture of the 
two), depending on the physical and chemical charac- 
teristics of the starting elements [11] and on the milling 
conditions [12]. Because of the continuous fragmenta- 
tion of the materials due to the ball milling action, final 
products may frequently be nanoamorphous or 
nanocrystalline powders. 

We have recently reported the results of ball milling 
of Co-B mixtures [13,14]. We have shown that SSR 
leads to an amorphous phase which partially trans- 

* Corresponding author. 

forms to crystalline t-Co2B with further milling. The 
SSR rate and the amount of the crystalline phase 
formation depend on both mixture composition and 
milling conditions. 

We report herewith the results of a study on the SSR 
of Ni-B mixtures. 

2. Experimental 

Mixtures of face centred cubic (fee) nickel (Johnson 
Matthey 99.9%) and rombohedral boron (Ventron 
99.7%) powders of atomic compositions Ni60B40 and 
Ni80B20 were milled in a planetary Fritsch Pulverisette 5 
ball mill. Amounts of 20 g were sealed in 250 cm3 steel 
vials together with stainless steel balls in argon atmo- 
sphere. 

Overheating was prevented by a cold air jet and 
alternate milling and rest periods at 5 min intervals. 
Full/void volume ratio and ball/powder weight ratio 
inside the vials were kept equal to 1/10 and 10/1 
respectively. In order to investigate the different possi- 
ble paths of solid state reaction, the milling process was 
carried out on the Ni60B40 sample under different 
milling intensities by changing the ball diameter and the 
rotation speed of the mill. 

0921-5093/95/509.50 © 1995 — Elsevier Science S.A. All rights reserved 
SSDI 0921-5093(95)09963-8 
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Fig. 1. XRD spectra of Ni^B^ at selected milling steps, (a) Milling speed 250 rpm (v = 7), ball diameter 8 mm (d = 8); (b) milling speed 250 rpm 
(r = 7), ball diameter 4 mm (d= 4); (c) milling speed 200 rpm (v = 6), ball diameter 4 mm (d= 4). A, fee nickel; •, o-Ni,B; v , t-Ni,B. Miller 
indexes are only reported for the most significant peaks. 

X-ray diffraction (XRD), transmission electron mi- 
croscopy (TEM) and differential scanning calorimetry 
(DSC) measurements were performed on small portions 
of the powders sampled at different milling times in 
argon atmosphere. XRD and TEM analyses were also 
carried out on thermally treated milled samples, rapidly 
cooled to room temperature after heating. 

XRD spectra were recorded on a ö-ö Seifert diffrac- 
tometer in the range 10° < 6 < 60° using Cu Ka radia- 
tion. TEM micrographs were taken on a JEOL 200CX 
microscope; powders were deposited on a carbon grid 
after being dispersed in octane. DSC measurements 
were carried out in a Perkin Elmer DSC-7 calorimeter 
with a heating rate of 10 °C min-1 in a inert atmo- 
sphere in the range from 20 to 580 °C and repeated 
after cooling down to room temperature in order to 
estimate DSC areas. 

3. Results 

3.1. XRD 

Fig. 1(a) shows the diffraction spectra of the Ni^B^ 
sample at selected milling steps. Milling was performed 
at a speed of 250 rpm with balls of 8 mm diameter. The 
diffraction pattern after 5 h milling only shows the 
peaks of fee nickel [15], although reduced in height and 
slightly broadened with respect to those of the unmilled 
mixture (not shown); boron peaks are not detectable 
because the scattering power of this element is much 

lower than that of nickel. A significant" change occurs 
after 10 h milling, when the peaks due to crystalline 
o-Ni3B [16] and a broad halo centred at 8 = 22° begin 
to appear. Crystalline nickel peaks, although further 
weakened, are still clearly evident. After 35 h milling 
the weakening of the (111) nickel peak is accompanied 
by the appearance of (110) and (200) t-Ni2B peaks [17] 
and by an increase of the peak centred at 6 = 22.9° 
where both (031) o-Ni3B and (211) t-Ni2B fall. The 
intensities of (121) and (131) o-Ni3B peaks also suffer a 
significant reduction. They disappear after 55 h milling, 
when only peaks of the crystalline t-Ni2B are present in 
the diffraction pattern. 

Fig. l(b,c) shows selected diffraction spectra of two 
Ni60B40 mixtures processed at different milling intensi- 
ties. When the ball diameter is reduced to 4 mm the 
result after 15 h is very close to that previously reached 
after 55 h. Further milling, up to 25 h, does not cause 
any significant variation. When the mill rotation speed 
is reduced to 200 rpm, keeping the 4 mm balls, the time 
evolution of the diffraction spectra is close to that of 
Fig. 1(a). 

Fig. 2 shows selected XRD spectra of an Ni80B20 

sample milled under the same conditions used for 
Ni60B40, reported in Fig. 1(a). The spectra after 5 h 
milling are very similar in the two samples; then the 
behaviour of Ni80B20 begins to differentiate. The (121) 
and (131) peaks of crystalline o-Ni3B appear only after 
15 h when Ni peaks, although broadened, are still 
evident. o-Ni3B peaks increase slowly with milling up to 
45 h and are superimposed on a faint halo. Further 
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milling up to 75 h does not cause any appreciable 
variation in the XRD spectra. The presence of t-Ni2B 
peaks has never been revealed. 

3.2. TEM 

The bright field micrograph of Ni60B40 after 
5h milling (Fig. 3) shows a very broad crystallite 
size distribution; a similar situation occurs in 
Ni8oB2o- The dark field image obtained from the 
(022) spot of the [111] reciprocal lattice section of 
one particle is shown in Fig. 4; it reveals a 
layered structure with uniform layer thickness around 
10 nm. 

After 55 h crystallite size distribution is rather nar- 
row and centred at 10 nm for Ni60B40 and 20 nm for 
Ni80B20 samples, as determined from TEM micro- 
graphs. 

e(deg) 
Fig. 2. XRD spectra of Ni80B20 at selected milling steps. Milling 
speed 250 rpm (v = 7), ball diameter 8 mm (d = 8). A, fee nickel; •, 
o-Ni,B. Miller indexes are only reported for the most significant 
peaks. 

Fig. 3. Bright field image for Ni^B^ after 5 h milling (v = 7. d=$). 

3.3. DSC 

DSC results of Ni60B40 and Ni80B20 samples at se- 
lected milling steps are shown in Fig. 5. Curves of both 
samples after 5 h milling exhibit an exothermic peak 
around 300 °C followed by a large band. In Ni60B40 a 
pronounced peak, superimposed on the band, is also 
present around 400 °C. The areas of the peaks and of 
the band decrease with milling and almost vanish at the 
final milling stages. Samples of the two mixtures at 5 h 
milling were thermally treated up to 310 °C and 580 °C 
and rapidly cooled to room temperature. XRD spectra 
of these samples are shown in Fig. 6. The XRD pat- 
terns of the samples heated up to 310 °C are very 
similar. They show peaks of o-Ni3B accompanied by 
sharp Ni peaks. The XRD pattern of Ni60B40 heated up 
to 580 °C is dominated by the peaks of t-Ni2B; peaks of 
o-Ni4B3 [18] are also present. On the other hand the 
XRD pattern of Nig0B20 heated up to 580 °C shows the 
peaks of o-Ni3B and of metallic nickel. 

Fig. 4. Dark field image of a particle in Ni60B40 sample after 5 h 
milling, obtained from (022) spot of the [111] reciprocal lattice section 
with its pertinent SAD. 
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Fig. 5. DSC traces at selected milling steps for Ni^B^ (a) and for Nig0B20 (b) samples. Thicker lines correspond to first run, thinner ones to 

second run. 

4. Discussion 
i 

The behaviour of the two mixtures at the beginning 
of the milling process seems to be independent of their 
stoichiometry, as suggested by the close resemblance of 
their XRD spectra and of their bright field micrographs 
after 5 h milling. During this interval the energy trans- 
fer from the balls to the powders leads to the formation 
of layered particles and to the grain size refinement of 
the metal crystallites, as shown by the TEM micro- 
graphs and by the peak broadening in XRD patterns. 
At this stage the elements have been brought into 
intimate contact and solid state reaction (SSR) begins 
to evolve with the formation of crystalline o-Ni3B and 
a highly disordered phase. This fact is in agreement 
with the presence in DSC traces of the peak around 300 
°C. This is due to the reaction of nickel and boron to 
give o-Ni3B, as confirmed by XRD spectra of both 
samples after thermal treatment up to 310 °C (Fig. 6). 
The spectra of Ni^B^ and NigoB20 compare with those 
of the milled samples in Fig. 1(a) at 10 h and in Fig. 2 
at 15 h respectively; however, peaks are sharper because 
of the larger crystallite dimensions due to the increased 
diffusivity of the two elements with temperature. 

The amounts of both crystalline and disordered 
phases keep increasing with milling until intermediate 
times and then the behaviour of the two mixtures 
begins to differentiate. 

In Ni60B40 further milling leads to a decrease of the 
disordered material which feeds the formation of the 
crystalline phases. This growth is accompanied by a 
progressive transition from nickel rich o-Ni3B to boron 

richer t-Ni2B, which is the final product of SSR after 55 
milling hours (Fig. 1(a)). This evolution is evidenced by 
the trend of the area of the DSC peak around 400 °C. 
which is due to the formation of t-Ni2B. 

In Ni80B20 the reaction rate is slower, as shown by 
the fact that the o-Ni3B peaks appear only after 15 h. 
Then the system reaches a steady state where crystalline 
o-Ni3B, unreacted nickel and a disordered phase coexist 
in the mixture (Fig. 2). 

The time evolution of SSR is also clearly evidenced 
by the trend of DSC traces with milling time. In both 
mixtures the areas of the peaks and the band have 
maximum values after 5 h milling, when the elements 
have been brought into intimate contact but they have 
not reacted yet. The areas decrease at longer times 
when milling induces the formation of the reaction 
products. DSC traces of the samples when the reaction 
has reached a steady state are almost flattened out since 
at this stage thermal treatment only induces the growth 
of the present crystallites. 

The results of the three milling processes carried out 
on the Ni60B40 mixtures indicate that the different en- 
ergy conditions affect the reaction rate but not its path. 
The reduction of ball size and the increase of their 
number significantly accelerate the reaction. This is due 
to the higher frequency of ball collisions with each 
other and with the vial walls, although the energy- 
transfer at each hit is reduced because of the lower 
values of ball free path and of their momentum. In a 
previous work [13,14], Co-B mixtures were milled un- 
der the strongest energetic conditions used in this study. 
In that case a complete amorphization of the Co60B40 
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sample was reached without the formation of crys- 
talline boride phases. These formed only after further 
milling probably because of their high activation en- 
ergy. By contrast, in Ni-B mixtures, SSR occurs even 
under the mildest energetic conditions and o-Ni3B is the 
first product that is formed under all the tested milling 
conditions. This phase is thermodynamically favoured 
among the nickel borides because its formation en- 
thalpy (AHr) is the most negative [19]. The fact that 
o-Ni,B is also the compound with the lowest boron 
content suggests that SSR proceeds through the contin- 
uous diffusion of boron atoms into the nickel lattice, 
which is repeatedly distorted and made highly defective 
by milling. 

The final product in the Ni60B40 sample is t-Ni2B, 
which has a stoichiometry close to the starting mixture. 
The thermal treatment of this sample also leads to the 
formation of o-Ni4B3, which has never been identified 
among the milling products. o-Ni4B3 has a more nega- 
tive AH( than that of t-Ni2B but, since o-Ni4B3 has a 
higher boron content, it needs a large diffusion of 
boron in the nickel lattice that can only be reached by 
thermal treatment. 

5. Conclusions 

Ball milling of elemental nickel and boron powders 
yields nanocrystalline o-Ni3B and t-Ni2B depending on 

mixture composition. o-Ni3B, which always forms at 
the beginning of the solid state reaction, is the final 
product in the Ni80B20 mixture. In Ni60B40 the solid 
state reaction evolves to t-Ni2B, whose composition is 
close to that of the starting mixture. 

At the end of milling process the crystallite sizes are 
in the nanometric range in both systems. 
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Abstract 

The synthesis of nanocrystalline Fe-13at.%B-7at.%Si using mechanical alloying of elemental powders in a SPEX mill was 
investigated. Precise lattice parameter measurements provide insight into the dissolution of Si and B in the nanocrystalline Fe 
lattice. These data indicate that the complete dissolution of Si in the crystalline Fe matrix required 128 h milling. Only 35% of the 
total B content was estimated to be in solution after 128 h. Debris from vial and ball wear after this extended milling, however, 
is found to represent over 35 wt.% of the final composition, and to produce an increase in lattice parameter of approximately 
3.7 x 10~7nm per hour of milling. In addition, the present results indicate that the disappearance of Si peaks in the X-ray 
diffraction spectra may be related more directly to the low atomic scattering factor of Si than to its dissolution in Fe. 

Keywords: Synthesis; Mechanical alloying; Milling 

1. Introduction 

Mechanical alloying is a technique by which novel 
materials may be synthesized from elemental or pre- 
alloyed powders via a high energy ball milling process. 
Although originally utilized for the synthesis of oxide 
dispersion strengthened materials [1], mechanical alloy- 
ing has recently been reported to be capable of produc- 
ing alloys, intermetallic compounds, and amorphous 
materials [2-4]. 

Alloys based on the Fe-B-Si system originally at- 
tracted attention owing to the useful magnetic prop- 
erties obtained when they were quenched to an amor- 
phous state using melt-spinning. Subsequently, some 
efforts were made to synthesize amorphous Fe-B-Si 
from elemental powders using ball milling [5-7]. From 
these studies, it was concluded that ball milling pro- 
duced either no [5] or only partial [6,7] transformation 
to the amorphous state in this alloy system. Recent 
work, however, has demonstrated that outstanding 
magnetic properties may be obtained in nanocrystalline 
Fe-B-Si based alloys obtained through annealing of 
the amorphous phase [8]. This suggests that ball milled 
Fe-B-Si, although not fully amorphous, may prove 
useful. As a result, determination of the extent to which 

B and Si are incorporated in the Fe crystallites during 
ball milling is of interest. One means of obtaining this 
information is through the use of precise lattice 
parameter measurements. The aim of the present work 
is to study the dissolution of B and Si in nanocrystalline 
Fe during mechanical alloying, and to provide insight 
regarding the effect of vial and ball contamination on 
the milled material. Finally, the significance of the 
disappearance of X-ray diffraction peaks, a phe- 
nomenon frequently assumed to indicate alloying is 
discussed. 

2. Experimental 

Powders of Fe (99.9 + %, below 75 um), B (99.7%. 
below 250 um) and Si (99.9%, below 150 urn) were 
milled in a SPEX model 8000D shaker mill. Each of the 
two 440C stainless steel vials contained two 12.7 mm 
diameter and four 6.35 mm diameter 440C balls. Each 
vial was loaded with a charge of the Fe-13.at.%B- 
7at.%Si elemental powder mixture sufficient to create a 
5:1 ratio of ball to powder mass, and was sealed in a 
glovebox under an argon atmosphere. Scanning elec- 
tron microscopy (SEM) was performed using a Hitachi 

0921-5093/95/S09.5O © 1995 — Elsevier Science S.A. All rights reserved 
550/0921-5093(95)09964-6 
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S-500 at 20 kV on powder specimens mounted in cross- 
section, polished and etched using a 10% Nital solution. 
Electron probe microanalysis (EPMA) results were ob- 
tained using a JEOL Superprobe 733 configured for 
wavelength spectrometry. 

X-ray diffraction analysis was performed using Cu 
Ka radiation in a Siemens D5000 diffractometer 
equipped with a graphite monochromator. The resul- 
tant diffraction spectra were corrected for Ka2 effects 
prior to the collection of peak location and full width at 
half-maximum (FWHM) data using a Siemens peak- 
fitting algorithm. Following instrumental broadening 
correction, the FWHM data were separated into broad- 
ening components attributed to fine crystallite size and 
to plastic strain using a simplified Warren-Averbach 
approach employed by Fecht et al. [9]. This method 
utilized the least squares fit obtained from a plot of As 
vs. 5, where s = (2 sin 6)1 X, As = (Ad cos 6)1 X, X (nm) is 
the X-ray wavelength, while 6 and A6 are the Bragg 
angle and the corresponding FWHM of each peak 
respectively. The average crystallite size d (nm) was 
calculated using the Scherrer equation, 

rf = 0.92/A5' 

where As' represents As at (2 sin 0)/X. = 0. For each 
milled powder sample, lattice parameter values were 
calculated from the high angle peak positions and were 
plotted as a function of cos2 6/sin 8. Subsequent linear 
regression and extrapolation to cos2#/sin0 = O pro- 
duced a single lattice parameter value, effectively cor- 
rected for systematic error due to displacement of the 
powder sample from the diffractometer axis [10]. 

3. Results 

X-ray diffraction analysis of the Fe-13at.%B- 
7at.%Si elemental powder blend, prior to milling,; pro- 
duced characteristic Fe and Si peaks, as shown in Fig. 
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Fig. 1. X-ray diffraction of the Fe-B-Si elemental mixture after ball 
milling for 0, 0.5, 64 and 256 h. 
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Fig. 2. Crystallite size versus milling time of ball milled Fe-B -Si 
mixture. 

1. No peaks representative of B were detected, owing to 
the low atomic scattering factor of B. As the milling 
process proceeded, evidence of continuous refinement 
of the microstructure with increasing milling time was 
provided by the increasing breadth of the X-ray diffrac- 
tion peaks. Only 0.5 h milling was required to reduce 
the Fe crystallite size to below 90 nm and to produce 
the complete disappearance of the Si peaks from the 
X-ray spectra, leaving only those associated with Fe. 
Following a rapid decrease during the first 30 h milling. 
the crystallite size reached a minimum value of approx- 
imately 12 nm. This was maintained up to the maxi- 
mum milling duration of 256 h, as shown in Fig. 2. 

Although X-ray diffraction results exhibited only Fe 
peaks in the spectra after 0.5 h milling, EPMA analysis 
revealed that B and Si were inhomogeneously dis- 
tributed throughout the Fe matrix, as shown in Figs. 3 
and 4 respectively. The individual B fragments were 

Fig. 3. B map of a Fe-B-Si powder particle after 0.5 h milling. Light 
areas represent B. 
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Fig. 4. Si map of a Fe-B-Si powder particle after 0.5 h milling. Light 
areas represent Si. 

observed to decrease in size from 2-10 um after 0.5 h 
milling to less than 4 |im after 64 h. These were clearly 
resolved by secondary electron SEM imaging, Fig. 5, as 
well as EPMA mapping, Fig. 6. In comparison, the Si 
was more rapidly dispersed in the Fe matrix, resulting 
in a distribution which, to the limit of EPMA resolu- 
tion, appeared essentially homogeneous after 64 h 
milling. A similarly homogeneous distribution of B was 
observed by EPMA in powders milled for 256 h. 

Precise lattice parameter measurements were per- 
formed on the milled Fe-B-Si mixture using the Fe 
diffraction peak positions. The resultant data, given in 

Fig. 6. B map of a Fe-B-Si powder particle after 64 h milling. Light 
areas represent B. 

Fig. 7, are accompanied by additional lattice parameter 
values obtained by milling pure Fe under identical 
conditions. From published lattice parameter data from 
quenched Fe-Si and Fe-B alloys, it is apparent that 
significant reductions are associated with dissolution of 
either Si or B in Fe [11,12]. For example, the addition 
of 7 at.% Si to Fe prior to quenching is reported to 
result in a lattice parameter reduction of 0.0005 nm 
over that of unalloyed Fe [12]. In light of this finding, 
it may be proposed that the surprising increase in 
lattice parameter observed after 256 h milling may be 
related primarily to the effect of contamination, as 
estimated from the milled Fe. This hypothesis is sup- 
ported by measurements of the weight loss experienced 
by the milling balls and container following extended 
milling. Typical values, given in Table 1, indicate that 
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Fig. 5. Secondary electron SEM image of Fe-B-Si powders milled 
for 0.5 h. Arrows indicate B particles. 

Fig. 7. Lattice parameter of milled Fe-B-Si and Fe versus milling 
time. The linear fit of the Fe data allows the effect of contamination 
with milling time to be approximated. 
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0 0 
128 38 
256 45 

Table 1 
Effect of vial and ball contamination on the composition and lattice 
parameter of milled Fe 

Milling time (h)   Contamination (wt.%    Lattice parameter (nm) 
of final composition) 

0.2866 
0.2870 
0.2875 

the amount of wear debris generated over the course of 
a 128 h experiment was sufficient to make up approxi- 
mately 38 wt.% of the final composition. By treating the 
resultant lattice expansion as a linear trend, as indi- 
cated by the solid line in Fig. 7, the lattice expansion 
due to contamination was estimated to occur at a rate 
of 3.7 x 10-6 nm per hour of milling time. 

4. Discussion 

4.1. Contamination due to wear debris 

In this study, the effect of vial and ball wear debris 
on the Fe-B-Si lattice parameter, as estimated by 
milling pure Fe, was significant. Although the effect of 
contamination has been directly addressed in the case 
of some ball milled alloy systems [13,14], it is not 
typically considered in detail. Under the present experi- 
mental conditions, however, it is apparent that the 
effect of contamination may be large enough to over- 
shadow the effect of Si or B dissolution on the lattice 
parameter. Although extended periods of high energy 
milling are frequently utilized in reasearch studies, it 
would appear that in the case of SPEX milling of Fe, 
greater than 64 h may be unacceptable for most practi- 
cal purposes. 

It has been proposed that one source of lattice expan- 
sion in milled Fe-alloy may be due to the refinement, of 
crystalline grains [2]. From Figs. 2 and 7, however, it is 
apparent that although the grain size decreased rapidly 
during the initial 50 h milling, there was little significant 
change in lattice parameter. This implies that the effect 
of grain size reduction on the lattice parameter was 
negligible when compared with the effect of the dissolu- 
tion of the milling debris in the Fe particles. 

In order to separate the effects of the contamination 
from those of B and Si dissolution, it may be speculated 
that their respective contributions are superimposed, 
thereby allowing the effect of milling contamination to 
be eliminated through subtraction of an appropriate 
value. As a result, using the linear fit of milled Fe in 
Fig. 7, a set of "corrected" lattice parameter values 
have been calculated, as in Fig. 8. These corrected 
values, taken to represent only the effects of B and Si 

dissolution, form the foundation for the following dis- 
cussion. 

4.2. Formation of Solid Solution 

The corrected lattice parameter data presented in 
Fig. 8 suggest that the dissolution of Si and B in the 
matrix was only partially complete after 64 h milling, 
and had reached a steady state limit after 128 h milling, 
which was thereafter maintained up to 256 h. These 
observations agree with those obtained using EPMA. 
For example, after 64 h milling, B fragments of up to 
4 um in size were present in the milled powders, as 
shown in Fig. 6. EPMA mapping after 256 h, however, 
indicated a homogeneous distribution. 

In order to separate the effects of Si from those of B 
on the Fe lattice parameter, experiments were per- 
formed on Fe-B and Fe-Si mixtures under identical 
milling conditions for 128 h, as indicated in Fig. 8. The 
degree of Si dissolution may be estimated quantitatively 
from studies performed on rapidly quenched Fe-Si 
alloys [11,12] which indicated a decrease in the Fe 
lattice parameter of approximately 0.000065 nm per 
atomic per cent Si in solution [12]. In the present study, 
the average lattice parameter after 128 h milling thereby 
represents1 5 at.% Si in solution in Fe. Taking into 
account the additional Fe incurred owing to wear de- 
bris, this represents over 75% of the initial quantity of 
Si. Similarly, the lattice parameter obtained for milled 
Fe-B was estimated to represent 4 at.% B in solution, 
based on data for quenched Fe-B alloys [11]. This 
indicates dissolution of only 35% of the total amount of 
B present. These values suggest that 128 h milling pro- 
duced essentially complete dissolution of Si in the Fe 
lattice, but only partial dissolution of B. 
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Fig. 8. Corrected Fe lattice parameter values obtained by subtracting 
the corresponding lattice expansion observed in milled Fe (see solid 
line, Fig. 7). This offers an idealized set of values in the absence of 
vial and ball contamination. Fe-B and Fe-Si error bars have been 
omitted for clarity, but are comparable in magnitude to that of 
Fe-B-Si at 128 h. 
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4.3. Disappearance of Si peaks in the X-ray diffraction 
spectra 

It is evident from data presented in this study that 
the disappearance of the Si peaks in the X-ray diffrac- 
tion spectra did not correspond to the complete dissolu- 
tion of Si in Fe. Specifically, from Fig. 1, it is apparent 
that the X-ray diffraction peaks due to, crystalline Si 
were no longer detectable after 0.5 h milling. From the 
corresponding EPMA map in Fig. 4, however it is 
observed that the Si was inhomogeneously distributed 
in regions of high concentration, typically of 10 um or 
less in size. Furthermore, lattice parameter data from 
Fig. 8 indicate no detectable reduction, and therefore, 
no significant dissolution of Si after 0.5 h milling. This 
observation is significant owing to the fact that the 
disappearance of X-ray diffraction peaks corresponding 
to one constituent is often taken as primary evidence of 
the dissolution of that element. The present experimen- 
tal results demonstrate that this is not reliable in the 
case of Si in Fe. 

This is in agreement with more general observations 
drawn by Huang et al. [15]. In this work, examination 
of eleven equiatomic binary alloy systems indicate a 
consistent trend that the element with the higher atomic 
number persists in the X-ray spectra following milling, 
while the other does not. This was attributed primarily 
to the direct proportionality between atomic number 
and atomic scattering factor [15]. This led to the con- 
clusion that the disappearance of peaks in the X-ray 
spectrum of mechanically alloyed powders is related 
more directly to the atomic scattering factor than to the 
actual dissolution of the element. 

5. Conclusions 

In summary, it was observed, first, that an Fe- 
13.%B-7at.%Si elemental powder mixture required 
nearly 128 h milling in a SPEX shaker mill in order to 
obtain a steady state concentration of B and Si in 
solution. Lattice parameter measurements indicated 
nearly complete (greater than 75%) dissolution of Si 
and only partial (approximately 35%) dissolution of B 
after 128 h. These values remained essentially constant 
up to 256 h milling. 

Second, the effect of contamination due to vial and 
ball wear was significant. After 128 h milling the quan- 

tity of wear was sufficient to represent over 35 wt.% of 
the final powder composition. It appears that this de- 
bris combined with the starting powder so as to pro- 
duce a 3.7 x 10~7 nm increase in lattice parameter per 
hour of milling time. 

Third, the disappearance of the Si peaks from the 
X-ray diffraction spectra did not correspond to the 
complete dissolution of Si in Fe. Instead, this phe- 
nomenon may be related to the low atomic scattering 
factor of Si and the formation of a sub-micrometer 
structure of Si in the Fe matrix. 

Acknowledgements 

The authors would like to acknowledge the financial 
support provided by the Office of Naval Research 
(Grants No. N00014-94-I-0017 and No. N00014-93-1- 
1072) as well as support of the National Science Foun- 
dation (DMR-9122365) towards the X-ray diffraction 
facility. The authors would also like to thank Dr. L.T. 
Kabacoff for his valuable comments and suggestions 
regarding this work. 

References 

[I] J.S. Benjamin, in P.H. Shingu (ed.), Mechanical Alloying. Trans 
Tech, Aedermannsdorf, 1992, pp. 1-18. 

[2] E. Gaffet, N. Malhouroux and M. Abdellaoui, J. Allovs Comp.. 
194 (1993) 339-360. 

[3] C.C. Koch, Annu. Rev. Mater. Sei., 19 (1989) 121-143. 
[4] C.C. Koch, Nanostruct. Mater., 2 (1993) 109-129. 
[5] L. Schultz, E. Hellstem and G. Zorn, Z. Phys. Client., 157( 1988) 

203-208. 
[6] S. Surinach, M.D. Bard, J. Segura, M.T. Clabaguera-Mora and 

N. Clavaguera, Mater. Sei. Eng., AttA (1991) 1368-1371. 
[7] H. Okumura, K.N. Ishihara, P.H. Shingu, H.S. Park and S. 

Nasu, J. Mater. Sei., 27(1992) 153-160. 
[8] Y. Yoshizawa and K. Yamauchi, Mater. Sei. Eng., A133 (1991) 

176-179. 
[9] H.J. Fecht, E. Hellstern, Z. Fu and W.L. Johnson, Metall. 

Trans. A21 (1990) 2333-2337. 
[10] B.D. Cullity, Elements of X-Ray Diffraction, Addison-Wesley. 

Reading, MA, 1978, p. 359. 
[11] W.B. Pearson, A Handbook of Lattice Spacings and Structures of 

Metals and Alloys Pergamon, Oxford, 1967, pp. 935, 1300. 
[12] M.J. Tenwick and H.A. Davies, Int. J. Rapid Solidif, I (1984- 

1985) 143-155. 
[13] T.H. Courtney and Z. Wang, Scr. Metall., 27 (1992) 777-782. 
[14] N. Merk and L.E. Tanner, Scr. Metall., 24 (1990) 309-313. 
[15] B.-L. Huang, R.J. Perez, E.J. Lavernia and M.J. Luton, Nanos- 

truct. Mater., 5 (1995) in press. 



MATERIALS 
SCIENCE & 

ENGINEERING 

ELSEVIER Materials Science and Engineering A204 (1995) 222-226 

Electronic and vibrational properties of Rb-intercalated 
MoS2 nanoparticles 

S. Bandowa, Y. Maruyama3, X.-X. Bib, R. Ochoac, J.M. Holden0, W.-T. Leec, P.C. Eklundc 

"Institute for Molecular Science, Myodaiji, Okazaki 444, Japan 
^Department of Electrical Engineering and Computer Science, MIT, Massachusetts Ave., Cambridge, MA 02139, USA 

'Department of Physics and Astronomy and Center for Applied Energy Research, University of Kentucky, Lexington, KY 40506, USA 

Abstract 

Nanoplatelets (diameter about 8 nm) synthesized by laser pyrolysis and bulk powder of MoS2 have been intercalated with Rb 
to establish the metallic state. The prpperties of these powders are investigated by Raman scattering, X-ray diffraction, 
transmission electron microscopy and electron spin resonance (ESR). With increasing time of Rb intercalation the Raman-active 
interlayer Alg mode is observed to red shift in the nanoplatelet sample and blue shift in the micron-size bulk powder sample. In 
both samples the Rb doping eventually induces a metallic state and the Raman signal is lost. A broad ESR line was detected for 
the Rb-saturated MoS2 bulk powder sample, also indicating the metallic character. Owing to the small particle size of the 
nanoplatelets, no broad line ESR signal was observed for the intercalated nanoplatelets. A low field (ESR) signal was used to 
search for superconductivity and a rc = 6.4K was observed in the bulk, in good agreement with the literature. However, no 
superconductivity down to 3.5 K was observed in the nanoplatelet sample. 

Keywords: Electronic properties; Vibrational properties; Laser pyrolysis 

• 

1. Introduction 

In this paper we discuss preliminary results of elec- 
tron spin resonance and Raman studies of the effect of 
Rb intercalation on small (about 5 nm) "nanoplatelets" 
of MoS2 produced by C02 laser pyrolysis [1]. The 
intercalation compounds MA.MoS2, where M is an al- 
kali metal or an alkaline earth, have been studied in 
detail in the bulk phase [2-4]. The purpose of our 
investigation is to search for interesting size-related 
effects in the electronic and vibrational properties of 
these intercalation compounds. Interplanar forces be- 
tween adjacent MoS2 layers (Fig. 1) have been shown 
to be sufficiently weak to allow the insertion or interca- 
lation of ions (M+) in the van der Waals gap between 
host layers. All such gaps are filled in the so-called 
''stage 1 compound" and x « 0.3-0.4, depending on the 
size of the intercalate species. Electrons are donated 
from the M intercalate layers to conduction band states 
associated with the MoS2 layers, transforming the ma- 
terial from a semiconducting to a metallic system. 

Furthermore, superconductivity has been observed in 
the MxMoS2 compounds for MX(TC) = Nav(3.6 K), 
CaJf(4.0K), Srx(5.6K), K0.4(6.9K), Rb0.3(6.9K) and 
Cs0 3(6.9 K) [2], where Tc is the transition temperature. 

2. Experimental details 

Ultrafine MoS2 particles were synthesized by the CO, 
laser pyrolysis (LP) method invented by Haggerty and 
coworkers in 1981 [5]. For comparison studies, bulk 
crystalline 2H-MoS2 powder (diameter greater than 
1 urn) was obtained from Aldrich (99%). Recently we 
have shown that LP is a versatile technique for the 
preparation of nanoparticles, producing a variety of 
binary transition metal sulfides, carbides, oxides and 
nitrides from a mixture of a metal carbonyl and a 
second reactant gas such as H2S, C2H4, 02 or NH3. 

The MoS2 nanoparticles were produced in the LP 
apparatus using a mixture of an Mo carbonyl 
(Mo(CO)6) and H2S in the reactant gas steam.  In 

0921-5093/95/S09.50 © 1995 ■ Elsevier Science S.A. All rights reserved 
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Fig. 1. Crystal structure of pristine MoS2. (From Ref. [2].) 

addition to these gases, C2H4 was added as an absorber 
for C02 radiation, thereby coupling the laser beam 
energy into the reaction. The reactant gases flow verti- 
cally upward out of a small stainless steel nozzle and 
are intersected by the horizontal laser beam, decompos- 
ing the carbonyl to Mo and CO. The Mo then reacts 
rapidly  with  the  H2S to  nucleate and  form  MoS2 

Fig. 2. Transmission electron micrograph of MoS2 nanoparticles. 

nanoparticles which drift upward and out of the laser- 
heated region in about 1 ms, thereby terminating the 
particle growth at an effective diameter of about 8 nm. 

Rb intercalation was accomplished by exposing the 
MoS2 to hot Rb vapor in an evacuated (5 mm diame- 
ter) quartz tube. Bulk or ultrafine MoS2 powder was 
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(a) (b) 
Fig. 3. Time evolution of Raman-active Alg mode of MoS2 with increasing Rb intercalation for (a) bulk and (b) UFP RbvMoS: samples 
respectively. In both (a) and (b) the label "annealing" should be taken to indicate that the sample was heated without being exposed to Rb vapor. 
A blue shift and a red shift of the Raman peak are observed for bulk and UFP samples respectively. The disappearance of the Raman band with 
increasing intercalation is evidence for the Rb-induced donation of conduction electrons to Mo-derived bands. 
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Fig. 4. ESR spectra from Rb-saturated MoS2: (a) UFP sample; (b) 
bulk sample. 

put at one end of the quartz ampoule and Rb at the 
other end. Intercalation was conducted in an isothermal 
environment at r=140°C (sample S#140) and 
r=170°C (sample S#170). The ampoule was re- 
moved from the oven at various times during the 
intercalation process and Raman scattering spectra 
were then collected at J»24°C using an Ar. ion laser 
(488.0 and 514.5 nm). Electron spin resonance experi- 
ments were carried out on the Rb-saturated samples as 
a function of T in a Bruker ESP300E spectrometer 
operated at X band (9.4 GHz) with a magnetic field 
modulation frequency of 100 kHz. 

3. Results and discussion 

3.1. Transmission    electron    microscopy   and   X-ray 
diffraction 

Transmission electron microscopy (TEM) and X-ray 
diffraction (XRD) were used to investigate the crys- 
tallinity and size distribution of the nanoparticles. A 
lattice image of the MoS2 particles taken using a 
Phillips   EM400   transmission   electron   microscope 

(TEM) is shown in Fig. 2. The ultrafine particles 
(UFPs) have agglomerated to form a chain-like struc- 
ture on the microscope grid and the image shows 
clearly the layer structure of the particles. Note that 
several of the particles appear to have curved or bend 
layers, which is expected to decouple the layers to some 
extent. Stacking faults are also evident in the figure. 
The XRD data exhibited broad diffraction lines consis- 
tent with the small particle size observed in the TEM 
(about 8 nm). 

3.2. Raman scattering 

MoS2 in the 2H (hexagonal) phase exhibits four 
Raman-active modes: Alg + E,g + 2E2g [3]. The low fre- 
quency E2g(2) mode is the shear mode between weakly 
coupled MoS2 layers and was observed at 32 cm-1 [2]. 
At higher frequency, two intralayer modes are ob- 
served, Ejg(l) at 383 cm-1 and Elg at 286 cm"1, and 
also one interlayer mode, Alg, is observed at 407 cm'1. 
The Raman spectrum of the host MoS2 nanoparticles 
revealed the two highest frequency modes at about 
382cm-' (E2g(l), weak) and 407cm-' (Alg, strong). 
Thus these mode frequencies are in very good agree- 
ment with observations in bulk MoS2. In the bulk 
MoS2 we obtained the value of 408 cm-* for the Alg 
mode, 1 cm-1 higher than the value reported in Ref. 
[3]. The other two intralayer modes were not observed 
in either the nanoplatelets or the bulk powder: the 
shear mode is obscured by stray laser light scattered 
from the powder surface and the Elg mode is very weak 
in single experiments and even more difficult to detect 
in nanopowder samples. 

In Figs. 3(a) (bulk) and 3(b) (UFP) we show the 
evolution of the Alg mode observed at room tempera- 
ture at various times during Rb intercalation. The 
ampoules were removed from the furnace to acquire the 
Raman spectrum. Contrasting the behavior between the 
bulk and nanoparticle forms, two forms of MoS2 hosts 
are observed. Whereas the Alg peak in the UFP host 
(Fig. 3(b)) red shifts by 1cm-1 during intercalation 
\T = 140 °C) before the peak is lost owing to increasing 
metallic character of the sample, this phonon mode blue 
shifts by a similar amount in the bulk sample (Fig. 3(a) 
when intercalated at a slightly higher T= 170 °C. This 
difference in the phonon behavior of the nanophase and 
bulk host MoS2, although small, is unexpected and not 
understood at present. In general, small Rb-induced 
shifts in phonon frequency are expected owing to 
charge transfer. 

3.3. Electron Spin Resonance 

For the electron spin resonance (ESR) study, Rb-sat- 
urated bulk and nanopowder samples were prepared in 
an isothermal environment at 140 °C for 7 days. The 
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Fia. 5. Low field signal for increasing magnetic field form Rb-saturated MoS2: (a) UFP sample; (b) bulk sample. The LFS due to the 
superconductivity can be seen at 6.3 K for the bulk sample. No LFS evidence for superconductivity in the UFP sample is detected down to 3.2 K. 

Alg mode in bulk RbvMoS2 intercalated at 140 °C was 
observed at 410 cm-1, consistent with the blue shift 
observed in the 170 °C intercalation. Past studies of the 
bulk material have found that a charge transfer occurs 
between the intercalant and host, giving rise to alternat- 
ing positively (Rb) and negatively (MoS2) charged lay- 
ers in the intercalation compound and free electrons in 
the MoS2-derived d-electron conduction band states [4]. 
The Rb-saturated MoS2 bulk compound showed a 
broad ESR line at T=300K (Fig. 4(b)). Consistent 
with previous work, this ESR signal is identified with 
d-band conduction electrons of the host 2H-MoS2 

which have been donated to Mo-derived bands by the 
Rb intercalant. The line width AH of this ESR line 
broadens with decreasing temperature, as indicated in 
Fig. 4(b). The narrowest AH component is of spurious 
origin and is also observed in the pristine bulk MoS2 

powder. A second broad ESR line (AHx300G) is 
observed in the bulk MoS2 after Rb intercalation. 
However, a broad ESR signal could not be detected in 
the Rb-saturated MoS2 UFP sample (Fig. 4(a)). In 
general, AH is inversely related to the conduction elec- 
tron lifetime r (or the inverse spin flip scattering rate). 

The conduction electrons in a small particle will en- 
counter the surface before being scattered by phonons. 
Hence f for a UFP sample will be much shorter than 
that for a bulk sample and as a result AH becomes 
extremely broad, hiding the signal behind the detection 
limit of the ESR instrument. Both the UFP and bulk 
Rb-intercalated 2H-MoS2 samples are therefore ex- 
pected to be in the metallic state, consistent with the 
loss of Raman signal with increasing Rb intercalation. 
An in-depth analysis of the ESR data in Fig. 4 will be 
undertaken in the future. 

In Figs. 5(a) and 5(b) we show the ESR low field 
signal (LFS) for the UFP and bulk forms of RbA.MoS2 

respectively. The LFS is sensitive to the presence of a 
superconducting phase in the sample and exhibits a large 
signal due to microwave absorption near zero magnetic 
field in this case. We have used the technique to measure 
the superconducting transition temperature Tc in both 
the bulk and nanopowder forms. The LFS for the bulk 
sample indicates a superconducting transition at 6.3 K, 
as shown in Fig. 5(b), and the LFS increase with 
decreasing temperature. Only the data for increasing 
magnetic field are indicated in the figure. The data 
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for decreasing magnetic field are not shown; however, 
we observe the field hysteresis in the LFS data as 
expected. Tc for bulk RbA.MoS2 is estimated to be 6.4 K 
by extrapolating the LFS intensity to zero, in good 
agreement with the literature (Rb0.3MoS2, TC = 6.9K 
[2]). However, no LFS was observed for the UFP 
sample down to 3.2 K (Fig. 5(a)), i.e. superconductiv- 
ity was not observed down to 3.2 K for UFP Rbx. 
MoS,. 

4. Conclusions 

Some of the nanophase MoS2 particles produced by 
LP are observed in TEM lattice images to exhibit 
curved or bent layers. Similar to that observed for 
turbostratic graphite, the interlayer stacking sequence 
appears to be statistical in origin. The interlayer Alg 

Raman-active mode exhibited a blue shift for the bulk 
powder sample with increasing Rb intercalation, but 
the UFP sample exhibited the opposite (red shift) be- 
havior. The reason for this difference is not yet com- 
pletely understood, but it may be tied to the stacking 
disorder in the nanoparticles. Tc was observed for the 
bulk sample at a value close to that reported earlier. 
However, no superconducting transition down to 3.2 K 
was detected for the UFP sample. Superconductivity is 
closely related to both the lattice vibrations and the 

conduction electron density of states. Therefore it is 
possible that a size effect in either the phonon or the 
electronic density of states is responsible for the depres- 
sion of Tc. 
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Abstract 

The paper describes a transmission electron microscope study of the microstructural evolution of electrodeposited nanocrys- 
talline Ni-1.2wt.%P and pure nickel during heating experiments performed in situ. The grain structure of the Ni-1 2wt %P alloy 
was found to be stable up to a temperature of 360 °C. The grain growth was concurrent with Ni3P precipitation suggesting the 
important role of phosphorus in supersaturated solid solution in imparting the thermal stability to the microstructure Normal 
gram growth was observed in Ni-1.2wt.%P at annealing temperatures up to 480 °C. Subsequent analysis revealed pinning of grain 
boundaries by Ni,P precipitates. The value of activation energy for grain growth in Ni-P alloy (2.25 eV) obtained from 
continuous scan rate DSC experiments, is consistent with the above observation. Electrodeposited nanocrystalline nickel on the 
other hand, showed abnormal gram growth at temperatures as low as 260 °C. At 320 °C, the microstructure had' largely 
transformed from the nanocrystalline to the microcrystalline state. 

Keywords: Grain growth; Electrodeposition; Phosphorus alloys 

1. Introduction 

Nanograined materials, owing to their ultra-fine 
grain sizes, manifest several physical and mechanical 
properties which are significantly different from their 
polycrystalline counterparts. The enhanced properties 
of these novel materials promise their usage for a 
number of applications. However,„the inherent thermal 
instability of nanograined materials still poses a severe 
limitation on their widespread application. For exam- 
ple, Günther et al. [1] reported abnormal grain growth 
at room temperature in as-compacted nanocrystalline 
(nc) palladium and copper produced by the inert gas 
condensation technique; abnormal grain growth was 
observed in pure nc Ag at 200 °C. Gertsman and 
Birringer [2] also observed abnormal grain growth at 
ambient temperature in nc copper prepared by the inert 
gas condensation method. Ganapathi et al. [3] mea- 
sured the kinetic parameters for grain growth in nc 
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1 Present address: Department of Materials Science and Engineer- 

ing.   Lehigh   University,   Bethlehem,   PA   18015,   USA.   e-mail: 
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copper produced by the inert gas condensation tech- 
nique. They obtained a significantly reduced value of 
the activation energy for grain growth in nc copper 
(30 + 9 kJ mole"1 as against 80 kJ mole-' for grain 
growth in conventional polycrystalline copper). Erb [4], 
in isothermal experiments, observed abnormal grain 
growth in electrodeposited nc nickel at 80 °C. 

Attempts are being made to improve the thermal 
stability of nanocrystalline materials. The conventional 
approach of grain boundary pinning by solute addi- 
tions and second phase precipitates is being commonly 
employed. Several studies of the effect of solute addi- 
tions and second phase precipitates on grain growth 
kinetics have been reported. For example, Günther et 
al. [1] obtained a value for the activation energy for 
grain growth in nc Ag-7at.%0 which was twice as high 
as that of the pure nc Ag. Lu et al. [5], in their DSC 
measurements, found the activation energy for grain 
growth in a Ni-20at.%P alloy to be 182.3 ± 472 kJ 
mole-1. Boylan et al. [6], in their in-situ isothermal 
grain growth experiments, showed the effectiveness of 
Ni3P precipitates in inhibiting the grain growth in elec- 
trodeposited nc Ni-1.2wt.%P up to a temperature of 

0921-5093/95/S09.50 © 1995 — Elsevier Science S.A. All rights reserved 
550/0921-5093(95)09966-2 



228 S.C. Mehta et al. / Materials Science and Engineering A204 (1995) 227-232 

Atomic Percent Phosphorus 

1500 

1400 

1300 

1200- 
V 
i. 
3 

<o    lioo 

E 
E- 

1000 

900 

800- 

700- 
10 

Ni 
20 30 40 

Weight  Percent  Phosphorus 

Fig. 1. Ni-P binary alloy phase diagram [9]. 

50 60 

623 °C. However, despite the work cited above, the 
kinetics of grain growth and the role of solutes and 
second phase precipitates in grain growth inhibition in 
nanocrystalline materials are still not fully understood. 

The present paper reports the results of in-situ an- 
nealing of electrodeposited nanocrystalline Ni- 
1.2wt.%P alloy. An in-situ grain growth study of 
electrodeposited nc nickel is also performed in order to 
provide a reference with respect to which the role of 
phosphorus in solid solution and Ni3P precipitates in 
grain growth inhibition can be demonstrated. The acti- 
vation energy for grain growth in Ni-1.2wt.% P is 
evaluated using DSC experiments. 

2. Experimental 

Nanocrystalline Ni and Ni-1.2wt.%P were prepared 
using the pulsed electrodeposition technique. A descrip- 
tion of pulsed electrodeposition and the specific pro- 
cessing parameters are given elsewhere [7]. The 
as-deposited material was in the form of a sheet about 
250 ftm thick from which 3 mm discs were cut for TEM 
observation. These discs were made electron transpar- 
ent using a FISCHIONE model 120 twin jet electropo- 
lisher. The electrolyte used for the polishing was a 
solution of concentrated HN03 and CH3OH mixed in a 
1:3  proportion.  The electropolishing conditions  for 

nickel were —40 °C and 10 V while those for Ni- 
1.2wt.%P were -20 °C and 5 V. The microstructural 
characterization was performed using a Philips CM30 
High Resolution Transmission Electron Microscope 
(HRTEM) at an operating voltage of 300 kV. The 
in-situ annealing experiments were performed using a 
single tilt resistive heating holder (Philips model 
PW6363/00 Heating Temperature Controller). A step 
heating profile was used for both Ni and Ni-1.2wt.%P. 
Nickel was heated from ambient temperature up to a 
maximum of 320 °C in steps of 20 °C with a hold for 15 
min at each intermediate temperature to allow the 
microstructure to stabilize. Ni-1.2wt.%P was heated 
from ambient temperature up to a maximum tempera- 
ture of 480 °C in steps of 20 °C with a hold for 10 min 
at each intermediate temperature. The DSC measure- 
ments were performed on the Ni-P alloy using a Perkin 
Elmer DSC-4 system in a continuous scanning mode. 
The samples were heated from ambient temperature up 
to a maximum temperature of 550 °C using heating 
rates of 10, 20, 40, 60 and 80 °C min"'. 

3. Results 

Fig. 1 is a Ni-P binary alloy phase diagram. Note 
that the equilibrium solid solubility of phosphorus in 
nickel is negligible up to a temperature of 880 °C. The 
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Fig. 2. (a) High resolution micrograph showing grain structure in 
electrodeposited nanocrystalline Ni-1.2wt.%P alloy. A coherent twin 
boundary is shown .by an arrow in (a). Panel (b) is an electron 
diffraction pattern of as-deposited Ni-1.2wt.%P alloy. 

grain structures of as-deposited nc Ni-1.2wt.%P and 
Ni were characterized using HRTEM. Fig. 2(a) is a 
high resolution micrograph showing the grain structure 
of Ni-1.2wt.%P alloy. Lattice cross fringes seen in 
several grains are of the {111} lattice planes observed in 
< 110 > projection. The average grain size of the as- 
deposited sample is approximately 10 nm. An indepen- 
dent study of grain size measurements in similarly 
processed nc Ni-1.2wt.%P suggests a lognormal grain 
size distribution [8]. The coherent twin boundary, indi- 
cated by an arrow in Fig. 2(a), shows apparent perfect 
matching of atoms along the interface. The density of 
lattice dislocations was very low. Multiple twinning was 
occasionally observed. The electron diffraction pattern 
of the as-deposited sample, shown in Fig. 2(b), shows 
fee reflections characteristic of nickel, suggesting that 
phosphorus in the alloy is present either in the form of 
a solid solution or segregated along grain boundaries. 
The lattice parameters of the Ni-P alloy, calculated 
from the electron diffraction pattern, were the same as 
that for nickel. 

Fig. 3 is a high resolution micrograph of electrode- 
posited nanocrystalline nickel. The average grain size of 
the as-deposited nickel sample is approximately 25 nm. 
Grain size inhomogeneity is quite evident from the 
micrograph. The smallest grain observed in the mi- 

crograph has a diameter of approximately 4 nm. No 
lattice dislocations were observed. However, low angle 
grain boundaries with misfit dislocations were quite 
abundant. Symmetrical tilt grain boundaries were also 
.observed. The atomic arrangements at several symmet- 
rical tilt boundaries were found to appear qualitatively 
very similar to those in corresponding boundaries in 
conventional polycrystals. Twinning (shown by an ar- 
row in Fig. 3) was a quite common occurrence in the 
microstructure. 

Fig. 4(a) is a series of micrographs showing the 
microstructural evolution as a function of temperature 
in nc Ni-1.2wt.%P alloy during in-situ annealing. Fig. 
4(b) is a set of diffraction patterns corresponding to the 
microstructures shown in Fig. 4(a). Fig. 4(a) shows that 
the average grain size doubled as a result of heating to 
300 °C. The most extensive grain growth was, however. 
observed above 360 °C. Diffraction patterns of the 
microstructure taken at various temperatures during 
the in-situ annealing show only fee reflections up to 300 
°C. However, extra diffraction spots corresponding to 
Ni3P precipitates start appearing at 360 °C. There exists 
a correlation between Ni3P precipitation and the onset 
of rapid grain growth in Ni-1.2wt.%P alloy. The aver- 
age grain size of the sample heated to 480 °C has 
increased to approximately 100 nm. Fig. 5 shows an 
enlarged view of the microstructure at 480 °C. Ni3P 
precipitates, identified by the Energy Dispersive Spec- 
troscopy (EDS) and electron diffraction pattern, and 
shown by arrows in Fig. 5, are located at triple junc- 
tions and inside a few grains. Normal grain grain 
growth was observed in Ni-1.2wt.%P up to 480 CC. 
The DSC data measuring the shift in peak temperature 
of grain growth as a function of heating rates in Ni-P 
alloy are presented in Fig. 6 in the form of Kissinger's 
plot [10,11]. Kissinger's plot is a graph of ln(6/r£) vs. 
l/Tp, where b is heating rate and Tp is the peak 
temperature in K. The two parameters are related by 
the following equation [11]. 

A\b/Tl) = exp(-Q/kTp) (1) 

Fig. 3. High resolution micrograph showing grain size, shape and 
distribution in as-deposited nanocrystalline nickel. 

where A' is a constant. The value of activation energy 
Q for the grain growth in Ni-P alloy is then calculated 
from the slope of Kissinger's graph in Fig. 6. 

Fig. 7(a) shows a series of micrographs taken at 
several intermediate temperatures during the in-situ 
annealing of electrodeposited nanocrystalline nickel. 
The grain growth is not significant up to a temperature 
of 240 °C. However, abnormal grain growth sets in at 
annealing temperatures above 240 °C. At 320 °C, the 
microstructure completely transformed from the 
nanocrystalline to the microcrystalline state. Fig. 7(b) 
shows an enlarged view of the stages in microstructural 
evolution in nanocrystalline nickel in the temperature 
range 260-300 °C. As can be seen in Fig. 7(b), at 260 
°C, several large grains, around 250 nm in diameter. 
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Fig. 4. (a) Microstructural evolution during in-situ annealing of 
electrodeposited nanocrystalline Ni-I.2wt.%P alloy, (b) Electron 
diffraction patterns of the microstructures corresponding to (a). 

have nucleated in the matrix of nanometer sized grains. 
The rate of abnormal grain growth increases with in- 
creasing temperature. At 280 °C, approximately 50% of 
the volume fraction was occupied by large abnormally 
grown grains. Note the presence of a sizeable volume 

Fig. 5. Microstructure of Ni-1.2wt.%P after annealing at 480 °C. 
Ni,P precipitates are shown by arrows. 

fraction of nanometer sized grains in the microstructure 
even at 280 °C. At 300 °C, grain boundaries of large 
grains further migrated, increasing the average grain 
size to 500 nm. A few pockets of nanometer sized 
grains can still be seen. At 320 °C, the microstructure 
almost completely transformed from the nanocrys- 
talline to the microcrystalline state with the average 
grain size reaching approximately a micrometer. 

4. Discussion 

The Ni-P equilibrium phase diagram (Fig. 1) shows 
that nickel and phosphorus are insoluble in the solid 
state and that fee nickel and bet Ni3P form the equi- 
librium phases for the composition of the Ni-P alloy 
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Q = 217 kj/mole 
= 2.25eV 
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Fig. 6. Kissinger's plot for grain growth in electrodeposited nanocrys- 
talline Ni-1.2wt.%P alloy. 
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250nm 

Fig. 7. (a) Microstructural evolution during in-situ annealing of 
electrodeposited nanocrystalline nickel, (b) Microstructures at 260 °C, 
280 °C and 300 °C. showing abnormal grain growth as a function of 
temperature during in-situ annealing in electrodeposited nanocrys- 
talline nickel. 

used in the present work. The electron diffraction pat- 
tern of as deposited nc Ni-1.2wt.%P alloy (Fig. 2(c)), 
however, reveals no diffraction spots corresponding to 

the Ni3P phase, implying that phosphorus in the as-de- 
posited alloy exists in the form of a supersaturated solid 
solution. Considering the positive enthalpy of mixing 
between nickel and phosphorus, phosphorus, under 
equilibrium conditions, would preferentially segregate 
along grain boundaries. A simple calculation suggests 
that if all the phosphorus were to segregate along grain 
boundaries, approximately 3 atomic percent of phos- 
phorus would be required to cover the whole grain 
boundary area with a monolayer of phosphorus atoms. 
Since the amount of phosphorus in the Ni-P alloy is 
only 2.25 atomic percent, the grain boundary phospho- 
rus segregation would be less than a monolayer in 
extent. The first order approximation to grain 
boundary dragging force exerted by phosphorus atoms 
can be obtained from the following equation [12]: 

F=4C„y/r (?) 

where C0 is the average solute concentration, y is the 
average grain boundary energy, and r is the phosphorus 
atom radius. On the other hand, the curvature induced 
boundary migration force is given as 

F=2y/R (3) 

where R is the average grain size. In equilibrium, the 
grain boundary pinning force due to solute drag cancels 
the curvature induced boundary migration force. It is in 
principle possible to estimate the equilibrium grain size 
by equating Eq. (2) and Eq. (3). 

2y/R = 4C0y/r 

R = rßC0 

(4«) 

(46) 

Taking the value for r, the atomic radius of phospho- 
rus, and C0 as 0.123 nm and 0.0225 (assuming no 
segregation effect) respectively, the critical equilibrium 
grain size R to the first order approximation would be 
3 nm. In fact, the grain size of the as-deposited material 
does not change significantly from the original value of 
9 nm up to the temperature of 300 °C. At temperatures 
exceeding 360 °C, there is increasing competition be- 
tween the solute drag effect and the grain boundary 
pinning due to Ni3P precipitation, with the latter effect 
progressively increasing with increase in temperature as 
a result of the increase in the volume fraction of Ni,P 
and decrease of C0. The critical grain size in such a case 
is evaluated as follows [13]. 

2y/R = 4C0y/r + 4fy/r' 

which simplifies to 

R 

(5a) 

0.5[C>+//r']-' (5b) 

where / and r' represent the volume fraction and the 
average size of Ni3P precipitates respectively. The rapid 
grain growth seen in Ni-P alloy above 360 °C (Fig. 
4(a)) is therefore mainly due to a transition from the 
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solute induced drag effect to the weaker grain boundary 
pinning due to Ni3P precipitates. 

The electron diffraction pattern in Fig. 4(b) indicates 
the onset of Ni3P precipitation at 360 °C. With increase 
in temperature, coarsening of Ni3P precipitates, most 
likely mediated by grain boundaries, results in the 
reduction in the boundary pinning force. Grain coars- 
ening is quite evident from the micrograph in Fig. 5, 
which shows the average grain size grown to 100 nm. 
The stability of microstructure in Ni-P alloy below the 
temperature of 360 CC and a concurrence of the rapid 
onset of grain growth and Ni3P precipitation above 360 
°C clearly suggests that phosphorus in supersaturated 
solid solution exerts a solute drag effect on grain 
boundaries, inhibiting the grain growth. Further, the 
value of activation energy for grain growth in Ni-P 
alloy, as measured from our DSC experiments, was 
2.25 eV, which is considerably greater than 1.4 eV, the . 
activation energy value for grain boundary self diffusiv- 
ity of nickel in polycrystalline nickel [14], suggesting 
that Ni3P effectively pins grain boundaries. The appar- 
ent discrepancy between the activation energy values 
evaluated in this study and that reported in Ref. [5] 
(1.83 eV) is attributed to the fact that samples used in 
Ref. [5] were prepared by crystallizing the amorphous 
Ni-P alloy so that these samples contained a mixture 
of fee Ni and bet Ni3P phases. The higher value of 
activation energy obtained in our study is possibly due 
to a combination of two processes, viz. the nucleation 
of Ni3P precipitates and grain growth occurring simul- 
taneously. 

Abnormal grain growth observed in electrodeposited 
nc Ni is consistent with similar such observations made 
in inert gas condensed nc Cu, nc Pd and nc Ag [1,2] and 
electrodeposited nc, Cu foils [15]. Abnormal grain 
growth in the nc Ni could be possibly connected to the 
presence of low angle grain boundaries in their mi- 
crostructure, which could coalesce to give a mobile high 
angle grain boundary. The reason for abnormal grain 
growth in nc Ni could also be attributed to the grain 
size distribution effect, a theory proposed by Hillert 
[16]. The theory predicts that if the initial grain size 
range is wider than Hillert's distribution, those grains 
having a radius larger than 1.8 will be unstable and will 
grow abnormally, at the expense of the remainder, until 
they impinge on others developing in a similar fashion. 
This will then produce a relatively coarse grained mi- 
crostructure with a narrow grain-size range. At this 
stage, growth can proceed uniformly within the new 

structure, and Hillert's steady state grain size distribu- 
tion is achieved asymptotically. The high resolution 
study of grain size distribution in electrodeposited nc 
Ni did show some evidence of wide grain size distribu- 
tion. However, further experiments are required to 
clearly understand the mechanism of abnormal grain 
growth in pure nanocrystalline metals. 

5. Conclusions 

The stability of microstructure up to 360 °C and the 
concurrence of rapid grain growth with the onset of 
Ni3P precipitation clearly revealed the stronger solute 
drag effect due to phosphorus atoms in controlling the 
stability of the microstructure in Ni-P alloy. The re- 
sults of DSC measurements are in agreement with the 
direct in-situ TEM observations. Grain growth in elec- 
trodeposited nc Ni was, however, characterized by the 
onset of abnormal grain growth at 260 °C. These 
results are in concurrence with the other similar obser- 
vations of abnormal grain growth in nc Cu, nc Pd and 
nc Ag. 
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Abstract ,,. 

Various processes have been developed for the production of nanocrystalline materials. One interesting technique is the 
suTtf £ iTr °l am°rP;°us Priors. For example, new soft magnetic nanocrystalline materials, with a composition 
such as Fe„Zr7Cu,Bs> are based on the thermal crystallization of an amorphous ribbon. In this work, we show that with a 
sufficient understanding of the amorphous nature of an alloy we can design a specific crystallization process that will produce a 
umque restructured material. Two examples of such design are presented here. The first involves the possibilities of usino 
mechanica energy to mduce crystallization of an amorphous alloy. For amorphous Fe90Zr10, it is possible to produce a partlv 
nanocrystalline material having an average crystal size of about 2 to 4 nm and a unique structure. The second looks at the effect's 
o he atmosphere on the nano-structure during the annealing of amorphous Fe87Zr7Cu,B5. In this case, elemental reactivity could 
be used o trigger a specific crystallization path. These examples show that nano-crystallization can open the door to the design 
of complex and unique nanocrystalline materials. = 

Keywords: Amorphous precursors; Annealing 

1. Introduction 

In recent years, nanocrystalline materials have en- 
joyed a prominent place in the "advanced materials" 
research field. Many techniques for producing real 
nanosize structural systems are now well developed, the 
best known being gas-phase evaporation/condensation 
[1]. Even if this process was first limited to the produc- 
tion of pure metals or metal-reactant compounds, such 
as TiO, or MnF2 [2,3], recent modifications (e.g. by 
using sputtering sources) have opened the door to the 
possibility of producing complex alloys [4,5]. The start- 
ing materials in this process are crystalline compounds 
which are vaporized and reconstructed in the gas phase, 
the end products being based on the thermodynamic 
processes that take place in this phase. Normally, the 
morphological features of the building blocks are quite 
uniform in shape, size and composition. Each of these 
blocks, in its post-deposited state, is sensitive to surface 
contamination or modification and, in most cases, some 
compaction methods that will allow the production of 
dense compacts without losing the nano-characteristics 
of each individual unit, need to be designed for pratical 

0921 -5093/ 95/S09.50 © 1995 - Elsevier Science S.A. All rights reserved 
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use. The same densification difficulties exist also for 
nanocrystalline powders prepared by high-energy 
mechanical alloying (MA) or mechanical milling, tvvo 
techniques that are used more and more often to pro- 
duce nanosize structures. In fact, the production of 
fully dense compacts from mechanically alloyed pow- 
ders can be more difficult than with evaporation/con- 
densation produced powders, due to the high amount 
of internal strain found in the severely deformed crvs- 
tals [6,7]. 

The purpose of the present work is to consider 
another technique, which, in the opinion of the present 
author, has not received all the attention it deserves: 
nano-crystallization of amorphous precursors. This ne- 
glect is surprising if we consider that, despite the start- 
ing materials being less flexible, this method allows the 
production of different, and, in some cases, unique 
end-products. In fact, a substantial part of the develop- 
ment in this "nano-field" is based on the production of 
new soft magnetic materials through the thermal crys- 
tallization of amorphous alloys, in particular 
FcTs.sSiiisCujNbjBg [8] and Fe87Zr7Cu,B5 [9], the for- 
mer having been commercialized around 1990 by Hi- 
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tachi under the trade name FINEMET. However, the 
use of amorphous precursors for developing new 
nanophase materials can go well beyond new soft mag- 
netic alloys or the temperature-time consideration to 
control the average crystallite size. 

This study presents other factors that could be con- 
sidered when seeking nanophase materials. We will 
show that understanding and exploitation of the amor- 
phous nature of an alloy could lead to the development 
of new nanostructured phases. In particular, we look at 
the thermodynamics and diffusional parameters of the 
mechanical crystallization of the Fe90Zr10 alloy. Also, in 
view of its technological importance, we present some 
interesting structural changes occurring during 
nanocrystallization of the amorphous Fe87Zr7Cu,B5 al- 
loy. For this material we have studied the elemental 
reactivities that occur during the nanocrystallization. 
We show that not only the temperature-time factors. 
but also the annealing atmosphere should be considered 
during the annealing of this alloy. These examples 
demonstrate that the development of new nanophase 
materials using amorphous precursors should be further 
considered in the future and that a wide variety of 
diverse possibilities exist. 

2. Experimental details 

Fe.j,)Zr,u and Feg7Zr7CuiB5 amorphous ribbons were 
prepared by normal melt-spinning techniques. The rib- 
bons were thermally annealed in a quartz tube furnace 
evacuated at about 10 "5 Torr by a diffusion pump. In 
some cases 02 and a mixture of Ar + 8%H2 were circu- 
lated in a continuous flow during the annealing. Some 
0, oxidation was done inside a UV-ozone system from 
UVOCS. Mechanical milling was performed using a 
SPEX-8000 as well as a Fritch Pulverisette-5 mill. Steel 
and tungsten carbide sealed (under argon) vials and 
balls were used. Details of the milling process have been 
published elsewhere [10]. The structural nature of the 
ribbons and powders were verified by X-ray diffraction 
using a Phillips diffractometer equipped with Mo Ka 
radiation and by transmission electron microscopy us- 
ing a Hitachi H-9000 STEM. The width at half maxi- 
mum of all the X-ray peaks, after proper correction 
for instrumental broadening and Ka2, was used to 
obtain the average crystallite size as a function of 
milling time [11]. Surface compositional analysis of the 
FeS7Zr7Cu,B5 was done using a PHI-5500 XPS from 
Physical Electronics. Profiling was done using argon 
ions at 2 kV over a 4 x 4 mm rastered region. The 
sputtering rate for Si02 under these conditions was 
about 10 Ä min ~'. Details of the surface studies will be 
presented elsewhere [12]. Finally, the room temperature 
magnetic properties were characterized using a vibrat- 
ing sample magnetometer from DMS. 

3. Results and discussion 

3.1. Mechanical nanocrystallization ofFe90Zrl0 

Mechanical milling of an amorphous Fe90Zr10 ribbon 
results in rapid crystallization of the materials [10]. 
Crystallization can even be started by simply hammer- 
ing the alloy. Results from mechanical milling are often 
well explained by metastable thermodynamic consider- 
ations [13,14]. Fig. 1 presents a schematic view of the 
free-energy curves for the amorphous and the bcc struc- 
ture, based on the work of Krebs et al. [15] and 
Hellstern and Schultz [7], for an Fe concentration be- 
tween 60 and 100 at.%. It has been shown that approx- 
imate values can be obtained for the concentration 
limits of metastable structures based on the common 
tangent rule that can be drawn between free-energy 
curves [13]. The common tangent between the two 
functions is also presented in Fig. 1 together with the 
contact points x, and x2. For this system, under 
metastable equilibrium, it is possible to obtain a homo- 
geneous amorphous alloy for concentration below 
about 78 at.% Fe. Also, at very high Fe concentration. 
a homogeneous bcc structure with a maximum of about 
5 at.% Zr in solution can be expected [7]. Between these 
two values, the material produced will be a mixture of 
the two structures. Interestingly, it is not possible to use 
mechanical milling to produce a pure amorphous mate- 
rial at a concentration of about 90 at.% Fe. On the 
other hand, it is well known that amorphous ribbons 
with an Fe concentration between 88 and 93 at.% are 
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Fig. 1. Schematic representation of the free-energy curves for the 
Fe-rich side in the Fe-Zr system. Also shown is the common tangent 
between the amorphous and bcc curves. Finally, the insert presents 
the stable phase diagram for this concentration region from Ref. [18]. 
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produced using normal melt-spinning processes [16], a 
result which is explained by the thermodynamic differ- 
ences   between    these   two    processes.   Mechanical 
milling is sometimes described as a metastable equi- 
librium process. The milling energy is transfered to the 
stable crystalline structure in the form of strain (dislo- 
cation energy), which pushes the energy of the stable 
system beyond that of the metastable thermodynamic 
structures such as amorphous phases or super-saturated 
solutions [7,13]. The cases of melt-spinning and vapor 
quenching are quite different. These processes are non- 
equilibrium at first and require kinetic constraints to 
prevent nucleation and growth of the stable equilibrium 
compounds. In general, for metallic glasses, it has been 
found that amorphous alloys can be produced by rapid 
quenching around deep eutectic compositions. Around 
these concentration regions simultaneous formation of 
two crystalline phases occurs, accompanied by some 
compositional shifts. This requires the development of 
concentration gradients and significant atomic trans- 
port [17]. Amorphous production is then possible be- 
cause the quenching time is faster that the nucleation 
time of the crystalline phases due to the large atomic 
diffusion needed. Referring back to Fig. 1, the insert 
can be seen to contain the Fe-rich part of the stable 
phase diagram for the Fe-Zr system [18]. A eutectic 
composition is present for at Fe concentration around 
90 at.%.  The normal crystallization of the melt at 
around this composition results in the formation of 
2-Fe and ZrFe3 phases. Kinetic conditions are thus 
present in this concentration range to allow the possi- 
bility of the liquid structure to freeze, and, as men- 
tioned earlier, metallic glasses with Fe concentration 
around 90 at.% to be produced [16]. However, based on 
the free-energy diagram, this glass is not in metastable 
equilibrium and whould be thermodynamically unstable 
in the presence of small perturbations. The formation 
of crystalline phases is limited only by the kinetics of 
atomic motions and not by the presence of a nucleation 
barrier [17]. In their TEM investigation of the crystal- 
lization of amorphous Fe90ZrI0, Zarubova et al. found 
that pre-crystalline structures or large concentration 
fluctuations are probably present in this amorphous 
material and that the crystallization process is mainly 
controlled, in its early stage, by the diffusion of Fe [19]. 

Since mechanical milling cannot produce a homoge- 
nous amorphous material for this Fe concentration, and 
considering that milling can yield substantial local dis- 
placement,   we  can  expect  that,   if an  amorphous 
Fe^Zr,,,  ribbon  is subjected to a large amount of 
deformation, it would partly crystallize. Fig. 2 presents 
a bright-field TEM micrograph for a piece of amor- 
phous ribbon milled for 1 h. It may be observed that, 
even if parts of the ribbon are still amorphous, some 
small crystals with an average dimension between 2 to 
3.5 nm are present. Fig. 3 presents the increase in the 

Fig. 2. TEM micrograph showing the composite structure of a piece 
of Fe^Zr,,, ribbon after being milled for 1 h. 

average crystal size with milling time for this mechanical 
crystallization (MC) process. The same figure shows the 
minimum average crystal size obtained by mechanically 
milling Fe and Zr powders in the same concentration 
ratio. It is seen that at the beginning of the MC process 
materials with an average size well below that obtained 
by MA powder are produced. After 8 h of milling, the 
average size is still about 4 to 4.5 nm, even if more than 
60% of the material is transformed [10]. The X-ray 
peaks position was found to be constant throughout the 
milling and similar to that obtained for a MA material 
[10]. The value of the lattice parameter, based on 
Vegard's rule, indicates that about 4 at.% Zr is present 
in solution in the Fe crystallites. This value is not the 
same as that measured for the a-Fe crystals appearing 
following thermal crystallization of the ribbon, which 
was nearly equal to the published value for pure Fe, 
indicating that a negligible amount of Zr was present in 
solution. The magnetic and the thermal behavior of the 
10 h MC powder were also found to be nearly identical 
to those of mechanical alloyed powders [10]. 

As found previously in the FeSiB system [20,21], and 
more recently for some aluminum-based alloys [22,23], 
mechanical deformation of the Fe90Zr,0 is thus respon- 
sible for crystallization of the alloy. The end material 
has an identical structure to powders produced by 
simply milling the elemental components. In the present 
case, this deformation-induced crystallization can be 
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explained by the presence of a driving force for the 
production of a more "stable" metastable material, the 
milling energy being used to induce the local diffusion 
needed for the production of stable nuclei. In the case 
of the FeSiB alloys, the reason for the observed me- 
chanical crystallization is still unclear. However, it is 
possible that the same kind of enhanced diffusion (or 
local rearrangement) in high strain regions, induced by 
the milling, could also be an important factor. Reports 
that local strain induces the segregation of boron in 
these kinds of glasses [24] could be at the origin of such 
a process. In their recent work, Chen et al. [22] suggest 
that local displacement along slip bands due to a high 
value of shear strain can be responsible for changes in 
the short-range order of the amorphous state leading to 
the formation of Al nanocrystals. 

However, one major factor to be noted is that, at the 
beginning of this mechanical crystallization, the size of 
the Fe crystallites, their volume fraction and their com- 
position could not be produced by mechanically alloy- 
ing the elemental powders. Only a deformation-induced 
crystallization process of such an amorphous precursor 
could produce such a fine nanocomposite structure. It 
may thus be seen that a good understanding of an 
amorphous state, or of factors that affect it, can lead to 
the production of new nanocomposite structures 
through mechanisms such as this deformation-induced 
crystallization. 

Other techniques exist that can produce local changes 
in the material composition giving rise to the formation 
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Fig. 3. Increase of the crystal size as a function of milling time during 
mechanical crystallization of the amorphous Fe^r,,, material. The 
two double lines represent the average values of the crystallite size 
found for MA powders. 

of crystalline nuclei. For example, Stenger et al. [25] 
have shown that radio-frequency can be used to precip- 
itate a-Fe crystallites in a Fe8,B, 5Si35C2 amorphous 
alloy. Another important process is surface reactivity. 
which has been reported to lead to very local crystal- 
lization [26,27]. This effect will be discussed in the next 
section for the case of the amorphous FeS7Zr7Cu,B5 

alloy. One could also imagine that, for unstable or 
easily de-stabilized amorphous states, techniques such 
as ion implantation, proton irradiation or even laser-in- 
duced shock waves could produce similar modifications 
in the short-range order, leading to local nanocrystal- 
lization. With a good thermodynamic understanding of 
such processes, it would be possible to control the 
crystallite size as well as their volume fraction. 

3.2. Surface reactivity of Feg7Zr7Cu,Bs 

One aspect somewhat overlooked in the case of the 
amorphous Feg7Zr7Cu,B5 was the effect of Zr, its 
affinity for oxygen and its possible role in the overall 
magnetic properties of the material. It is known that for 
the case of pure nanocrystalline iron, made through the 
evaporation-condensation route, one of the main 
problems in obtaining good soft properties is the core- 
shell morphological structure of the individual grains, 
iron oxide forming readily at the surface of the nano- 
grains. The presence of this iron oxide layer and its 
coupling effect with the metallic iron core are a major 
reason for the higher than expected losses of this mate- 
rial [28,29]. In the case of Fe87Zr7Cu!B5, nanosize iron 
crystals are produced by crystallization of the amor- 
phous material. From crystallization studies on 
FINEMET-type alloys and this material, it is generally 
admitted that the presence of Cu is necessary to in- 
crease the number of nucleation sites and, thus to 
reduce the final crystallite size [30]. However, Zr could 
have an significant role to play as an oxygen getter. 

Fig. 4 presents the magnetization curve for different 
Fe87Zr7Cu,B5 samples. In the as-prepared state, this 
material has a low magnetic moment but upon anneal- 
ing, the moment is greatly increased. From the three 
annealed samples, the material with the smaller mo- 
ment was annealed in vacuum (10 ~5 torr) for 1 h at 
590 °C. The middle sample was annealed like the 
previous one but was then exposed to an 03 atmo- 
sphere for 30 h. Finally, the samples having the highest 
moment correspond to a ribbon annealed in 1 atm 
Ar + 8%H2. The increase in moment for this last sam- 
ple compared to the normal vacuum annealed is about 
2.5%. From the X-ray analysis, there seems to be no 
difference in the average crystallite size of these last 
three samples (average size about 15 nm). The obvious 
differences in the total moment indicate that elemental 
reactivity is a factor to be considered during the ther- 
mal crystallization of this alloy. 

• 
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Fig. 4. Magnetic moment of Fe87Zr7Cu,B5 ribbons after different 
annealing treatments. 

Fig. 5 presents an XPS depth profile starting at the 
surface of an amorphous ribbon. The surface is mainly 
composed of an iron oxide layer. As this layer was 
sputtered off we found the presence of an enriched Zr 
layer. Analysis shows that, in this layer, Zr is present 
mainly as Zr02 and as this layer becomes more pro- 
nounced, iron is found mainly as a metallic constituent 

[12]. Zirconium is then more deeply oxidized than the 
other alloying elements. For its part Cu was found to 
be more prominent at the surface than in the bulk. 
while B was depleted from this oxide surface region. 

Fig. 6(a,b) presents the variation in surface composi- 
tion for a vacuum- and a hydrogen-annealed sample, 
respectively. The first observation is that, for the vac- 
uum-annealed sample, the oxide layer is much more 
pronounced, with large amounts of oxygen being found 
even after more than 80 min of sputtering. As for the 
amorphous ribbon, the surface is mainly composed of 
iron oxide, although metallic iron rapidly appears dur- 
ing the depth profiling and all the oxygen found in the 
sub-layers is observed to be bound to the Zr. On the 
other hand,  in contrast  to  the amorphous  ribbon, 
boron is more pronounced at the surface. The surface 
composition is quite different for the sample annealed 
in a partly H2 atmosphere. Here boron is more pro- 
nounced at the surface than iron. Moreover, contrary 
to all the previous samples, which showed that Fe was 
almost completely oxidized at the surface, some observ- 
able traces of metallic iron were present, even if the 
sample remained a long time at room atmosphere be- 
fore being analyzed. Also, as the iron content increases. 
both the B and the O content falls. Zr is well depleted 
from these first layers and, in fact, has been pushed to 
an extended sub-layer marked also by a drastic increase 
in the oxygen content. In this oxygen-rich region, Fe 
remains in a purely metallic state while Zr is mainly in 
the form of Zr02. For both these samples, oxygen's 

100 
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Fig. 5. Compositional depth profile for a Fe87Zr7CU|B5 amorphous ribbon. 
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Fig. 6. Compositional depth profile for a Fe87Zr7CulBs ribbon after (a) annealing at I0-5 torr for I h at 590 °C and (b) annealing at atmospheric 
pressure in flowing Ar + 8%H2 at 590 °C.   • 

* 

presence in the bulk of the alloy is marked and is more 
pronounced for the annealing under H2. 

It is not clear at the present time how these chemical 
changes correlate to the changes in the magnetic mo- 
ment. Interestingly, Zr seems to perform well as an 
oxygen getter and no iron oxide is present, except very 

close to the surface of the ribbons. Further studies 
are needed to see what impact such chemical modifica- 
tions will have on the magnetic losses of this alloy. 
Morito et al. [27] have found that for Fe7S5B,3SiS5 
annealing in nitrogen, argon, hydrogen and air sig- 
nificantly improved the iron loss of the amorphous 
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ribbon, while annealing in H2 + H20 deteriorated the 
properties. 

However, the main result that should be considered is 
that the thermal nanocrystallization process can be 
modified by the choice of annealing atmosphere. It may 
be possible to modify some of the magnetic properties 
of this material by changing the nanoscale ranges of the 
elemental chemistry (e.g. by varying the amount of Zr 
oxide). The final bulk nanostructure could then be 
more precisely tailored by working on the material 
reactivity in addition to the normal temperature-time 
parameters. In the engineering of nanostructured mate- 
rials from an amorphous precursor, this reactivity of 
some of the alloying elements is an important parame- 
ter to be taking into greater consideration, since it 
could lead to the development of new crystallization 
paths and hence the production of new structures in the 
nanoscale range. 

4. Conclusion 

Amorphous materials offer interesting possibilities 
for the production of nanostructured or nanocomposite 
materials. In some cases, such as for Feg7Zr7Cu,B5, the 
use of an amorphous precursor allows the formation of 
a nanophase composite with unique magnetic proper- 
ties, without encountering the major problem of mate- 
rial densification. We have shown here that, during the 
thermal nanocrystallization of this Feg7Zr7Cu,B5 alloy, 
the chemical composition can also be varied through 
the choice of atmosphere. These modifications of the 
nanostructure composition could lead to an improve- 
ment in the material properties. Similar consideration 
can also be drawn from the deformation-induced crys- 
tallization of the Fe90Zr,0 alloy. In some cases, defor- 
mation processes (such as shock wave) could be used 
on a deposited amorphous material to generate the 
right precipitation of nanosize crystals. Since, these 
changes or modifications are possible at the same time 
as the crystallization occurs, they can be balanced and 
controlled more easily than through "usual fabrication 
routes such as evaporation/condensation or mechanical 
milling. Moreover, since nanocrystallization (thermal, 
mechanical, environmental, ...) uses some amorphous 
precursors, the final crystallite size of the material can 
be smaller than with other techniques such as MA. 
Also, the possibility of obtaining nanocomposite mate- 
rials is greater than in evaporation/condensation, which 
tend to produce uniform building blocks. Finally, since, 
in some cases, the amorphous precursor is already in a 
dense compact form, there is no need for post-produc- 
tion densification methods to be designed. In the exam- 
ples presented here, the main notion to be retained is 

that new materials with a unique nanostructure can be 
engineered using an amorphous precursor and that, in 
some cases, other parameters, apart from an increase in 
temperature, can be used to nano-crystallize the amor- 
phous structure. 

References 

[1] For a review of the nanostructured field see the work of H. 
Gleiter, Prog. Mater. Sei., 33 (1991) 223, and R.W. Siegel, Annu. 
Rev. Mater. Sei., 21 (1991) 559. 

[2] W. Wagner, R.S. Averback, H. Hahn, W. Petry and A. Wieden- 
mann, J. Mater. Res., 6 (1991) 2193. 

[3] S, Bandow, Jap. J. Appl. Phys., 30 1991 788. 
[4] H. Chang, J. Höfler, C. Altstetter and R. Averback, Mater. Sei. 

Eng. A, 153 (1992) 676. 
[5] A. Tschöpe and J.Y. Ying, Nanostruc. Mater., 4 (1994) 617. 
[6] C. Kuhrt and L. Schultz, /. Appl. Phys., 71 (1992) 1896. 
[7] E. Hellstern and L. Schultz, J. Appl. Phys., 63 (1988) 1408. 
[8] Y. Yoshizawa, S. Oguma and K. Yamauchi, J. Appl. Phys., 64 

(1988)6044. 
[9] K. Suzuki, A. Makino, A. Inoue and T. Masumoto, J. Appl. 

Phys., 70 (1991) 6232. 
[10] M.L. Trudeau, Appl. Phys.. Lett., 64 (1994) 3661. 
[11] J. Eckert, J.C. Holzer, C.E. Krill HI and W.L. Johnson, J. Appl. 

Phys., 73(1993)2794. 
[12] M.L. Trudeau, to be published. 
[13] Z,H, Yan, T.  Klassen, C. Michaelsen, M. Oehring and  R. 

Bormann, Phys. Rev. B, 47(1993) 8520. 
[14] M. Oehring, Z.H. Yan, T. Klassen and R. Bormann, Phys. Star. 

Sol. A, 131 (1992) 671. 
[15] H.U. Krebs, D.J. Webb and A.F. Marshall, Phys. Rev. B. 35 

(1987) 5392. 
[16] Z. Altounian, J.O. Strom-Olsen, J. Appl. Phys., 59 (1986) 2364. 
[17] W.L. Johnson, Prog. Mater. Sei, JO (1986) 81. 
[18] T.B. Massalski et al., Binary Alloy Phase Diagrams. ASM. 

Materials Park, OH, 2nd edn., 1190. 
[19] N. Zarubova, N. Moser and H. Kronmuller, Mater. Sei. Eng. A, 

151 (1992) 205. 
[20] M.L. Trudeau, R. Schulz, D. Dussault and A. Van Neste. Phys. 

Rev. Lett., 64 (1990) 99. 
[21] R. Schulz, M.L. Trudeau, D. Dussault, A. Van Neste and L. 

.    Dignard-Bailey, Mater. Sei. Eng. A, 179/180 (1994) 516. 
[22] H. Chen, Y. He, G.J. Shiflet and S.J. Poon, Nature, 367 (1994) 

541. 
[23] Y. He, G.J. Shiflet and S.J. Poon, Ada Metall. Mater., 43 (1995) 

83. 
[24] S.V. Pan, Yu V. Milman and A.A. Malyshenko, Mater. Sei. 

Eng. A, 145 (1991) 127. 
[25] S. Stenger, M. Sorescu and U. Gonser, J. Non-Crystal. Solids, 

151 (1992) 66. 
[26] U. Köster, B. Punge-Witteler and G. Steinbrink, Keys Eng. 

Mater., 40/41 (1990) 53. 
[27] N. Morito, T. Suzuki, C. Maeda, T. Yamashita and Y. Kitano. 

J. Mater. Sei., 25(1990) 5166. 
[28] S. Gangopadhyay, G.C. Hadjipanayis, B. Dale, CM. Sorensen. 

K.J. Klabunde, V. Papaefthymiou and A. Kostikas, Phys. Rev. 
B, 45 (1992) 9778. 

[29] S.U. Jen, C.Y. Lee, Y.D. Yao and K.C. Lee, J. Magn. Magn. 
Mater., 96 (1991) 82. 

[30] K. Hono, K. Hiraga, Q. Wang, A. Inoue and T. Sakurai. Acta 
Metall. Mater., 40 (1992) 2137. 



MATERIALS 
SCIENCE & 

ENGINEERING 

ELSEVIER Materials Science and Engineering A204 (1995) 240-245 

Nanophase metallic alloys consolidated from powders 
prepared by mechanical alloying 

L. He, E. Ma* 
Materials Science and Engineering Program, Department of Mechanical Engineering, Louisiana State University, Baton Rouge, LA 70803, USA 

Abstract 

Nanocrystalline metals and intermetallic compounds (Fe, Fe3Al, Ni3Al) have been prepared by mechanical alloying of elemental 
powders. This simple and inexpensive route yielded sufficient quantity of powders for consolidation experiments to produce bulk 
nanophase samples. By employing high pressure, relatively low temperature, and protective Ar atmosphere during hot 
pressing/forging, mechanically-alloyed nanophase metallic alloy powders have been consolidated to near full density (> 91% of 
theoretical density) with average grain sizes maintained to below about 20 nm. Contamination of oxygen and carbon in 
consolidated samples was below about 2 at.% in iron and about 1 at.% in intermetallics. Further improvement of processing steps 
to achieve full density and reduce contamination is discussed. 

Keywords: Metallic alloys; Powders; Mechanical alloying; Consolidation 
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1. Introduction 

As an important new class of nonequilibrium materi- 
als, nanocrystalline alloys have drawn wide attention in 
recent years [1-6]. Aside from their fundamentally new 
microstructure, nanophase materials are of interest be- 
cause many properties of materials are known to de- 
pend strongly on grain size. In terms of mechanical 
properties, beneficial effects of nanoscale grain sizes on 
strength [11-13] as well as ductility (superplasticity) 
and fracture toughness [4,8] have been reported [7-15]. 
Also, small grain and particle sizes of nanophase pow- 
ders are advantageous in sintering: the temperature 
required for sintering to full density, bulk compacts is 
significantly reduced [15,16]. To date, a number of 
techniques have been developed to prepare nanophase 
powder materials, the most popular being the gas phase 
condensation method developed by Gleiter et al. [2]. 
However, this method is not the most efficient for 
inexpensive mass production of practical quantities of 
materials. It is thus worthwhile to increase attention to 

' Corresponding author. 

nanophase powders prepared by other, potentially 
more efficient and cost effective, techniques. Among 
such techniques, mechanical alloying has been shown to 
be an attractive alternative [17-19]. 

Consolidation of powders into bulk, full density 
compacts while retaining nanoscale grain size is obvi- 
ously a major challenge for possible practical applica- 
tions of nanophase materials. The lack of bulk, fully 
dense samples has been largely responsible for some 
contradictory reports on the grain size dependence of 
mechanical properties for nanophase metals and inter- 
metallic compounds [11-14]. Significant progress has 
been made in recent years in the consolidation of 
nanophase powders produced by the gas condensation 
method [15,16]. On the other hand, work on the consol- 
idation of mechanically-alloyed metallic alloy powders 
is scarce, although successful attempts have been made 
recently using exotic techniques such as shock-wave 
consolidation [20,21]. Our goal is to develop effective 
consolidation procedures to produce bulk, full-dense, 
nanocrystalline alloys with mechanically alloying as the 
source of nanophase powders. The work reported in 
this paper is a step in this direction. 

0921-5093/95/S09.50 © 1995 • ■ Elsevier Science S.A. All rights reserved 
SSDI 0921 -5093(95)09968-9 
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Table 1 

Characteristics of as-received powders used in this study 

Powder Particle size 
(um) 

Nominal 
(wt%) 

purity Chemical analysis 

C at.%      0. at.% 

Fe 
Al 
Ni 

6-9 
<44 
3-7 

99.9 
99.5 
99.9 

0.1             1.3 
0.01           0.9 
0.4            0.3 

2. Experimental procedures 

Three systems have been selected for this study: Fe, 
Fe3Al, and Ni3Al. The mechanical alloying technique 
used to produce nanophase alloys was high-energy ball 
milling of powder mixtures of constituent elements [22]. 
The original powders (Fe, Al, Ni) were obtained from 
commercial sources with a nominal purity high than 
99.5%. Contents of light contaminants for these as-re- 
ceived powders were determined by chemical analysis. 
Quantitative oxygen analysis was performed using Leco 
TCI36 inert gas fusion analyzer, and carbon was mea- 
sured using a Leco EC 12 carbon combustion analyzer. 
The results are tabulated in Table 1 with some other 
characteristics of the as-received powders used in this 
work. These chemical analyses were carried/out also for 
ball-milled and consolidated samples (Tables 2 and 3). 
For mechanical alloying, powders with an overall com- 
position corresponding to the desired intermetallic com- 
pound were- loaded and mixed in a hardened stainless 
steel vial with hardened stainless steel balls, and sealed 
under purified argon. Ball milling was conducted using 
a SPEX 8000 laboratory shaker mill at room tempera- 
ture with air cooling. Other information about ball 
milling conditions has been included in Table 2. 

X-ray diffraction patterns were taken with a Siemens 
5000 diffractometer in the 6-26 geometry using Cu Ka 
radiation for powders after milling and after consolida- 
tion. In addition to phase identification, X-ray diffrac- 
tion line broadening, with strain broadening and 
instrumental broadening subtracted, was used to deter- 
mine average grain size by applying the Scherrer for- 
mula. Selected consolidated samples were examined in a 
JEOL JSM-840A scanning electron microscope (SEM) 
to observe the morphology of the surfaces and distribu- 

tion of pores. Energy dispersive X-ray analysis (EDX) 
attached to the SEM was used to confirm that impuri- 
ties are below the EDX detection limit in consolidated 
samples. 

Consolidation of nanophase powders was performed 
by hot pressing and low strain rate hot forging using a 
high-pressure consolidation unit designed and assem- 
bled at LSU. The current unit has been designed for a 
maximum temperature of about 500 °C, a working 
pressure of 1.2 GPa for the typical sample size we use 
(0.25-0.3125 inch in diameter, 0.125 inch in height), 
and a compact size to allow operation in a glove^box 
continuously purged with purified argon to avoid con- 
tamination during hot consolidation. The rationale for 
these choices is discussed in Section 4.2. The consolida- 
tion duration, i.e., the hold time after the sample has 
reached the desired temperature, was typically 5 h in 
this work. Tungsten carbide dies shrink-fitted with an 
H24 tool steel casing were used in these experiments. 
Zinc stearate was applied to the die walls as lubricant 
and was also believed to provide a reducing atmosphere 
during consolidation at elevated temperatures. Before 
loading into consolidation die, the ball-milled powders 
were screened with a 200 mesh (75 /im) sieve to remove 
large agglomerated particles which may contain compo- 
sition nonuniformity and cause difficulties in densifica- 
tion.   Density   of   the   consolidated   compact   was 
determined by measurements of sample weight and 
volume, and, for high density samples, also by using the 
buoyancy method applying Archimedes Principle. More 
details about the consolidation procedures will be pre- 
sented together with results in the next section. Some 
information about the consolidated samples is given in 
Table 3. 

3. Results 

3.1. Mechanical alloying 

For pure Fe, mechanical attrition led to significant 
broadening of X-ray diffraction lines (Fig. 1(a)), indi- 
cating the formation of nanoscale grains (Table 2) and 
strain accumulation. For binary systems, homogenous 
alloys were obtained with a composition corresponding 

Table 2 
Characteristics of ball-milled powders 

Powder Ball to powder 
weight ratio 

Milling duration 
(hr) 

Average 
grain size (nm) 

Chemical analysis 

C at.% O at.% 

Fe 
Fe,Al + 2Cr 
Ni,Al 

4:1 
4:1 
3.5:1 

20 
20 
30 

14 
12 
11 

0.2 
0.1 
0.4 

1.6 
1.1 
2.0 
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Table 3 
Characteristics of consolidated powders 

Powder Temperature 
(°C) 

Pressure 
(GPa) 

Average 
grain size (nm) 

Chemical analysis Density 

C at.% O at.% 

Fe 
Fe,Al + Cr 
NijAI 

500 
500 
500 

1.2 
1.2 
1.2 

18 
19 
17 

0.2 
0.1 
0.5 

2.3 
0.1 
0.9 

93 
91 
92 

to the overall composition of the original powder 
blends after ball milling for sufficiently long duration 
(Table 2). Composition uniformity in the ball-milled 
samples was confirmed in SEM using backscattered 
imaging mode and EDX analysis. X-ray diffraction 
spectra, shown in Fig. 2(a) and Fig. 3(a), indicate that 
the milled powders are intermetallic compounds Fe3Al 
(disordered B2 structure), and Ni3Al (disordered Ll2), 
respectively. These results are consistent with previous 
findings in these systems [21,22]. From X-ray line 
broadening, the average grain sizes have been estimated 
to be on the order of 10 nm (Table 2). Oxygen and 
carbon content increased from as-received levels due to 
contamination during ball milling (Tables 1 and 2). 
Oxygen concentration, in particular, ranged between 1 
at.% and 2 at.% after ball milling. 

3.2. Consolidation 

(a) Fe3Al 
Fe3Al has been selected for a systematic consolida- 

tion study. The first series of experiments utilized sin- 
gle-step hot pressing at different temperatures ranging 
from room temperature to 500 °C, at a pressure of 1.2 
GPa and a holding time of 5 h. Relative density ob- 
tained, in percent of theoretical density, is plotted ver- 

sus consolidation temperature in Fig. 4 (open circles). It 
can be seen that relative density increased monotoni- 
cally with increasing consolidation temperature. The 
highest density attained, however, was only 80% of 
theoretical density for these consolidation conditions. 

Alternative consolidation procedures were therefore 
attempted. The first modification we made was to use a 
two-step consolidation process. In the first step, a pre- 
form was compacted at room temperature using a 0.25 
inch i.d. WC die at a pressure of 1.2 GPa for 10 h. The 
resultant green density was around 65% of theoretical 
density. The preform was then transferred to another 
WC die with 0.3125 inch i.d. and hot forged at 500 °C 
for 5 h. This procedure can be regarded as upset hot 
forging at low strain rate [23]. It avoids the pressure 
loss due to die wall friction with the powder, creates 
stress states favorable for pore closure and bonding 
across collapsed pore interfaces, and allows easier ejec- 
tion after consolidation. As seen in Fig. 4 (solid circle), 
88% of theoretical density was achieved. A similar 
process involving die-free sinter-forging has been used 
by Averback et al. for consolidation of ceramic 
nanophase powders [15,16]. 

Addition of a small amount of selected impurity 
elements is known to have significant impact on the 
mechanical properties of Fe3Al intermetallic [24,25]. 
For example, Cr addition has the effect of increasing 
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Fig. 1. X-ray diffraction pattern of Fe powder: (a) after ball milling, 
and (b) after two-step pressing/hot forging consolidation. The ball 
milling and consolidation conditions are summarized in Tables 2 and 
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29   (degrees) 

Fig. 2. X-ray diffraction pattern of Fe3Al + 2Cr powder mixture: (a) 
alloyed using ball milling, and (b) after two-step pressing/hot forging 
consolidation. The ball milling and consolidation conditions are 
summarized in Tables 2 and 3. 
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Fig. 3. X-ray diffraction pattern of Ni,Al powder mixture: (a) alloyed 
using ball milling, and (b) after two-step pressing/hot forging consol- 
idation. The ball milling and consolidation conditions are summa- 
rized in Tables 2 and 3. 

the ductility of Fe3Al [25]. The enhanced plastic defor- 
mation may promote densification during hot pressing. 
Previous consolidation experiments of this intermetal- 
lic have also used Cr-containing Fe3Al [21]. We there- 
fore added 2 at.% Cr into the powder blend during 
ball milling. The X-ray diffraction pattern for the re- 
sultant powder is shown in Fig. 2(a). Consolidation of 
these powders following the procedure described in the 
last paragraph yielded 91% of theoretical density. 

Fig. 2(b) is the X-ray diffraction pattern after con- 
solidation (triangle in Fig. 4). Comparing it with Fig. 
2(a) indicates that the consolidation steps did not re- 
sult in significant grain growth. The average grain size, 
estimated from X-ray diffraction line broadening, was 

about 19 nm (Table 3). In addition, ordering of the B2 
structure is not obvious from the diffraction pattern. 
According to chemical analysis, while carbon remained 
at the same level as before consolidation, oxygen con- 
tent decreased significantly during consolidation. Both 
were present at only a small fraction of an atomic 
percent in the consolidated sample. 

(b) Fe and Niyil 
Based on the experience gained through consolida- 

tion of Fe3Al, consolidation of nanophase Fe and 
Ni3Al directly employed the two-step method, with 
hot: forging performed at 500 °C for 5 h. Consolidated 
Fe and Ni3Al reached 93% and 92% of their respective 
theoretical densities. X-ray diffraction patterns of these 
three materials are displayed in Fig. 1(b) and Fig. 
3(b), respectively. In all cases, grain growth during 
consolidation was limited and grain sizes after consoli- 
dation remained below 20 nm (Table 3). 

Similar to the case of Fe3Al, carbon content in Fe 
and Ni3Al after consolidation remained at the same 
level as before consolidation. Oxygen content de- 
creased for consolidated Ni3Al, and increased slightly 
in Fe. The causes of these observed changes are not 
clear at present. It can be seen from Table 3 that in all 
the consolidated samples, carbon concentration was 
below 0.5 at.% and oxygen concentration was below 
about 2 at.%. The most oxygen contamination was 
observed in elemental Fe. 

4. Discussion and concluding remarks 

Fe-25%Al-2%Cr, 1.2 GPa, 5 hrs 
J—.—i—.—i i I •    i 

-i—i—i—i—i—i—r—>—r 

100    200    300    400    500    600 
Consolidation Temperature (°C) 

Fig. 4. Relative density of ball-milling alloyed Fe3Al powder after 
single-step hot pressing at different temperatures (open circles), after 
two-step pressing/hot forging consolidation (full circle), and contain- 
ing 2 at.% Cr after two-step consolidation (triangle). 

4.1. Nanophase intermetallics 

In this study, Fe is chosen as an example of elemen- 
tal nanocrystalline metal. The other two alloys are 
intermetallic compounds. The choice to study these 
intermetallics is based on the expectation that 
nanophase processing may lead to useful properties to 
these materials. Intermetallic compounds have the 
drawback of very limited ductility and formability at 
low temperatures [26-29]. Fine grain size is believed 
to be beneficial in this regard [30]. It is hoped that by 
reducing grain size to nanoscale, superplastic deforma- 
tion processing derived from grain boundary mecha- 
nisms (e.g., Coble creep) can be accomplished at low 
temperatures. After processing into the desired shape, 
heat treatment at high temperatures can be used to 
produce grain growth and good creep resistance for 
high temperature applications. Recent experiments 
show that nano-sized grains can indeed allow large 
plastic deformation of otherwise brittle materials [4.7- 
10,14]. 
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4.2. Consolidation considerations 
Most of the consolidation procedures used in this 

study are similar to those reported for a number of 
nanophase materials prepared by the gas phase con- 
densation method [15,16]. The best studied systems 
there have been ceramic oxides, for which near full 
density compacts have been prepared using sinter-forg- 
ing at a temperature considerably lower than those 
used for consolidation of conventional ceramic pow- 
ders. 

A few differences should be noted for mechanically- 
alloyed nanophase powders. First, mechanically al- 
loyed powders are primarily metallic alloys [17-19]. 
Consolidation of nanophase metallic alloys is less in- 
vestigated and the current understanding of their con- 
solidation and deformation behavior is only at a 
rudimentary stage. Second, these non-oxide metallic 
powders can become oxidized easily due to their reac- 
tive nature and the presence of large surface areas. 
Powders as-received may already have an oxide layer 
on particles, and contamination during consolidation 
at elevated temperatures needs to be carefully pro- 
tected against. Third, mechanically alloyed powders 
typically have a wider particle size distribution. These 
latter two conditions are likely to have observable 
influence on consolidation [23]. 

The three major consolidation parameters, tempera- 
ture, pressure, and contamination control, are briefly 
discussed in the following. 

(a) Consolidation temperature 
For conventional materials, pores are removed 

through sintering at high temperatures for long times, 
driven by the reduction in surface energy. Nanophase 
powders will also require elevated temperatures for full 
densification, but these temperatures are considerably 
lower compared with those used for conventional 
coarse-grained counterparts [15,16]. A reduction in sin- 
tering temperature can reduce contamination and com- 
positional changes, and stresses and cracking during 
cooling. A number of factors contribute to this possi- 
ble processing advantage. For ball-milled powder, par- 
ticles with varying sizes lead to easier filling of pores 
of different sizes. Fine grain sizes provide shorter 
diffusion distances. The high dislocation densities in 
ball-milled materials are also favorable for sintering. 
Assisted by some applied stress, densification is possi- 
ble at relatively low temperatures (see Eq. (1) in (b) 
below for the effect of grain size on creep). 

It should be noted that the diffusional processes that 
mediate sintering also lead to undesired grain growth. 
The driving force for grain growth also increases as 
grain sizes decreases so that the advantage nanophase 
materials have in sinterability is quickly lost due to 
concomitant grain growth that destroys the desired 
nanoscale grain size. Therefore, the consolidation tem- 

perature needs to be kept sufficiently low. In the ex- 
periments reported in this paper, maximum 
consolidation temperatures were limited to about 500 
°C. As shown above, true nano-size grains ( < 20 nm) 
can be retained under these temperatures (Table 3). 

(b) Consolidation pressure 
To compensate for the reduced temperature, our 

strategy is to use hot pressing and forging employing 
high pressure to enhance the contribution of plastic 
deformation to densification and bonding, rather than 
relying primarily on long-range diffusion. Possible 
stress effects on deformation and densification can be 
seen from the established formula for creep, in general 
[31], 

de       a"     (     Q   , 
(i) 

where a is the applied stress, d the grain size, e the 
strain, n the stress exponent, A and q constants, 0 the 
activation energy for the process, p the density, R the 
gas constant, and T the temperature. In this expres- 
sion, n, A, q and Q can have different values for 
different creep mechanisms (Nabarro-Herring creep. 
Coble creep, dislocation climb power-law creep, etc. 
[31]), and f(p) accounts for density effects. The en- 
hanced ductility that nano-grained powders may have 
at low temperatures can contribute to densification by 
plastic deformation [15,16]. Also, the extensive plastic 
deformation under high stress ensures disruption of 
any continuous surface oxides on powder particles 
which may degrade bonding and properties [23]. 

(c) Contamination 
Oxidation during ball milling and hot consolidation 

of non-oxide powders can be a serious problem. The 
incorporated oxygen can have deleterious effects on 
mechanical properties of the compact [32], and per- 
haps on consolidation as well. To reduce contamina- 
tion, mechanical alloying and consolidation have been 
performed under inert atmosphere. Impurity contents 
of powders obtained from commercial sources, after 
mechanical alloying, and after consolidation have been 
monitored using chemical analysis. The data reported 
in Section 3 suggest that we have been able to control 
oxygen content to no more than a couple of atomic 
percent after ball milling. Oxygen content was not 
further increased, and in fact appeared to have de- 
creased in some systems, during consolidation. How- 
ever, effort is needed to acquire as-received powders 
with lower impurity levels (see Table 1 for impurity 
analysis of as-received powders), and to modify our 
ball milling and consolidation equipment and proce- 
dures to further reduce contamination during process- 
ing. 
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4.3. Full density processing 
We have shown that mechanically alloyed intermetal- 

lic alloys can be readily consolidated into near-full 
density (> 90% of theoretical density) samples with 
grain sizes below about 20 nm and minor oxygen and 
carbon impurities. The highest density we have ob- 
tained so far for intermetallic alloys is in a preliminary 
experiment for ball-milled tetragonal MoSi2, where 95% 
of theoretical density has been observed with grain sizes 
maintained at below 20 nm. Achieving full density, 
however, remains a challenge and is being pursued in 
our lab. We note that grain sizes below the level 
reported in this paper (20 nm) may not be necessary for 
a large number of potential applications. Grain sizes in 
the upper nanometer (of the order of 100 nm) scale 
would still be significantly finer than those in conven- 
tional materials. In such cases, full density is possible 
simply by using a higher consolidation temperature 
and/or a longer time than have been used in this 
preliminary study.  From the trend of grain growth 
during consolidation observed in the present work, it 
appears promising that full density can be attained 
before the grain sizes increase to beyond the typical 
range of nanophase materials. This possibility has been 
demonstrated recently in our laboratory [33]. 
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Abstract 

Nanostructured materials have the potential to change materials science as we know it today significantly, as well as to provide 
a new generation of materials with a quantum improvement in properties. While many interesting properties have been generated 
in the laboratory, there is still much work to be done before there are production applications for nanostructured materials and 
coatings in gas turbine engines and similar demanding strength- and temperature-limited applications. This paper (1) describes the 
need for improved materials in gas turbine engines, (2) summarizes the improved physical and mechanical properties that have 
been reported for nanostructured materials, (3) discusses a research and development methodology that has the potential for 
accelerating technology implementation, and (4) describes high pay-off applications. 

Keywords: Nanostructures; Coatings 

1. Introduction 

The gas. turbine engine uses a wide variety of struc- 
tural materials and coatings (Fig. 1). Over the years, the 
strong competitive requirement to provide gas turbine 
materials with higher strength, lighter weight and 
greater temperature capability has spurred the develop- 
ment and application of new materials and processes, 
including titanium alloys, nickel and cobalt super- 
alloys, superplastic forging (Gatorizing), directional so- 
lidification for columnar- and single-crystal turbine 
airfoils, oxidation and thermal insulating coatings, 
etc. Accompanying these pioneering technology imple- 
mentation efforts are rigorous testing requirements! for 
materials reliability, component fabricability, consis- 
tency of properties and cost effectiveness. All these 
factors must be considered, along with the gas turbine 
industry's future needs for improved materials, as 
the technology readiness of nanostructured materials is 
assessed. 

2. Future gas turbine engine requirements 

Since the introduction of gas turbine engines into 
commercial airline service in the 1950s, there has been 
continual improvement in gas turbine performance as 
measured by thrust specific fuel consumption (Fig. 2). 
Fuel efficiencies have been obtained by improvements 

in engine cycle efficiency, component efficiency and 
materials strength and temperature capabilities. Since 
fuel costs can amount to as much as 40% of airline 
operating costs, there are continuing competitive pres- 
sures to improve engine fuel efficiency further. Addi- 
tional fuel efficiency improvements, of 20% or more, are 
possible with ultra-high-bypass engines, such as the 
advanced ducted prop or the propfan, in which the 
major portion of the air entering the front of the engine 
"bypasses" the engine core. In addition, NASA is 
sponsoring design studies and critical materials devel- 
oped programs for the demanding requirements of the 
high speed civil transport. 

The aircraft industry is expected to undergo signifi- 
cant growth over the next two decades, spurred by 
increased internationalization of business and enhanced 
personal wealth around the globe. Gas turbine engine 
designers have been asked to define how they are going 
to achieve the aggressive goals established for advanced 
engines. They have indicated that more than 50% of the 
performance gains will have to come from improved 
materials, processing, and coatings. Materials will have 
to be developed with increased strength per unit weight, 
higher temperature capability, toughness and ductility. 
and these new materials must be cost effective. Both on 
an absolute basis and on a relative basis to other gas 
turbine engine technologies, the demand for improved 
materials is as great now as it has been at any time 
during the history of gas turbine engines. 

0921-5093/95/S09.50 © 1995 Elsevier Science S.A. All rights reserved 
SSDI 0921-5093(95)09969-7 
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Fig. 1. The cross-section of Pratt & Whitney's F100 military engine showing the wide range of structural materials and coatings employed. 

3. The potential for nanostructured materials 4. Technology assessment and transition 

Fig. 3 summarizes selected property changes that 
have been reported in a number of review papers on 
nanostructured materials [1-6]. Increased strength and 
hardness combined with engineering levels of ductility 
and toughness could provide a new generation of struc- 
tural materials and coatings. Ceramic coatings with 
reduced thermal conductivity, elastic modulus, and 
higher thermal expansion coefficient would make at- 
tractive thermal barrier coatings. Increased diffusivity 
and grain boundary plasticity should improve the fabri- 
cability of intermetallic and ceramic materials. Based 
on these properties and potential, which have been 
discussed more fully elsewhere [7,8], how do we proceed 
to assess the potential for nanostructured materials 
applications in gas turbines? 

There are strong domestic and international competi- 
tive pressures to reduce the time to take a new technol- 
ogy from the laboratory to production application. In 
the gas turbine industry, new materials and processing 
techniques have typically taken ten years to be intro- 
duced into service, with some technologies requiring as 
much as 25 years. This lengthy qualification period is 
associated with the extensive multi-requirement speci- 
men and component testing conducted to ensure mate- 
rials and processing capability and reprpducibility. All 
this testing provides engines the promised performance. 
durability and flight safety. With no sacrifice in these 
important requirements, it is appropriate to explore an 
aggressive, yet disciplined, new methodology, defined at 
Pratt & Whitney, to reduce the development time by 
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Fig. 2. The improvements in commercial gas turbine engine fuel 
efficiency over time. 

Fig. 3. Summary of selected property changes associated with nanos- 
tructured materials. 



24S M. Gell I Materials Science and Engineering A204 (1995) 246-251 

Half-Time Technology Development Plan 

Basic Research 

Benefits/ 
Risk 

Analysis d 

Proof-of-concept 
Technical Feasibility 

IResearch QjaaaasiBgii 

Technology Ready o       
IDevelopme'nl |.J.UI;U.IIMI[.M 

jfjl    Production Ready 

production" 

© 
Fig. 4. Methodology for nanostructured materials to reduce technol- 
ogy development and implementation time by one-half. 

more than 50% and to suggest that it be applied to the 
emerging technology of nanostructured materials. 

Fig. 4 shows an outline of this generic half-time 
methodology. For nanostructured materials, there is a 
large body of basic research that has produced a wide 
range of potential property improvements (Fig. 3). This 
basic research activity should be continued at a high 
level to promote scientific understanding at the nano- 
scale, and to generate additional new phenomena and 
property improvements for a wide range of product 
applications. However, there is also a strong need for 
applied research to "harvest the fruit" from these basic 
studies in order to develop new and improved products. 

The applied research phase in Fig. 4 starts with 
industry looking at its critical competitive needs in light 
of the initial promising properties for nanostructured 
materials. A benefits/risk analysis should be conducted 
to prioritize among the many applied research program 
options and to ensure that those selected have the 
potential for an attractive financial return. The next 
step is to establish "success criteria" for the selected 
material or process that can be evaluated in the labora- 
tory on specimens or with laboratory scale processing 
equipment. The success criteria for a new material are a 
number of quantitative property goals that reflect the 
complete range of requirements that would have to be 
satisfied for successful application. For example, the 
success criteria established for nanostructured steel 
bearings in gas turbine engines are shown in Fig. 5. 

Property Property goal for Nano M50 
(relative to conv. M50) 

Rolling contact fatigue life IO.Ox 
Wear resistance 2.0 x 
Fracture toughness 1.3x 
Strength and hardness l.lx 

Fig. 5. The "success criteria" selected for nanostructured steel bear- 
ins materials 

Development Time     Short-Term (3-5 Years)   Long-Term (5-10 Years) 

Fig. 6. The development strategy for nanostructured materials. 

When all of the success criteria have been satisfied, 
then and only then, do we proceed to the next more 
expensive development stage, involving large quantities 
of material, statistically significant multi-heat specimen 
testing to ensure process and property reproducibility, 
and component testing in a realistic engine environ- 
ment. This methodology, if followed, would prevent the 
wasteful expenditure of hundreds of millions of dollars 
for the scale-up and development of immature materials 
technologies, where the basic flaws could have been 
identified at the applied research stage. , 

A similar establishment of success criteria are used 
throughout the framework shown in Fig. 4. This half- 
time methodology should be conducted as part of an 
integrated product development teaming environment, 
in which the success criteria are established and the 
results periodically reviewed by stakeholders in the 
entire research, development and implementation cycle, 
including designers, analysists, researchers, manufactur- 
ers, and customers. 

5. High pay-off applications 

Of all the potential gas turbine engine applications, 
and as a result of risk/benefit analyses, Fig. 6 suggests 
that technology focus can be provided by initially con- 
ducting applied research on high pay-off applications 
such as coatings, small, low-temperature structural 
components, and improved fabrication processes. These 
are described in turn. 

Based on the initial property improvements (Fig. 3), 
it should be possible to develop a new generation of gas 
turbine coatings with improved resistance to erosion, 
wear, oxidation, and hot corrosion, and as thermal 
insulating coatings. These coatings can be applied using 
modifications to a number of production deposition 
processes, including thermal spray, physical vapor de- 
position, and electrodeposition. Of all coating applica- 
tions thermal barrier coatings have the highest pay-off 
because they can provide both enhanced durability and 
fuel efficiency. 

• 

9 
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Fig. 7. The layer structure of plasma and physical vapor deposited 
thermal barrier coatings and the failure (spallation) location. 

Thermal barrier coatings consist of a metallic bond 
coat, usually an MCrAIY or Pt-Aluminide, a thermally 
grown A1203 film, and a ceramic layer, usually yttria 
stabilized zirconia (Fig. 7). These coatings reduce super- 
alloy metal temperatures by as much as 300 °F, and, 
thereby, provide improved durability to combustors, 
transition ducts and turbine vanes. In recent years, 
highly durable thermal barrier coatings applied to tur- 
bine blades by electron beam physical vapor deposition 
processes have been used with reduced turbine blade 
cooling to provide improved fuel efficiency. Thermal 
barrier coatings fail by spallation of the coating at or 
near the ceramic to metal bond line (Fig. 7). The 
durability of thermal barrier coatings is dependent on 
the strength of the bond coat to alumina and the 
alumina to zirconia bonds and the strain tolerance of 
the zirconia microstructure. 

With the gas turbine industry's demand for higher 
operating temperatures to provide enhanced fuel 
efficiency and the continued use of superalloy structural 
materials, thermal barrier coatings with reduced ther- 
mal conductivity provide the highest pay-off coating 
application. Nanostructured ceramics should exhibit 
enhanced phonon scattering at grain and layer 
boundaries [9] and provide the basis for a new genera- 
tion of thermal barrier coatings (Fig. 8). In addition to 
low thermal conductivity, nanostructured thermal bar- 
rier coatings will need high bond strength and strain 
tolerance, and long-term compositional and microstruc- 
tural stability. 

Technol09y       First Gjnermton 
Driver • baseline: 

component 
durability 

*£™S^m Third Citimmtlon 
1KStad «reduced thermal 

"™,9fh1 conductivity 
• strain tolerance 

Fig. 8. Advances in thermal barrier coatings and the ,key technical 
contributors. 

Thrust 

Inner ring 

Fig. 9. Gas turbine engine main shaft bearing. 

In addition to higher turbine temperatures, improved 
engine performance can also be obtained by higher 
rotor speeds. This requires the development of main 
shaft bearing materials (Fig. 9) with the success criteria 
defined in Fig. 5. By fabricating nanostructured M50 

Fig. 10. Nanostructured M50 powder and compaction [II], 
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(a) 

Fig. 11. Consolidation of ZrO, matrix/Al,03 fiber reinforced com- 
posite: (a) conventional matrix with processing at 1400 "C and 
110 MPa and (b) nanostructured matrix with processing at 1040 °C 
and 110 MPa [13]. 

steel, it should be possible to increase the hardness by 
reducing the grain size and to increase the fracture 
toughness by refining the carbide size. This is the goal 
of a recent ONR grant [10,11]. Nanostructured M50 
powder has been produced by a chemical synthesis 
process, consolidated in a vacuum hot press and the 
compacts are undergoing initial characterization (Fig. 
10) [12]. 

While the nanostructured coatings and bearings just 
described make use of nanostructured materials proper- 
ties in the final application, it is also possible to use 
nanostructure properties to enhance the fabricability of 
complex materials and components, even if the nanos- 
tructure is not retained in the final product. Intermetal- 
lic and ceramic matrix composites have traditionally 
been difficult to fabricate because the high temperatures 
and pressures necessary for matrix densification pro- 

duce fiber damage. Fig. 11 shows for a ceramic com- 
posite consolidated at 1400 °C and 110 MPa that there 
is considerable damage in the alumina fibers, fibre-ma- 
trix interaction, and extensive porosity in the conven- 
tional zirconia matrix [13]. In contrast, by using a 
nanostructured zirconia powder matrix, the composite 
can be consolidated at 360 °C lower temperature with 
complex matrix densification and no fiber damage or 
fiber-matrix interaction. 

6. Summary 

Improved materials and coatings will be required to 
satisfy the aggressive performance and durability re- 
quirements of gas turbine engines to be introduced ovei 
the next 20 years. Based on limited laboratory testing. 
nanostructured materials show the promise for a quan- 
tum improvement in a variety of needed properties. In 
addition to a continuing high level of basic research. 
there is need for applied research to assess rapidly thi> 
new technology and provide for rapid technology tran- 
sition. A technology development and implementation 
methodology is described and applied to nanostruc- 
tured materials that has the potential to reduce technol- 
ogy transition times by more than 50%. High pay-of! 
applications for nanostructured materials in gas turbine 
engines are defined and initial results are presented foi 
thermal barrier coatings, steel bearings and ceramic 
composite fabrication. 
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Abstract 

Nanocomposites of NiO and Ni(OH)2 prepared by compaction of powders synthesized by rapid thermal decomposition of 
precursors in solution (RTDS) were characterized by impedance spectroscopy at room temperature. The marked decrease of 
resistivity with increasing humidity was attributed to an increase of the water phase and ionic transport therein. Electrical 
behavior was modeled in terms standard electrocomposite mixing laws. 

Keywords: Impedance spectroscopy; Powders; Thermal decomposition 

1. Introduction 

Since the pioneering work by Gleiter and coworkers 
[1,2] there has been extensive work on nanophase mate- 
rials. The interest in nanoscale materials arises because 
of their potentially enhanced electrical, mechanical, op- 
tical, and chemical properties. In particular, nanophase 
materials have been shown to offer the following ad- 
vantages over their conventional microphase counter- 
part: (1) exceptional physical and chemical control, 
(2) a relatively high fraction of surfaces (interfaces) 
or grain boundaries, (3) enhanced sinterability due to 
high driving forces and reduced diffusion distances, 
and (4) ability to thereby control the ultimate mi- 
crostructure. 

Gas-solid interactions at surfaces, grain boundaries, 
or interfaces between dissimilar materials are essential 
for chemical sensing by solid state devices. Thus, 
nanophase ceramics have the potential for chemical 
sensing applications due to the large fraction of such 
interfaces, potentially enhanced chemical surface activ- 
ity at these interfaces, and a large percent of intercon- 
nected porosity in pressed compacts or partially 
sintered materials. In spite of their potential, little 
electrical characterization of nanophase ceramics for 
chemical sensing has been reported. 

Humidity control is important for energy conserva- 
tion in drying operations and for maintenance of in- 
door relative air quality. A variety of ceramic sensors 
(e.g., A1203, Zr02) and polymeric sensors (cellulose 
acetate butyrate) are serving as humidity sensors based 
upon changes in resistance or capacitance with changes 
in relative humidity [3,4]. Ceramic thin films and elec- 
trocomposites have also been investigated for humidity 
sensing characteristics [5]. 

Mechanism(s) of humidity sensing by electroceram- 
ics, whether microphase or nanophase, are not com- 
pletely understood at present. Most work to date has 
focused on sensing optimization through doping and/or 
control of processing [6-10]. There is some consensus 
that proton conduction along hydroxylated surfaces at 
low levels of humidity plus ion conduction in phy- 
sisorbed water layers at higher levels of humidity gov- 
ern the overall conductivity [4]. Surface area, porosity. 
pore interconnectivity, and pore size distribution are all 
known to play important roles. 

AC impedance spectroscopy (IS) is a powerful tool 
for investigating the electrical properties of electro- 
chemical systems. IS can be performed without elec- 
trode polarization effects. Furthermore, IS has the 
capability to separate bulk response from electrode-re- 
lated phenomena. In the event that bulk impedance 
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arcs are depressed below the real axis in Nyquist plots 
( — Zim.,g vs. Zrea,), IS can provide information concern- 
ing the inhomogeneity of the microstructural features 
governing the bulk response. Furthermore, it can often 
be established whether a bulk response arises from the 
solid phase or from interfaces based upon the effective 
dielectric constant obtained. 

The present study focused on the humidity sensitivity 
of nanocomposites of NiO and Ni(OH)2. Powders were 
synthesized by rapid thermal decomposition of precur- 
sors in solution (RTDS). The humidity sensitivity of 
electrical resistivity and capacitance were established by 
in situ impedance spectroscopy measurements vs. rela- 
tive humidity (RH). 

2. Experimental procedure 

The rapid thermal decomposition of precursors in 
solution (RTDS) method was used to synthesize mixed 
nanophase powders of NiO and Ni(OH)2. The RTDS 
process applies a high temperature and pressure to a 
rapidly flowing solution containing dissolved precursors 
to synthesize ultrafine powders [11,12]. An aqueous 
solution of 0.1 M Ni(N03)2 and 0.5 M urea was passed 
through the heated tube of the RTDS apparatus at 
temperatures of up to 400 °C, pressures of 40-55 MPa, 
and flow rates of up to 100 ml min-1. The residence 
time of the reacting fluid was approximately 2 s. Within 
the heated tube, nanocrystalline particles nucleated as 
oxides and hydroxides. The mixture of particles and 
fluid was then rapidly expanded and quenched using an 
ice bath. The resulting nanophase particles were subse- 
quently separated by centrifugation. They were washed 
with deionized water and then dried under flowing 
nitrogen. The phases present and their relative amounts 
were determined by X-ray diffraction and thermogravi- 
metric analysis, respectively. The particle size distribu- 
tion was determined by transmission electron 
microscopy (TEM). 

The resulting nanophase powder was pressed into 
pellets of 3.2 mm diameter and 1.4 mm thickness at 225 
MPa with an overall porosity of 40-45%. The faces were 
sputter-coated with approximately 20 nm thick silver to 
make good electrical contacts with the Pt electrodes of 
the IS apparatus. Samples were held between Pt contacts 
with very slight spring pressure in a test fixture con- 
structed from alumina. This apparatus was then inserted 
into the humidity chamber as shown in Fig. 1. Water- 
saturated vapor was obtained by bubbling compressed 
air through deionized water at room temperature. Rela- 
tive humidity (RH) was controlled between 7% and 94% 
by mixing saturated and dried air streams. A certified 
NIST-traceable digital hygrometer (Fisher Scientific, 
Pittsburgh, PA) was employed to verify RH changes. 
This was especially important at the extremes of RH. 

Electrical connections were made from the two Pt 
electrodes by Pt leads to a Schlumberger impedance 
gain-phase analyzer (Model SI 1260, Schlumberger 
Technologies, Farnborough, Hampshire, UK) in two- 
point configuration. Data were collected from 10 MHz 
to 1 Hz at 20 points per decade. The spectra obtained 
were corrected for stray instrumental and cable immi- 
tances by a nulling procedure and analyzed for resis- 
tance and capacitance equivalent circuit elements vs. 
RH by a commercial software package [13]. 

Parallel weight gain experiments were carried out in 
sealed evacuated chambers using saturated solutions of 
salt + hydrate mixtures to control RH [14]. Nanophase 
compacts were weighed dry, then equilibrated in each 
RH environment for times longer than the equilibration 
times indicated by the IS measurements, and subse- 
quently reweighed on a calibrated, high resolution labo- 
ratory balance. 

3. Results and discussion 

The particle size distribution of the nanophase start- 
ing powder is shown in Fig. 2, based upon TEM 
analysis. The average particle size was 22.0 ± 9.4 nm. 
XRD results in Fig. 3 indicate the presence of both 
NiO and Ni(OH)2. Since Ni(OH)2 decomposes above 
200 °C, a TGA study was performed at 240 °C to 
determine the weight percentages of each phase. These 
were 53 wt.% and 47 wt.% for NiO and Ni(OH),, 
respectively. Ni(OH)2 has been previously reported in 
nanophase Ni metal produced by the gas condensation 
method  [15].  Typical room  temperature  impedance 

in 

Li 
1. Compressed air gas 
2. Eowmeter 
3. Water bubbler 
4. Drierite 
5. Hygrometer 
6. Specimen chamber 
7. Impedance analyzer 
8. Oil bubbler 
9. Hood 

Fig.  1. Schematic of the humidity chamber used for impedance 
spectroscopy measurements. 
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Fig. 2. Particle size distribution of NiO-Ni(OH)2 powders produced 
by RTDS determined by TEM. 

spectra of a NiO-Ni(OH)2 pressed compact (~ 56.4% 
dense) are shown in Fig. 4(a,b). In each spectrum, the 
frequency increases from right to left. Two arcs are 
obtained, an incomplete depressed arc (really a super- 
position of two electrode arcs) at low frequency and a 
nearly perfect semicircular arc, centered on the real 
axis, at high frequency. The low frequency arc was 
confirmed to be an electrode polarization arc on the 
basis of the capacitance obtained from equivalent cir- 
cuit fitting (~/*F), which was relatively insensitive to 
RH. The high frequency (bulk) arc shrinks significantly 
as RH is raised. 

The bulk arc was modeled as a resistor and capacitor 
in parallel. The values of the capacitances and resis- 
tances obtained are shown in Figs. 5 and 6, respec- 
tively. Capacitance remains between 2 and 6 pF and is 
relatively independent of RH. (The 94% RH value was 
anomalously high, ~ 30 pF, and is not shown. We 
suspect that this value reflects a condensed surface film 
at one or both electrodes.) At the same time resistance 
changes of almost three orders of magnitude with RH, 
from megohms to kilohms, were observed. There is a 
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Fig. 4. Impedance spectra at (a) low relative humidity and (b) high 
relative humidity. 

noticeable hysteresis in resistance as RH is cycled from 
low RH to high RH and back again. 

The capacitances obtained suggest that the electrical 
properties of nanophase NiO-Ni(OH)2 in moist envi- 
ronments are dominated by the condensed water phase 
in the pore network. The lines in Fig. 5 represent the 
predicted behavior if the effective capacitance: 

C=eette0(A/l) (1) 

is governed by the solid phases (eeff~ 10 for NiO or 
Ni(OH)2) or by the water phase (ee(T= 80 for H20). The 
behavior is consistent with a continuous water phase at 
all values of RH. 

To confirm this hypothesis, the weight gain of the 
NiO-Ni(OH)2 was determined vs. RH and is plotted in 
Fig. 7. In contrast to microporous a-Fe203 ceramics, 
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Fig. 5. Capacitances derived by equivalent circuit fitting of the bulk 
impedance arcs vs. relative humidity. Anticipated capacitances based 
upon solid and water phases are shown for comparison. 

where maximum weight gain at high RH was reported 
to be 2.7% by weight [16], a value of 10.6 wt.% was 
obtained at 92% RH. This corresponds to approxi- 
mately 72% of the pores being filled with water at this 
RH or water amounting to approximately 31 vol.% of 
the compact. Even at 7% RH, the water phase amounts 
to around 4 vol.% of the compact. This finding was 
confirmed by use of the Kelvin equation: 

'■c = 2"/Fm/{i?rin(100/[RH]} (2) 

where y is the surface tension of water, Vm is the molar 
volume of water, 7* is temperature, R is the gas constant 
and RH is relative humidity. Condensation of water 
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Fig. 6. Resistances derived by equivalent circuit fitting of the bulk 
impedance arcs vs. relative humidity. (Circles represent data taken 
during initial increases in RH. Triangles represent data taken during 
subsequent reduction in RH.) 
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Fig. 7. Weight gain vs. relative humidity before and after decomposi- 
tion. 

takes place in cylindrical pores with critical radius. rc. 
or rJ2 if the pores are assumed to be open at both 
ends. The critical pore radius is calculated to be 0.4 nm 
at 7% RH and 6.4 nm at 92% RH, not unreasonable 
values for the nanocomposites under consideration. 

The bulk electrical resistivity of nanophase NiO- 
Ni(OH)2 in a moist environment can be understood in 
terms of electrocomposite concepts reviewed by 
McLachlan et al. [17]. The phase connectivity of the 
present specimens can probably be expressed as 0-3-3, 
where the numbers represent the NiO (0-D or iso- 
lated), the Ni(OH)2 (connected in 3-D) and the con- 
densed water phase (also connected in 3-D). The 
following development treats electrical conductivity 
rather than resistivity. The overall conductivity can be 
approximated as [18]: 

<r~Zcißi<l>,~ovßv4>* (3) 

where.a, is the^phase conductivity, <$>K is the volume 
fraction of that phase, and ß-, is a unitless connectivity 
parameter between 0 and 1. Given the anticipated low 
conductivity of the NiO phase and the fact that it may 
not be interconnected (ß = 0), little or no contribution 
from this phase is anticipated. Similarly, experiments 
on pure Ni(OH)2 indicated that its conductivity  is 
negligible at room temperature. In contrast, deionized 
water  saturated  with  the  nanophase  NiO-Ni(OH), 
powder was found to have a conductivity of 6.8 x 10 ~5 

(ohm-cm)-1 at room temperature. The published solu- 
bility product of Ni(OH)2 is 5.47 x 10-'6 [19]. The 
solubility product can be combined with the published 
mobilities of Ni2+ and OH- [20] to calculate the ionic 
conductivity. The calculated conductivity is 2.4 x 10 ~6 

(ohm-cm) ~' which is much less than the conductivity 
of water saturated with nanocomposite NiO-Ni(OH)2. 
Furthermore, the pH increased more than 2 units upon 
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dispersing nanophase NiO-Ni(OH)2. These observa- 
tions could be the result of increased solubility of 
RTDS Ni(OH)2 due to its nanocrystalline nature or due 
to the dissolution of surface impurities from the RTDS 
nanoparticles which act as sinks for a variety of species. 
Enhanced Ni(OH)2 and/or impurity solubility and cor- 
respondingly higher conductivity support our con- 
tention that the condensed water phase dominates the 
conductivity. Therefore, Eq. (3) reduces to the Gwßw<pw 

product of the water phase (w = water). The ß factor is 
a measure of the connectivity (or inversely of the 
tortuosity) of the water phase. 

Based upon the experimental water contents vs. RH 
in Fig. 7 (used to calculate <f>w) and the measured water 
phase conductivity of 6.8 x 10 "3 (ohm-cm)""1, and as- 
suming ß = 1 independent of RH, the predicted resis- 
tance vs. RH behavior was calculated and plotted in 
Fig. 8. Agreement with experiment is poor, especially at 
low RH. As shown by the Kelvin equation (Eq. (2)), 
the critical pore size is a function of RH. Therefore, ß 
can be expected to be a function of RH, as the network 
of water-filled pores changes continuously with RH. If 
cw is assumed to be independent of RH, the ß factor 
can be calculated from the overall conductivity vs. RH 
(Fig. 6) and the water content vs. RH (Fig. 7). The 
result is shown in Fig. 9. As RH approaches zero, the 
factor ß approaches zero. The microstructural picture 
consistent with this result involves isolated small pores 
with little connectivity at low RH. As larger and larger 
pores begin to fill with water, the connectivity increases 
with RH. The connectivity never reaches unity, how- 
ever, even when 72% of all pores are occupied. This is 
not unexpected, given the tortuosity of the pore net- 
work. Experiments with concentrated suspensions of 
insulating   glass   spheres   in   conductive   electrolytes 
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Fig. 8. Comparison of impedance-derived resistance of nanophase 
NiO-Ni(OH)2 vs. nanophase NiO derived by decomposition of the 
nanocomposite. E, experimental; C, calculated resistances. 
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Fig. 9. Calculated connectivity parameter (ß) vs. water content {<j>a 

volume fraction of the adsorbed water phase). 

yielded a (0W)15 relationship for the normalized con- 
ductivity, a/aw [21]. This would correspond to ß = <p°w

5, 
or /?~0.55 at 0w(max) = O.3 for the Ni(OH)2-NiO 
system at 92% RH. The fact that the experimental value 
of ß = 0.25 is less than 0°5 may be attributable to 
particle size and distribution effects, or possibly to 
uncertainty in the experimental value of aw. 

The presence and distribution of Ni(OH), in 
nanocomposites appear to be important to humidity 
sensing. Compacts subjected to pre-treatment at or just 
above 200 °C to decompose the hydroxide exhibited 
higher conductivities (lower resistivities) and far less 
sensitivity to RH at room temperature than the 
nanocomposites (see Fig. 8). All three variables on the 
right side of Eq. (3) (<rw, ßw, <ßw) can be changed as a 
result of hydroxide decomposition. Water saturated 
with decomposed nanophase powder exhibited a con- 
ductivity of 3.3 x 10 ~3 (ohm-cm)_1, or. roughly half 
that of water saturated with nanocomposite NiO- 
Ni(OH)2. This explains why the resistances cross at the 
highest RH in Fig. 8. The weight gain vs. RH of pellets 
made from decomposed powders is plotted in Fig. 7, 
from which <pw can be readily calculated. Note that the 
overall porosity increases upon decomposition (see 
Figs. 7 and -9). The predicted values of conductivity vs. 
RH from Eq. (3), based upon an assumption of ß = 1, 
are also shown in Fig. 8, and agree reasonably well with 
the experimental data. As mentioned above, ß is ex- 
pected to be less than unity, probably of the order of 
0.55 at <j>w = 0.3. Assuming that <rw = 3.3 x 10 ~3 (ohm- 
cm)-1, independent of <pw, the connectivity factor (ß) 
calculated from the measured conductivities appears to 
also be independent of water content (see Fig. 9). This 
suggests a fundamental difference in the microstructures 

• 
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of the as-prepared and decomposed nanophase com- 
pacts. The tortuosity of the adsorbed water in the 
decomposed sample is lower (higher connectivity) and 
does not appear to vary with water content. 

The major drawbacks to nanophase humidity sen- 
sors are their slow kinetics and irreversibility. After 
changes in RH, IS readings stabilized in tens of min- 
utes in the increasing RH direction, but only after 
hours in the decreasing RH direction. This is due to 
the difficulty of evaporating water from the fine pore 
network. Furthermore, capillary forces are extremely 
large at fine pore sizes, leading to permanent changes 
in the microstructure with RH cycling, as evidenced 
by the hysteresis in the resistance measurements (Fig. 
6). 

4. Conclusion 

The humidity-sensing behavior of NiO-Ni(OH)2 
nanocomposite is controlled by the ionic conduction 
through the adsorbed water phase. The decomposi- 
tion of Ni(OH)2 into NiO affects the pore structure. 
Before decomposition, the humidity-sensing character- 
istics depend mainly on the connectivity of pores, 
while after decomposition the humidity-sensing is con- 
trolled solely by the amount of condensed water. 
Impedance spectroscopy and water gain experiments 
can be employed to evaluate the microstructural con- 
nectivity factor. 
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Abstract 

The electrical properties of nanocrystalline titania with gold electrodes were characterized using impedance spectroscopy in the 
frequency range 10 "2 to 106 Hz and temperature range 300 K to 500 K. An attempt has been made to correlate the 
microstructural properties of these specimens to the electrical response of the material over the different ranges of temperatures. 
The results indicate that the conductivity of nanocrystalline titania is dependent on the porosity, grain size, and grain boundaries. 
The impedance and polarization behavior of the samples, especially at the electrodes, is also affected by the humidity. The 
electrical behavior of the nanocrystalline material makes it a candidate for use as a low temperature gas sensor. 

Keywords: Electrical characterisation; Nanocrystalline titania; Impedance spectroscopy 

1. Introduction 

Nanocrystalline materials have in recent years been 
of interest because of the possibility to generate proper- 
ties that may differ significantly from the microcrys- 
talline material. These differences may arise from the 
smaller particle size, increased grain boundaries, a 
larger fraction of atoms residing at these interfaces, and 
differences in the porosity of the nanocrystalline materi- 
als. Differences may also originate due to the high 
purity of the nanocrystalline material compared with 
the microcrystalline form. The defect structure of mi- 
crocrystalline titanium oxide has been studied in detail 
[1-3] in attempts to describe the conductivity mecha- 
nism. These studies included measurements of the d.c. 
conductivity at high temperatures and the possibility of 
using titania as an oxygen gas sensor. An attempt was 
made by Azad et al. [4] to characterize microcrystalline 
titania using impedance spectroscopy at room tempera- 
ture. 

Impedance spectroscopy (IS) has been used to study 
the electrical properties of ceramics since Baurle's [5] 
work with zirconia, where he showed that the effects of 

' Corresponding author. 

electrode, grain interiors and grain boundaries could be 
resolved in the admittance plane or the impedance 
plane. IS has since proven to be an effective method in 
evaluating the microstructural effects on conductivity 
when combined with other methods of characterization. 
Characterization of microstructural effects on conduc- 
tivity is essential in the development of materials for use 
in electronic components. 

In the case of ceramic materials, impedance, Z, usu- 
ally arises due to capacitive reactance, Xc, and resis- 
tance, R. For a capacitor, the capacitive reactance, Xc, 
is the opposition to current: 

Xc=l/coC, (1) 

where co — v/2n, v is the frequency, and C the capaci- 
tance. 

Z is a complex quantity and can be described [6] in 
terms of various related functions such as admittance, 

Y= 1/Z, (2) 

and complex dielectric permittivity, 

e=Y/ja>C =e'-}€", (3)      ^ 

where j = y/( — 1). In capacitors [7] having dielectric 
losses, the loss tangent, 

0921-5093/95/S09.50 © 1995 ■ Elsevier Science S.A. All rights reserved 
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Table I 
The density and cell constant, K0, of nanocrystalline and microcrystalline Ti02 

Sample Calcination Soak time Bulk density True density *oa Structure c 

temperature (h) (gem" "») (pyenometer) (cm-1) 
(°C) (gem"') 

Nanocrystalline Ti02 NA (Green) NAb -2.2 -4.1 NA Dominantly rutile; some anatasc 
Nanocrystalline Ti02 400°C 4 -2.3 -4.1 0.215 NA 
Nanocrystalline Ti02 500°C 4 -2.3 -4.1 0.185 NA 
Nanocrystalline Ti02 650°C 4 -2.8 0.165 NA 
Nanocrystalline Ti02 800°C 4 -3.6 0.340 NA 
Microcrystalline Ti02 800°C 4 -3.4 -4.1 0.227 Rutile -80% 

Anatase -20% 

■' K„ = ill A. where cl= thickness of pellet and A = area of applied electrode. 
b NA = not available/applicable. 
c Structures obtained from Ref. [12] indicate the dominance of rutile in all these cases. 

VdnS = €"/e', (4) 

* 

is used as an estimate of the power dissipation. For 
capacitors used for charge storage the value of tan<5 is 
usually low. 

Sensors can be classified [8] according to the basis of 
the generation of the charge carrier and its transport. 
Accordingly, the sensing mechanism may be due to 
bulk effects, i.e. the physical properties of the grain 
itself, grain boundary effects, as in the case of PTC 
thermistors, or through surface absorption, as in the 
case of humidity sensors. In characterizing the electrical 
properties of microcrystalline titania, the emphasis has 
been in understanding the bulk or grain interior con- 
ductivity. However, in the case of nanocrystalline tita- 
nia, the effect of grain interior effects is unlikely to be 
the sole effective mechanism. Porosity and grain 
boundaries are expected to significantly affect the prop- 
erties. The purpose of this paper is to discuss the 
experimental results in terms of porosity, grain size and 
electrodes and the possible use of nanocrystalline tita- 
nia as an effective low temperature chemical sensor. 

2. Experimental procedure 

Nanocrystalline Ti02 was prepared through inert gas 
phase condensation [9,10]. In this method atomic clus- 
ters of Ti02 were first formed by the evaporation of Ti 
in a pure He gas. The Ti vapor was then condensed in 
a liquid N2 cold finger and oxidized with the rapid 
introduction of oxygen into the chamber to form Ti02. 

The loose powders were compacted uniaxially, with 
pressures ranging from 15,000 to 20,000 psi. The pres- 
sure used is an important factor as the pressure is 
responsible for the breakdown of the particle agglomer- 
ates. Test samples were usually ~ 1 cm in diameter and 
0.1 cm in thickness in the green state. The pellets 
formed were dry pressed with a light coating of stearic 
acid on the punch to facilitate mold release. To avoid 

lamination cracks, care was taken in expelling the pel- 
lets. 

The green nanocrystalline samples were calcined in 
air at temperatures between 400°C and 800°C in a tube 
furnace, with a soak time of 4 h (see Table 1). 
Calcining at 400°C improved the strength of the sam- 
ples for handling purposes. Higher temperature calcin- 
ing of the nanocrystalline TiOz enabled examination of 
the grain growth and porosity on the electrical mea- 
surements. Bulk density measurements and 'true den- 
sity' were measured using pyenometery to monitor 
changes in porosity. The evolution of the pore structure 
was examined as a function of temperature and calcina- 
tion time. Microstructural studies were done in parallel 
with scanning electron microscopy (SEM) and trans- 
mission electron microscopy (TEM) to see the corre- 
sponding increase in grain sizes. Since the impedance 
measurements done to date have been at temperatures 
much below the calcining temperatures, grain growth 
was not expected to occur during impedance measure- 
ments. 

Microcrystalline Ti02 (Aldrich Chemicals, 99.999'/,) 
was pressed between pressures ranging from 14,000 to 
20,000 psi and the pellets formed were calcined in air at 
800°C for 4 h (soak time). X-ray diffraction (XRD) 
measurements were done to indicate the phases present 
at this stage. Electrodes were applied to all the calcined 
specimens, which were sputter-coated (Polaron SC 502. 
Sputter Coater) with high purity gold. Sputter-coating 
ensures the formation of porous electrodes; addition- 
ally, all the parameters were kept constant to form 
electrodes of equal thickness. The application and mon- 
itoring of the electrodes are important factors since 
they play an important role in impedance measure- 
ments. 

Impedance measurements were performed using a 
Solarton 1260 Impedance Gain-Phase Analyzer 
(Schlumberger Technologies, Billerica, MA). The mea- 
surements were done in an apparatus designed to take 
into account the characteristic impedance of the instru- 
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Fig. 1. Impedance vs. frequency for a nanocrystalline Ti02 sample calcined at 400°C (673 K) at different temperatures. 
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Fig. 3. Cole-Cole plot of nanocrystalline Ti02 calcined at 800°C 
(1073 K). 

ment and also to reduce noise, especially at higher 
frequencies. Four terminal measurements were used to 
eliminate contact resistance and lead effects. Rigid ca- 
bles (or leads) from the sample were of short length and 
consisted of platinum as the inner conductor and stain- 
less steel as the outer conductor. The sample was then 
heated within the conductivity apparatus, in air, and 
the temperature of the sample was monitored using a 

type-K thermocouple. A constant amplitude sinusoidal 
voltage was applied across the sample and the phase 
shift and amplitude of the current measured at each 
frequency. The frequency was automatically scanned 
through the range 10 ~2 Hz to 10 MHz, and data were 
collected and analyzed [11]. 

3. Results and discussion 

Fig. 1 shows the impedance as a function of fre- 
quency for nanocrystalline Ti02 calcined at 400°C (673 
K) at some representative temperatures. The 
impedance, Z, of the sample initially decreases with 
increasing temperatures but then the trend reverses 
around 378 K and is seen to increase. The Cole-Cole 
[12] plot of the impedance data for this sample, Fig. 2. 
shows that there are three distinct polarizations or arcs. 
When a system is subjected to an applied potential 
difference there is a polarization effect at each interface 
[6]. When the voltage or electric field is reversed, the 
rate at which the polarized region changes is dependent 
on the characteristic of that interface. This is slow for 
chemical reactions at the Ti02/electrode/air, triple 
phase contacts, leading to polarizations only at low 
frequencies. This polarization is at higher frequencies 
for grain boundaries and even greater for grain interi- 
ors [5,13]. Thus, from the Cole-Cole plots we can 
suggest the following effects: (i) the effect of electrodes 
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(space charge polarizations) at low frequency; (ii) the 
grain boundary effect at intermediate frequencies; and 
(iii) the bulk effect at the highest frequency range. 
Within the bulk effect we actually see the distortion of 
the semicircle, which is the effect of two arcs with 
different relaxation times. This may be due to more 
than one phase (the anatase and the rutile) being 
present in the material. For samples calcined at 500°C 

(773 K) there is no appreciable change in the magni- 
tudes'of the impedance or the trends. The Cole-Cole 
plot also shows a similar pattern for this sample. 

Fig. 3 shows the Cole-Cole plots of a nanocrys- 
talline sample calcined at 800°C (1073 K) in the temper- 
ature range 303-453 K. As in Fig. 2, there are three 
distinct semicircles for all ranges of temperature. How- 
ever, there is less distortion of the grain interior arc. 
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Fig. 6. Pore size distribution in nanocrystalline samples calcined at 
various temperatures. 

Interestingly, there are no changes in the patterns or 
magnitudes of the arcs through the entire range of 
temperatures. Obviously such constancy is also reflected 
in the impedance vs. frequency response . The overall 
change from the previous behavior of Figs. 1 and 2 is 
actually noticed at samples calcined above 650CC (923 
K). The other important behavior is seen in the flatten- 

1 ing of the arcs from the electrode and grain boundary 
effects or polarizations. The overall difference in the 

impedance between samples sintered at 400°C, 500°C, 
and 800°C is observed in Fig. 4. It is seen that the 
impedance of the samples calcined at lower tempera- 
tures is less than those at higher temperatures by more 
than an order of magnitude. 

Fig. 5(a) shows the Cole-Cole plot of a microcrys- 
talline sample calcined at 800°C. The overall impedance 
of the microcrystalline titania pellet is significantly 
higher than that of the nanocrystalline material at any 
particular temperature. In this case the Cole-Cole plots 
still suggest three major effects. However, the effect of 
electrodes and that of grain boundaries are compara- 
tively less than that of the bulk effect. The arc due to 
the bulk (grain interior) effect seems to be highly 
skewed in shape, which 'is indicative of the existence of 
another phase. Fig. 5(b) shows the impedance vs. fre- 
quency response for the same sample at different tem- 
peratures. 

Table 1 shows the bulk density, 'true density', and 
the physical properties of some of the representative 
samples. For the nanocrystalline samples significant 
densification (bulk density) occurs from 400°C to 
800°C. This densification is consistent with the decreas- 
ing pore structure of the samples with increasing calci- 
nation temperatures (Fig. 6). Bulk and 'true density' 
measurements of samples in the green state and samples 
calcined at 400°C also indicate no significant change in 
the porosity of these materials. TEM studies also indi- 
cate no significant grain growth of the nanocrystalline 
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Fig. 7. (a) SEM micrograph of a micro-Ti02 sample calcined at 800°C. 
(b) TEM micrograph of a nano-Ti02 sample calcined at 400°C. (c) 
TEM micrograph of a nano-Ti02 sample calcined at 500°C. (d) TEM 
micrograph of a nano-Ti02 sample calcined at 600°C. (e) TEM 
micrograph of a nano-Ti02 sample calcined at 800°C. 

material below 500°C, as was also reported by Hahn et 
al. [14]. 

On the basis of these studies, our present hypothesis 
is that increased porosity and grain boundaries of the 
nanocrystalline Ti02 are the most important factors in 
showing the increased sensitivity of the response. This is 
also observed by comparing the impedance responses at 

different temperatures (Figs. 1 and 5(b)). However, we 
see from the Cole-Cole plots, Figs. 2 and 5(a), that for 
both the nano and microcrystalline Ti02 the resistivity 
is dominated by the grain interior (bulk). It also ap- 
pears from Figs. 2 and 3 that the increased grain 
boundaries in nanocrystalline Ti02 have the net effect 
of increasing impedance. The effects of densification by 
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Fig. 8. Dielectric losses as a function of frequencies of nanorTi02 samples calcined at various temperatures. 

sintering may reduce the magnitude of the resistance 
across the grain boundaries and cause a simultaneous 
decrease in the surface area associated with interface 
capacitance, and these elements are obviously in paral- 
lel. The conductivity of the grain boundaries is complex 
and is a function of any other phase present, porosity 
and grain size. At this point we do not have enough 
information to entail the detailed behavior of the grain 
boundaries. 

The initial decrease in the overall impedance in Fig. 1 
(or the increase in conductivity) and the behavior at the 
electrode interface is attributed to moisture within the 
apparatus and sample. Initially, with increasing temper- 
ature, the mobility of the (OH)- ions, which are ini- 
tially formed by the dissociation of the water molecule 
into H+ and (OH)-, increases. The introduction of 
moisture at the surface probably occurs through simple 
adsorption and might even be due to the 'donor-like' 
behavior of adsorbed water in semiconductors [15]. 
Subsequently, with increasing temperature, drying of 
the sample and its surrounding occurs; with escape of 
total moisture present, there is a decrease in conductiv- 
ity or an increase in impedance. Although the mobility 
of the (OH)- ions at higher temperatures may increase, 
there is an overall decrease in the amount of moisture 
and (OH)- ions available at higher temperatures. 
Therefore an increase in impedance occurs at tempera- 
tures around 378 K. The samples with high porosity 
have an enhanced response as they have a larger ex- 
posed surface. The samples calcined at higher tempera- 

tures (>650°C) do not have high porosity and have 
decreased grain boundaries, and subsequently the effect 
of moisture is not exhibited. Figs. 7(a)-(e) show the 
SEM and TEM micrographs of microcrystalline TiO: 

and nanocrystalline Ti02 samples calcined at different 
temperatures. From these photo-micrographs it is ob- 
served that the grain growth does occur after calcining 
at 650°C. 

The bulk conductivity of microcrystalline Ti02 (ru- 
tile) has been proposed as due to the presence of 
titanium (both Ti3+ and Ti4 + ) interstitials and oxygen 
vacancies [1]. Considering the simple semiconductor 
band model, the conductivity is expected to increase 
with increasing temperature since there is an increase in 
the number of charge carriers. However, complex defect 
reactions in this material are not well understood. 
These defect reactions are also not expected to domi- 
nate at lower temperatures in the case of microcrys- 
talline Ti02. 

An analysis of XRD spectra confirm the presence of 
two phases in both nanocrystalline and microcrystalline 
Ti02. Microcrystalline Ti02 specimens sintered at 
800°C reveal the dominant rutile phase (~ 80%) and 
the rest as anatase. XRD studies of nanocrystalline 
Ti02 samples show a similar dominant rutile phase and 
some anatase [16]. The presence of the two phases is 
consistent with the distorted arcs in Figs. 2 and 5(a), 
representing the bulk impedance. It has also been re- 
ported by Eastman [16] that the conversion of anatase 
to rutile in nanocrystalline Ti02 is completed after 
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annealing at 1073 K. This is also consistent with our 
previous observation for the bulk effect (arc) in Fig. 3, 
although there still exists some indication of another 
phase. 

On the basis of the above discussions, we can see the 
presence of a resistive (Rc) and a capacitive element (Ce) 
at the electrode interface. The resistance may be associ- 
ated with a chemical reaction at the electrode, Ti02 and 
air interface. There is also resistive (R{) and capacitive 
(Q behavior (in parallel) at the grain boundaries. 
Finally, we have the bulk or the grain resistance (i?g) and 
capacitance (Cg), which may be the combination of more 
than one phase present. The combination of all these 
elements can be represented as an equivalent circuit, for 
nanocrystalline Ti02. The magnitudes of the individual 
elements associated with each of the effects could be 
estimated from extrapolation of the data in Fig. 2. 

4. Conclusions 

Nanocrystalline titania calcined at lower tempera- 
tures with a detailed pore structure exhibits enhanced 
sensitivity to changes in ambient atmosphere, especially 
in the case of humidity, which is reflected by changes in 
impedance (ot conductivity). It is evident from the 
above studies that impedance spectroscopy is an effec- 
tive method to observe the said behavior. It is also 
evident that further studies are required to determine 
the effects of different kinds of electrode material, 
different partial pressures of oxygen, controlled humid- 
ity conditions, and different (both lower and higher 
temperature ranges) before any definite conclusion can 
be drawn. Our IS studies, have also shown that the loss 
tangent, tan(<5), Eq. (4), for nanocrystalline samples 
declines with increased sintering temperature (Fig. 8) in 
the frequency range 1 Hz to 106 Hz and, for samples 
calcined at high temperatures, this loss remains con- 
stant in the temperature range studied. This is one of 

the important features of low lossy capacitors. Further 
studies of this aspect should also be considered. An 
attempt will be made to further discuss these topics in 
the next paper of this series. 
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Abstract 

Inert gas condensation synthesis and post-treatment of nanocrystalline Cu-CeC^-* were found to provide unique control of 
the structural evolution of this system. X-ray diffraction and scanning transmission electron microscopy were employed to follow 
the phase transformation, morphological changes, and chemical dispersion in this material. A strong interaction existed between 
the components to provide a high dispersion of Cu on Ce02_A. that was stable through high temperature treatments. The 
interstitial and surface dispersion of Cu were related to the system's excellent catalytic performance in CO oxidation. 

Keywords: Gas condensation synthesis; Copper; Oxidation ' 

1. Introduction 

Metal oxides are widely used as catalysts for oxida- 
tion reactions. In general, the catalytic activity of ox- 
ides is derived through (i) their provision of adsorbed 
surface oxygen species for reactions, and/or (ii) easy 
extraction of their lattice oxygen to form oxygen vacan- 
cies in the oxide structure. Cerium oxide has a unique 
combination of properties which makes it attractive for 
catalytic oxidation. It exhibits large deviations from 
stoichiometry under low oxygen partial pressure, en- 
abling high surface reducibility. Äs a fiuorite-structured 
oxide, it further provides high oxygen ion mobility. We 
have found that highly non-stoichiometric Ce02_.x 

nanocrystals with high surface area could be synthe- 
sized by inert gas condensation [1]. Because of the high 
melting point of cerium oxide (2600 °C), the nanocrys- 
tals derived were thermally stable against grain growth 
or sintering below 600 °C. This combination of struc- 
tural characteristics has proven to be extremely useful 
in our development of nanocrystalline Ce02_* for cata- 

1 Present address: Universität des Saarlandes, Physik, Postfach 15 
11 50, FB 10, Bau 43, D-66041 Saarbrücken, Germany. 

* Corresponding author. 

lyzing redox and oxidation reactions. The non-stoichio- 
metric Ce02_x-based nanocrystalline catalysts pro- 
vided excellent activity for S02 reduction by CO, CO 
oxidation, and CH4 oxidation [2-4]. They offered a 
lower activation temperature for all three reactions 
than the ultrafine chemically precipitated stoichiometric 
Ce02-based materials. In S02 reduction, nanocrys- 
talline Ce02_x-based catalysts further provided negligi- 
ble hysteresis in the activity profile and unusually high 
resistance against C02 poisoning. We have found that 
Cu-doped CeOz.^. nanocrystals demonstrated the best 
catalytic activity for selective S02 reduction by CO and 
for CO oxidation. This system also showed enhanced 
reversible surface reducibility in pulsed reduction-oxi- 
dation studies [5]. 

In this study, we would like to focus on understand- 
ing the promoting effect of Cu for the CO oxidation 
reaction, whereby Cu doping of Ce02_v-based 
nanocrystals enabled a significant decrease in reaction 
temperature of about 100 °C. The improved catalytic 
activity of Cu-Ce02_^ might be related to (i) the 
presence of Cu ions at the surface as preferred adsorp- 
tion sites for CO, and/or (ii) the interstitial Cu ions that 
would stabilize Ce3+ ions, enhancing the availability of 
chemisorbed Oj" species. This paper describes the evo- 
lution of the structure and Cu dispersion in nanocrys- 

0921-5093/95/S09.50 © 1995 — 
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talline Cu-Ce02_v during heat treatments. The 
changes in morphology and Cu-Ce02_A. interaction 
for this mixed oxide system are linked to the catalytic 
behavior of the differently treated samples. Establishing 
such relationships provides insights into the origin of 
the enhanced catalytic behavior of Cu doping, and 
helps us in optimizing the catalyst processing conditions 
for the unique nanocrystalline system synthesized by 
inert gas condensation and controlled post-oxidation. 

To investigate the sample morphology and Cu dis- 
persion, we employed scanning transmission electron 
microscopy (STEM) using microscopes equipped with a 
Link System energy dispersive X-ray fluorescence ana- 
lyzer for chemical analysis. Uncompacted nanoclusters 
were annealed at temperatures of interest in 15%0,-Ar 
atmosphere for 10 h. Gold grids with carbon film were 
dipped into the annealed powder samples and examined 
with a Vacuum Generators HB603 STEM (250 kV) or a 
Vacuum Generators HB5 STEM (100 kV). 

2. Experimental details 

Nanocrystalline materials were generated in an ultra- 
high vacuum (UHV) chamber by magnetron sputtering 
from a mixed metal target of Cu0,5Ce085 in argon 
(30 Pa). The metal vapor was thermalized by the inert 
gas atmosphere and nucleated to form nanometer-sized. 
clusters. The nanoclusters were collected on a liquid- 
nitrogen-cooled modified ground shield substance [1]. 
After sputtering for 20 min, the UHV chamber was 
evacuated and slowly back-filled with oxygen to a final 
pressure of 1 kPa. This caused partial oxidation of the 
nanoclusters, indicated by a color change from black to 
brown. The clusters were scraped off from the sub- 
strate, and were either collected as loose powders or 
compacted under a pressure of 0.5 GPa into porous 
self-supporting pellets. 

Uncompacted powders were used in a packed bed 
microreactor for catalytic testing. The samples (approx- 
imately 100 mg) were supported on a quartz frit in a 
quartz tube heated by a tube furnace. They were an- 
nealed in the microreactor under a gas flow of 1%C02- 
He for 12 h at temperatures between 211 °C and 
611 °C. After each „thermal treatment, the CO oxidation 
catalytic activity profile of the samples was obtained 
under steady state reaction conditions. The reactants, 
2% CO and 16% 02, were diluted in He and N2 and 
passed over the catalyst at 100 cm3 min-1 for a typical 
contact time of 0.09 sgem-1 (STP). The composition 
of the effluent gas was analyzed by a HP-5880A gas 
Chromatograph equipped with a thermal conductivity 
detector. The catalytic activities of the differently 
treated samples were compared based on their light-off 
temperatures at which 50% conversion was achieved. 

To follow the structural evolution of the samples, 
nanostructural pellets were annealed at increasing tem- 
peratures in 15%02-Ar atmosphere for 10 h. X-ray 
diffraction (XRD) characterizations were performed on 
the pellets using a Rigaku rotating anode X-ray genera- 
tor with Cu radiation and Ni filter. Diffraction peak 
widths were determined by least-square fit of a Cauchy 
function. The mean crystallite size in each sample was 
calculated with the Scherrer equation [6], after subtract- 
ing out the instrumental line broadening from the 
Kochendoerfer analysis [7] of the (111) and (222) peaks. 

3. Results 

The effects of -annealing pre-treatment of Cu- 
Ce02_^ nanocrystalline catalyst on CO oxidation ac- 
tivity are illustrated in Fig. 1. For samples heated at 
211 °C and 311 °C, the light-off temperature was 
110 °C. This compared favorably with the pure Ce02_.v 

nanocrystalline sample which required a light-off tem- 
perature of 190 °C. The lower light-off temperature of 
Cu-Ce02_Ar denotes a promoting effect on catalytic 
activity from Cu doping. We found that annealing of 
the nanocrystalline Cu-Ce02_A. at 411 °C further re- 
duced the light-off temperatures to 85 °C. Higher an- 
nealing temperatures of 511 °C and'611 °C did not 
correspond to additional changes in catalytic activity. 

XRD characterization of the as-prepared Cu- 
CeO;,..^ gave only the cubic pattern of the fluorite- 
structured cerium oxide. Annealing to 500 °C produced 
similar XRD pattern and peak widths, indicating that 
only cerium oxide phase with crystals of approximately 

50        100       150 

Temperature (°C) 

200 

Fig. 1. Catalytic CO oxidation conversion of nanocrystalline Cu- 
Ce02_ x as a function of reaction temperature after sample annealing 
at the indicated temperatures. 
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Fig. 2. XRD pattern of nanocrystalline Cu-Ce02_,. after annealing 
in 15%02-Ar atmosphere at (a) 500 °C, (b) 550 °Q (c) 600 °C, and 
(d) 650 °C. The diffraction peaks associated with the CuO phase are 
marked by arrows. 

5 nm was present for treatments below or up to 500 CC 
(Fig. 2). CuO was found as a second phase in samples 
heated at 550 °C or above. The formation of a separate 
CuO phase coincided with the commencement of 
Ce02_A. grain growth (see Fig. 3). The XRD phase 
analysis revealed a significant change inthe microstruc- 
ture of the material at 550 °C, indicating that much of 

100   200   300   400   500   600   700   800 

Annealing Temperature (°C) 

Fig. 3. Volume-weighted mean Ce02_v grain size in the Cu- 
CeO,_v samples (as calculated from X-ray line-broadening) as a 
function of annealing temperature. 
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Fig. 4. X-ray fluorescence spectra of Cu-Ce02_ v: (a) at 
of a grain and (b) at the edge of a grain. 

the center 

the Cu was not dispersed in the Ce02_.v phase after 
this annealing temperature. 

We note that the light-off temperature was lowered 
when the Cu-Ce02 _ x sample was treated to 411 °C. At 
this temperature range, XRD did not reveal any phase 
change or grain growth. To investigate the dispersion of 
Cu in Ce02_.v of samples treated around this tempera- 
ture, STEM studies were performed using the VG HB5 
system on powdered Cu-Ce02_;, samples heated to 
450 °C. The electron beam was focussed to a 10 A 
diameter spot at the center of a grain and the fluores- 
cence spectrum taken is shown in Fig. 4(a). The beam 
was next positioned outside the grain and slowly moved 
towards its edge. A sudden increase in X-ray counting 
rate was used as an indication of the position of the 
edge of the grain, at which point another fluorescence 
spectrum was obtained (Fig. 4(b)). This set of experi- 
ments revealed that the Cu concentration at the edge of 
the cluster was about two times higher than that at the 
center of the grain. 

VG HB603 STEM and elemental mapping were also 
employed for investigating the Cu dispersion in the 
Oi-Ce02_x sample annealed for 10 h at 650 °C. XRD 
results indicated that heat treatments between 550 °C 
and 650 °C produced distinct CuO phase in addition to 
the cerium oxide phase, however, a high catalytic activ- 
ity was maintained between 411CC and 611 °C. The 
STEM image and the elemental maps for Ce and Cu 
for the same section of the sample are illustrated in Fig. 
5(a)-(c). These results confirmed that oxidation at 
650 °C gave rise to large Cu-rich clusters. Nevertheless, 
a substantial portion of Cu remained highly dispersed 
in the sample even after this high temperature treat- 
ment (Fig. 5(c)). 
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4. Discussion 

The promoting effect of Cu on catalytic CO oxida- 
tion was evident from the decrease in light-off tempera- 
ture from 190°C for pure Ce02_A. to 110°C for 
Cu-Ce02_ A. [4]. However, the as-prepared sample was 
not the most active state of the Cu-Ce02_A. system. 
The light-off temperature could be further reduced to 
85 °C by first annealing Cu-Ce02_A. at 411 °C. Sample 
heat treatment at higher temperatures did not affect the 
catalytic activity further. However, XRD indicated that 
copper oxide underwent a phase separation from 
cerium oxide only after thermal annealing above 
550 °C, at which temperature a distinct CuO phase is 
noted in addition to the cerium oxide peaks present. To 
elucidate the relationship between catalytic behavior 
and structural evolution in the Cu-Ce02_A. catalysts, 
we focussed on the issue of Cu dispersion in cerium 
oxide following the various stages of thermal treatment. 

Our preparation of Cu-Ce02 _ v catalyst is unique in 
that inert gas condensation was employed to generate 
this material first as Cu015Ce085 alloy nanochisters 
through magnetron sputtering from a mixed metal 
target. The phase diagram of metallic Cu and Ce [8] 
shows a series of intermetallic phases indicating chemi- 
cal affinity and ionic radius mismatch between Cu and 
Ce. Inert gas condensation does not yield such inter- 
metallic phases readily because of the high quenching 
rate during thermalization. Therefore, vapor phase syn- 
thesis resulted in nanoclusters of a homogeneously dis- 
persed Cu-Ce solid solution. The as-prepared samples 
were derived from controlled post-oxidation of these 
Cu-Ce nanoclusters. Unfortunately, the miscibility of 
the Cu-Ce-O system was not described in any existing 
phase diagram. We note however that Cu exhibits very 
low solubility in Zr02 [9], which shares the same crystal 
structure as Ce02. Taking into account that Ce is an 
even larger cation than Zr, one might expect that the 
same low solubility would be true for Cu in Ce02. 
However, recent EPR studies indicate that Cu possesses 
a small solubility in CeO? in the form of Cu(II) ion 
pairs [10]. Cu might also be present in eightfold-coordi- 
nated interstitial sites as reported in the case of Cu- 
Th02 [11], or be highly dispersed on surface sites. 

400 nm 

Fig. 5. STEM image (a), Ce elemental map (b), and Cu elemental 
map (c) of the Cu-Ce02_A. samples after annealing at 650 °C. 

Considering these thermodynamic constrains, one 
might anticipate that the Cu015Ce085 nanoclusters un- 
derwent the following structural evolution in post-oxi- 
dation and thermal treatments: (i) a solid solution of 
metallic Cu and Ce prior to significant oxidation; (ii) a 
supersaturated solid solution of Cu in Ce02_ v after 
post-oxidation; (iii) segregation of Cu to the surface of 
Ce02_A. nanocrystals on low-temperature annealing; 
(iv) formation of a separate copper oxide phase after 
high-temperature thermal treatment. 

The increase in catalytic activity indicated by a lower 
light-off temperature after annealing at 411 °C might be 
explained by the segregation of Cu to the surface of 
possibly supersaturated Cu-Ce02_A. grains. At 311 °C 
or lower temperatures, Cu and Ce02_A. might have 
existed as a solid solution, with the probable interstitial 
Cu ions in the Ce02_A. phase providing the dominant 
catalytic promoting effects. By treating to 411 CC, sur- 
face Cu ions became available from solute segregation 
in addition to interstitial Cu ions. This is suggested by 
the STEM results after annealing at 450 °C (see Fig. 5). 
The Cu concentration at the edge of a CeO,_v 

nanocrystal was measured to be twice as high as in the 
center of the grain. The increase in Cu concentration at 
the surface would provide more active adsorption sites 
for CO. This might explain the enhanced catalytic 
activity, which corresponded to a decrease in light-off 
temperature from 110 °C to 85 °C. 

At 550 °C and above, a bulk CuO phase became 
distinct in addition to the cerium oxide XRD peaks. 
Substantial grain growth was also noticed by 600 °C. 
Both of these factors suggested a reduction of Cu 
dispersion in cerium oxide. However, the low light-off 
temperature was maintained between 411 °C and 
611 °C. This could be explained by (i) a reaction mech- 
anism in which catalytic activity is not dependent on 
Cu dispersion, or (ii) the sustenance of a high catalytic 
activity by the presence of residual high dispersed Cu. 
The second STEM experiment on samples treated at 
650 °C illustrated that while the large CuO particles 
indicated in XRD results were indeed present, substan- 
tial Cu remained dispersed within the Ce02 _ A. clusters 
or on their surfaces. It is unusual to see such high 
dispersion of a base metal on an oxide support at such 
high temperatures. It may be attributed to the unique 
interaction between Cu and Ce02_A., and to the stable 
support Ce02_A nanocrystals were able to provide. We 
can also conclude that for this reaction, as long as some 
Cu remained highly dispersed, the superb catalytic per- 
formance will be maintained. This study further indi- 
cates that for the Cu-doped Ce02_A. system, the Cu 
dispersion and solubility are the promoting effects that 
outweigh the non-stoichiometry effect of Ce02_v, since 
the latter would be negligible after essentially complete 
oxidation at 600 °C [5,12] yet the excellent catalytic 
activity remained unchanged at 611 °C. 
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Nanostructure processing by gas condenstion was 
employed in the derivation of novel Cu-Ce02_jr 

nanocrystalline catalysts to offer ultrahigh dispersion 
and unique interactions in multicomponent systems. 
Starting from a Cu-Ce nanoalloy, structural evolution 
could be induced in this material through controlled 
oxidation and gradual thermal treatment to produce (i) 
a possible supersaturated solid solution of Cu and 
CeOs-.v, (") a segregation effect for ultrahigh Cu dis- 
persion on Ce02_x nanocrystals, and (iii) a distinct 
separate copper oxide phase. The promoting effect of 
Cu in CO oxidation was noted even at room tempera- 
ture when only the interstitial Cu ions might have been 
present in solid solution with Ce02_.,, serving towards 
stabilizing Ce3+ ions and enhancing the availability of 
chemisorbed Of species. Cu segregation was found 
after thermal treatment at around 411 °C, creating sur- 
face sites that facilitated CO adsorption for further 
improvement in catalytic performance. Even at high 
temperatures when CuO phase separation was noted, 
these two mechanisms continued to be active owing to 
the presence of residual Cu that was highly dispersed 
on cerium oxide. 

This study demonstrates the potential of generating 
strong synergistic effects with nanocomposite process- 
ing for optimizing catalytic performance. In particular, 
we have shown that it is posssible to achieve ultrahigh 
Cu dispersion on Ce02_^ nanocrystals for outstanding 
CO oxidation characteristics. The achievement of 100% 
CO conversion to C02 at temperatures below 100 °C is 
very attractive for automotive emission control under 
cold-start conditions. The remarkably low reaction tem- 
perature requirement is noteworthy since it was accom- 
plished with a supported base metal system, without the 
usual expensive noble metal additives. 
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