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1. Summary
1.1 Project Objectives and Scope

The general purpose of this effort has been to demonstrate the advantages of optoelectronics
in advanced radar signal processing. Because optoelectronic processors offer enormous
computing power in packages which are smaller, lighter, less expensive and consume less
power than equivalent all-digital implementations, there is much reason to suspect that many
such advantages could be found.

The research carried out under this contract, summarized briefly in this section, and in far
more detail in the following sections, was achieved by mathematical analyses and computer
simulations.

1.2 Major Achievements

The work reported here was divided into four principal areas which are discussed below and
arranged in approximately descending order of level of priority.

1.2.1 Space Time Adaptive Processing (STAP) (SOW 4.1.1)

Solution of linear systems of equations, particularly inversion of the radar covariance matrix
to compute an adaptive steering vector, was examined in the context of optoelectronic
processors. To admit a Fourier transform technique for matrix inversion, replacement of
the covariance matrix by a circulant approximation using various optimal and superoptimal
preconditioners for both Toeplitz and general matrices was studied. When followed by an
iterative technique to achieve desired accuracy, this resulted in a computationally efficient
algorithm that has both optoelectronic and all-digital implementations. Further, a number of
optoelectronic architectures were defined that solve such systems of equations in a manner
that promises to be more than forty times faster, in terms of iteration loop period, than
plausible all-digital alternatives.

1.2.2 SAR Image Formation (SOW 4.1.2)

In this task, the ImSyn™ Processor, designed and patented by Essex Corporation, was
compared with a variety of 1860 based architectures for SAR image formation. It was found
that the ImSyn™ Processor can meet or exceed the requirements of current and next
generation SAR in a package that is smaller, lighter, less expensive and that consumes less
power than all competing systems based on the i860.




1.2.3 SAR ATR (SOW 4.1.3)

The purpose here was to investigate automatic target recognition (ATR) in synthetic aperture
radar (SAR) images using complex valued spatial filters and the ImSyn™ Processor as a
correlator. Several sets of spatial filters were created based on training sets composed of
simulated SAR images. These were implemented on the ImSyn™ Processor and a high degree
of discrimination between quite similar targets, with and without background, was achieved.

1.2.4 IR and Radar Search and Track (SOW 4.1.4)

The purpose of this task was to provide size, weight and power estimates for an
optoelectronic implementation of the Maximum Energy Recovery Algorithm (MERA).
Some preliminary hardware issues were resolved and some potential applications to current
and future surveillance systems were identified.

2. Task 1- Space Time Adaptive Processing (STAP) (SOW4.1.1)

2.1 Solution of Toeplitz Systems by Circulant Approximation

Many problems in STAP involve the solution of systems of equations
Tx =5

where T is a radar covariance matrix, x represents the adaptive steering vector of an antenna
array and b represents a non-adaptive steering vector. If T is an n x n matrix, inverting this
system by conventional means using, say, Gaussian elimination, requires on the order of n’
operations. For an antenna array, n is the product of the number of elements in the array
and the number of pulses in a coherent processing interval (CPI). Hence, the computational
burden for realistic problems rapidly becomes insupportable.

However, if the inversion of a matrix could be cast in terms of Fourier transforms, such a
problem might become more tractable since Fourier transforms and operations with them
are especially amenable to optical processing. Achieving such a formulation was one of the
original goals of this program and its accomplishment is described in this section.

The first step in formulating the approach lies in observing that the matrix T, above, is often
Toeplitz, i.e., has the property that:

Tij = Ti.

The key to introducing Fourier transforms and discrete convolutions is to replace T by a
suitably chosen circulant approximation.



An n x n matrix C is said to be circulant if
Cij = Cgj) modn.
Any circulant matrix C can be written as
C = F*AF
where F is the discrete Fourier transform matrix whose elements are
Fik = exp(2mijk/n)

and A is a diagonal matrix containing the eigenvalues of C. The eigenvalues of C are given

by
\[r;Fc

where c is the first column of C.

Multiplication by C is equivalent to discrete convolution, leading to Fourier transform
solutions to systems of linear equations. Thus,

Cx=1b
is equivalent to
c*x=b.
.A discrete Fourier transform leads to
xE=B

(where Greek letters denote Fourier transforms). So, x is found by a component wise
division followed by an inverse Fourier transform.

A Toeplitz matrix-vector multiplication can also be achieved by a Fourier transform by
embedding the Toeplitz matrix in a circulant matrix of twice the dimension. For example,

to t-1 t-2
T=|ti to t-1
t2 t4 to




can be embedded as the leading principal submatrix of

(to  t-1 t-2 0 t2 n
h to t-1 t-2 0 B
t2  h to t-1 t-2 0
0 2 h fo  t-1 t-2|
t-2 0 2 h to  t-1
t-1 t-2 0 t2 h to

Then,
y=Tb

is computed using Fourier transforms to form the circulant matrix-vector product

o~

and recovering y as the first n components of Y. (These and other useful properties of
circulant matrices are described, for example, in Ref. 1.)

The goal, then, is to replace the Toeplitz matrix by a circulant in any system to be solved.
The circulant should be chosen to be close to T in some sense. One way to achieve this is to
chose C to be

min[T - Clr
C

where || | denotes the Frobenius norm defined by

1/2

|4 =

> 4
i,j

This is the optimal circulant preconditioner given by Chan® as:
ci= n'(ite) + (n9)t), 1 = -(n-1),...,0,...,(n-1).
Now, except under very special conditions, the solution to the circulant system

Cx=0b



will only approximate the solution to the equivalent Toeplitz system so some form of
iteration is required. Many techniques such as preconditioned conjugate gradient, least
squares and various combinations are available but, with a view to optical processing, a
simple linear iteration was chosen. That is, for the system

Tx =5
we solve

Cxns1 =(C - ’T)Xn + b.

At each step, there is a circulant inversion and a Toeplitz multiplication, both of which, as
we have seen, can be achieved by calculation of a Fourier transform or convolution. This
sequence will converge if the eigenvalues of C'T are close to unity or, equivalently, if T is

well conditioned, i.e., if ||T|| ”Tlr1 is small. Such an iteration can be continued until the

desired degree of accuracy is achieved.

If the covariance matrix is rectangular or block Toeplitz, equivalent results can be obtained as
can be seen from the following argument. Following Ref. 3, suppose T is an m x n matrix.
By extending the Toeplitz structure of T and, if necessary, adding zeros, we can assume that
m = kn for some integer k. So we can consider kn x n matrices of the form

T
r- |2
7
where each square block Tjis a Toeplitz matrix. If Tisa rectangular Toeplitz matrix, then

each Tjmust be Toeplitz’.

As in Refs. 4 and 6, for each block Tj, we construct a circulant approximation G in the
manner described above. Then the preconditioner is a square circulant matrix C given by

-

€=3G*G.

j=1

Each Cjis an n x n circulant matrix. Hence, as we have seen, they can all be diagonalized by
the Fourier transform matrix F, viz.,

Ci = FAF*




where Ajis diagonal’. Thus the spectrum of the Cjcan be computed by a Fourier transform.
Since

C*C= FZ (A*A)F,

j=1

C*C is also circulant and its spectrum can likewise be found by Fourier transform (optical or
otherwise). Thus, we can choose®’

1/2

k
C=F Y A*A| F*.

=1

Regardless of the iterative algorithm chosen, improvement in performance can be obtained if,
instead of the optimal circulant preconditioner described above, one chooses a so called
“superoptimal” preconditioner defined to be the matrix C that minimizes

ji-cl,

where I is the identity matrix. For an n x n matrix T, such a preconditioner can be achieved
in O(nlogn) operations. (See, for example, Ref. 6 which discusses convergence criteria and
offers comparisons to the Chan preconditioner”)

For certain important cases, such as in the presence of spatially correlated noise, the
covariance matrix T can depart significantly from a Toeplitz structure. The technique of
optimal (or superoptimal) circulant preconditioning can still be applied even if T is not
Toeplitz or endowed with any special structure. In this case, a circulant preconditioner can
be achieved in O(n?logn) operations’. Though this computation is much more expensive, it
need not be carried out so frequently. Indeed, a single computation might be used as an input
for several cycles of an iterative calculation. This will be significant when we discuss the
optoelectronic implementation of these algorithms below.

A computer code, described in Section 2.1.1, was written to simulate the optical calculations
of the Fourier transforms and convolutions required by this algorithm. At this point, it was
becoming apparent that the advantages of a purely optical solution to this problem in the
manner just described, although significant, were not compelling. Hence, a more general
approach was initiated, incorporating some of the best features of the method described
above and resultmg in the optoelectronic architecture described in Section 2.2.



2.1.1 Computer Simulation of Toeplitz Inversion Algorithms

After arriving at a Fourler transform based algorithm for solution of linear systems, a
computer code was developed in order to study a number of important issues such as
convergence criteria, rates of convergence for iterative algorithms and susceptibility of this
scheme to measurement and other types of errors. That simulation is described in this
section. Although specific reference is made to Toeplitz systems, the same arguments apply
to rectangular or block Toeplitz systems or non-Toeplitz systems where an optimal or
superoptimal circulant preconditioner has been achieved. |

Consider a Toeplitz system

Tx =b

where T is an n x n complex Toeplitz matrix and x and b a complex n vectors. Let C be a
suitably chosen circulant matrix, say, optimal in the sense of Chan®. Consider the iteration

xost = (LC'T)xn + Cb

where x» = 0. This iteration converges in many instances and certainly in the case where any
submultiplicative norm of (I-C'T) is strictly less than unity. If x is the limit of this iteration,
it is easy to verify that it is a solution to the Toeplitz system. This iteration can be
performed optically. Let Fkbe the complex discrete Fourier transform operation on vectors
of length k. We recall that if C is an n x n circulant matrix and z is an n vector then Cz is just
the cyclic convolution of the first column of C with z. Hence,

Cz = n"?Fy!(Fac © Fuz)

where c is the first column of C and

(X1yeeesXn) ® Yiyerryyn) = (X1Y1y000yXoryn).
All these operations can be performed optically.

If z is an n vector, then

y=Clz
can be easily computed since
Cy=z
and, so,
Fac @ Fry = Faz

provided that each component of Fnc is not zero.




Now, if T is an n x n Toeplitz matrix, let C(T) be the 2n x 2n circulant matrix created from
T in the manner of Section 2.1. We will call C(T) the circulant extension of T. If x = (x1,...,%n)
is an n vector, we define a 2n vector E(x) = (x1...,%4,0,...,0). We will call E the extension
operator. If y = (yt,.e;ymyn+1,...,y20) is a 2n vector, we define 7(y) = (y1...,ys). We will call T
the truncation operator.

We see that

Tx = T(C(T)Efx)).

Hence, Tx can be computed easily from the simple E and T operators plus Fz» applied to ¢(T)
and E(x). All this can be achieved by optical means.

The formulation just described was cast in C code. It was put to limited use because, as has
already been mentioned, the more general optoelectronic architecture described below,
seemed more appealing.

2.2 Optoelectronic Architectures for Solution of Linear Systems

The problem addressed here is to solve for the adaptive steering vector of an antenna array to
steer a beam in azimuth-Doppler space with clutter and interference nulled. Given are the
non-adaptive steering vector and a sample covariance matrix of the clutter and interference.
The equation to be solved is-

-

Rx=b (1)
where:
b = the non-adaptive steering vector to point the array to a location in
azimuth-Doppler space,
R = the sample covariance matrix of clutter and interference,
X = the adaptive steering vector to point the beam in the desired direction in

azimuth-Doppler space with clutter and interference nulled.
An optical processing approach is considered here to iteratively solve Equation (1) for X.

In order for the iteration to be stable, and to speed the rate of convergence, the covariance
matrix is preconditioned. That is, both sides of Equation (1) are pre-multiplied by an
approximation to the inverse of the covariance matrix:

G'Rx=G" @)



where

G™ = is the approximate inverse of the sample covariance matrix R™.

The Richardson algorithm is used here to iteratively solve Equation (2):
%,.,=(-G"R)%, +G'b )

where:
I = the identity matrix,
n = iteration step index.

The closer the approximate inverse matrix is to the inverse of the covariance matrix, the
fewer the number of iterations required for Equation (3) to converge. Choices for the matrix
G, or its inverse, are:

G=C,

where C is a circulant approximation to R, easily obtainable when R is Toeplitz. C is also
obtainable for R of more general form, but not as easily. The circulant matrix C is trivially
inverted by a single Fourier transform. The procedure for obtaining a circulant
approximation to R and inverting this circulant matrix is discussed in Section 2.1 of this
document.

G =R},

where R, is the inverse of a previous sample covariance matrix. This approach is

applicable for the case that a large number of adaptive steering vectors are to be obtained
covering a large area of Doppler-azimuth space. (Equation (3) can be iterated to solve for one
column of the inverse of the sample covariance at a time by successively setting b equal to
one column of the identity matrix.)

G'l=ul
as a last resort, where p<2/A ., and A, is the largest eigenvalue of R. Since the sample

covariance matrix is positive definite, the trace of R can be used as the upper bound on the
largest eigenvalue of R.

To streamline notation, Equation (3) is written as
X, =A%, +h (4)
where
A =(I-G'R)
h=G".




The following two sections presents optical architectures to iterate Equation (4), a free space
and two waveguide implementations.

2.2.1 Free Space Architecture

A free space architecture for iterating Equation (4) is shown in Figure 1. This architecture
has been considered by a number of investigators®* .

In the architecture shown in Figure 1, the vector X, can be represented by a linear array of
LED's, laser diodes or point modulators. The reciprocal of the bandwidth of the X,
modulators must be less than or equal to the time it takes for the signal to make one round
trip through the iteration feedback loop of the system. In principle, this could be on the
order of 1 nanosecond, assuming a distance of less than 6 inches between the linear array and
the detector array.

The matrix A is represented by a 2-D spatial light modulator (SLM). The update rate for A
must be greater than or equal to the pulse repetition interval of the radar. The shortest
typical pulse repetition intervals are on the order of 10's of microseconds. Some 2-D SLM’s
may operate at these speeds. An issue with this free space architecture, at least in past
implementations, has been the limited dynamic range of 2-D spatial light modulators and, for
STAP, potentially the limited framing rate. The performance of currently available SLM’s is
discussed below.

Laser Array or SLM A Detector
Modulator 'A array
X 1 ) Aln
=n // // ¥
papdvy
%
L V]
§<3¢/
%
4%
9%
h
l(-n+1

lteration Feedback

proc_sim.cvs

Figure 1: Free space optical architecture
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2.2.2 Optical Waveguide Architectures

In order to overcome the current limits of 2-D SLM’s, optical waveguide architectures are
also considered. Compared with the free space architecture, the waveguide approaches are
inherently more stable and it is possible that the A modulation can be performed at a higher
dynamic range. In a waveguide architecture, fast, high dynamic range waveguide modulators
are used. Two categories of the optical waveguide architecture are presented here, one in
which the optical representation of X precedes the representation of matrix A and the other
in which the X modulation follows that of A.

The representation of an analog optical waveguide processor to iterate Equation (4) in which
the X modulation precedes the optical representation of A is shown in Figure 2. As in the
architecture shown in Figure 1, the vector can be represented by a linear array of LED's,
laser diodes or point modulators. The light representing the value from each of the elements
of X, is split into N unique paths where each path is then amplitude modulated. This

n

imprints the values of the matrix A on the optical beams. This effectively multiplies an
element of X times each element in the appropriate column of A.

Modulated  \joqyjators
Laser Diodes (A) Detector

(Xn) Array

\

[teration Feedback (Ax,)

()
Xni1 I
h

stack3.cvs

Figure 2: Optical waveguide architecture with vector X before matrix A
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As shown in Figure 2, the N different optical paths from a row of A are combined and
directed to an element of a photodetector array. The output of the detector array contains
the results of the matrix-vector product, A% . This result is then summed electronically with
h to obtain the next step in the iteration for X. This result is the iterative feedback that is
used to drive the modulators for %. The iteration is complete when X has converged to the
desired value.

The representation of an analog optical waveguide processor to iterate Equation (4) in which
% follows the optical representation of A is shown in Figure 3. This approach admits a less
expensive method for A modulation (direct modulation of laser diodes) and a potentially
shorter iteration loop than the waveguide architecture shown in Figure 2. In the architecture
shown in Figure 3, light at N different wavelengths is split into N unique paths where each
path is then amplitude modulated. This imprints the values of the elements of A on the
optical carriers.

Attenuators/Modulators

A
3 Modulators ~Wavelength
\ (X,) Demultiplexer Detector
N ¥ o, Amy
N A
74 = l
7‘2" 7\'1
A, >

Iteration Feedback (Ax,)
1\

+
stack.cvs X1 \l/

h

Figure 3: Optical waveguide architecture with vector X following matrix A

As shown in Figure 4, the N different wavelength channels for a column of A are combined
and amplitude modulated. This effectively multiplies an element of X times each element in
the appropriate column of A. As shown in Figure 3, a set of wavelength demultiplexers are
used to separate the results of these multiplications. The crosstalk between channels in the
demultiplexer will limit the precision of the processor. However, by adding narrow
bandpass filters prior to detection, the crosstalk can be significantly reduced at the cost of a
small amount of additional loop delay.
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Figure 4: Schematic of operation of the waveguide approach

Optical signals of the same wavelength are then recombined and summed incoherently on a
detector of the array of photodiodes. When a single optical source is used for each
wavelength, the desired incoherent summing on the detector is obtained by insuring that the
differences in the path lengths from each of the wavelength sources to the corresponding
detector array element is greater than the coherence length of the source and that the line
width of the optical sources are broader than the bandwidth of the photodiodes. Incoherent
summing can also be obtained if independent mutually incoherent sources of sufficiently
broad bandwidth are used for each element of A. This approach is shown in Figure 4.

As in the X first architecture, the output of the detector array will contain the results of the

product AX and this result is summed electronically with h to obtain the next step in the
iteration for X.

Various different components and schemes can be used which will change the appearance of
the architecture shown in Figure 3, but the operation of the processor will remain the same.

The main difference between all the designs lies in their method for achieving an optical
representation of A. The architecture shown in Figure 3 uses a single laser diode (LD) at each
wavelength and splits each guide into N paths. The values of the matrix are then loaded by
externally modulating the light in each path with an amplitude modulator. This design has
the advantage of requiring only N LD’s. The update time for A is estimated to be within 50
ns to 1 ms so the external modulators will require speeds of only 1-20 MHz which can be
easily achieved.

Since the modulation speed for the A values is rather low compared with GHz rates for
communications, direct modulation of the LD’s can be performed. In addition to allowing
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for direct modulation, the approach of using N* LD’s would readily provide larger optical
powers resulting in higher resolution for the processor.

An approach using N LD’s on a single substrate, with each LD emitting at a distinct and
evenly spaced wavelength is depicted in Figure 5. Direct modulation of each LD imprints the
values of a column vector of A on the emitted light. The optical paths on the substrate are
combined” and directed into an amplitude modulator which would perform the
multiplication with an element of X. By repeating this module N times, the complete matrix
- vector multiplication is accomplished. This design, which offers sufficient optical power,
ease of implementation and compactness is the preferred design.

N Devices Z
/r [ 4

pd 71

— )
: - _%

r Detector Array

]
Amplitude / Modulator

Modulated
Laser Combiner _ Combi
Diodes (x) Demultiplexer ombiner
(A)
awaveg.cvs

Figure 5: Preferred implementation of waveguide architecture with X following A
2.2.3 Comparison of the Optical Architectures

Additional information and analyses are required in order to select which of the above
architectures to implement. The goal is to maximize computational speed and accuracy
while minimizing size, weight, power consumption and cost. Complicating the trades
between the three architectures presented is the fact that the trades should be based on
anticipated capabilities and costs of technologies at the time such a processor would be
fielded, which could be several years away. Much of the relevant technology is enjoying
rapid development and, in some cases, rapid reductions in cost. The optical waveguide
approaches rely on emerging technologies in the communications industry where the quality
of devices is rapidly improving and the associated costs dropping.
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In the following, the relative strengths and weaknesses of the architectures considered are
summarized. The architecture that depends on the use of WDM technology appears to be
the most complex.. However, this architecture allows for an optimal match between
modulator costs and inherent capabilities and required performance. An array of modulated
laser diodes can be used to input the A matrix since the modulation bandwidth is low. That
is, the amplitude level of the laser diode is changed only from one radar pulse to the next, i.c.,
when A is updated. In this architecture, the high speed X modulators are waveguide
modulators. For the waveguide architecture with % first, it may not be appropriate to
represent X by modulating the laser diodes if high enough performance, in terms of dynamic
range and speed, can not be obtained with directly modulated laser diodes.

Additional factors to be considered in the trade off studies are summarized in the table below.

Waveguide Architectures
Free Space A matrix first x vector first
x modulation | Modulated LD array | EO modulators Modulated LD array
A modulation | 2-D SLM Modulated LD array EO modulators, semi-
conductors, optical amplifiers
Advantages No WDM, Modulation technologies No WDM, potential for
No combiner losses | ideally match requirements, eliminating combiner losses,
technology being launched for | technology being launched for
optical communication optical communication
Disadvantages | Limited dynamic ReqtlJ,)l'res \;VDM, Not ideal match of modulation
range of 2-D SLM’s, | SOmbIer l0sses, techniques to requirements
not as rugged as WDM currently limited to 64
waveguide channels
architectures

Table 1: Architecture Issues/Trades
2.2.4 Optical STAP with Photonic Controlled Array

An architecture which directly integrates the optical STAP with a photonic controlled array
is depicted in Figure 6. The solution for the adaptive steering vector would be performed as
discussed above. In this figure, which is appropriate only if a single optical module could be
used to compute the steering vector (in fact, 8 running in parallel are required when the
matrix and vector element values can be complex and positive or negative), the detection in
the iterative loop is moved to the X modulators. The addition of h is effected by coupling
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the output of an amplitude modulated laser diode into the return path to the modulator for
%. In this way, the optical signals on the array of fibers represent the iterated adaptive
steering vector and is carried, over the fiber, to the photonically controlled RF antenna. The
iteration result, the adaptive steering vector, times the inputs § from the antenna elements,
also carried over optical fibers, would then be detected as the adaptively steered resultant

- -

X-S.

A Optical STAP
Xn Ax,
——
—
( i
—
—
OEIC
detector and )
modulator
Modulators
Optical fiber lteration Feedback
bundle \ X y
(
h
I Antenna array
elements
Modulators

Re(x)
+lm(x)
Update fiber
\. | Sample < _/
Covariance
Matrix W I phase s
amplitude
OEIC l l P
—

Y
Adaptively Steered Result —p}-x.s

oeic.cvs

Figure 6: Integration of optical STAP in a photonic controlled antenna system
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2.2.5 Speed Advantage of Optical Architectures

In this section the loop speeds of a digital and an optical STAP processor are compared. It is
estimated that the loop speed of the optical processor is more than an order of magnitude
faster than a digital processor. The comparison is given in terms of loop iteration period.

2.2.5.1 Digital Processor Array Architecture

Figure 7 displays the architecture for an array of digital processors to perform the matrix-
vector multiplication and addition required to iteratively solve the equation, '

X,  =AX, +h.

In this section, the time to perform the computations on an idealized digital array processor
for one loop of the iteration is estimated.

N x N Array
of Floating Point

Processors \

Duplicated
rows of X,

NAVAVANRNA N

 AANANAANANANY
s N N
§%>
®
 AANANANANANANRY
 AANANANANANANRY
 AANANANANANANRY
B VA A
>

~ \V4
J N*(N-1) FLOPs N FLOPs
h in log, N stage ~in 1 stage
N*N FLOPs
in 1 stage

Figure 7: STAP digital array processor architecture

To perform, in parallel, the matrix-vector multiplication of A, a square matrix of dimension
N, times a vector X of length N requires an array of N by N processors. The summation of
the product terms are performed in a binary tree architecture and requires logzN stages. This
summation requires N?/2 processors for the first stage of the tree and may reuse some of the
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original N? processors used in the multiplication. The addition of the vector h requires only
one stage and N processors. Thus there are log2N +2 stages in the iteration loop.

It is assumed here that the steady state sustained speed of each processor is 60 MFLOPs. This
steady state sustained processing rate is used in the estimate here which corresponds to a
processing time for each stage of 16.7 ns. Multiplying this value times the number of stages
required per iteration loop provides an estimate of the loop iteration time. For example, an
8x8 matrix requires 5 stages which would take 83.5 ns. Loop periods for a number of array
sizes appear in the table following the discussion of the speed of the optical architecture.

2.2.5.2 Optical Architecture

The iteration loop period for an optical waveguide STAP processor is proportional to the
path length of the loop, which involves both optical and electrical connections. It is assumed
here that an optical path length of approximately 6 inches should be realizable for a 64x64 or
smaller array. Based upon an index of refraction of 1.5 for the waveguide architectures, this
corresponds to an optical transit time under 1 ns. Assuming an equivalent time for the
electronic path, an iteration loop period of 2 ns is used for estimating the speed of an optical
processor for 64x64 and smaller matrices. This same estimate is used for both of the
waveguide architectures and for the free space architecture. As noted above, the addition of a
narrow band transmission filter to decrease channel crosstalk in the second optical waveguide
architecture would increase the loop period by a small amount. As discussed below, this
path length increase for the optical filters should be under 5 cm and therefore would add less
than 0.3 ns to the loop period.

With larger matrices, the optical path length will increase, resulting in an increased loop
period. By examining the increase in the dimensions of the combiner in the waveguide
architectures, the increase in the loop period can be estimated. Given that a 64 to 1 coupler is
achievable within a 6 cm long device, a matrix size of 1024, which requires 8 of these
couplers, can certainly be realized in under a foot which will add less than 2 ns to the loop
period. The same increase in loop period is assumed for the free space architecture as the size
of the array becomes larger. The table in the following section contains estimates of loop
periods for the optical architecture as a function of matrix size.

2.2.5.3 Comparison of Optical and Digital Architectures

From estimates in Table 2, the optical calculation is approximately 50 times faster than the
digital one for 16 by 16 and larger matrices. So if the solution for a 256 x 256 requires 500
iterations, the digital processor requires 83.5 msec to obtain a solution while the optical
processor requires only 1.5 msec.

18



Matrix Size (N) Loop period (ns)
Digital Optical
8 83.5 2
16 100.2 2
256 167.0 3
1024 200.4 4

Table 2: Estimate of loop period versus array matrix size for digital and optical array processors

The estimates for the loop periods for the optical calculation with larger matrices are
conservative. With an efficient design, these may become smaller and the optical method
may scale with the size of the matrix more slowly than the digital array approach which is
proportional to the log:N. Thus for larger matrices, there may be an additional benefit to be
realized with the optical approach.

2.2.6 Complex and Negative Matrices and Vectors

The optical processors described above are limited to positive real valued operation.
However, by linking multiple modules as shown in Figure 8, the solution of complex valued
matrices and vectors can be obtained. Each box, representing a matrix vector product,
requires one of the processors shown in Figures 1, 2, or 3. The additions are performed

Figure 8: Solution for the complex valued matrix-vector iteration

electronically.
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Since the optical processor detects optical power, negative values are not admissible with a
single optical module. However, by adding biases to A, % and h, we can develop a system
with multiple optical modules to handle negative values. Select a matrix D which, when
added to A, yields a positive matrix A'. Likewise, a vector d can be chosen which, when
added to X, yields a positive vector X'. From Equation (4) we have,

+d=(A+D)&, +d)+h+d-D, +d)-(A+D)d, (5)

n+1

which can be rewritten as

A%, +(h+d-Ad)- ©)

n+l

Equation (6) can be represented as in Figure 9 where the output of each module is now
positive.

C“' | X+

h+d-A'd
Figure 9: Method for handling negative values

The implementation of a complete complex valued optical processor would appear as in
Figure 8 where each module is replaced by the A'X' - DX ' pair of modules and the addition

of h is replaced with h +d-A'd.
2.2.7 Obtaining Desired Accuracy

To obtain the desired accuracy from a limited accuracy processor, the solution can be divided
into a series of limited precision parts. The quantities A, X and b are expanded as,

X, =X0+27"xP +27"xP+...
h=h® +2"h® +2?2"hP+... )
A=A®+2"AD L2 AP
where m indicates the number of bits of precision attainable and the superscript indicates the

level of precision. When these expansions are inserted into Equation (4) and like precision
terms are separated, the solution for the k™ precision level of X is

-'(k) __A(O) (k) +h(k) +2A(M) (k=m) (8)

n+l
m=1
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The overall iteration would start with the iteration for the most significant part (i.e.
superscript of (0) and then continue through the lower significant parts. The summation
term in Equation (8) would need to be computed only once per limited precision solution,
and, therefore, can be computed digitally.

2.2.8 Method to Process Very Large Matrices

For the waveguide architecture using multiple wavelengths, shown in Figure 10, the number
of different wavelength channels which can be used may be limited by the modulators or the
wavelength demultiplexer. Fortunately, the waveguide concept can be expanded so that
these limitations will not limit the size of the matrices which can be solved. In Figure 10 we
show how modules with a limited number of channels can be linked. If p is the maximum
number of wavelength channels that are attainable and, for example, the matrix size is N=2p,
a module of size p x 2p is built. Then, a second identical module is built which can reuse the
same wavelengths or another spectral band. The output at the detectors of the two modules
are concatenated to form the complete AX vector of length 2p. This result is then fed back
to both modulator arrays of length 2p.

If the channel limitation is due solely to the limited spectral range of the modulators, an
alternate architecture could be designed which uses wavelengths from M to A2 with a single
set of wavelength demultiplexers (demultiplexing 2p channels) and a single detector array.

Modulator
Attenuator/Modulator (x,) Wavelength Demultiplexer
(A) 8 N 2
- = P Detector
}\'1 s 2\\\ - e - ‘ ;,/’f lp_1 ?
o N 0
P2 i = S Ll
Ay >
7‘2p—>
h Ax
2p guides per o1 ~ (AX,)
wavelength A\

To both sets of
modulators

Figure 10: Optical waveguide architecture for large matrices




2.2.9 Simulations of Optical Architecture

The operation of the optical architecture was simulated using MATLAB. The goal was to
test the convergence when multiple modules are used. In addition, variations in the detector
bandwidth and loop periods were included to test operation for realistic component
specifications. The effects of detector noise which is inherent in any optical system were
included in the model. The simulations included various levels of channel crosstalk in the
wavelength demultiplexers in the multi-wavelength wave guide architecture, or, equivalently,
the cross talk between signals reaching the photodiodes in any of the three architectures
considered. Using this simulation, the speed of convergence and the accuracy of the
processor were estimated.

The simulation results in Figure 11 show the number of iterations or cycles required to find
the adaptive steering vectors for two different covariance matrices as a function of the
bandwidth - time (BT) product of the optical processor. In this case, the system was
noiseless. The BT product is defined as the product of the loop period for a single iteration
and the narrowest bandwidth of any of the components in the iteration loop. The results of
this simulation indicate that the bandwidth should be at least the inverse of the loop period
(e.g., 1 GHz for a loop period of 1 ns), and that there is negligible benefit in increasing the
detector bandwidth beyond twice the inverse of the loop period.

Cvonvergence Rate Dependence on BT

n

o

o
T

0 1 2 3 4 5
BT
Figure 11: Number of iterations required for two different matrices

versus the BT product in a noiseless system
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In general, the form of the covariance matrix determines the likelihood of convergence and
the number of iterations required for convergence. However, a good initial guess for the
adaptive steering vector can dramatically decrease the number of iterations required to reach
a solution. For the simulations represented in Figure 11, the elements of the initial steering
vector were all zeros. However, in a real system where the covariance matrix is updated
every pulse, using the last adaptive steering vector as the initial guess should dramatically
decrease the number of iterations required since it is expected that the adaptive steering
vector should change little from pulse to pulse.

In Figure 12, the convergence of the simulated system is demonstrated in terms of the relative
error which is defined as the ratio of the magnitude of the difference between each iterated
adaptive steering vector and the exact result to the magnitude of the exact result. In the
following figures, the relative error as a function of cycle index is normalized to the relative
error at the first cycle. The noise source in these simulations was assumed to be photon shot
noise on the detector based on 10 pwatts of optical power incident on each detectors.

Convergence Test for BT=1

:,': T T T T T
~ .5} W + Digital | -
fg —No Noise
~ .10} X Detector Noise 1
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= -15¢F ]
w
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T .30}
-35}+
-40 .
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Figure 12: Error versus the iteration cycle index for a digital processor and for the optical
processor with no noise and identical modules, with detector noise and identical modules,
and with detector noise and a variance in the modules' BT

In this figure, the results for an 8 module processor which can handle complex covariance
matrices and non-adaptive steering vectors are shown for a number of cases. First, the result
with no detector noise and modules having identical loop periods and detector bandwidths

0 50 100 150 200 250 300
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falls off linearly on a logarithmic scale. The cases with detector noise and differences in the
bandwidth and loop period from module to module also converge as rapidly until a noise
floor is reached. In these cases, the results were accurate to about 10 bits. As previously
discussed, improved precision can be achieved by individually solving for the limited
precision parts. Also, the effect of matrices having a range of condition numbers on the rate
of convergence and on the noise floor needs to be determined. From Reference 11 it is
expected that the level of the noise floor will vary in a near linear way with condition
number of the matrix. In order to obtain a reasonable rate of convergence and low noise
floor, the input matrix is preconditioned, as indicated above.

The rate of convergence of the iteration using a simulation of a digital array processor is also
shown in Figure 12. These results, and an estimate of the loop period for a digital array
processor, will permit a direct comparison with the proposed optical processor.
Convergence rate of the optical processor is seen to be faster than the digital processor. This
is expected because the BT products of the optical processor modules are approximately 1,
rather than 2 or greater. The analysis of the digital array architecture necessary to solve the
iteration showed that logsN+2 FLOP stages were required. Recall that the loop period of a
digital processor for a 4x4 matrix is 67 ns. When this is compared with the achievable 2 ns
loop period for the optical processor, it becomes apparent that the optical processor can offer
a substantial improvement. For the vector solution in Figure 12, the digital calculation
required 100 iterations and the optical one approximately 150 iterations to reach an error of -
32 dB. Therefore the digital array processor would require 6.7 s to converge while the
optical processor would converge in only 0.3 ps.

Since channel crosstalk, i.e., cross talk between the signals going to the different detectors,
may limit the precision of the processor, its effects in the system were simulated to determine
the maximum allowable level. Of particular concern is the cross talk in the wavelength
demultiplexer in the multi-wavelength waveguide architecture. In Figure 13, the relative
error is plotted verses the number of cycles with varying degrees of channel crosstalk. For
the -20 and -30 dB crosstalk levels, the solution was limited to -15 and -25 dB in the relative
error, respectively. However, with -40 dB crosstalk, the result converged to the detector
noise limited -32 dB level. Results similar to those in Figure 12 are, of course, dependent on
the form of the matrix solved. However, from other simulations, a channel crosstalk level of
-40 dB also appeared to be satisfactory for the result to converge to the level of the detector
noise. As mentioned above, if the WDM demultiplexer cannot provide this level of crosstalk,
narrow band transmission filters can be inserted prior to detection.
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Effect of Crosstalk with BT=1
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Figure 13: Relative error in the adaptive vector versus iteration cycle index for several levels
of channel crosstalk in the WDM demultiplexer

In summary, the desired BT product should be between 1 and 2, the system continues to
work properly with noise and relative scaling errors on the matrices and vectors between the
multiple channels, though these errors decrease the number of significant bits of the solution.
Finally, in order to maintain the detector noise limited resolution, the channel crosstalk must
be limited to approximately -40 dB or less.

2.2.10 Implementation

Each of the analog optical processors considered for STAP processing requires a subset of the
following components: laser diodes, 2-D spatial light modulators (SLM’s), optical waveguides,
amplitude modulators, wavelength demultiplexers, photoreceivers and waveguide star
couplers and splitters. Except for the SLM’s, these devices have been developed for the
telecommunications industry and the device quality is rapidly improving to meet the
increasing demands. In the following sections, the requirements of the components will be
explained and the device technologies meeting these requirements will be discussed. Various
technologies can be used for each of the components which changes the appearance of the
architectures described above. The following discussion is based on components designed for
1.3 and 1.55 mm operation for the waveguide approaches and at a wavelength such as 680 or
830 nm for the free space architecture.
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2.2.10.1 Planar Waveguide Coupling

One of the key issues in the waveguide approach is the manner in which light is coupled
from one device to another. As shown in Figure 5, the desired devices would be integrated
on planar light wave circuits (PLC). Butt coupling between two PLC’s is more attractive
than pigtailing and connecting fibers for reasons of compactness and lower insertion loss.
However, this introduces the issue of accuracy in the channel waveguide pattern processes.
Since the channel waveguides can be very narrow (5 um for single mode guides), the accuracy
of the channel waveguide location must be on the order of a micron or less. In conversations
with silicon waveguide manufacturers, we have learned that accuracies on the order of 1 pm
can be achieved in waveguide patterns. In addition, they have recently begun studying butt
coupling two PLC chips.” However, as shown in the design in Figures 2 and 3, we would
prefer to stack multiple PLC’s on top of one another and butt couple to another PLC stack
which has been rotated by 90 degrees. This would impose the same micron tolerance on the
thickness of the silicon wafer which could not be achieved. However, using multi-mode
guides would allow for a greater tolerance in the waveguide locations. These type of
alignment issues will be considered further before a final architecture is chosen.

2.2.10.2 Light Sources and Modulation

The most straight forward approach for inputting the values of the ¥ vector or A matrix,
depending on which comes first in the architecture, is to directly modulate an array of laser
. diodes, one diode per element of the vector or array. As indicated above, the optical
architectures assume amplitude only modulation. Therefore, it is required that the individual
beams coming from each of these modulated input sources be mutually incoherent at a
detector. This can be assured if mutually incoherent optical sources are used for each of the
inputs and the line width of each of the lasers is wider than the detector bandwidth. Given
that the bandwidth of the detectors is 2 GHz, LD’s with a spectral bandwidth greater than 12
GHz (e.g., 0.1 nm at 1.55 mm) will provide the incoherence. Commercially available DFB
LD’s with spectral bandwidths of 0.1 nm, can be directly modulated at multi GHz rates. If
the required dynamic range (number of bits of resolution) using direct modulation can not be
obtained at the high modulation rates, external modulation will be used. If, for external
modulation, a single optical source feeds some number of modulators, the mutual
incoherence can be obtained by incorporating path length differences between the paths from
the LD to the modulators so that the light in the different paths is incoherent. For example,
an LD with a spectral width of 12 GHz (0.1 nm at 1.55 mm) has a coherence length, A, of 2.4
cm in free space. Therefore, incoherence can be achieved by creating waveguide patterns
where the path length, A, differs by more than 2.4 cm between®any two routes. Figure 14
depicts the manner in which this could easily be achieved.
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Figure 14: A scheme for implementing a single LD at each wavelength

Various forms of external modulation of the output of the LD’s can be used to imprint the
matrix A. Standard electro-optic (EO) amplitude modulators using a Mach-Zehnder design
can operate at up to 18 GHz rates but are generally not monolithically integrated onto the
same substrate as the LD. Electro-absorptive (EA) modulators are another external
modulation scheme becoming increasingly popular for high speed (>10 GHz) modulation.
These devices have been monolithically integrated with LD’s on a single substrate for digital
communication. Mitsubishi is currently marketing a 1550 nm distributed feedback (DFB)
LD with a spectral line width of 12 GHz and an integrated EA modulator which can operate
at 10 GHz.

Currently, indications are that direct modulation, in addition to offering the benefit of larger
optical powers, is the least expensive method. Therefore, the preferred design shown in
Figure 5 depicts direct modulatlon of N*LD’s.

2.2.10.3 WDM Architecture Constraints on LD’s

The path lengths through the device and the bandwidth of the detector place a limit on the
narrowness of the laser spectral bandwidth. However, with the desire to process larger
matrices, more wavelength channels are necessary and the channels must be placed closer
together. Thus, the laser spectral bandwidth must also be balanced with the trade off of the
fineness of channel separations as well as the acceptable crosstalk between channels.




In addition, custom orders for emission at specific wavelengths are routinely supplied for
WDM applications.

Operational systems will implement many channels to solve large matrix-vector iterations.
This will require many LD’s with densely packed wavelengths and narrow lines. The use of
monolithic wavelength division multiplexing (WDM) laser arrays which have multiple lasers
operating at evenly spaced wavelengths is an attractive option for achieving the desired
wavelengths for a lower cost than single lasers on each substrate. As shown in Figure 5, the
matrix A is generated by N such devices operating at N wavelengths with each individual LD
being directly modulated. '

Such devices are already being developed for the telecommunications industry. A group at
Bellcore through DARPA funding for the Optical Network Technology Consortium
(ONTC) has produced a device with 10 wavelengths which are evenly spaced by 2 nm with
an accuracy of 0.2 nm. ® In this device, the output of the LD’s are coupled and amplified by
a semiconductor optical amplifier (SOA). The group has claimed production yields of
around 80% which demonstrates the promising future of such a device. As shown in Figure
5, when the SOA in their device is replaced with an amplitude modulator, the first three
stages shown in Figure 2 would be placed on a single substrate.

2.2.10.4 External Modulators

Depending on which of the optical processing architectures is implemented, and on its
configuration, external modulators are used for either X or A or both.

If external modulation is used for ¥ modulation, the quality of the amplitude modulator
handling the feedback for the iterative X value is critical to the successful solution. Such a
modulator must have a large dynamic range and requires linear modulation at high speed. In
addition, based on the desired loop transit time of 2 ns, the modulation bandwidth of the
device should approach 1 GHz.

The key issue for X modulator for the architecture using WDM’s is the width of the spectral
range which can be covered with linear operation of the modulators. This issue, and the
wavelength demultiplexing channel separation limit, will effectively bound the number of
channels and hence the size of the matrices which can be solved in a single module. It should
be noted that variances in the linearity (i.e. différent slopes of the amplitude modulation to
applied voltage relationship) of the modulator for different wavelengths can be handled by
tuning attenuators located in the waveguides before the detector or in the post detector
electronics.

EO amplitude modulators satisfying the speed requirements and linear operation can be
achieved when the device is biased to the quadrature level. Much work has been performed
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to improve the linear operation and dynamic range of these devices. The geometry of the
Mach-Zehnder limits operation to a given spectral range which depends on the desired
tolerances in linearity. However, as a rough approximation, typical devices should exhibit
approximately a 30-60 nm bandwidth over which the amplitude varies by less than 1%. The
EA modulators are not based on an interferometer geometry, but they are limited to a certain
spectral bandwidth where the optical transfer curve is linear. Current indications are that
these curves are linear over a spectral bandwidth of less than 10 nm. Spectral range is
important only in the architecture using WDM’s.

Compelling arguments can be made for both devices. First indications show that EO
modulators can be operated over a larger spectral bandwidth. EO modulators are typically
linear to about 60% of the total modulation region which typically covers greater than 20 dB.
EA modulators have a total modulation region of approximately 10 dB. Therefore, EO
modulators will provide a larger dynamic range than current EA modulators. One argument
in favor of EA modulators is that they are made from InGaAs and other type II-IV
semiconductors which are easily integrated with LD’s and should be less expensive than
LiNbOs EO modulators. EA modulators also have lower capacitance and can be driven with
less power but they currently suffer more than four times the insertion losses of EO
modulators. Table 3 shows a comparison of the current EA and EO modulators.

Fermionics is in the final stages of developing EA modulators for the commercial market.
They intend to have devices operating with bandwidths of 10 GHz on the market by the end
of 1996 for an approximate cost of $1000.* This is already less than quality EO modulators.
And it is expected that the cost of EA modulators would decline rapidly as the production
quantities increase.

Characteristics EO Modulators EA Modulators
Supplier I0C Fermionics
Insertion Loss (dB) 3-4 10 |
Maximum Extinction Ratio (dB) >20 10
Speed/Bandwidth (GHz) 2 10

Optical Bandwidth (nm) 50 <10

Driving Power (W) <1 0.1-0.3
Capacitance (pF) 3-4 0.2

Table 3: Comparison of EO and EA modulators




The higher dynamic range and linearity of the EO modulators would increase the resolution
of the solution and reduce the number of levels necessary for the complete solution.
However, the implementation of several modulators on a single substrate would reduce the
cost of the EA devices further. While EO modulators appear to be the only near term
option, the progress in EA modulators will be closely watched to determine if they can
replace EO modulators in future generations of the processor.

2.2.10.5 Two Dimensional Spatial Light Modulators

A 2-D (SLM) is shown in the free space architecture to represent the A matrix. The
modulation required is amplitude only. SLM’s are available from a number of vendors. For
example, Boulder Nonlinear Systems, Inc. (BNS) manufactures a high quality 128x128 analog
ferroelectric liquid crystal (FLC) reflective SLM. They have a 512x512 FLC SLM under
development. The nominal frame rate of the 128x128 SLM is 1 kHz, and can be as high as 5
kHz. However, a significant fraction of the frame period is required for changing the state of
the pixels (50 to 100 msec). In addition, for half of each frame period, the SLM is switched to
its opposite state. Therefore, at a frame rate of 1 kHz, 300 msec of the 1 msec frame period is
usable to look at data. When used in direct (zero order) back reflection mode, the dynamic
range of this device is 70:1. In addition to the commercially available BNS SLM, others that
may be available will be considered.

2.2.10.6 Wavelength Demultiplexing

For the architecture based on WDM’s, the wavelength demultiplexer in the system is
necessary to separate the results of the multiplication A-X. The issues driving the selection
of the technology for wavelength demultiplexing include the center wavelength accuracy,
channel or filter width, number of channels, crosstalk, insertion loss and cost. The tradeoff
in the channel width would include the issues of crosstalk and the manufacturing accuracy
and the stabilization for the center wavelength of the LD and WDM filters. If necessary, the
alignment of the wavelength of the center wavelength of the LD with the WDM filters could
be performed by temperature tuning the LD. Most of the LD and WDM demultiplexer
devices have thermo-electric coolers to provide environmental stabilization.

The isolation (equivalent to the negative of the crosstalk) is a measure of the ratio of the
power of the correct wavelength exiting a specified channel to the power of other
wavelengths exiting the same channel. Low isolations will reduce the accuracy of the
processor. In general, dense WDM demultiplexers exhibit slightly lower isolations between
adjacent channels than the channels which are separated by more than the channel spacing.
If the desired isolation cannot be obtained during the wavelength demultiplexing, a narrow
band transmission filter can be added prior to each detector. This device would effectively
remove light at any other wavelengths which, due to the limited isolation of the
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demultiplexer, happened to enter this channel. Therefore, while locating the WDM device it
will also be necessary to identify the need for and technologies available for these bandpass
filters. In order to maintain a high resolution for the processor, the insertion loss of these
devices should be kept small.

The estimated requirements for the wavelength demultiplexer in a demonstration system
would include a channel spacing of approximately 1 nm. In order to prevent crosstalk
between the channels, a channel width of 0.2 nm - 0.5 nm would be desired with an isolation
of approximately 40 dB. In the following, some of the available WDM technologies are
analyzed. |

2.2.10.6.1 Dichroic or Dielectric Thin Film (DTF) Devices

In a dichroic or dielectric thin film (DTF) device, the filter structure is based on coating a
glass substrate with alternating layers of slightly higher and lower dielectric materials with a
thickness of one quarter or one half of the optical wavelength. This periodic index grating
then selectively reflects light at a specified wavelength. Fabry-Perot cavities are fabricated
from these gratings to serve as bandpass filters. In addition, multiple cavities are used to
tailor the band shape to have flat tops and rapid falloffs.

Filters can be cascaded to realize multiple channel WDM devices. Usually, the filters are
cascaded sequentially such that different channels experience different path lengths. In the
design of our optical processor, this is a drawback because it causes different loop periods for
the various spectral components of each element in the vector. This could be corrected by
inserting various lengths of fiber on the output ports of the device. However a preferable
option would be to use a nested or tree cascade structure which would keep the loop period
short.

The following tables represent an example of the various devices commercially available
using dichroic filters. While these devices are satisfactory for standard WDM systems with -
channel separations of larger than 1 nm, they cannot meet the requirements of dense WDM
systems with channel separations of 0.1 nm - 1 nm. Therefore, these devices will be
eliminated from further consideration.




Part Name BWDM
Number of Channels 4

Channel Width(FWHM or 3dB) 3 nm
Channel Spacing 7.5 nm
Crosstalk -25dB
Excess Loss 1-3dB
Temperature Dependence 0.02 nm/C
Cost $4390

Table 4: ETEK wavelength demultiplexer using dichroic filters

Number of Channels 4

Channel Width(FWHM or 3dB) <1.1nm
Channel Spacing 1.6 nm
Crosstalk <-30dB

Cost $18,000-20,000

Table 5: Optical Corporation of America Wa\.relength demultiplexer using dichroic filters

2.2.10.6.2 Grating-Littrow or Angularly Dispersive Devices

A number of different architectures are available which disperse wavelengths along different
angles using gratings. Among these architectures are concave gratings or Rowland circle
gratings which can be integrated into waveguides. In these devices, light from the input fiber
is directed onto a concave grating mirror and then selectively reflected into one of many
channels or guides. These devices can typically have a 1-4 nm channel separation but losses
are generally in the 10-15 dB range.

Y. C. Chen's group at the University of Maryland Baltimore County (UMBC) has fabricated
these devices using chemically assisted reactive ion beam etching.” They are currently
developing demultiplexers and multiplexers for the Lightning Program which is involved in
the development of a WDM network. In addition, under an DARPA funded project, Chen's
group explored using these devices in a monolithic integrated WDM laser array.

Instruments S.A., Inc. has developed a similar grating device in which the light from the
input fiber is directed onto a 3-D concave mirror and reflected onto a diffraction grating.
The reflection from the diffraction grating routes the wavelengths onto individual fibers.
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with a channel spacing as small as 0.4 nm and very low polarization sensitivity.'

Part Name Quote: Multi-Mode

Number of Channels 4/8

Channel Width(FWHM or 3dB) 0.2 nm

Channel Spacing 1nm

Crosstalk -30 to -55 dB

Excess Loss <5dB

Temperature Dependence 0.01 nm/C

Cost $11,000/18,000

Table 6: ISA wavelength demultiplexer using diffraction grating
2.2.10.6.3 Array Waveguide Grating (AWG)

The array waveguide grating (AWG) or phase array waveguide grating (PAWG) incorporates
two planar star couplers in SiO2/Si or InP waveguides as shown in Figure 15. The input
coupler directs light from each of the N channels into all of the N output ports of the first
coupler. Each guide after the coupler is fabricated with a constant length difference between
the neighboring guides. The phase differences which are created by the varied transmission
lengths then steer the individual wavelengths onto one of the N output ports. When applied
in the matrix-vector multiplication processor, this device would require only one input port.

} These devices can operate with single or multi-mode fiber and can have up to 131 channels
|

Constant length
difference between
each arm \
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Figure 15: Layout of a typical array waveguide grating (AWG) wavelength demultiplexer




Typical AWG devices can achieve up to 64 channels with channel separations of 0.4 to 15,
nm, isolations of 14-30 dB, insertion losses of 2-8 dB and low polarization sensitivities.” A
group at AT&T have recently integrated one of these devices with a channel separation of
0.76 nm in a Terabit communications system."

Number of Channels 32 64
Channel Width (FWHM or 3dB) 0.3 nm -
Channel Spacing 0.8 nm 0.4 nm
Crosstalk 28dB  |-27dB
Excess Loss 2dB 3dB

Table 7: Typical Parameters for AWG wavelength demultiplexer (From Reference 17)

Y. C. Chen's group has also worked with these devices. They have developed the AWG
masks and contracted Photonics Integrated Research Inc. (PIRI) to etch the AWG on silicon
wafers. These devices exhibit very low loss and excellent performance. The accuracy for
their device's center wavelength was approximately 0.2 nm and the accuracy of the channel
separation was about 0.01 nm.” In addition, Chen states that the cost of a 10 channel
unpackaged (i.e. not fiber pigtailed) device to be approximately a few thousand dollars for
prototype quantities. As production quantities increase, he expects prices to reach several

hundred dollars.

In a subsequent conversation with PIR], it was found that they are currently manufacturing
prototype quantities and claim accuracies of 0.1 nm for the center wavelength and 0.05 nm
for the channel spacing. They have developed photomasks to build up to 32 channel WDM’s
with spacings as small as 0.8 nm. Their devices have also been integrated with thermo-
electric coolers for thermal stabilization. For standard products the adjacent channel
isolation is better than 22 dB and approximately 30 dB for the other channels. Table 8 shows
the approximate costs of the currently available devices and prices are expected to decline by
about 50% within the next year as quantities increase.

Number of Channels 4 32
Channel Spacing 0.8-1 nm 0.8-1 nm
Channel Width(FWHM or 3dB) | 0.4 nm_ 0.4 nm
Insertion Loss < 7dB <7dB
Approximate Cost (packaged) $7,000 $20,000
Approximate Cost (chip) $3,500 $10,000

Table 8: PIRI wavelength demultiplexer * using AWG
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2.2.10.6.4 Fiber Bragg Gratings

A group from the Communications Research Center (CRC) in Canada which have been
researching Bragg gratings in fibers for a number of years, have developed another narrow
band WDM device. The design shown in Figure 16 implements identical Bragg gratings
which are written in two arms of a Mach-Zehnder Interferometer (MZI).” The light at the
Bragg wavelength of the gratings reflects from the gratings and returns through the second
arm of the fused coupler. The light at other wavelengths is transmitted through the gratings
and exits the device through the second fused coupler. Though the two gratings are written
simultaneously with a phase mask, there is a slight optical path length imbalance in the two
arms.” This is corrected by what is referred to as “UV trimming”. In this process, one arm
is exposed to uniform UV light which increases the index and thus the optical path length,
thereby balancing the interferometer.

3 dB coupler UV trimming Optical fiber

=2y \ / \ ’
-{_ >
' NIHINI
Ay / 7”1'”7‘3
Bragg gratings
braggmz.cvs at 7\,4

Figure 16: Mach Zehnder Bragg Grating Wavelength Demultiplexer

Number of Channels NA
Channel Width(FWHM or 3dB) | 0.2 nm
Channel Spacing 0.8 nm
Crosstalk -20 dB
Excess Loss 0.5dB
Temperature Dependence 0.015 nm/C

Table 9: CRC's Mach Zehnder Bragg grating wavelength demultiplexer”

Part of the group from the CRC formed a company called Innovative Fibers and are
currently manufacturing a WDM device. Standard devices which are available have channel
separations of 0.7 to 1.6 nm, channel widths of 0.1 to 0.5 nm, isolation of more than 20-35 dB
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and insertion losses under 0.5 dB. In addition, Innovative Fibers have recently developed
temperature control on the devices which reduces the wavelength shift with temperature to
around 0.001 nm/C2 This is an important development and implies that more densely
packed channels should be attainable.

Part Name Quote: 4 MZI WDM Devices
Number of Channels 4

Channel Width(FWHM or 3dB) 0.5 nm

Channel Spacing 1nm

Crosstalk <-20dB

Excess Loss <2dB

Temperature Dependence 0.01 nm/C

Cost $10,750

Table 10: Innovative Fibers' Mach-Zehnder Bragg grating wavelength demultiplexer

The Bragg division(formerly known as Northern Photonics) of QPS Technologies is also
developing fiber Bragg gratings for WDM devices.”” They are currently producing prototype
4 and 8 channel devices with spacings of 1.6 nm with isolations of 30 dB (adjacent channel)
and 35 dB (other channels).

These Bragg gratings could serve as the narrow bandpass filters required to increase the
channel isolation. Under a previous contract, QPS has provided information on developing
custom narrow channel (20 MHz) transmission filters.” Filters with a channel width of 0.4
nm, rejection of 25 dB and lengths under 5 cm can be easily obtained. The cost of these
Bragg gratings has been decreasing rapidly over the past years as the production quantities
have increased. Currently, standard gratings can be purchased for as little as 200 dollars each.

2.2.10.6.5 Bragg Gratings in PLC’s

Another attractive option for demultiplexing is the use of the Bragg Gratings in planar light
wave circuits (PLC). The CRC and NTT laboratories have been working on a device which
uses Bragg gratings in silica based PLC’s.* They have designed an asymmetric MZI which
simultaneously demultiplexes three channels. The first channel is tapped in the same manner
as the fiber WDM. The other two wavelengths are demultiplexed by the asymmetric length
in the two arms of the interferometer following the gratings. They have installed heaters in
the arms of the interferometer to balance the path length for the first channel and to provide
the ability to alternate the ports where the other two wavelengths exit.
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Number of Channels 3

Channel Width(FWHM or 3dB) (1-2) & 4 nm (Estimateé)
Channel Spacing 5nm

Crosstalk 19dB

Excess Loss 1.5dB

Table 11: CRC's PLC Bragg grating wavelength demultiplexer®

- Another group at AT&T Bell Labs have recently published results on a two channel
demultiplexer which implemented bandpass filters written in P:Os doped SiO: channel
waveguides on silicon substrates.” Their device exhibited a 1.5 nm channel width and was
claimed to be more stable to temperature effects. In addition they claimed that no UV
trimming was necessary as in the fiber MZI to balance the interferometer. '

2.2.10.6.6 Bragg Transmission Filters

Under the previous contract mentioned above, a channelizer for true time delay has been
designed.® This device implemented fiber Bragg transmission gratings and was designed with
channel spacings of 20 MHz or 0.2 pm.?* The channelizer required substantial environmental
stabilization and tuning control in order for the filters to transmit at the desired wavelength.
The matrix-vector multiplication processor would probably never require such a fine channel
spacing and thus the requirement for environmental stabilization would be reduced. For
example, a spectral width of 50 nm with a channel spacing of 0.1 nm would allow 500
channels in a single module. While the benefit of using this device might be diminished by
the added complexity of controlling and tuning, this approach is attractive and will be
considered in further design analyses.

2.2.10.6.7 Wavelength Demultiplexing Summary

In summary, the 3D concave grating device, fiber Bragg gratings and the AWG
~ demultiplexers will all meet near term requirements for channel spacing, number and channel
widths. The isolation on the fiber Bragg grating demultiplexer and the AWG are below the
desired 40 dB but the higher isolation demultiplexer for these devices could be custom
designed. In addition, if the isolation requirement becomes too difficult or expensive to
obtain, Bragg transmission gratings can be inserted in series after demultiplexing at a
relatively low cost.

Of the three candidates for demultiplexing, the AWG seems to be the most affordable and to
have the best design for integration in the optical waveguide processor. Future increases in
the number of channels and the implementation of narrower widths in demultiplexers will
require very environmentally stable operation. Fortunately WDM networks are currently in
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high demand in the telecommunications industry and it is expected that the quality of these
devices will continue to improve along with substantial price reductions.

2.2.10.7 Waveguide Combiners

Waveguide combiners are needed in the waveguide architectures. The only requirements for
these combiners are that the guided modes are combined with minimal loss over a short
distance. 'The combiner depicted in Figure 5 is actually a 1xN single mode splitter
constructed of cascaded y-junctions in a silicon substrate which is operated in reverse. The
unfortunate effect of using this device in reverse is that at each y-junction a 3 dB loss is
incurred. Therefore, the optical power directed into one of the N input ports experiences a
loss of at least 3*logsN dB before reaching the output port. This loss will become
unacceptable as N increases. While a large scale of this design will not be used, we have
included the sizes of some unpackaged 1xN devices in the following table. Some alternate
designs will be discussed below.

Device 1x16 1x32
Size (mm) length | width | height | length | width [ height
39 57 1.1 56.7 9.7 1.1

Table 12: Dimensions of unpackaged splitters available from PIRI"

Before turning to combiner designs, the requirements of the two different stages of combiners
necessary in this processor will be discussed. The combiner prior to the modulation will
direct the single mode waveguide output from the LD’s into the electro-optic modulator and
the AWG demultiplexer which operates with single mode guides. Therefore this combiner
must have single mode inputs and outputs in order to mate with the LD’s and demultiplexer.
The second combiner stage will combine the single mode waveguide outputs of all the
demultiplexers into a single path to the photodiode. Typical photodiodes which operate at
GHz speeds have active areas of 75 pm and therefore can be pigtailed to multi-mode fiber.
Thus, this combiner requires single mode inputs but can allow a multi-mode output guide.
The relevance of this difference will become clear in what follows.

An alternate design for the combiner is depicted in Figure 17. This design would implement
an Nix1 star coupler in a manner which is better illustrated in the figure. Such a device allows
for keeping the length of the processor, and therefore iteration loop periods, short. The light
incident from the N ports would be spread over the far side of the slab region where a
portion would be collected by a larger single output port. If this output waveguide is tapered
down to a small width corresponding to single mode, the loss for such a device is still
expected to be 3*logN dB. It has not yet been determined if this loss can be substantially
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reduced if the output waveguide is not tapered down to such a small width and the output
remains multi-mode.

If the combiners precede the detector array, the output guide would not have to be tapered
back to the width of a single mode but could remain up to 75 pm wide. An analysis can be
performed to balance the reduction in optical loss of the combiner with the loss in
bandwidth which occurs with further increases in the active detector area.

f ]
,

f
VA

Single Mode ~ Star Region  Multi-Mode
Guides Coupler Guide

combiner.cvs
Figure 17: Proposed combiner implementing a Nx1 star coupler with taper

To avoid the large combiner losses in the waveguide architectures, the combiners before each
of the detectors can be eliminated and the output ends of the waveguides imaged in free space
on the photodiode array. Alternatively, each of the diodes can be replaced with a linear
detector array of length N and the signals from N photodiodes at a time combined
electrically. In this latter case, light from each of the waveguides, before any combining, is
coupled into a photodiode. The losses incurred by combining in the electrical domain need
to be determined.

2.2.10.8 Detection

The speed requirement of the photoreceiver can be determined from the simulations which
showed that there is minimal gain in rate of convergence for increasing the time-bandwidth
product beyond 2, where time is the loop period. For a minimum loop period of 2 ns, the
desired minimum detector bandwidth is 1 GHz. Since this speed must be matched by the
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post detector electronics, it is also desirable to have a transimpedance amplifier with a 50 Q
output impedance. Laser Diode Inc. manufactures a fiber coupled photoreceiver having the

required transimpedance amplification that operates at 1 GHz at a cost of approximately
$630 per device.

The requirements for future systems will probably not require higher bandwidth devices.
However, better quality (i.e. higher sensitivity) devices will allow for increased resolution
and thus possibly faster solutions. In addition, progress is being made on photodetector and
photoreceiver arrays which could be implemented more compactly in the processor design.”

2.2.10.9 Post-Detector and Modulator Electronics

The electronics portion of the processor will amplify the detected signal, add the appropriate

voltage for h, drive the modulator array and perform the convergence test. A preliminary
analysis indicates that the electrical amplification required is modest. If the range of optical
power at the photodiode is 0.1 to 10 pW and the transimpedance gain for the receiver is 5
V/mW, the electrical signal before amplification will be 0.5 to 50 mV. To produce a 15 dB
amplitude modulation, the transient voltage which must be applied to the modulator should
be approximately O to 4 V. Therefore, a modest amplifier gain of approximately 80 is
required. This analysis assumes that EO modulators are used for the ¥ modulation.

2.2.11 Optoelectronic STAP Architecture Conclusions

Several highly promising alternative architectures exist for an efficient optoelectronic STAP
processor. Although reasonably extensive, the current investigation of relevant device
technology has not been exhaustive and further research is necessary to produce a definitive
design. However, given the anticipated advantages over all-digital processors, such an effort
is justified.

3. Task 2 - SAR Image Formation (SOW 4.1.2)

The purpose of this task was to establish the physical characteristics of image formation
processors suitable for current and next generatlon SAR in order to compare all-digital and
optoelectronic implementations with respect to size, weight and power consumption.

3.1 Digital Implementation
3.1.1 Algorithm Descriptions

Two basic SAR algorithms were considered in generating the sizing estimates discussed in
this section. Algorithm A is based upon a polar algorithm and variants that are the basis of
currently deployed image formation processing systems. The algorithm has been hosted on a
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number of computing platforms employing both special and general purpose computing
systems including MCS and Paragon equipment. Algorithm A differs from other
implementations in the assumption that the geometric correction is applied to the complex
data versus the detected image data and by the correction of algorithm induced phase errors.
It can be shown that these differences result in only a slight increase in the size of the
equipment.

A top level block diagram of the algorithm is shown in Figure 18. Important to the
algorithm is the division of the radar supplied data into parallel channels of data, each
representing data for an image segment at increasing range across the desired image swath.
After the division of the input data, the processing is a direct implementation of the polar
algorithm.

The primary advantage of this algorithm is that the division of the data into separate range
segments can be accomplished using the filtering properties of the fast Fourier transform.
Thus, the dividing of the image into subimages is accomplished using a computationally
efficient signal processing technique. As a result, this algorithm reduces the computational
capacity needed for implementation.

The primary disadvantage of this algorithm lies in the assumption that the target returns are
represented by an ideal linear FM pulse. Amplitude and phase deviations from this ideal
waveform reduce the quality of the imagery produced by the overall system. This type of
error is known as a “spatially invariant” error and cannot be corrected using this algorithm.
The quality of the imagery is highly dependent upon the high performance of the radar
system.
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Figure 18: Top Level Block Diagram of Algorithm A
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Algorithm B is also based upon the polar algorithm and its variants and likewise has been
implemented on a number of host platforms. The typical implementation of Algorithm B
includes a geometric correction applied to the complex data versus the detected image data
and includes correction of algorithm induced phase errors.

Figure 19 shows a top level block diagram of the algorithm. The key feature and its primary
advantage is the use of deconvolution to convert the incoming radar data into the desired
frequency domain format. This algorithm is not dependent upon the waveform
characteristics of the radar system to produce high quality imagery. Any radar waveform
that provides adequate target illumination over a bandwidth suitable for the system range
resolution can be employed.

The primary advantage of this algorithm is the ability to compensate for the class of
distortions known as spatial invariant errors. As long as the amplitude and phase
characteristics of the radar system are known, the algorithm can adjust the amplitude and
phase to produce the ideal amplitude and phase data for polar processing.
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Figure 19: Top Level Block Diagram of Algorithm B

The primary disadvantage of this algorithm is the increased computational burden required.
Specifically, the algorithm does not provide a computationally efficient mechanism to divide
the incoming radar data into subimages for processing. (An exhaustive discussion of these
two algorithms as well as the complete details of the methods employed in this analysis can
be found in Reference 28.)

3.1.2 Radar Characteristics

The definition of the SAR systems for the analysis is key to both the optoelectronic and
digital sizing analyses. It is the common origin for the size estimates and relates them to real
world reconnaissance systems. This analysis is based upon two notional systems which is
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representative of the expected performance for current and next generation SAR systems.
The principal radar characteristics for these systems are summarized in Table 13.

Current SAR Next Generation SAR

Operating Range

Minimum 20 nmi. 10 nmi. (20 km.)

Maximum 150 nmi. 110 nmi. (200 km.)
Range Coverage

Swath Mode 10 nmi. 10.8 nmi. (20 km.)

Spot Mode 1 nmi. 1.08 nmi. (2 km.)
Azimuth Coverage

Swath Mode continuous continuous

Spot Mode 1 nmi. 1.08 nmi. (2 km.)
Resolution

Swath Mode 10 feet 3 feet (1 meter)

Spot Mode 3 feet 1 foot (0.3 meter)
Platform Velocity 700 fps. 590 fps. (650 knots)

Table 13: Top level performance characteristics for the SAR systems used in the sizing analysis

Both sets of characteristics are representative of SAR systems that are intended to provide
standoff reconnaissance from a subsonic, high altitude aircraft. Both SAR systems are
assumed to have two imaging modes, a swath mode to collect moderate resolution imagery
covering large areas and a spot mode to collect high resolution imagery covering a limited
patch area. The assumed platform velocities are representative of the average ground velocity
of subsonic aircraft (the next generation system is based upon the velocity specification for
the TIER II+ vehicle). The parameters for the next generation system are provided in both
English and metric units since the TIER II+ system was specified in metric units.

The requirements provided in Table 13 are not adequate to define the parameters needed to
specify the input data to the image formation processor (IFP). To define the data collected
by the radar system and presented to the IFP requires the identification of certain radar
characteristics which are provided in Table 14.
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Current SAR Next Generation SAR

Nominal Wavelength 0.11 feet ‘ 0.11 feet
Transmit Pulse Length 100 pseconds 100 useconds
Pulse Bandwidth
Swath Mode 72.2 MHz. 222 MHz.
Spot Mode 241 MHz. 667 MHz.
Pulse Repetition Rate _
Swath Mode 450 Hz. ' 620 Hz.
Spot Mode 520 Hz. 520 Hz.
Antenna Az. Length 4 feet 2.6 feet
Samples per Vector
Swath Mode 17764 57075
Spot Mode 3676 11093
Bits Per Sample
(real/imaginary) 5/5 5/5

Table 14: Assumed radar system characteristics

Both radar configuration are assumed to operate at X-band and transmit a relatively long
pulse. The transmitted pulse is assumed to be a linear FM with bandwidth adequate to
support the final image resolution requirement. The radar pulse repetition frequency is
selected to provide an acceptable azimuth ambiguity level for the specified antenna length
and the vehicle velocity. Both radar systems are assumed to use a complex analog to digital
conversion which has 5 bits for the real and imaginary portions of the sample. The number
of samples per radar pulse or vector are shown in the table.

The parameters were selected to represent the expected characteristics for typical radar
systems. The actual implementation of a given radar system can differ due to other design
factors. However, the parameters given are consistent with the desired performance and can
‘be considered as representative for the respective systems.

The final set of necessary definitions is the characteristics of the images produced by the IFP.
There are two aspects of defining the image, the image vector produced by the system and the
distortions and errors in the final image arising from the IFP. These definitions are given in

Table 15.

The first row in Table 15 defines the size of the image vector produced by the IFP from the
data supplied by the radar system. The errors and distortions in the image due to the IFP
itself are described in the subsequent rows. Note that these rows define only the IFP
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contributions to image quality and do not include errors due to the radar or other factors. It
has been assumed that the primary image quality is determined by the quality of the data
supplied to the IFP and that error contributions from the latter are relatively small. This
assumption should not have a significant effect on the design and implementation of the IFP
since the major sources of errors in the processor are deterministic and can be minimized or
corrected using known design procedures.

Current SAR Next Generation SAR

Samples per Vector

Swath Mode 8760 28880

Spot Mode 2992 8704
Geometric Distortion

Absolute < 1 sample < 1 sample

Relative < 0.1 sample < 0.1 sample
Impulse Response - 35 dB Taylor - 35 dB Taylor
Multiplicative Noise Ratio < -18dB < -18dB
Noise Floor < < radar noise < < radar noise floor

floor

Dynamic Range

Swath Mode > 80dB > 90dB

Spot Mode > 90 dB > 100 dB

Table 15: Characteristics for the imagery produced

The image quality specifications define the allowable IFP errors associated with the geometric
fidelity, the system impulse response and the radiometric fidelity of the image produced by
the SAR system. Again, the listed errors and distortions are those introduced by the IFP and
do not include those contributed by other portions of the system.

3.1.2.1 Results

The systems assumed in this analysis are based on the computer equipment produced by
Mercury Computer Systems, using the 1860 microprocessor and the computer modelling of
that equipment described in Reference 28. Such systems are widely used in the SAR
community and represent the equipment projected to be the platform for systems in the near
future. This equipment has the hardware and software capacities to host the image formation
processing for the class of reconnaissance system considered here.
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The laboratory environment is considered to be any normal office environment, that is,
where the ambient temperature and other factors are maintained for human comfort without
special environmental conditioning for equipment.

The ruggedized environment refers to conditions where the operating environment is similar
to an office environment, possibly with greater extremes, but includes a non-operating
environment to allow the transportation of the equipment. This environment is typical for
deployed ground equipment and certain airborne equipment.

The mil spec environment is, of course, that defined by Military Specifications for airborne
electronic equipment.

Algorithm A Algorithm A Algorithm B Algorithm B
Current SAR Next Generation Current SAR | Next Generation
SAR SAR
Laboratory
Size (ft) 7.0 | 7.0 7.0 7.0
Weight (Ibs) 128 177.5 139 210.5
Power (watts) 928 1720 1104 2248
Ruggedized
Size (ftY) 3.45 6.9 3.45 6.9
Weight (Ibs) 117 267 129 300
Power (watts) 660 1760 820 2200
Mil-Spec
Size (fY)) - 132 2.64 1.32 3.96
Weight (Ibs) 117 264 129 396
Power (watts) 600 1400 660 2100

Table 16: Physical characteristics of the equipment needed to implement digital IFP’s
3.1.3 Optoelectronic Implementation

The ImSyn™ Processor makes it possible to carry out high speed image formation and
complex valued correlation computations on inexpensive work stations. The patented
system, which has recently entered commercial production, is based on an optoelectronic
module that performs discrete two dimensional Fourier transforms. Originally conceived for
the processing of SAR images, the processor can produce a variety of images, virtually
independent of the sensor type®.
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The theory on which the ImSyn™ Processor is based is briefly described in Reference 29.
The concept is to represent an object to be imaged as a set of Fourier components, scaled
copies of which are measured as part of the sensing process. These scaled copies are summed,
one frequency component at a time, and the inverse Fourier transform produces the image.
Although, in some cases, such as radar imagery, the scattering process directly produces
scaled copies of the spatial frequency components of the scene to be imaged, the same theory
applies to cases where no scattering at all occurs but where wave-like mathematics obtains
nevertheless. Thus, the ImSyn™ Processor is equally applicable, for example, to magnetic
resonance imaging (MRI) where Fourier components are produced by the sinusoidally
varying components of precessing proton spin vectors and x-ray tomography where the
radiation can be represented as a Fourier series of spatially modulated x-ray intensities.
Indeed, the mechanism by which the ImSyn™ Processor forms images is virtually
independent of the sensing process.

The generalized architecture of the system is shown in Figure 20. The processor generates
two mutually coherent laser beams, serving as the reference and sampling beams, which are
focused at two points. Both beams are amplitude modulated by the square root of the
measured amplitude of the return signal and the sampling beam is phase modulated by the
measured phase of the return signal. The lens generates the two dimensional Fourier
transform of the two beams on a time integrating photodetector placed on the focal plane of
the lens. The transform is represented by an interference pattern, the spatial components of
which are illustrated in Figure 20. By moving the spots with their varying relative phase, the
full set of scaled Fourier components of the object to be imaged can be created with
amplitude and phase corresponding to the measurement for that component.

47



Sequence of
Spatial Components

Sensor Sample Input
Amplitude =~[A,
Phase = ¢,,
Position = {fx,fy),,

Fourier Lens

A

Sampie
Beam

Accumulated Result:
A, (fx.fy) ej X (>8] e‘j 2n(fx-X+fy-Y)

Reference Sensor Coordinate Space

Beam

Phase = "Ref"

Complex Image Output
Amplitude = \] A, P 9 P

Figure 20: ImSyn™ Processor Architecture

Acousto-optic deflectors (Bragg cells) are responsible for moving the spots. The Bragg cells
are driven by a digital frequency synthesizer whose waveform depends on the geometry of
the frequency space sampled. The high precision with which the spots can be located and the
fact that the interference pattern contains all the phase and amplitude information about the
object to be imaged account for the ability of the ImSyn™ Processor to transform data sets
even from non-uniformly sampled frequency spaces of arbitrary geometry, without
coordinate transformations or interpolations.

The photodetector integrates the complete set of spatial frequency components, at which
point an accumulation buffer contains the complete complex image represented by that set of
frequencies. The real and imaginary parts of the complex data are processed separately and
amplitude, power and phase can be displayed. Processor controls permit selection of
integration times and the orientation and scaling of the image resulting from the data.

A functional block diagram of the Essex ImSyn™ SAR Processor is shown in Figure 21.
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Figure 21: ImSyn™ SAR Processor Block Diagram

Based on a computer processing model, the results for size, weight and power requirements
for the ImSyn™ Processor are shown in Table 17, below, and compared with those for 1860

architectures.
1860 Based ImSyn™ ImSyn™
(512 Model) (1024 Model)

Size (ft)

Current SAR 3.45 2.0* n/a
Next Generation SAR 6.9 4.0 2.0
Weight (Ib.)

Current SAR 129 110* n/a
Next Generation SAR 300 220 125
Power (watts)

Current SAR 820 462* n/a
Next Generation SAR 2200 924 725

*Note: Processor greatly exceeds the image formation requirements.

Table 17: Comparison of 1860 and ImSyn™ SAR Processors

Some performance characteristics for the ImSyn™ SAR Processor are given in Table 18. The
commercial version mentioned is the current production model with a 256? photosensor.




ImSyn™ ImSyn™ ImSyn™
Commercial (512 Model) (1024 Model)
Detector Size (pixels?) 2567 5122 1024?
Dynamic Range >80dB >90 dB >90dB
Effective Input Rate 6.1 MHz 10.3 MHz 10.3 MHz
Output Rate 1.8 Mpixels/sec. | 6.8 Mpixels/sec. | 25 Mpixels/sec.

Table 18: Some Performance Characteristics of the ImSyn™ SAR Processor

We see that the ImSyn™ Processor meets or exceeds the requirements for current and next
generation SAR at significant savings in space, weight and power consumption.

4. Task 3 -SAR ATR (SOW 4.1.3)

The purpose of this task was to study SAR image preprocessing requirements for target
identification and discrimination when complex valued, spatially invariant filters are
implemented on the ImSyn™ Processor. In fact, much more was achieved in that several sets
of such filters were developed based on simulated SAR images and a high degree of
correlation was demonstrated on the ImSyn™ breadboard. Before displaying these results,
the theory of spatially invariant filters is briefly described.

4.1 Spatial Filters as a Mathematical Optimization

Using complex valued spatial filters to perform correlation functions leads to significantly
more robust and versatile systems for pattern and target recognition. The additional degrees
of freedom afforded by using both amplitude and phase information in either the image or
frequency domains permits the design of filters incorporating a broader range of image
variables, such as aspect angle, image scale and rotation, both improving correlation and
providing increased rejection of false targets, thus yielding a higher probability of detection
with a smaller search space.

To understand the implementation of these filters, let (f,g) denote the usual complex inner

product on functions or arrays. If 5 is a complex function on R’ define
bi(y) = hly=x).
So bx is the function b translated to be centered at x. A good discriminant function 5 has the

2., . . . . . .
is relatively large if there is an object of interest in

property that if fis an image, then K fohbs)

fnear x and is relatively small otherwise.
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Let F denotes the Fourier transform operator. It is an immediate consequence of Plancherel’s
Theorem that

(f3hx) = F(F(f)- F(h)*)(x)-

F{b)* is the spatial filter corresponding to the discriminant function b. This formula defines
the correlation process and reveals the connection between optics and correlation.

Now, let fiy...,frs...of, the training set, be a finite sequence of images. The images are ordered
so that fi,...,f» are true targets, usually centered about the origin, and fu+1,...,f are false targets.
There will always be at least one true target but there need not be any false targets. The
signal to clutter ratio of a discriminant function 5 (or, equivalently, the spatial filter F(h)*) is

defined to be
SCR) = TH)/CPY)

where
2

T (h) = min max{{ f;, b=

1<i<n xeBi

and
C(h) = max maxl(ﬁ, bx> ? ,

1€i<m xeR:

where Bi is any region in the correlation plane and Ri is a region in the correlation plane
which contains at least the detector face and Bi.

T(h) is called the threshold of b and Cfb) is called the clutter of b.

The process of deriving the correct spatial filters consists in maximizing SCR(h). This is not a
trivial exercise as SCR(h) tends to be a highly nondifferentiable function of its many
parameters. However, it can easily be shown” that maximizing SCR(}) is equivalent to a
standard quadratic programming problem and that is the approach taken here. Details about
forming the spatial filters are given in Reference 31.

4.2 Results

Simulated SAR images were created using the Xpatch-ES code. The training sets consisted of
twenty-one images each of a T-62 and a “generic” tank (an object having only tank like
features) at several azimuth and elevation angles and four polarization combinations. Images
were created for cases with no background and for a “perfectly conducting” ground plane.

Each of the images produced was represented as a 64 x 64 array of complex numbers. For
each target, three such arrays were produced corresponding to the three polarization states of
the measurements, hh, hv (= vh) and vv, where h and v refer to horizontal and vertical




polarization, respectively. Each of these images was first reflected about its diagonal for
proper orientation and then changed to a nonnegative array by saving the magnitude of each
entry. Each nonnegative array in turn was converted into a byte (256-bit) array simply by
mapping each amplitude A to the integer nearest to 255A/M, where M is the maximum
amplitude in the array. This effectively normalizes the radar returns from the targets and
makes them easier to view.

At this point, there are now three 64 x 64 byte images corresponding to the three
polarimetric measurements of the targets. Rather than choosing one image as most
important or fusing all three of them into a single composite image by some ad hoc algorithm
with a corresponding garbling of information, it was decided to create a tiled 128 x 128 byte
image as follows. The hh byte image was placed in Quadrant II (northwest corner), the vv
byte image was placed in Quadrant IV (southeast corner), the hv byte image was placed in
Quadrant I (northeast corner) and the vh (= hv) byte image was placed in Quadrant III
(southwest corner). This is analogous to the method employed in previous work™.

Earlier research® has strongly suggested a definite advantage in recoding byte images into an
array of phases when using correlation for target identification and discrimination. In that
work, the byte image {aj} was mapped to the array of phases {bi}, where bij = exp(maij/255).
The same recipe was followed here except when aj = 0, in which case bj = 0, i.e., only the
nonzero bytes were phase encoded. As mentioned above, two sets of Xpatch-ES generated
SAR tank images with no background and with a “perfectly conducting” ground plane were
used in this study. Twenty-one of these images were of a T-62 at 45° elevation and centered
at 90° + j*0.573°,j = -10, .., -1, 0, 1, ..., 10. A second set of twenty-one SAR images of a
generic tank were also created at the same elevation and azimuth angles. These sets of images
are rather similar. Alternating these sets of similar tank images as true and false target
training sets should provide a good test for filter design algorithms and their implementation
in hardware.
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Sample images without background are shown in Figure 22.

T-62 Generic Tank
Figure 22: Xpatch SAR Images (No Background)

Returning to the Plancherel formula above, it is seen that the correlation surface should
consist of a plot of the inverse Fourier transform of the product of the Fourier transforms of
the spatial filter and the image (represented as a complex array). The Essex ImSyn™
Processor is especially suited to this type of computation. In Figures 23 and 24, correlation
surfaces produced on the ImSyn™ breadboard are shown for the T-62 as a true target and the
generic tank as a false target, respectively. The peak represents a gain of approximately 127.5.
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The Xpatch images for the same targets with a flat ground plane are shown in Figure 25.

T-62 Generic Tank
Figure 25: Xpatch SAR Images (Flat Background)
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The corresponding correlation surfaces are shown in Figures 26 and 27, representing a gain
on the order of 100.

183

Figure 27: Correlation Surface for Generic Tank (False Target) with Background
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Thus, although the background has some effect, a high degree of discrimination is still
obtained.

The above results were obtained from rather small training sets of simulated SAR images and
demonstrated on a breadboard version of the ImSyn™ Processor. Better performance could
be expected from larger training sets and implementation on a production version of the
processor which can perform more than 200 (128 x 128) or 800 (64 x 64) such correlations per
second.

5. Task 4 - IR and Radar Search and Track (SOW 4.1.4)

This section describes an optical architecture to enhance the detection of sub-pixel moving
targets in IR, radar or other imagery.

5.1 Introduction to the Problem

Faint subpixel targets in a fixed clutter background present a severe detection problem in IR
and visible surveillance. If the targets are stationary with respect to the clutter, then
increasing scene integration increases the signature of both the targets and fixed background
by equal amounts, unless a filter can be applied to preferentially decrease the signature of the
background relative to the targets. If, however, the targets are moving relative to the
background, then the fixed clutter background can be more easily removed and a velocity
filter applied to enhance the signature of targets of selected velocities.

Performing the velocity filtering over a wide range of velocities for the case that target
velocities are unknown, e.g. in the case the target speeds are assumed to lie in a narrow range
but the direction of target motion is unknown, is very computationally intensive when
implemented on a digital computer. However, because of the speed and parallelism of optics,
a simple optical processor can be designed to exhaustively search, in real time, for targets over
a wide range of hypothesized velocities. Such an optical processor can be implemented that
can easily keep up with a camera having a high frame rate. This section describes an
architecture of an optical processor to implement the velocity filter to enhance the sxgnatures
of faint, subpixel moving targets in a clutter background.

5.2 Description of Approach

The problem addressed here is the detection of multiple faint subpixel targets moving in
unknown directions over a background of clutter. An illustration of this problem is shown
in Figure 28. An imaging array stares at a fixed ground location from a high altitude and
outputs a sequence of image frames. These images consist of noise and signatures of the
targets, if any targets are present. The noise consists of two components: fixed background
clutter (such as terrain features, roads, lakes, clouds, etc.), which is correlated from frame to
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frame, and time varying noise (such as IR detector noise), which is uncorrelated from frame
to frame.

5.2.1 Frame Registration and Differencing

Figure 28 indicates that consecutive digitized image frames are registered relative to one
another and differenced to remove background clutter prior to velocity filtering. Good
registration is important since misregistration increases the fraction of clutter that is not
removed in the differencing step and therefore leads to reduction in detectability.

In order that the frame differencing operation does not remove a moving target, it is
necessary that the camera rate be no faster than will result in the target moving by one pixel
per frame or that consecutive registered frames be added and that these summed frames be

differenced.

Reglster velosity Detect
& Fliter &
Difference Track

.<ﬂﬁ$

W

Figure 28: IR surveillance to detect subpixel moving targets.
5.2.2 Velocity Filtering

The next step after registration and differencing is to velocity filter the subtracted images.
That is, the subtracted images are combined in such a way based on a hypothesized velocity
so that the output signal to noise ratio of any targets moving at the hypothesized velocity
will be increased relative to the input signal to noise ratio. If target velocity is unknown,
then the velocity filter must be applied over a range of hypothesized velocities spanning the
range of expected target velocities. The optical architecture to implement the velocity filter
is illustrated in Figure 29.
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The optical architecture is based upon a shift and add algorithm, i.e., a spatial domain
velocity filter. For a given hypothesized velocity, a set of differenced images is shifted
relative to one another with the magnitude and direction of the shift corresponding to the
hypothesized velocity. The shifted difference images are summed together and, if there is a
target moving through the images at the hypothesized velocity, the target signature in each of
the difference frames will add into the same pixel of the sum image. Difference image pixels
containing noise only will have both negative and positive values so that the expected value
of pixels in the sum image which contain only noise is zero. On the other hand, the expected
value of pixels in the differenced images which contain a target signature is positive so that
the expected value of pixels in the sum image which contain a target signature is positive.

The resultant image is formed by comparing the sum images for each of the hypothesized
target velocities and for each pixel keeping the maximum value that occurred within that
pixel.

:)ifference 2-D Bragg Cell
mage
Frames Lens Lens
' Led A
Data / f \ ed Anay Integrating Detector
Compression Array and Maximum
and Calibration Digital Controller Values Buffer

Memory

OSTAP\DIOGEN\DIOGEN.CVS
Figure 29: Optical architecture

After the set of difference images has been summed for each of the shift directions and the
resultant image obtained, the oldest difference image is removed, the next difference image is
input and the process of shifting and summing for each of the hypothesized velocities is
repeated.

5.3 Discussion of Individual Component Availability
Through a custom development, similar devices are being developed for other applications.
5.3.1 Light Emitting Diode Array

The LED array, with accompanying memory and drive electronics, will require custom
development. Each LED in the array is intensity modulated by an analog voltage from the
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controller. A 30 dB dynamic range in intensity output is desired to be compatible with the
expected dynamic range of the integrating detector array (photosensor). Each LED should
also have a nearly equivalent response (output intensity vs. input voltage or current),
however the controller will compensate for any differences.

The mean wavelength of the LED array should be in the 600 to 800 nanometer range to take
advantage of existing LED array technology and to minimize total power required by the
architecture. The Bragg cell’s efficiency is best at the lower wavelength while the
photosensor’s responsivity will be a function of its design parameters and may peak toward
the higher wavelength. A tradeoff needs to be performed to determine the optimum
performance. '

A microlens array may be necessary to collect as much of the rapidly diverging light from the
array of LED’s. There are numerous manufacturers of microlens arrays, hence this is not a
critical component in this optical architecture. '

5.3.2 Two-dimensional Bragg cell

The 2-D Bragg cell intended for use in this project is one which Essex has designed and
currently is using in the commercial application of its ImSyn™ Processor. This 2-D Bragg
cell has a time-bandwidth product greater than 300 along each dimension which implies a
resolution of 300x300. This 2-D cell, with minimal redesign of the input transducers, has
been fabricated with a time-bandwidth product as high as 760 along each dimension.

5.3.3 CCD photosensor

The photosensor requires custom development to minimize the output data rate from the -
photosensor which is needed to perform the peak detection and hold function. This
development can benefit from the experience being gained in the development of detectors
with pixel level processing. Each pixel in the photosensor is required to accumulate charge
(from incident photons at wavelengths for silicon response: 600 to 800 nanometers) over an
specified integration period (standard sensor design techniques), compare and store the
maximum value which occurs at a defined frame rate (custom design required), then output
this maximum value. Hence, each pixel will require additional circuitry to accomplish this
peak detection and storage function which may result in a “fill factor” reduction. Less than
100% of the photosensor area is actively available to detect light (see Figure 30).
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Figure 30: Custom photosensor array illustrating a low fill factor

A microlens array may be necessary to more effectively utilize the available light incident on
the photosensor, thus minimizing the Bragg cell’s RF drive power requirement and the
output intensity from the LED array (or the efficiency of the microlens array collecting the
light from the LED array). This is not critical, given the large number of manufacturers of
microlens arrays.

5.4 Example of Expected Performance

The rate of velocity filtering is determined by the number and size of the difference frames,
and by the bandwidth of the 2-D Bragg cell used for shifting the frames. For a Bragg cell
bandwidth of 50 MHz, the time per difference frame versus frame size is:

Frame Size (pixels) Frame time (microseconds)
45x 45 3.0
90x 90 4.9
256 x 256 11.5
512x 512 217

Table 19: Time vs Frame Size

6. Summary and Conclusions

A Fourier transform based algorithm for solution of a class of linear systems important to
STAP has been presented that is suitable for both all-digital and optoelectronic
implementations. When combined with the optoelectronic architecture designed as part of
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this effort, a system for computation of adaptive beam steering vectors appears that promises
~ to be more than forty times faster than competing all-digital systems.

The ImSyn™ Processor, which has recently entered commercial production, has been shown
to meet or exceed the requirements of current and next generation SAR with significant
advantages in weight, size and power consumption. The advantages could be fully realized if
an integrated sensor/processor development were investigated.

Complex valued spatial filters were developed for SAR images and were shown to provide a
high degree of discrimination when implemented on the ImSyn™ Processor. The anticipated
improvements in SAR resolution combined with the high speed of the ImSyn™ Processor and
the economy of fully complex spatial filters show strong promise for SAR ATR. This could
augment existing ATR techniques both with additional discrimination performance and as a
computational accelerator.

Building on previous work on detection of subpixel moving targets, optical architectures for
implementing the MERA algorithm were studied with specific reference to the ability to
rapidly shift and add images. Off the shelf technology is available to implement such an
algorithm, with the exception of the rapid image display component and a special 2-D
detector. Although several potential applications were identified in IR and radar tracking,
interest appeared to be low.
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MISSION
OF
ROME LABORATORY

Mission. The mission of Rome Laboratory is to advance the science and
technologies of command, control, communications and intelligence and to

transition them into systems to meet customer needs. To achieve this,
Rome Lab:

a. Conducts vigorous research, development and test programs in all
applicable technologies;

b. Transitions technology to current and future systems to improve
operational capability, readiness, and supportability;

c. Provides a full range of technical support to Air Force Material
Command product centers and other Air Force organizations;

d. Promotes transfer of technology to the private sector;

e. Maintains leading edge technological expertise in the areas of
surveillance, communications, command and control, intelligence,
reliability science, electro-magnetic technology, photonics, signal
processing, and computational science.

The thrust areas of technicdl competence include: Surveillance,
Communications, Command and Control, Intelligence, Signal Processing,
Computer Science and Technology, Electromagnetic Technology,
Photonics and Reliability Sciences.




