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PREFACE 

This proceedings volume is the record from a Materials Research Society 
symposium covering a wide range of activity in the III-V compound semiconductor 
electronics and photonics arena. In particular, processing modules such as wet and 
dry etching, ohmic and Schottky contact formation, ion implantation, annealing 
and dielectric deposition, along with the performance of completed devices such 
as long- and short-wavelength laser diodes, VCSELs, QWIPs, heterostructure field 
effect transistors and heterostructure bipolar transistors are discussed. Summaries 
of these topics were provided by invited review papers, while contributed and 
poster papers described work in progress. 

The previous trend of industry downsizing and consolidation was again obvious. 
The compound semiconductor research area has decreased in recent years with 
AT&T, IBM, Tektronix and others reducing their efforts due to cost and 
competitiveness issues.   Attention is focused on manufacturability, reliability and 
cost, rather than ultimate performance as in years past.   Some issues, such as poor 
reproducibility of ohmic contacts, lack of a high-quality insulator and the influence 
of point and line defects remain, probably never to be overcome.   A strong effort 
has been made on high-resolution dry etching techniques in recent years, with both 
electron cyclotron resonance and inductively coupled plasma sources proving 
capable of highly anisotropic etching with low surface damage. 

There was much interest in the wide bandgap nitrides, GaN, A1N, Inn, and their 
alloys.   The commercial availability of blue- and green-light-emitting diodes based 
on the InQan/AlQan system, and the recent announcement of pulsed operation of a 
laser diode have stimulated interest in the growth, characterization and processing 
of these materials.   Potential applications in high-temperature/high-power 
electronics appear promising because of the good transport properties of the 
nitrides. 

The symposium was well attended, with a lively and informative poster session. 
The III-V community continues to produce good science and novel high- 
performance devices. 

R.J. Shul 
S.J. Pearton 
F. Ren 
C.-S. Wu 

June 1996 
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ABSTRACT 

Gas-source molecular beam epitaxy (GSMBE) has been developed into a useful too! for the 
growth of both optical and electronic device structures. In this paper, we report on the use of 
tertiarybutylarsine (TBA) and tertiarybutylphosphine (TBP) in GSMBE for the growth of 
electronic device structures with state-of-the-art performance. Device structures based on both 
the Ino.48Gao.52P/GaAs and Ino.53Gao.47As/InP lattice matched materials systems are described. 
The GSMBE system is based on the use of elemental Group-IH sources and employs thermal 
crackers for precracking TBA and TBP. Dopant sources include both elemental (Sn and Be) and 
vapor (CBr4 and SiBr4) sources. Device structures fabricated in the Ino.4sGao.52P/GaAs materials 
system include single- and double- heterojunction bipolar transistors (SHBTs and DHBTs). 
Device structures fabricated in the Ino.53Gao.47As/InP materials system include SHBTs, DHBTs, 
heterojunction field effect transistors (HFETs), and both planar and lateral resonant tunneling 
diodes (RTDs.) Vertically integrated HFET and multi-RTD heterostructures for high speed 
logic/memory are also described. 

1. INTRODUCTION 

Gas-source molecular beam epitaxy is an important epitaxial growth technique for the 
fabrication of device structures incorporating both As- and P- based alloys. This technique is 
based on the use of conventional elemental sources for the group-IH growth constituents (In, Ga 
and Al), and gas/vapor sources for the group-Vs [1]. Dopant sources have been predominantly 
elemental sources, but gas/vapor sources are receiving increasing use. To date, most 
implementations of GSMBE have relied on arsine and phosphine for the As and P source 
constituents. The chemical species required for growth are obtained by thermally cracking these 
sources in low pressure cracking cells using a tantalum catalyst. These sources have been used 
very successfully for the growth of a wide variety of devices structures [2], however, they are 
highly toxic and require extensive safety precautions for their use. We have based our approach 
on the exclusive use of organometallic group-V sources [3]. These sources include 
tertiarybutylarsine (TBA) as the arsenic precursor and tertiarybutylphosphine (TBP) as the 
phosphorus precursor. Although, these substances are still toxic, their low vapor pressure 
enables them to be handled more safely. We have demonstrated that these sources can be used 
effectively over a six year time period to produce device structures comparable to the best 
reported using hydride-based GSMBE and conventional solid-source MBE [4]. 
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2. GSMBE HARDWARE AND SOURCES 

Details of the growth system have been described previously [3,4]. Briefly, our GSMBE 
system has been constructed from a Perkin-Elmer 425B MBE system with the addition of a 
turbomolecular vacuum pump. Elemental In, Ga and Al are evaporated using conventional 
effusion cells. Dopant sources include elemental Be and Sn, and vapor sources CBfy and SiBr4. 
The CBr4 and SiBr4 dopant sources are delivered to the reactor from external bubblers using 
pressure based flow control techniques [5]. The TBA and TBP precursors are precracked using 
separate low-pressure cracker cells constructed with tantalum baffles which act as catalysts. We 
have studied the thermal cracking of TBA and TBP using our cracker cell design and a 
modulated beam mass spectroscopy (MBMS) apparatus [3]. The use of the modulated beam 
technique was important for distinguishing between constituents in the reactor background from 
the organometallic decomposition products in the direct beam. For TBP, cracker cell 
temperatures greater than 600°C resulted in P2 as the dominant species detected in the direct 
beam. The mass spectra of the organic species corresponded exactly with isobutene. The 
cracking behavior of TBA was qualitatively very similar to that of TBP, with a slightly higher 
temperature (~50°C) required for complete cracking. The efficiency of the cracker cells degrades 
with time due to tantalum hydride formation, but the cells can be regenerated by annealing at 
900°C for several minutes. We generally perform this anneal between each growth run, and have 
used the same tantalum baffles for a year or more. Annealing the cells at temperatures greater 
than 1000°C results in tantalum carbide formation which permanently degrades the catalytic 
action of the cell. 

3. InGaP/GaAs MATERIALS AND DEVICES 

The organic decomposition products produced from the thermal cracking of TBA result in 
GaAs layers with typical p-type background doping densities of lxlO16 cm'3. This background 
doping is sufficiently low that the controlled n-type doping of GaAs to 2xl016 cm"'1 can be readily 
accomplished. The GaAs epi-layers are free of oval defects despite the use of elemental Ga, 
suggesting that the As source has a significant influence on the formation of these defects. 
InGaP layers lattice matched to GaAs exhibit a room temperature bandgap energy of 1.89 eV, 
suggesting that the InGaP is disordered. Transmission electron microscopy has been used to 
corroborate this result [6]. Additional details of the growth and doping of GaAs and InGaP with 
this system have been described previously [4]. 

The use of InGaP lattice matched to GaAs is very attractive as a replacement for AlGaAs in 
heterojunction bipolar transistor structures. We have investigated the use of this material for both 
single- and double-heterojunction bipolar transistors (SHBTs & DHBTs). 

The generic device structure for a SHBT includes a 50-100 nm n-type InGaP emitter layer 
doped to 5xl017 cm"' with Sn, a 50-100 nm p-type GaAs base layer doped to 5-30xl018 cm"'1 with 
Be, and a 500-1000 nm n-type GaAs collector layer doped to 2-5xl016 cm'3 with Sn. In addition, 
heavily doped n-type GaAs layers are provided for making the emitter and collector contacts. 
Figure la presents results from deep level transient spectroscopy (DLTS) experiments of the 
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InGaP/GaAs SHBT and a MOCVD grown AlGaAs/GaAs SHBT, and (b) 
Gummel plot from the InGaP/GaAs SHBT (100 x 100 urn2 device). 

emitter-base junction from a InGaP/GaAs SHBT grown by GSMBE and compares results from a 
similar AlGaAs/GaAs SHBT grown by MOCVD [6]. The considerably lower trap density in the 
InGaP emitter device results in substantially less base-emitter space charge recombination, 
resulting in consistent current gain over a wide range of collector current density. This result is 
evident in the Gummel plot in Figure lb showing near ideal characteristics with the base current 
ideality factor being unity over roughly 5 decades of collector current. 
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Figure 2 (a) Common-emitter I-V characteristics for InGaP/GaAs DHBT and (b) 
reverse bias breakdown characteristics for this device and a InGaP/GaAs 
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Another use of InGaP in the HBT structure is as a replacement for GaAs in the collector 
layer. The higher bandgap energy should result in a higher breakdown voltage for a fixed layer 
thickness and reduced leakage current. We have examined this possibility by fabricating DHBT 
devices with the same generic structure as described above, but with a 700 nm n-type InGaP 
collector layer doped to 3xl016 cm"3. In addition, a 20 nm undoped GaAs setback layer is 
inserted between the base and collector in order to minimize the effective barrier for carriers 
transporting from the base to the collector. Figs. 2a and 2b show the common-emitter I-V 
characteristics and reverse breakdown characteristics obtained with this device structure. A 
small offset voltage of 57 mV is obtained, and the low saturation voltage (Vcc < 2 V) 
demonstrates the importance of the collector-base junction design. The reverse bias 
characteristics indicate a reverse breakdown voltage greater than 30 V. For comparison Fig. 2b 
also includes the reverse characteristics for a SHBT device with the 1000 nm GaAs collector 
layer. A similar breakdown voltage is obtained with the 143% thicker GaAs collector. However, 
the leakage current is nearly two orders of magnitude lower for the InGaP collector structure. 
These reverse characteristics demonstrate the potential advantages of this material for power 
applications. 

4. InGaAs/InP MATERIALS AND DEVICES 

The background dopings of InP, Ino.53Gao.47As and Ino.52Alo.48As grown with TBP and TBA 
are n-type with carrier concentrations typically less than 5xl015 cm"3. The optimum growth 
temperatures with respect to background doping and surface morphology for these materials are 
480 C, 450 C and 500 C respectively. The n-type doping of these materials is accomplished 
using silicon tetrabromide. This dopant source has been found to be nearly ideal for application 
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to GSMBE and/or chemical beam epitaxy (CBE) [5,7], This dopant source is controlled using an 
indexed variable-rate leak valve, with remarkably good reproducibility. Figure 3 presents a 
summary of the carrier concentrations vs. leak valve setting (arbitrary units) for these three 
materials. Carrier concentrations greater than 6xl019 cm"3 are obtained for InP, while the 
concentrations appear to saturate at slightly greater than lxlO19 cm"3 for InGaAs and InAlAs. P- 
type doping of InGaAs is accomplished using beryllium or carbon tetrabromide. The CBr4 

source is controlled using a pressure-based mass flow controller without the use of a carrier gas. 
We have obtained hole carrier concentrations as high as 9xl919 cm"3 using this source [5]. 

4.1  Heterojunction Bipolar Transistors 

We have used GSMBE to produce a wide variety of device structures based on the 
InGaAs/InP materials system. This growth technique is particularly attractive for this system 
versus MOCVD due to the flexibility of dopant species and the ability to reproducibly grow very 
thin, abrupt heterostructures. The growth of high performance InP-based power DHBT 
structures is particularly challenging for several reasons: the base layer must be heavily doped 
and maintained with a sharp profile; it is necessary to transition the n-type doping from very high 
levels in the sub-collector to controlled low levels in the collector; and the base-collector junction 
generally requires a complex composition grading and/or spike doping profile in order to 
minimize the effective barrier for carriers transporting from the base to the collector [8,9]. Our 
generic layer structure for the DHBT consists of the following: a 500 nm n-InP sub-collector 
layer doped to 3xlOl<J cm"3 with Si, a 800 nm n-InP collector layer doped to 2xl016 cm"3 with Si, 
a ~ 57 nm undoped InGaAs/InP chirped superlattice, a 90 nm p-InGaAs base layer doped to 
4xl019 cm"3 with Be or C, a 100 nm InP emitter layer doped to 5xl017 cm"3 with Si, and a 150 nm 
n-InGaAs emitter contact layer doped to 1x10" cm"3 with Si. 
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Figure 4a presents the common emitter I-V characteristics obtained for a device with this 
structure for which the base is doped with Be. Comparable results have also been obtained using 
carbon doping [10]. The high breakdown voltage (24 V) illustrated by these I-V characteristics 
demonstrates the high quality of the InP collector material and the ability to transition the carrier 
concentration from the sub-collector to collector to the lxlO16 cm'3 level. Previously, we have 
found that it is difficult to make this abrupt transition when tin is used as the n-type dopant due 
to surface segregation and redistribution [4], The use of SiBr4 as the n-type dopant source has 
eliminated this problem; however, we found it necessary to add additional cryopaneling to our 
growth chamber to eliminate a memory effect associated with re-evaporation of SiBr4 from warm 
surfaces with direct line-of-sight to the substrate. Other desirable features indicated by these I-V 
characteristics include a small offset voltage VCE of 70 mV and a VCE saturation voltage of about 
1.0 V at 5xl04 A/cm2. The small dip in the I-V characteristics is due to small changes in the 
transmission coefficient with bias voltage in the chirped superlattice. Figure 4b presents the high- 
frequency characteristics obtained for this device structure. The current-gain cutoff frequency fy 
and maximum oscillation frequency fmax are 62 and 181 GHz respectively. This value of f,mlx is 
the highest ever reported for an InP-based DHBT with a open-base breakdown voltage BVCEO 

greater than 8 V. Devices of similar structure have shown a maximum output power density of 
2.34 W/mm and apeak power-added-efficiency of 35.5 % at 30 GHz [11]. 

4.2 Heteroiunction Field Effect Transistors 

The growth of high-performance InAlAs/InGaAs/InP heterojunction field effect transistors 
(HFETs) by conventional solid-source MBE (SSMBE) is well established [12,13]. These 
structures   require  high  purity   intrinsic   layers  for  the  channel   and  buffer   layers,   abrupt 
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Figure 5 (a) Measured I-V characteristics for a InAlAs/InGaAs HFET grown by 
GSMBE and (b) the frequency dependence of the current gain (h2]) and 
maximum available gain (MAG.) 
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Figure 6 SIMS depth profile of Si, Al and Ga 
constituents from an HFET structure 
described in the text. 

heterointerfaces, and an abrupt doping profile for the modulation doped layer. We have applied 
our GSMBE approach for the growth of these device structures with comparable results to 
SSMBE grown devices. 

Our generic structure for the HFET includes the following: a 120 nm undoped InAlAs buffer 
layer; a 10-period undoped InGaAs/InAlAs (4/4 nm) superlattice buffer; a 40 nm undoped 
InGaAs channel layer; a 2 nm undoped InAlAs spacer layer; a 3 nm n-InAlAs modulation doping 
layer doped to 6-9xl018 cm'1 with Si; a 20 nm undoped InAlAs layer and a 20 nm n-InGaAs cap 
layer doped to 5xl018 cm"3 with Si. Figure 5a and 5b presents the I-V characteristics and on- 
wafer S-parameter measurements obtained for a 0.25 ]xm gate length device with this layer 
structure. A transconductance of 720 mS/mm and fmax of 260 GHz is obtained. These numbers 
are comparable to similar devices grown by SSMBE in our laboratory and reported by others 
[12,13]. These results are very encouraging since a high background of organic species exists in 
the GSMBE reactor during growth as a byproduct of the decomposition of TBA. These results 
demonstrate that very little carbon is incorporated in InGaAs and InAlAs from this intrinsic 
source. Figure 6 presents a SIMS depth profile through a similar structure. This Si profile has 
been normalized using a GaAs doping standard and may account for the lower than expected Si 
concentration (8xl018 cm'3) in the modulation doped layer. Despite the lack of the InAlAs 
standard, the Si signal qualitatively demonstrates that the SiBr4 dopant source is quite capable of 
producing the abrupt doping profile needed for the modulation doping layer in this device. 

4.3   Resonant Tunneling Diodes and Vertical Integration with HFETs 

The co-integration of resonant tunneling diodes (RTDs) with transistors is attractive for 
future high-speed, high-density circuit designs.    The unique characteristics of these devices 



enables more logic per transistor than with just conventional transistors. GSMBE is ideally 
suited as a growth technique for these structures due to the layer thickness precision required for 
the RTDs, the low temperatures required for the producing highly mismatched pseudomorphic 
layers and the ability to grow As- and P-based heterostructures. We have previously reported on 
the integration of RTDs with InP-based double-heterojunction bipolar transistors [14] and 
demonstrated integrated XNOR, XOR and full adder circuits using this approach [15,16]. These 
circuits, operating at room temperature, use fewer transistors (-1/2) than conventional ECL 
transistor logic. 

An integrated process for fabricating stacked RTDs on InP-based InAlAs/InGaAs 
heterostructure field-effect transistors (RTD/HFET) is desired for several compact and high 
speed linear and mixed-signal circuits. Growth and processing of a three-stack RTD on the 
source of an InAlAs/InGaAs HFET has now been demonstrated. The structure was fabricated by 
first growing the HFET structure described in the previous section, followed by a stack of three 
pseudomorphic RTDs, each with the following layer sequences: 12/40/12 nm of n-InGaAs 
doped to Ixl0l8/lxl0lc,/lxl018 cm"3 followed by 2/1/2/1/2 nm of n- 
AlAs/InGaAs/InAs/InGaAs/AlAs doped to lxlO18 cm"3. A 3-nm n-InP layer was inserted 
between the HFET and the 3-RTD for use as an etch stop to facilitate contacts to the HFET 
device. With the stacked RTD located on the source of the HFET transistor, the device occupies 
and area comparable to the footprint of the transistor alone. Figure 7 presents an SEM image of 
the completed device structure. Note that the HFET, the 3-stack RTD or the integrated 
3RTD/HFET can be contacted. 

Figure 7 SEM image of the completed 3RTD/HFET structure. 

Figure 8 presents the measured current-voltage plot of the dc transfer characteristic of the 
integrated 3RTD/HFET with the bias conditions given in the inset. The RTDs are 3x3 um2 in 
size, and the HFET has a gate length of 0.25 urn with a gate width of 28 um. The three peaks in 
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Figure 8 Measured transfer characteristics of a vertically-integrated 3-stack 
resonant tunneling diode and heterojunction field effect transistor. The 
inset shows the bias conditions for the measurement. 

the drain current of the HFET correspond to the sequential switching of each of the three RTDs 
in the stack. Note that a gate voltage of -l V corresponds to a gate/drain bias of -6 V, indicating 
a respectably high reverse-breakdown in the HFETs. 

4.4 Lateral Resonant Tunneling Diodes 

In order to increase the packing density of resonant tunneling devices for circuit applications 
it is desirable to implement them in a lateral planar geometry. The fabrication of such lateral 
resonant tunneling diodes (LRTDs) is complicated by both the precision lithography required to 
define features with lateral dimensions on a scale where quantum effects are possible, and the 
need for multiple epitaxial growth steps on these finely patterned wafers to produce the 
heterostructures. GSMBE and/or CBE are the most favorable epitaxial growth techniques for 
this application due to the low growth temperatures employed and the ability to grow thin layers 
with precision. 

We have used GSMBE to demonstrate a planar integrated lateral double barrier 
heterostructure exhibiting negative differential resistance for the first time [17]. The device 
structure was grown in two steps. The first step consists of a 30 nm undoped InGaAs layer 
followed by a 5 nm undoped InP cap layer. The wafer is removed from the GSMBE reactor and 
a double line pattern with 15 to 20 nm linewidths and 30 to 40 nm line-to-line edge separation is 
defined in photoresist using a novel fabrication procedure which allows the patterning of two 
lines within the exposure of a single electron beam line [18]. An Ar+/C12 ion beam assisted etch 
is used to transfer the pattern into the sample and through the InGaAs channel.   The sample is 
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Figure 9 (a) Schematic cross section of the lateral double barrier heterostructure 
device and (b) the measured I-V characteristics of the LRTD at 4.2 K. 

carefully cleaned using solvents, an OT plasma clean and an HF acid dip prior to reloading into 
the GSMBE reactor. The remaining oxide on the sample is then desorbed in the reactor under a 
As flux (from precracked TBA) at a temperature of 540°C for l min. The structure is then 
completed with the growth of 5 nm of undoped InP, 20 nm of n-InP doped to lx 10 cm" with 
Si, 20 nm of undoped InP and 5 nm of n-InGaAs doped to 5xl0l8 cm with Si. A low growth 
rate of 0.5 p.m/hr and a rapid substrate rotation rate (> l Hz) are used to facilitate the filling of 
the etched features. Ohmic contacts to the device are made using AuGeNi metalization followed 
by an anneal. A schematic cross-section of the complete LRTD structure is depicted in Fig. 9a. 
Figure 9b presents the I-V characteristics measured for one of these LRTD devices. A peak-to- 
valley current ratio as high as 3.5 has been obtained at 4.2 K. The small conduction band offset 
(0.25 eV) available in this material system and the lateral dimensions currently achieved limits 
the device to low temperature operation. Additional details regarding the electrical 
characterization of these devices are reported elsewhere [17,19]. 

5. CONCLUSIONS 

The routine GSMBE growth of high performance heterojunction bipolar, field effect and 
resonant tunneling device structures has been demonstrated using organometallic replacements 
for arsine and phosphine. The use of thermally cracked TBA and TBP results in high quality 
epitaxial materials for both the Ino.4uGao.52P/GaAs and Ino.53Gao.47As/InP lattice matched 
materials systems. In addition, the routine use of CBr4 and SiBr4 vapor source dopants for these 
device structures has been demonstrated. Device results obtained using these sources arc 
comparable, and in some cases superior, to those reported using hydride-based GSMBE, 
MOCVD and/or conventional MBE. 
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ABSTRACT 

In this study, we shall first report selective-area epitaxy (SAE) of GaAs by chemical beam 
epitaxy (CBE) using tris-dimethylaminoarsenic (TDMAAs), a safer alternative source to 
arsine (AsH3), as the group V source. With triethylgallium (TEGa) and TDMAAs, true 
selectivity of GaAs can be achieved at a growth temperature of 470°C, which is much lower 
than the 600°C in the case of using TEGa and arsenic (As4) or AsH3. Secondly, we apply 
SAE of carbon-doped AlGaAs/GaAs to a heterojunction bipolar transistor (HBT) with a 
regrown external base, which exhibits a better device performance. Finally, the etching effect 
and the etched/regrown interface of GaAs using TDMAAs will be discussed. 

INTRODUCTION 

SAE of GaAs has been extensively studied by organometallic vapor phase epitaxy 
(OMVPE), metalorganic molecular beam epitaxy (MOMBE) and CBE for optoelectronic and 
electronic device applications [1,2], but in most cases, the extremely toxic gas source, AsH3, 
is used. For safety considerations, a less hazardous and lower vapor pressure alternative that 
does not need precracking is highly desirable to replace AsH3[3]. TDMAAs, with As directly 
bonded to N, is a promising alternative, which has been used in MOMBE [4], CBE [5], and 
MOCVD [6] recently. Since there are no As-H bonds, one can expect TDMAAs to be less 
toxic than AsH3. Furthermore, TDMAAs source is in liquid form with a vapor pressure of 
1.35 Torr [7] at room temperature, so the dispersion of TDMAAs is much slower than the 
release from a high-pressure cylinder of AsH3. 

For regrowth applications, two important issues should be considered to avoid degrading 
the regrown devices. One is that the oxide desorption and growth temperature of GaAs must 
be kept low but reasonable (400~550°C) to minimize the effect of dopant outdiffusion. The 
other is that the interface-state density of a regrown interface must be as low as possible; 
therefore, in-situ etching of GaAs prior to regrowth is necessary to obtain a clean 
etched/regrown interface. Our previous results show that the GaAs oxide layer can be 
removed efficiently at a low substrate temperature of 450°C under an uncracked TDMAAs 
flux [8]. The As-limited growth rate using TDMAAs is almost constant in the substrate 
temperature range of 370 to 465°C. 

Recently, Asahi et al. discovered that TDMAAs has an etching effect on GaAs at substrate 
temperatures greater than 500°C [9]. The purpose of this work is therefore to investigate the 
SAE and in-situ etching of GaAs using TDMAAs to improve the microwave performance of 
HBTs. To achieve this goal, heavily carbon-doped (Al)GaAs external base layers are 
selectively regrown on an emitter-up HBT to reduce the base resistance (RB) [11]. Two 
factors are expected to limit RB. One is the coupling between the intrinsic and external base 
layers, so the growth behavior and profile of (Al)GaAs:C should be studied and optimized 
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first. The other is the quality of the regrown interface between the intrinsic and external base 
layers. The presence of a high density of interface defects would result in carrier trapping and 
considerable resistance in the regrown interface. In-situ etching of GaAs using TDMAAs 
prior to regrowth should be helpful to reduce the interface-state density, so the TDMAAs 
etched/regrown interface of GaAs will be studied. In this paper, we first discuss SAE of 
(Al)GaAs.C for HBTs without in-situ etching. Then we investigate the effect of in-situ 
etching on the interface-state density. 

EXPERIMENT 

In this study experiments were performed in a modified Perkin-Elmer 425B CBE system, 
equipped with solid Ga, As4, and gas lines for triethylgallium (TEGa), trimethylaluminum 
(TMA1), TDMAAs, diiodomethane (CI2H2), carbon-tetrabromide (CBr4), and disilane (SiÄ). 
Details of this modified CBE system has been described elsewhere [8]. TEGa and TMA1 are 
used as group-Ill precursors for the SAE of (Al)GaAs. TDMAAs is used as both SAE and 
etching source of GaAs. CI2H2 and CBr4 are used as p-type carbon-doping sources for 
MBE-, MOMBE-, and CBE-grown GaAs:C. Here the V/III incorporation ratios are 
determined by the group III- and group V-induced oscillations of reflection high-energy 
electron diffraction (RHEED). The surface morphology, selectivity, and cross-section images 
of (Al)GaAs using TDMAAs are examined with a scanning electron microscope (SEM). Van 
der pauw Hall measurement is used to characterize the electrical property of carbon-doped 
(Al)GaAs epilayers. Capacitance-voltage (C-V) measurement is applied to evaluate the 
quality of etched/regrown GaAs interfaces . 

RESULTS 

1. SAE of (AI)GaAs.C using TDMAAs 

GaAs 

Fig. 1       SEM photographs for GaAs selective area growth: (a) using uncracked TDMAAs at 470- 
565°C, and (b) using cracked TDMAAs at 470-540°C. 

Fig. 1 shows SEM photographs for (a) a selective GaAs epitaxial layer grown in the 
substrate temperature range of 470 to 565°C with a growth rate of 0.6 um/hr using TEGa and 
uncracked TDMAAs.  When the substrate temperature is lower than 470°C, a nonselective- 
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area growth of GaAs is observed. Furuhata et al. [12] and Bove et al. [1] reported that true 
selectivity of GaAs was achieved at a substrate temperature above 600CC using TEGa and As4 

by MOMBE and between 580 and 620°C using TEGa and AsH3 by CBE, respectively. In our 
work, true selectivity of GaAs epitaxial layers with a growth rate of 0.6 um/h can be achieved 
at a growth temperature as low as 470°C, indicating that TDMAAs is suitable for regrowth 
applications at a lower growth temperature. It should be mentioned here that true SAE of 
Alo.25Gao.75As layers with a growth rate of 0.5 um/h can be also achieved at a substrate 
temperature between 470 and 530°C. At a growth temperature higher than 540°C, aluminum 
droplets appear on the Si02 surface, resulting in non-selective area growth. 

The surface morphology of the regrown GaAs layer on the opening, however, is always 
rippled. This textured surface morphology is independent of V/III incorporation ratios 
between 1.8 to 4.4 in this growth temperature range, but a smooth surface morphology of 
regrown GaAs, shown in Fig. 1(b) can be achieved by cracking TDMAAs at 350°C. Recently 
we found that uncracked TDMAAs can etch GaAs with an etch rate of 0.3 um/hr at 650°C 
[12], which agrees well with Villaflor et al.'s result [13], but no etching effect is observed 
when cracked TDMAAs is used. Therefore, we think this rough surface morphology 
observed in the regrown GaAs layer is attributed to the etching effect from uncracked 
TDMAAs. 
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Fig. 2 Hole concentration of carbon-doped GaAs samples grown by MBE, MOMBE, and CBE using 

CI2H2 and CBr4 as a function of the leak valve setting. 

Fig. 2 shows that the carbon incorporation efficiency using CI2H2 is very low in the CBE- 
grown GaAs, compared to MBE- and MOMBE-grown GaAs. The highest hole concentration 
obtainable is only 3xl018 cm"3 at a leak valve setting of 100, but it can be increased by two 
orders  of magnitude  by thermally  cracking  TDMAAs  at  350°C.     The  highest  hole 

When CBr4 is used as a doping source, 
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however, the carbon incorporation efficiency in GaAs using uncracked TDMAAs is almost the 
same as using As4. Further work needs to be done to clarify this difference between CI2H2 
and CBr4. 

2. Regrown external base of a novel HBT structure 

Since we have demonstrated that true SAE of (Al)GaAs:C layers can be achieved at a 
lower substrate temperature between 470 and 530°C, we apply such SAE in regrowth of 
external base layers to improve the performance of HBTs. To achieve a complete coupling 
between the regrown external-base layers and the intrinsic-base layer of an HBT, lateral 
growth is highly desirable. Details about the SAE growth behavior of (Al)GaAs in the vicinity 
of the mask edges has been reported and optimized [15]. The V/III ratio for the growth of 
(Al)GaAs is chose to be near unity to result in a (311) A facet growth which can fill the 
undercut of the Si02 mask. Fig. 3 shows an SEM photograph and a schematic cross section 
of the SAE GaAs/Alo.25Gao.75As:C layers in an undercut groove of a patterned GaAs substrate. 
This test sample has the same profile of a patterned HBT structure for regrowth. It shows 
that the lateral coupling between the GaAs substrate and GaAs/Al0.25Gao.75As:C layers is quite 
good. Based on these results, GaAs/Al0.25Gao.75As:C (p>4xl019 cm"3) external base layers 
with a thickness of 2800 A are regrown on a patterned OMVPE-grown HBT structure. The 
base sheet resistance of the original and the regrown HBT are 350 and 132 Q/D, respectively. 
Due to its wide energy bandgap, the regrown Alo.25Gao.75As:C layer is a barrier layer for a 
better confinement of minority carriers. It also passivates the base, resulting in a lower surface 
recombination current, and a higher current gain than the original HBT [15]. 

0.5 \im 

Intrinsic 

GaAs:C 

Si02 

Emitter' X ^seV    t311]     AlGaAs:C 

GaAs substrate 

Fig. 3 An SEM photograph and a schematic cross-section of the SAE Al025Gao75As/GaAs:C layers 
grown in an undercut groove. 

3. Etched/regrown GaAs interfaces 

Since TDMAAs has an etching effect on GaAs, we shall investigate the etched/regrown 
interface of GaAs using TDMAAs. C-V measurement is performed on Au/n-GaAs Schottky 
diodes to study quantitatively etched/regrown interfaces of GaAs with different sample 
preparations described as below. First, a 0.5 um-thick n-type GaAs (n=4xl017 cm"3) buffer 
layer is grown on a (100) n+ Si-doped GaAs substrate (n=2-4xl018 cm"3) at 510°C using 
TEGa, As4 and Si2H6.  This sample is then taken out of the CBE chamber and exposed to air 



for one day. It is then divided into three samples, labeled A, B, and C. Sample C is etched 
200Ä ex-situ by reactive-ion etching before being mounted on a Mo block and then loaded 
into the CBE chamber with samples A and B. Prior to regrowth, sample A is exposed to 
TDMAAs alone and samples B and C are exposed to As4 at 600°C to desorb the oxide layers. 
After oxide desorption sample A is etched in-situ about 65Ä by TDMAAs (10 minutes 
exposure at 600°C). Here, the etched depth is estimated from another etching study of 
TDMAAs on a patterned GaAs substrate with a Si02 mask [10]. A 0.15 um-thick n-GaAs 
(n=3xl0 cm"3) is regrown subsequently on these three samples and the etched/regrown 
interfaces are formed. Finally a 1500Ä-thick Au is evaporated to form the Schottky contact. 
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Fig. 4 C-V carrier profiles of three etched/regrown samples with different sample preparations. 

Fig. 4 shows C-V carrier concentration profiles around the etched/regrown interfaces of 
samples A, B, and C. It is quite clear that the carrier depletion across the interface depends 
strongly on the sample preparation prior to regrowth. The interface-state densities (Db,,) are 
estimated by integrating the carrier profiles, and they are 3.9x10", l.lxlO12, and 2xl012 cm"2 

for samples A, B, and C, respectively. Sample A has the lowest Din, among these three 
samples, indicating a clean interface can be achieved by the in-situ etching process using 
TDMAAs. Our preliminary result reported here, however, is higher than the best result 
reported by Mui et al. [16] using an in-situ Cl2 etching process (Dint>0.86xl0" cm"2). We 
believe this discrepancy is due to our in-situ TDMAAs etching process being not optimized. 
Further experiments with different in-situ etching/regrowth conditions are under investigation. 
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CONCLUSIONS 

We have successfully achieved true selectivity of heavily carbon-doped CBE-grown 

(Al)GaAs layers at a growth temperature as low as 470CC using TEGa, TMA1, TDMAAs, and 
CI2H2 as the carbon-doping source. A higher carbon incorporation efficiency and smooth 
surface morphology of GaAs:C layers can be obtained by thermally cracking TDMAAs at 

350°C. An HBT with selectively regrown carbon-doped GaAs/Alo.25Gao.75As external base 
layers is successfully fabricated. Compared to the original HBT structure, the device exhibits 
at least a 62% improvement in the base sheet resistance and a much higher DC current gain. 
The interface state density of the etched/regrown interface can be reduced when TDMAAs is 
applied to etch the GaAs surface prior to regrowth. Our results indicate that TDMAAs is a 
suitable alternative for both SAE and in-situ etching source in CBE for high-quality regrown 
devices. 
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ABSTRACT 

We propose and demonstrate a new doping approach, i.e. intrinsic doping, for n-type 
modulation doping in InP-based heterostructures. Instead of the conventional method of n-type 
doping by shallow donor impurities, grown-in intrinsic defects are utilized to provide the 
required doping without external doping sources. The success of this approach is clearly 
demonstrated by our results from InGaAs/InP heterostructures, where the required n-type doping 
in the InP barriers is provided by Pin antisites, preferably introduced during off-stoichiometric 
growth of InP at low temperatures (LT-InP) by gas source molecular beam epitaxy. A two- 
dimensional electron gas (2DEG) is shown to be formed near the InGaAs/InP heterointerface as 
a result of electron transfer from the LT-InP to the InGaAs active layer, from studies of 
Shubnikov-de Haas oscillations and photoluminescence. The concentration of the 2DEG is 
determined to be as high as 1.15xl012 cm2, where two subbands of the 2DEG are readily 
occupied. 

INTRODUCTION 

Selective or modulation doping represents one of the essential steps in fabrication of modern 
quantum structures and devices based on InP-based heterostructures, which are now well 
recognized as being among the most promising electronic material systems for applications in 
optoelectronics and high frequency electronics. Such doping has traditionally been done by 
extrinsic doping, i.e. by incorporating shallow impurity donor or acceptor dopants in the 
structures via diffusion or ion implantation or in situ incorporation during growth of the host 
crystal. There are, however, still many problems remaining, such as thermal instability, 
interdiffusion, implantation damage, memory effects, configurational metastability, etc. [1-3]. 
There will most likely be more problems emerging during the course of future development in 
growth and processing technology. These problems are and will be found to be unacceptable for 
certain devices, in particular those modern devices of lower dimensionality and of submicron or 
nanometer size, where a high precision of doping and interface profiles is crucial. A large 
international effort has therefore been devoted to seek for both a better control of the existing 
doping processes and a better doping mechanism. Most of the research work reported so far on 
this issue have, however, been largely limited to the extrinsic doping concept. 

In contrast, we propose in this work a new and different approach for n-type modulation 
doping in InP-based heterostructures, where intrinsic defects are utilized to provide the required 
doping without an external doping source. The success of such an intrinsic doping concept is 
clearly evident from our results obtained from InGaAs/InP HEMT structures, where all the 
layers were intentionally undoped and were grown at a normal growth temperature 480 °C 
except for the top InP layer which was grown at 265 °C by gas source molecular beam epitaxy 
(GS-MBE). A two-dimensional electron gas (2DEG) was formed near the InGaAs/InP 
heterointerface as a result of electron transfer from the LT-InP to the InGaAs active layer, and 
was observed by studies of Shubnikov-de Haas (SdH) oscillations and photoluminescence (PL). 
The SdH studies reveal a high concentration of the 2DEG, up to about 1.15xl012 cm"2, where 
two subbands of the 2DEG are readily occupied. For comparison reference samples with 
identical structures were grown, entirely at 480 °C, where the 2DEG concentration (due to 
residual doping) was shown to be an order of magnitude lower. 
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The mechanism responsible for the n-type modulation doping by using GS-MBE LT-InP 
can be understood from our earlier studies of LT-InP epilayers [4-6]. In those studies, the free 
electron concentration of the LT-InP films was found to monotonically increase with decreasing 
growth temperatures. At 265 °C a saturation electron concentration of ~3xl018 cm"3 is reached 
when the LT-InP exhibits a metallic n-type conduction. The reason for this high n-type 
conductivity was shown to be due to the abundant presence of Pin antisites, which are deep 
double donors. The high electron concentration is provided by the auto-ionization of the Pi„ 
antisites via its first ionization stage, i.e. the (0/+) level, which is located at Ec+0.12 eV resonant 
with the conduction band [4-6]. In this work, such unique properties of LT-InP are for the first 
time employed to provide modulation doping in InP-based heterostructures and, to our 
knowledge, in any semiconductors in general. 

EXPERIMENTAL 

The lattice-matched Ino.53Gao.47As/InP heterostructures studied in this work were grown by 
GS-MBE, on semi-insulating Fe-doped InP substrate. The design of the structures is shown in 
Fig. 1. The entire structures were intentionally undoped and were grown at a normal temperature 

of 480 °C except the top InP 

480 °C 

265 °C 

t-  

(a) GROWTH TEMPERATURE 

*TP 

(b) DESIGN OF THE STRUCTURES 

layer which was grown at 
265 °C. These samples will 
be referred below as 
InGaAs/LT-InP structures. A 
reference sample was also 
grown with an identical 
structure except that the top 
InP layer was in this case 
grown at 480°C. Studies of 
SdH oscillations and PL were 
performed with the aid of a 
5T magneto-optical   system. 

LT-InP 
500 A 

InP 
100 Ä 

InGaAs 
400 A 

InP 
5000 A 
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(c) ENERGY BAND DIAGRAM 

n=K 

Fig. 1 (a) The growth temper- 
ature of the InGaAs/LT-InP 
heterostructure (the solid 
curve) and of the reference 
sample (the dashed curve), 
(b) The design of the 
InGaAs/InP heterostructures 
studied in this work, (c) A 
schematic picture of the 
energy band diagram for the 
InGaAs/LT-InP structure. 
For simplicity only two 
subbands of the 2DEG are 
drawn in the figure. The 
filling of the 2DEG is 
depicted by the shaded 
region. 
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Lithographically defined Hall bars with six In ohmic contacts were fabricated on the samples for 
electrical SdH measurements. Hall effect measurements were done at 0.2 T, with the Van-der- 
Pauw geometry. All transport data were taken by a low-amplitude dc-current (1-5 uA) technique. 
PL, excited at 2 mW by the 6328 Ä line of a He-Ne laser, was spectrally dispersed by a grating 
monochromator and was collected by a cooled Ge-detector. 

RESULTS AND DISCUSSION 

In Fig.l we first show schematic pictures of the InGaAs/LT-InP structure together with a 
growth temperature ramp and a corresponding energy band diagram. Due to electron transfer 
from the LT-InP barrier to the InGaAs active layer, a notch potential is formed near the 
heterointerface where the 2DEG is confined (Fig. 1(c)). For simplicity only two subbands of the 
2DEG are drawn in the figure. The filling of the 2DEG is depicted by the shaded region. A chart 
of growth temperature for the reference sample is also shown in Fig. 1(a) as the dashed curve for 
easy reference. 

Now we shall first show that electronic properties of the InGaAs/LT-InP structure are 
markedly different from those of the reference sample. Then we shall provide experimental 
evidence that this difference is a direct consequence of a 2DEG formed in the InGaAs channel 
due to the intrinsic doping in the LT-InP. 

The SdH oscillation spectrum taken at 1.5 K from the InGaAs/LT-InP structure is shown by 
the upper curve in Fig.2, with the external magnetic field normal to the heterointerface plane. An 
angular dependence study of the SdH oscillations clearly elucidates the 2D character of the free 
carriers (a 2DEG to be shown below) where the period of the SdH oscillations obeys a cosine 
relation of the relative angle between the magnetic field and the direction normal to the 
conducting layer. It can clearly be seen that there are more than one period of the magneto- 
resistance oscillations vs. reciprocal magnetic field. A detailed analysis of the SdH oscillations 
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Fig.2 SdH oscillation spectra 
taken at 1.5 K in dark from the 
InGaAs/LT-InP structure (the 
upper curve) and the reference 
sample (the lower curve), with 
the external magnetic field 
normal to the heterointerface 
plane. The additional structure 
at low reciprocal magnetic 
fields is due to spin splittings. 

23 



1 i      i 1            1 1               1 

... 0 T 09 
Ec 

'S .'    '. 
3 • •m°^S TT/rm-( "T ,'    ; 
Ä 

^w 
u 
3 A-, /' 1 r^n « ' 

/■  5 T 

>H 
fcy 

H ) /   ■ 1 
HH y 
CO  —^ ' 1 
Z /"■ \—/ 

W 7        \     / '. \ 
H //          \J g 
J /' >\ 
&H 

i -■**■ -T          1 1               1  \ 'V-. 
0.76 0.78 0.80 0.82 

PHOTON ENERGY (eV) 
0.84 

Fig.3 PL spectra at 1.5 K 
obtained from the InGaAs/LT- 
InP structure, at zero magnetic 
field (the dashed curve) and 5 T 
(the solid curve). In the insert, 
the arrow across the InGaAs 
bandgap indicates the PL 
transition between the 2DEG 
and photo-excited holes upon 
optical excitation. 

reveals that two subbands of the 2DEG are readily occupied. The sheet concentrations of the first 
and second subbands of the 2DEG are determined to be ni=6.75xl0n cm"2 and n2=4.75xlOn 

cm-2, respectively, yielding a total sheet concentration of 1.15xl012 cnr2. This is deduced from 
an analysis of the period in reciprocal magnetic field A(l/B)=2e/hn;, with the aid of Fourier 
transformation of the SdH data. Here n; denotes the sheet concentration of free carriers for the 
ith subband, e is the electron charge and h is the Planck's constant. 

The SdH spectrum from the reference sample, taken under the same experimental 
conditions, is shown by the lower curve in Fig.2 for comparison. Only a single and much larger 
period of the magneto-resistance oscillations is observed, reflecting a much lower carrier 
concentration (due to the residual doping). A detailed analysis of the SdH data reveals the 
concentration in the reference sample to be 2.37xl0n cnr2, where only one subband is partially 
occupied. This value is about an order of magnitude lower as compared to the 2DEG density in 
the InGaAs/LT-InP structures discussed above. The much higher concentration of the 2DEG in 
the InGaAs/LT-InP structure can thus be directly attributed to the presence of the LT-InP in the 
structure, since the only difference between the two samples is the growth temperature of the top 
InP layer. 

There are in principle two parallel conducting channels, i.e. the LT-InP barrier and the 
InGaAs active layer, which can possibly contribute to the magneto-transport measurements of 
the 2DEG. A possible contribution from the LT-InP layer can, however, be safely ruled out 
based on the following experimental facts. Firstly, the electron mobility u.e = 1.3xl04 cm2/Vs 

obtained by the Hall measurements is much higher than iie = 5xl02 cm2/Vs determined 
independently for the LT-InP layer grown at the same temperature (i.e. 265 °C). 

Further support is given by PL studies of the InGaAs/LT-InP structure. In Fig.3 we show PL 
spectra obtained from the structure at 0 T and 5 T. Optically detected quantum oscillations 
identical to the SdH oscillations (the upper curve in Fig.2) were observed by detecting this PL 
emission at the highest photon energy, indicating that the PL emission originates from the same 
2DEG which give rise to the electrical SdH oscillations. The splitting of the PL emission in the 
magnetic field (Fig.3) therefore represents the Landau level splitting of the monitored 2DEG. 
The electron mass value me* ~ O.OSrno, determined from the Landau level splitting observed in 
the PL experiments (Fig.3), differs from the electron mass value me* = O.Olmo in InP but lies 
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well within the range me* = (0.04-0.06)mo of the electron effective mass determined for 
Ino.53Gao.47 As [7]. In addition, the photon energy of the PL emission at around 0.8 eV (Fig.3) is 
consistent with the bandgap of Ino.53Gao.47As. The PL spectrum resembles that observed in 
similar InGaAs/InP and InGaAs/AlInAs HEMT structures [8,9], where the conventional shallow 
donors were employed to achieve n-type modulation doping, and was attributed to the 
recombination between the 2DEG and the photo-excited holes in the InGaAs layer (see the insert 
in Fig.3). 

All the experimental facts given above lead to the conclusion that the SdH oscillations 
shown in Fig.2 (the upper curve) arise from a dense 2DEG in the InGaAs active layer, formed as 
a result of electron transfer from the LT-InP barrier. 

The unique features of the intrinsic doping approach proposed in this work provide many 
advantages over the conventional doping by shallow impurity dopants. First of all, no external 
doping source is needed to be installed in the growth chamber, which implies a reduced risk of 
side effects such as contamination and memory effects. In addition, a much higher efficiency in 
the electron transfer from the doped region to the active layer is expected for deep resonant 
donors such as the Pin antisites. This results from a much higher position of the corresponding 
donor level, well above the bottom of the conduction band, in contrast to the usual case of 
shallow impurities when the donor level is slightly below the bottom of the conduction band. 
The obvious disadvantage is the extreme and perhaps inconvenient growth conditions at low 
temperatures and the growth temperature interruption. Further investigations are now in progress 
to understand detailed physical properties connected to the intrinsic doping in InP-based 
heterostructures and to explore a full potential in device applications as an alternative doping 
mechanism. 

SUMMARY 

We have proposed a novel modulation doping approach in InP-based heterostructures by 
employing intrinsic defects such as the Pjn antisites, without invoking an external doping source. 
The success of this approach is clearly demonstrated by our results from the InGaAs/LT-InP 
heterostructures, where the required n-type doping in the InP barriers is efficiently provided by 
the Pin antisites preferably introduced during off-stoichiometric growth of LT-InP by GS-MBE. 
The formation of the resulting 2DEG (as high as 1.15xl012 cm"2) near the InGaAs/InP 
heterointerface, due to electron transfer from the intrinsically doped InP barrier, is evident from 
studies of SdH oscillations and PL. Though it has only been demonstrated for InGaAs/InP 
heterostructures, the principle of the intrinsic doping concept is in fact rather general and can be 
extended to applications in other electronic material systems. 
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OXYGEN-RELATED DEFECTS IN HIGH PURITY MOVPE AlGaAs 

J.M. Ryan, T.F. Kuech, and K.L. Bray 
Department of Chemical Engineering, University of Wisconsin, Madison, WI 53706 

ABSTRACT 

The near-infrared photo luminescence of high purity, nominally undoped MOVPE 
AlGaAs was investigated as a function of growth temperature, aluminum content and 
hydrostatic pressure. Two PL bands, observed at ~1.1 eV and -0.8 eV independent of 
aluminum content, were attributed to oxygen-related defects based on the correlation of 
emission intensity and oxygen concentration. Hydrostatic pressure experiments, along with the 
measurement temperature dependence, suggest that the -0.8 eV band is due to emission from an 
oxygen-related mid-gap level to a shallow acceptor or the valence band, depending on 
temperature. A tentative defect model based on the off-center O^ defect in bulk GaAs and 
variations in the number of nearest neighbor aluminum atoms is proposed to explain the two PL 
bands and the dependence of their relative intensity on aluminum content. 

INTRODUCTION 

Oxygen is a common impurity in III-V semiconductors. Its behavior has been best 
characterized in GaP where oxygen is known to enter substitutionally for P and form complexes 
with cations such as Cd and Zn [1], In addition to luminescence features associated with the 
isolated 0P defect, strong red luminescence results from donor-acceptor and bound exciton 
transitions associated with these complexes. 

The incorporation of oxygen in GaAs has been more controversial. The presence of 
oxygen has long been believed to lead to shallow impurity compensation in bulk GaAs. A 
definitive picture of the molecular center responsible for the compensation has only recently 
been developed on the basis of localized vibrational mode studies [1], These studies indicated 
that an oxygen concentration of-10   cm" is present and that oxygen enters both interstitially 
and in an off-center substitutional manner on As sites. Temperature dependent LVM studies 
revealed that the electrically active off-center substitutional oxygen defect has negative U 
character. Interstitial oxygen is electrically inactive. 

In contrast to bulk GaAs, oxygen has not been observed in MOVPE (and MBE) GaAs. 
Oxygen is undetectable by SIMS even when 02 or H20 are deliberately introduced in the 
MOVPE growth ambient of GaAs [2]. Significant levels of oxygen, however, are observed in 
MOVPE AlGaAs [3]. The appreciable oxygen incorporation found in AlGaAs can be attributed 
to the strong bonding between aluminum and oxygen. Trace amounts of 02 or H20 in the 
growth environment and the presence of aluminum alkoxides in typical aluminum precursors 
are the most common sources of oxygen. Oxygen has generally been viewed as an undesirable 
impurity in AlGaAs and other III-V materials because of its tendency to compensate shallow 
donors and reduce luminescence efficiency. As a result, much attention has been focused on 
developing MOVPE growth techniques for minimizing oxygen incorporation. 

Recently, however, there has been substantial interest in intentional oxygen doping of 
MOVPE materials. This interest is due to the semi-insulating and fast carrier trapping properties 
that result from the oxygen-related deep levels. Most of the intentional oxygen doping work has 
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considered MOVPE GaAs and has involved the use of aluminum alkoxide oxygen doping 
sources. Controlled oxygen doping at concentrations ranging from-10   cm" to -10   cm" has 
been demonstrated and it has been shown that significant concentrations of aluminum are co- 
incorporated. Characterization studies have indicated that multiple oxygen-related deep levels 
are present in these materials and that both electrically active and inactive oxygen is present 
[4,5], 

In order to better understand and control the nature of oxygen-related defects, it is 
important to develop a clear picture of the electronic defect levels and molecular configurations 
of oxygen in MOVPE GaAs. The crucial role of aluminum in promoting the incorporation of 
oxygen suggests that analogies should exist between the defect structure of oxygen-doped GaAs 
and nominally undoped AlGaAs that contains unintentional oxygen. In this paper, we present 
the results of near-infrared photoluminescence (NIR-PL) studies of high purity MOVPE 
AlGaAs. We show that two NIR PL bands are attributable to oxygen and have intensities that 
vary with growth temperature and alloy content. A tentative model of the oxygen-related defect 
centers responsible for the PL bands is presented. Temperature and pressure dependent PL 
studies are used to gain insight into the electronic assignment of the two PL transitions. 

EXPERIMENT 

The preparation and bandedge PL of the samples used in this study have been previously 
described in detail [3]. High purity, nominally undoped samples of A^Ga^As (x = 0.05, 0.30, 
0.45, and 0.75) were grown in a conventional horizontal, low pressure (78 Torr) reactor. 

(CH3)3Ga, (CH3)3A1, and AsH3 

were used as growth precursors 
with H2 as the carrier gas. The 
layers were grown on semi- 
insulating Cr-doped GaAs 
substrates oriented along the 
<100> direction tilted 2° towards 
the nearest <110> azimuth. The 
V/III ratio was 80 and the 
growth rate for all layers was 
nominally 0.05 um/min. The 
aluminum content, growth 
temperatures, SIMS oxygen 
concentration and electrical 
characteristics of the samples 
used in this ivestigation are 
summarized in Table 1. 

NIR-PL was excited 
using the 514 nm line of an 
argon ion laser (2 W/cm2) and 
detected by a 1 m. monochro- 
mator equipped with a 
photomultiplier tube, 

Table I. The growth conditions, oxygen concentration and 
C-V results for the samples used in this investigation. 

Composition Growth 
Temperature 

(°C) 

NA-ND
a 

C-V Measurement 
(1016 cm"3) 

[O] 

(1017 cm-3)b>c 

Alo.05Gao.95As 600 0.4 (n-type) 4.5 (c) 
650 0.7 (n-type) 3.0 (c) 
700 1.0 (n-type) 0.9(b) 
750 1.0 (n-type) 0.5 (c) 

Alo.30Gao.70As 600 0.4 15.0 (b) 
650 0.3 9.0(b) 
700 0.7 3.0(b) 
750 0.4 1.5 (b) 

Alo.45Gao.55As 600 1.0 35.0 (c) 

650 1.0 20.0 (c) 

700 4.0 6.0(b) 
800 2.0 1.0 (c) 

Alo.75Gao.25As 600 depleted 300.0 (c) 

650 depleted 150.0 (c) 
700 20.0 100.0 (c) 
800 40.0 20.0 (c) 

a) Samples are p-type unless noted. 
b) SIMS data from reference 3 
c) Extrapolation of trends obtained from SIMS data in reference 3 
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Ge-detector or PbS detector. An overall detection range of 0.45 to 2.4 eV was used in the study. 
Spectra measured with the Ge or PbS detectors were obtained using conventional lock-in 
amplifier techniques. The samples were mounted in a variable temperature closed cycle 
refrigerator capable of providing tempertures ranging from 12 - 300 K. High pressure PL 
measurements were obtained by pressurizing samples in a diamond anvil pressure cell using a 
4:1 ethanol:methanol pressure fluid and a ruby pressure calibrant. All spectra have been 
corrected for system response. 

RESULTS AND DISCUSSION 

Low Temperature Near-Infrared Photoluminescence of MOVPE AlGaAs 
Two NIR-PL bands, near 0.8 eV and 1.1 eV, are observed in MOVPE AlGaAs. Since 

the two bands are not observed in MOVPE GaAs and oxygen is one of the principal impurities 
present in AlGaAs, but not in GaAs; we attribute the bands to the unintentional oxygen present 
in AlGaAs. Other studies have also attributed the -0.8 eV PL band in MOVPE AlGaAs to an 
oxygen-related defect [6,7]. The overall and relative intensities of the two oxygen-related NIR- 
PL bands varied with growth temperature and alloy composition. Figure 1 shows the evolution 
of the 12 K PL spectrum with growth temperature for Al075Gao25As. At low growth 
temperatures, both NIR bands were observed and had comparable intensities. As the growth 
temperature was increased, the intensities of both bands decreased and eventually quenched. 
The -1.1 eV band was observed to quench at a lower growth temperature than the -0.8 eV 
band. Note that the overall decrease in NIR-PL intensity correlates with the decrease in oxygen 
concentration with growth temperature indicated in Table 1. Similar effects were observed in 
the other alloy compositions at slightly different growth temperatures. We generally found that 
the quenching of the -1.1 eV band relative to the -0.8 eV band and the overall quenching of 

Effect of Growth Temperature 
A"o.75Ga0.25As 12KPL 

Effect of Al Content 
T„ = 600 °C 

0.8 1.0 
Energy (eV) 

Fig 1. The effect of increasing growth temperature 
on the NIR-PL of Alo.75Gao.25As is shown. 

0.5    0.6    0.7    0.8    0.9     1.0     1.1     1.2 
Energy (eV) 

Fig. 2 The effect of increasing Al content on the 
NIR-PL of AlGaAs is shown. 
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oxygen-related NIR PL occurred at lower growth temperatures as the aluminum content was 
increased. 

The relative intensities of the two oxygen-related NIR PL bands also varied with alloy 
composition. Figure 2 shows 12 K NIR spectra of samples of Al0 05Gao 95 As and Al0 75Gao 2sAs 
grown at 600 °C. The figure illustrates the general trend observed in the study that the -1.1 eV 
band gains intensity relative to the -0.8 eV band as the aluminum content was increased at a 
given growth temperature. 

Tentative Molecular Model of Oxygen-Related Defect Centers 
Unambiguous identification of molecular centers responsible for deep levels in 

semiconductors is a challenging problem and it is normally difficult to be definitive. We present 
a preliminary model that appears to be consistent with work completed to date, but which we 
cannot definitively prove at this time. On-going studies will seek to further clarify the model. 

The system with defects possibly analogous to the oxygen-related defects in MOVPE 
AlGaAs is bulk oxygen-doped GaAs. An electrically inactive interstitial oxygen defect and an 
electrically active off-center substitutional (oc-Oj^) defect have recently been identified [1]. 
The latter defect configuration, shown in Figure 3 a, consists of a bridging Ga-O-Ga bond and a 
molecular Ga-Ga bond. The Ga-Ga bond is thought to be responsible for the electrical activity 
of the defect [1]. 

The required presence of Al for oxygen incorporation in MOVPE material indicates that 
the strong Al-0 bond acts as a driving force for oxygen incorporation. The very similar lattice 
constants of GaAs and AlGaAs lead us to believe that the molecular configuration of oxygen 
will be similar in the two systems. Accordingly, we propose that oxygen introduces the off- 
center defect configuration illustrated in Figure 3b into MOVPE AlGaAs. The defect consists of 
an off-center oxygen with a variable number of nearest neighbor Al atoms. Since aluminum is 
essential for oxygen incorporation, it is highly likely that at least one nearest neighbor 
aluminum is associated with the defect. We further propose that distinct defect centers which 
differ in the number of nearest neighbor Al atoms are responsible for the two NIR PL bands 
observed in MOVPE AlGaAs. 

If we work within the context of this model, the data suggest that we can be more 
specific about the number of nearest neighbor Al atoms associated with the defects that lead to 
each of the NIR PL bands. If one applies a random alloy model to Al0 75Gao 25 As, one finds 
0.4% of the As sites have the OGa4 configuration, 4.7% are OAlGa3, 21.1% are OAl2Ga2, 
42.2% are OAl3Ga and 31.6% are OAl4. If one of the nearest neighbors is constrained to be Al, 
the probabilities shift to 0% OGa4, 1.6% OAlGa3, 14.1% OAl2Ga2, 42.2% OAl3Ga, and 42.2% 
OAl4. These results suggest that at least two, and probably three and four, nearest neighbor Al 
are associated with the oxygen-related defects responsible for the two NIR PL bands in 
Alo.75Gao.25 As. 

The similar energy and shape of the two PL bands over the series of samples suggests 
that the same defect centers are present in all of the samples and that the concentration, not the 
identity, of the defect centers vary with growth conditions and alloy composition. This 
statement necessarily implies a strong (non-random) preference of oxygen for nearest neighbor 
Al atoms in low Al alloy compositions. Since the -1.1 eV band gains relative to the -0.8 eV 
band as the Al composition increases, we suggest that the center responsible for the -1.1 eV 
band has one more nearest neighbor Al than the center responsible for the -0.8 eV band. 
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We emphasize that the above considerations are tentative and further work is needed to 
clarify the molecular defect configurations responsible for the two MR PL bands. Our model, 
for example, does not consider the possibility of multiple charge states of a single defect 
configuration as the origin of the two NIR PL bands. It is interesting to note, however, that a 
preliminary NER. PL spectrum of n-type Alo.30Gao.70As ([Si] = 6 x 10   cm" ) is very similar to 
the spectrum obtained from p-type Al0 30Gao.7o As in this study. 

Ga-^ 

; c 
(a) 

—Ga 

— Ga 
Ga-^ 

0 Ga4 Center 

Al 

O
 

 

(b) 

- Al or Ga 

-AlorGa 

Al or Ga 
O AlxGa4.x Center 

I |ll I l|M I I |l 

Fig. 3 (a) In bulk GaAs the oc OA, defect is known 
to be electrically active, (b) We propose that 
similar defect structures are electrically active 
in MOVPE AlGaAs. 

0.7    0.8    0.9    1.0     1.1     1.2     1.3     1.4    1.5 
Energy (eV) 

Fig 4. The effect of hydrostatic pressure on the 
N1R-PL in Alo.3oGao.7oAs is shown. 

Effect of Pressure on Near-Infrared Photoluminescence 
We have completed preliminary high pressure NIR PL studies of Al0 05Gao 95As and 

Al0 30Gao 70As at 40 K. The results for Al0.3oGao 70As are shown in Figure 4. The -1.1 eV PL 
band shifted significantly to higher energy with pressure and quenched between 13 and 17 kbar, 
a pressure range which coincides with the crossover of Al0 30Gao 70As to indirect behavior. The 
band also appeared to broaden and change shape as pressure was applied. This may be evidence 
that multiple transitions contribute to the -1.1 eV PL band. The -0.8 eV PL band showed a 
much smaller shift with pressure and was still observed at 59 kbar, the highest pressure of the 
study. No unusual behavior was observed for this band as the sample passed through the direct- 
indirect crossover. 

Assignment of the Near-Infrared Photoluminescence 
The data obtained to date permit us to speculate on the electronic origin of the -0.8 eV 

PL band. The insensitivity of the energy of the band to alloy composition and the small pressure 
shift indicate that the transition responsible for the band does not originate in the conduction 
band. Two other possibilities are viable: a mid-gap defect to valence band transition or an 
internal transition of the defect center. The variation of the -0.8 eV band in Alo.05Gao.93As with 
temperature (not shown) indicates a constant peak energy of 0.775 eV below 100 K, followed 
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by a gradual increase to a constant value of 0.803 eV above 175 K. The -28 meV difference in 
peak energy in the high and low temperature regimes is very close to the ionization energy of 
carbon, the principal shallow impurity in our samples. Consequently, the data suggest that at 
low temperature the -0.8 eV band is due to a transition from a mid-gap defect level to a neutral 
carbon acceptor level. As the temperature is increased and carbon ionizes, the transition occurs 
from the mid-gap defect level to the valence band. Although this assignment is tentative, it is 
difficult to explain the temperature dependence with an assignment based on an internal 
transition. 

At this time, we are not sure of the assignment of the -1.1 eV PL band. The band shows 
the unusual behavior of shifting strongly to higher energy with pressure, but showing no shift in 
energy with alloy composition. Further work is needed to understand this result. 

CONCLUSIONS 

We have observed two broad oxygen-related deep level near-infrared 
photoluminescence bands (peak energies -0.8 and -1.1 eV) in nominally undoped MOVPE 
AlxGa!_xAs. We found that the energies of the two bands were insensitive to growth temperature 
(600 - 750 °C) and alloy composition (x = 0.05, 0.30, 0.45, 0.75). The intensities of both bands 
decreased with increasing growth temperature and correlated with the oxygen concentration of 
the samples. The -1.1 eV band quenched at a lower growth temperature than the -0.8 eV band 
for all alloy compositions. A tentative defect model based on analogy to the off-center, 
substitutional OGa4 defect in bulk GaAs was proposed. In the model, off-center OAlxGa4.x 

centers were proposed. The variation of the relative intensity of the two PL bands with growth 
conditions suggests that OAl3Ga and OAI4 centers are responsible for the -0.8 and -1.1 eV PL 
bands, respectively. Temperature and pressure dependent PL studies suggest that the -0.8 eV 
PL band is due to a transition from a mid-gap oxygen defect level to carbon acceptors (low T) 
or the valence band (high T). 
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THE GROWTH AND DOPING OF Al(As)Sb BY METAL-ORGANIC CHEMICAL 
VAPOR DEPOSITION 

R. M. Biefeld, A. A. Allerman, and S. R. Kurtz 
Sandia National Laboratory, Albuquerque, New Mexico, 87185, USA 

ABSTRACT 

AlSb and AlAs^bj., epitaxial films grown by metal-organic chemical vapor deposition 
were successfully doped p- or n-type using diethylzinc or tetraethyltin, respectively. AlSb 
films were grown at 500 ° C and 76 torr using trimethylamine or ethyldimethylamine alane and 
triethylantimony. We examined the growth of AlAsSb using temperatures of 500 to 600 ° C, 
pressures of 65 to 630 torr, V/m ratios of 1-17, and growth rates of 0.3 to 2.7 nm/hour in a 
horizontal quartz reactor. SIMS showed C and O levels below 2 xlO18 cm"3 and 6xl018 cm"3 

respectively for undoped AlSb. Similar levels of O were found in AlAs016Sb084 films but C 
levels were an order of magnitude less in undoped and Sn-doped AlAs0,-Sb084 films. Hall 
measurements of AlAs016Sb084 showed hole concentrations between 1x10 cm"3 to 5xl018 

cm"3 for Zn-doped material and electron concentrations in the low to mid 1018 cm"3 for Sn- 
doped material. We have grown pseudomorphic InAs/InAsSb quantum well active regions on 
AlAsSb cladding layers. Photoluminescence of these layers has been observed up to 300 K. 

INTRODUCTION 

AlSb and AlAs,Sb,.x are of interest for their potential application in a variety of 
optoelectronic devices such as infrared detectors, resonant tunneling diodes, and laser diodes.1' 
4 We are exploring the synthesis of these materials by metal-organic chemical vapor deposition 
(MOCVD) for their use as optical confinement materials in 2-6 um, mid-infrared optoelectronic 
and heterojunction devices. Emitters in this wavelength range have potential uses as chemical 
monitors and in infrared countermeasures.1"4 Although devices using AlAs^Sb,^ have been 
successfully prepared by molecular beam expitaxy," there have been no reports to date of 
their successful use in devices when prepared by metal-organic chemical vapor deposition 
(MOCVD). We are aware of two previous reports of the successful growth of AlAs^Sbj., by 
MOCVD.4,5 In one of those reports [5], no mention was made of the electrical quality or the 
impurity level of the materials. Although there have been several reports by others of the 
growth of AlSb by MOCVD,5'9 again very little mention has been made regarding the purity of 
the materials. It is well known that Al containing materials prepared using MOCVD tend to 
have larger concentrations of both O and C impurities when compared to the Ga containing 
analogue .10,n The presence of these impurities in Al containing semiconductors is due to the 
strength of the bond between Al and O or C when compared to the bond strength of Al to P, 
As, or Sb.1011 In this work we have taken an analogous approach to that used for improving 
the carbon concentration in AlGaAs where trimethylamine alane (TMAA) and triethylgallium 
(TEGa) were used to prepare high purity AlGaAs by using TMAA or ethyldimethylamine alane 
(EDMAA) and triethylantimony (TESb) to prepare AlSb by MOCVD.12'13 Herein we describe 
the preparation of thin films of n- and p-type AlSb and AlAs^S^., grown on GaAs and InAs 
substrates as well as the growth of InAsSb/InAs multiple quantum well active regions on top of 
these cladding layers. 
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EXPERIMENTAL 

This work was carried out in a previously described MOCVD system.14 TMAA, TESb 
and 100% arsine were the sources for Al, Sb and As respectively. TEGa was used to grow a 
1000A to 2500A GaSb cap on all samples to keep the AlAs^b,., layer from oxidizing. 
Hydrogen was used as the carrier gas at a total flow of 9 slpm. P-type doping was 
accomplished using 200 seem to 500 seem of diethylzinc (DEZn) diluted to 400 ppm in 
hydrogen. N-type doping was accomplished using tetraethyltin (TESn) held at 18 ° C to 20 ° C. 
The hydrogen flow through the TESn source was typically 20 seem which was diluted with 
350 seem of hydrogen. Five to 20 seem of this mixture was introduced into the growth 
chamber. Semi-insulating epi-ready GaAs and n-type InAs substrates were used for each 
growth. 

AlSb samples 1-2 |j.m thick were grown at 500'C at either 76 torr or 200 torr with 
V/m ratios between 4 to 16. The best morphology was achieved at V/TTI = 15 and was 
independent of reactor pressure. The surface morphology of each layer was characterized by 
optical microscopy using Normarski interference contrast. Under this   growth condition, the 
growth rate was 0.4 - 0.5 ^lm/hr for a group III transport rate of 1 xlO"5 moles of TMAA per 
minute. 

AlAs016Sbog4 layers 0.5 - 1 (im thick and lattice-matched to InAs were grown at 500 
or 600 ° C and 76 or 200 torr using a V/m = 3 to 8 and [As]/([As]+[Sb]) = 0.1 to 0.64 in the 
gas phase. The best morphology was achieved when grown on a previously grown buffer 
layer of InAs. The growth rate ranged between 0.35 - 2.0 um/hr for 120 minute growth times. 
The optimum V/m ratio is lower for AlAsSb grown at 600' C than AlSb grown at 500 ° C due 
to the more complete decomposition of TESb at the higher growth temperature. 

Secondary ion mass spectroscopy (SIMS) was used to determine C and O impurity 
levels and dopant concentrations. The SIMS experiments were performed by Charles Evans 
and Associates, East, using Cs+ ion bombardment. Five crystal x-ray diffraction (FCXRD) 
using (004) reflection was used to determine alloy composition. Layer thickness was 
determined using a groove technique and was cross checked by cross sectional SEM. These 
techniques usually agreed within a few percent. 

Room temperature Hall measurements using the Van der Pauw technique were used to 
determine the majority carrier type and concentration of AlAs^b^ layers grown on semi- 
insulating GaAs. Contacts were formed by alloying In/Sn (90:10) or In/Zn (95:5) at 300 ° C to 
340' C in a Ar/H2 atmosphere. 

Capacitance-voltage (C-V) and current-voltage (I-V) measurements using metal 
Schottky barrier diodes were used to determine the carrier type and concentration of the layers. 
C-V diodes (10 and 40 mils in diameter) were formed by depositing 700Ä to 1000A of 
platinum by e-beam evaporation through a shadow mask. C-V and I-V measurements were 
made using two diodes in series on the epitaxial surface for samples grown on both GaAs and 
InAs substrates. C-V and I-V measurements were also made on samples grown on InAs 
substrates using only a single metal diode on the epi-surface and an ohmic back contact. No 
difference in carrier concentration was observed between the measurement configurations. 
Electrochemical C-V measurements were made using 0.2M NaOH / 0.1M EDTA electrolyte 
under various measurement conditions using a Bio-Rad Polaron system. 

RESULTS AND DISCUSSION 

Previous attempts by others at doping MOCVD grown AlSb, AlAsÄSb,.x alloys n-type 
have failed and this prohibits their use in bipolar devices.6"8 The use of the conventional 
precursors trimethylaluminum (TMA1) and trimethylantimony (TMSb) or triethylantimony 

34 



Table I.   SIMS and Hall measurements of AlSb and AlAs.Sb,.,, grown on GaAs. 

b N-dopant:  TESn @ 20C and 646 torr. 
c P-dopant: 400 ppm DEZn in hydrogen. 

Sample Material 
Growth 

Conditions 
CC/torr) 

SIMS Hall 
Oxygen 

(1017cm-3) 
Carbon 
(1017crrf3) 

Dopant 
(10" cm"3) 

Carriers 
(10" cm"3) 

2049 
2050 

2100 

2103 
2107 

AlSb- N.I.D.3 

AISb-N.I.D.a 

AlAsSb- 
N.I.D.a 

AIAsSb-Snb 

AIAsSb-Znc 

500/200 
500/200 

600/76 

600/76 
600/76 

50 
60 

100 

50 
80 

10 
20 

7 

2 
50 

Sn, 100 
Zn, 7 

p, 0.94 

n, 23 
P, 14 

(TESb) has resulted in material with C and O concentrations exceeding 1x10 cm . mc 
surface morphologies were reported as very rough.6"8 We have used TMAA or EDMAA and 
TESb to prepare AlSb and AlAs^Sb,., with C and O concentrations below 1x10 " cm"3 (see 
Table I) and we have successfully doped them n-type using TESn. 

SIMS and Hall measurements of undoped, Zn, or Sn doped AlAsxSb, x layers grown 
on GaAs are also reported in Table I. Both C and O levels in the undoped samples are 
significantly lower than previously reported results and sufficiently low to expect successful n- 
type doping. The physical concentrations reported were determined from reference standards 
where known doses of C, O, Sn or Zn were implanted into GaSb substrates. Oxygen levels 
measured in AlAs^Sb,., layers are nominally the same regardless of doping or the addition of 
As. At this point in time it is unclear what the source of the oxygen is in these materials. The 
oxygen could be coming from contaminants in the source bubblers, background in the reactor 
or SIMS chamber, or from reaction of the samples with air. The carbon level in undoped and 
Sn doped AlAs016Sb0M is significantly lower than that found in AlSb. This carbon reduction 
is consistent with the well known effect of increased AsH3 effectively reducing the 
incorporation of C in AlGaAs films.10u The higher level of carbon found in the Zn doped 
AlAs016Sb0M is most likely related to the DEZn used for doping. It is suspected that the 
additional carbon is largely responsible for the Hall hole concentration considering the 
relatively low level of zinc measured by SIMS. 

The concentration of Sn (1x10" cm"3 ) measured in AlAs016Sb084 by SIMS is 
significantly higher than the carbon and oxygen levels. Hall measurements of sample 2103 
showed n-type material with an electron concentration consistent with the Sn concentration 
measured by SIMS (2.3xl018 cm"3). Measurements of undoped AlAs016Sb084 gave hole 
concentrations of 2-9xl016 cm"3. Hall measurements of Sn-doped AlAs016Sb0M grown on 
GaAs showed n-type material with an electron concentration consistent with dopant flow 
(Table II). The electron concentration was repeatable for the same dopant flow as for samples 
2103 and 2109. However the electron concentration was not repeated in sample 2131 which 
was grown under the same reactant flows. The difference in doping between 2131 and the 
previous two runs is believed to be due a change in temperature of the TESb water bath. This 
suggests that Sn incorporation is dependent on the V/III ratio. When the dopant flow was 
reduced by half in sample 2132 the electron concentration fell proportionally The Hall 
mobility ranged from 100 cmVVs to 300 cm2/Vs for these samples 
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Table II.   Hall and C-V measurements of AlAs5Sb,.x grown at 600' C and 76 torr on GaAs. 

Material/ Dopant Flowa'b'c 
GaSb - Cap AlAsSb 

Doping CV Hall 
Sample (seem) Carriers 

(1017crrr3) 
Carriers 

(1017cm"3) 

2100 N.I.D. N.I.D. p, 0.94 
2105 N.I.D. N.I.D. P, 0.23 

2103 Sn-350,20,10 Sn n, 4-6 
(on InAs sub.) 

n, 23 

2109 ..Sn-350,20,10 Sn n, 4-6 n, 15 
2131 Sn-350,20,10 N.I.D. n, 4-6 n, 51 
2132 Sn-350,20,5 N.I.D. n, 5-6 n, 26 
2106 Zn-240 Zn p, 0.87 
2107 Zn-500 Zn p, 14 
2108 Zn-500 Zn P, 1-3 P, 11 

a N.I.D.: not intentionally doped. 
b N-dopant:   TESn @ 20C and 646 torr, H2 dilution / H2 through TESn bubbler / Mixture 
into chamber. 
c P- dopant: 400 ppm DEZn in hydrogen 

Since all of these samples were prepared with a GaSb cap layer it is important to 
eliminate the possibility that the cap layer is dominating the Hall measurements. Hall 
measurements of n- AlAs016Sb0g4 do not appear to be influenced by the presence of the GaSb 
cap layer. Changing the GaSb cap thickness from 1000 to 2000 A did not effect the electron 
concentration measured by Hall. Also, C-V measurements indicate the electron concentration 
of the cap layer to be 4-6xl017 cm"3 which is significantly less than the Hall results. C-V 
measurements (Table II) showed no difference in electron concentrations whether the GaSb cap 
was intentionally doped ( 2103 and 2109) or not (2131 and 2132). This is likely due to the 
thinness of the GaSb cap which causes depletion of most carriers in the GaSb. Finally, I-V 
measurements of Pt diodes deposited on sample 2109 with the GaSb cap removed by wet 
etching clearly showed n-type characteristics further indicating n-type doping of AlAs016Sb0 M 
grown on GaAs. 

For the growth of Sn-doped n-type AlSb, Polaron and C-V measurements using metal 
diodes showed good agreement for AlSb (Table III). Both measurements showed n-type AlSb 
(grown on InAs) with a carrier concentration of 3-7x10 17 cm"3. C-V measurements of the 
AlSb layer were made by removing the GaSb cap by wet etching prior to metallization. Hall 
measurements could not be made on any AlSb samples due to poor reproducibility in forming 
ohmic, metal contacts. 

P-type doping of AlAs016Sb0g4 was easily achieved using DEZn. The hole 
concentration measured by Hall was reproducible with dopant flow (Table II). C-V 
measurements again show the hole concentration of the GaSb cap to be much less than the Hall 
measurement indicating that the GaSb cap is not significantly effecting the Hall measurement. 

We have grown a previously described pseudomorphic multiple quantum well (MQW) 
structure which consists of 500Ä InAs barriers and 100Ä InAsSb wells on the top of the above 
described AlAsSb cladding layers.15  The cladding layer is closely lattice-matched to the 
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Table HI.    Polarem and C-V measurements of AlSb grown at 500 ° C and 76 torr on InAs. 

Sample 
Number 

Dopant Flow3 

(seem) 

AlSb 
cv 

Carriers 
(10,7crrf3) 

Polaron 
Carriers 
(1017cm"3) 

2126 
2127 

Sn-300,20,10 
Sn-300,20,20 n, 4-7 

P.2-5 
n, 4 

a N-dopant:   TESn @ 20C and 646 torr, «^dilution / K, through TESn bubbler/ Mixture 
into the chamber. 

10 

3 
CO 

£•     6    - 
en 
c 
CO 

_i       4 
Q. 

200 250 300 350 
Photon Energy (meV) 

400 

Figure 1. The photoluminescence spectra at 16 and 200 K of an InAsSb/InAs MQW grown on 
top of an AlAsSb cladding layer. 

substrate (Aa/a = 0.001), and the entire active region is pseudomorphic with the substrate and 
cladding layers. The highly crystalline quality of the MQW active region is confirmed by 
FCXRD where 7 orders of satellites are observed and in optical characterization where the 
photoluminescence linewidth was 12 meV at 16 K. The photoluminescence spectra at 14 and 
200 K of the MQW are shown in Figure 1 and are similar to the previously reported spectra of 
the MQW structure used in an injected laser with InPSb cladding layers.1  Photoluminescence 
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output from these structures is observed at 300 K and it is of a similar width as that observed 
for 200 K with a slightly reduced intensity. 

In summary, we have demonstrated the growth of low carbon AlSb and AlAs016Sb084 
using TMAA or EDMAA, TESb, and AsH3 by MOCVD. The quality of this material is further 
evidenced by the demonstration of the first n-type doping of AlSb and AlAs„,6Sb0.4 using 
TESn. Hall measurements show electron concentrations in the low to mid 10 cm for Sn 
doped AlAs016Sb0g4. Polaron, C-V with metal diodes, and I-V measurements all confirm the 
n-type measurements by Hall. Polaron and C-V measurements showed Sn-doped AlSb to 
have an electron concentration of 3-7x10" cm"3. We have grown an InAsSb/InAs MQW active 
region on top of this AlAsSb layer and observed high quality photoluminescence from it at 
temperatures up to 300 K. With this demonstration of the growth of n-type AlSb and AlAsSb 
and high quality active regions by MOCVD, midwave infrared lasers (3-6 |J.m) using these 
materials will be prepared by MOCVD in the near future. 
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ABSTRACT 

We report on the structural characterization of InAs/(GaIn)Sb superlattices (SL) grown by 
solid-source molecular-beam epitaxy. SL periodicity and overall structural quality were 
assessed by high-resolution X-ray diffraction and Raman spectroscopy. Spectroscopic 
ellipsometry was found to be sensitive to the (GaIn)Sb alloy composition. 

INTRODUCTION 

There is increasing interest in III/V-antimonide heterostructures for IR optoelectronic 
devices. Based on InAs/(GaIn)Sb superlattices (SLs) mid- and far-IR photodetectors1»2 and 
lasers^ have been realized. Most of the device structures reported so far were grown by 
molecular-beam epitaxy (MBE). However, the parameter window for the growth of high- 
quality InAs/GaSb heterostructures is significantly narrower than that for the growth of, e.g., 
GaAs/(AlGa)As based structures'''. Therefore, a fast and efficient non-destructive control of 
the composition and structural quality of the antimonide heterostructures is required, either in- 
situ or at least ex-situ immediately after the epitaxial layer growth. 

High-resolution X-ray diffraction (HRXRD) in combination with Raman scattering and 
spectroscopic ellipsometry have been used successfully for the ex-situ structural 
characterization of InAs/GaSb SLs5-6. Among these techniques, Raman scattering and in 
particular spectroscopic ellipsometry7 have the potential of being used also as in-situ 
characterization techniques. The energy of the SL band gap, which determines the cut-off and 
emission wavelengths of detectors and emitters, respectively, can be conveniently probed by 
Fourier-transform photoluminescence and photocurrent spectroscopy8. In the present study, 
however, we shall focus on the assessment of the structural properties of MBE grown 
InAs/(GaIn)Sb SLs using HRXRD in conjunction with Raman spectroscopy and ellipsometry. 

EXPERIMENT 

InAs/(GaIn)Sb SLs were grown by solid-source MBE on undoped semi-insulating (100) 
GaAs substrates. Molecular beams of Sb2 and As2 were used. Growth of the antimonides 
started with an AlSb nucleation layer. The InAs/(GaIn)Sb SLs grown at 420°C were then 
deposited on a 1.1 pm thick strain relaxed GaSb buffer. For further details of sample growth 
see Refs. 4 and 6. For the present samples the InAs and (GaIn)Sb layer widths were in the 8 
to 10 monolayer (ML) range. The nominal composition of the Ga^Ii^Sb layers was either 
x=0, i.e. binary GaSb, or x=0.25. The shutter sequence for the growth of the InAs/GaSb 
interfaces (IF) corresponded to the deposition of either 1 ML InSb or 1 ML GaAs, which 
resulted in the intended formation of InSb- or GaAs-like IF bonds as checked by Raman 
spectroscopy^. To calibrate the growth of the (GaIn)Sb, thick strain relaxed layers were 
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Fig. 1: Measured (upper trace) and simulated (lower trace) HRXRD profiles covering the 004 
reflection range of a pair of 10 ML InAs/10 ML GaSb SLs with (left) InSb-like and (right) 
GaAs-like interfaces. 

prepared and their composition was analyzed by HRXRD and Raman spectroscopy. The 
InAs/(GaIn)Sb SLs were characterized by HRXRD using a set-up described in detail in Ref. 
6, Raman spectroscopy of backfolded longitudinal acoustic (LA) phonons10, and variable 
angle spectroscopic ellipsometry 11. 

RESULTS AND DISCUSSION 

Fig. 1 shows HRXRD profiles covering the symmetric 004 reflection range for a pair of 
100 period 10 ML InAs/10 ML GaSb SLs grown with either InSb- or GaAs-like IFs. For the 
SL with InSb-like IFs intense and narrow SL diffraction peaks up to the 4th order are 
observed indicating a good structural quality of the sample. The 0th order SL peak almost 
coincides with the diffraction peak from the strain-relaxed GaSb buffer layer, which shows 
that the lattice parameter of the SL stack along the growth direction is nearly identical to that 
of the GaSb buffer. Combining this finding with information obtained from HRXRD profiles 
recorded for asymmetric 115 reflection ranges, the in-plane lattice parameter of the SL was 
also found to be the same as that for the GaSb buffer. Thus, the SL with InSb-like IFs has a 
"cubic" metric with negligible residual strain. The 004 HRXRD profile of the SL with GaAs- 
like IFs exhibits much broader SL diffraction peaks which are shifted towards larger 
diffraction angles. This peak shift indicates that the average lattice parameter along the growth 
direction is smaller than that of the GaSb buffer, whereas the in-plane lattice parameter was 
found to be still that of the buffer layer. Thus, the SL with GaAs-like interfaces is under 
biaxial in-plane tension. This difference in the strain situation found for InAs/GaSb SLs with 
different IFs has been attributed to changes in the IF bond length which is much smaller for 
GaAs- than for InSb-like IFs6. 

Also shown are simulated diffraction profiles which reproduce the peak positions and 
relative peak widths. To model the peak widths observed for the SLs with GaAs-like IFs an 
increasing strain relaxation across the SL stack had to be assumed with only the first few 
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Fig. 2: Room-temperature Raman spectra of 10 
ML InAs/8 ML Ga^Ir^Sb SLs with InSb-like IFs 
and (top) x=0 or (bottom) x=0.25. Higher-order 
backfolded LA phonon doublets are marked by 
vertical lines. Optical excitation was at 1.92 eV. 

periods closest to the GaSb buffer layer being coherently strained to the in-plane lattice 
parameter of the buffer layer6. 

Raman spectra covering the frequency region of backfolded LA phonons are shown in Fig. 
2 for a pair of 50 period 10 ML InAs/8 ML Ga^Ir^Sb SLs with InSb-like IFs and In 
contents of x=0 (top) and x=0.25 (bottom). For both SL samples doublets of backfolded LA 
phonons are resolved up to the 4* order indicating a good and comparable overall structural 
quality for both types of SLs10-12. The frequency of the ±m* backfolded LA phonon mode 
is given by12 

fi±m = (m TT/PSL ± Ak) vaver. (1) 

Here PgL denotes the SL period and vaver is the averaged sound velocity of the SL given by 
1/vaver=°:/vInAs + (1-a)/vGaInSb- a is deflned as dInAs/PSL with dInAs as ^ "dividual 
InAs layer width; vInAs and vGaInSb are the appropriate sound velocities of bulk InAs and 
(GaIn)Sb,  respectively.  Ak is the momentum transferred in the backscattering Raman 
experiment, which is approximately twice the momentum of the incident photon. The mode 
frequencies found for binary InAs/GaSb SLs with InSb-like IFs can be well reproduced by 
Eq. 1 when using the sound velocities of bulk InAs and GaSblO of 3.83xl05 cm/s and 
3.97xl05 cm/s, respectively 13. For the InAs/Ga^ 75I11Q 258b SL sample the LA phonon 
doublets occur at systematically lower frequencies than for the InAs/GaSb SL. This difference 
in mode frequencies can only in part be explained by the somewhat larger period of the 
InAs/Ga0 75I11Q 258b SL determined by HRXRD to be 5.82 nm compared to that of the 
InAs/GaSb SL for which HRXRD gives a period of 5.47 nm. The remaining difference has to 
be accounted for by a reduced average sound velocity of 3.75xl05 cm/s when GaSb is 
replaced by GaQ 75^ 25$b. This value is somewhat lower than vaver=3.83xl05 cm/s from a 
linear interpolation between the sound velocities of bulk GaSb and InSb (3.41xl05 cm/s, Ref. 
14). This apparent reduction is readily explained by alloy scattering, not taken into account in 
the linear interpolation. 

The imaginary part of the pseudodielectric function ^ derived from room-temperature 
ellipsometric measurements, is plotted in Fig. 3 for a pair of 100 period 8 ML InAs/10 ML 
GaSb SLs with either InSb- or GaSb-like IFs. Two critical points are clearly resolved at 
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Fig. 3: Imaginary part e2 of the SL dielectric 
function (top) and second energy derivatives 
of e2 (bottom) for a pair of 8 ML InAs/10 
ML GaSb SLs with either InSb-like or GaAs- 
like IFs. 

energies around 2.1 and 2.5 eV. These critical points are marked in the derivative spectra 
d2e2/dE2 shown in the bottom panel of Fig. 3 as being due to the Ej interband transition in 
GaSb and to a superposition of the GaSb EJ+AJ transition and the Ej transition in InAs9. 
The oscillatory structure observed in the derivative spectra at photon energies below 1.8 eV is 
due to interference fringes. 

The interband transitions are less well resolved for the SL with GaAs-like IFs than for the 
SL with InSb-like IFs which reflects the lower structural quality of the SLs with GaAs-like 
IFs found by HRXRD6 (see Fig. 1). There are also slight shifts of the critical point energies 
as a function of the IF bond type, which have been attributed to differences in the strain 
situation within the SL stack depending on the interfacial bonding9. 

Fig. 4 shows the derivative spectra d2e2/dE2 for a pair of 50 period 10 ML InAs/8 ML 
Ga! ^Sb SLs with InSb-like IFs and x=0 or x=0.25. For the InAs/GaSb SL besides the 
Ej transitions of InAs and GaSb and the El + At transition of GaSb also the Ex + Aj transition 
of InAs is resolved at around 2.8 eV. When GaSb is replaced by GaQ 75InQ 2gSb the Ej 
transition of (GaIn)Sb shifts to lower energies by 100 meV and the E1+AX transition appears 
as a seperate shoulder at the low energy side of the Ej transition of InAs. 

The primary reason for the low-energy shift of the Ex and EJ+AJ critical points of 
Ga, IiuSb when x is increased from 0 to a nominal value of 0.25, is the composition 
dependence of the critical point energies. The Ej and E1+Al gap energies of Ga^In^b are 
plotted in Fig. 5 versus the In content x for 0<x<0.33. The data were obtained by room- 
temperature ellipsometric measurements on the thick strain relaxed Ga^I^Sh reference 
layers. The decrease in gap energy with increasing x found experimentally is much stronger 
than expected from a linear interpolation between the corresponding gap energies in GaSb and 
InSb15. This finding indicates a significant bowing in the composition dependence of the Ej 
and Ej +AJ gap energies. An energy down-shift of the Ej gap of 100 meV as found above for 

42 



lnAs/Ga,.xlnxSb SLs 10ML/8ML 

E, (Ga^b)      E, (InAs) 
E,+i, (GaSb) 

-x=0 
-x=0.25 

E,+4, (GalnSb) 

1.5 2.0 2.5 3.0 3.5 

Photon Energy (eV) 

2.5 

2.4 

2.3 

> 
S   2.2 
>. 
P> 

2.1 

2.0 

1.9 

1.8 

Ga1.xlnxSb T = 300 K 

E, gap (expt.) 

E,+A, gap (expt.) 

E1 gap (linear interpol.) 

E,+A, gap (linear interpol. 

0.1 0.2 

In content x 

0.3 

Fig. 4 (left): Second energy derivatives of the imaginary part e2 of the SL dielectric function 
for a pair of 10 ML InAs/8 ML Ga^Ir^Sb SLs with InSb-like IFs and In contents x=0 or 
x=0.25. 

band gap energies of Fig. 5 (right): Composition dependence of the Ej 
Gal-xInxSb- 

and EJ+AJ 

the InAs/(GaIn)Sb SL, corresponds to an In content of 0.25. This value is in agreement with 
the intended In concentration adjusted according to flux calibrations performed using thick 
(GaIn)Sb reference layers (see Experiment Section). 

A second source for shifts in gap energies are strain effects16. For GaSb grown 
pseudomorphically on InAs the by 0.62% smaller lattice parameter of InAs compared to that 
of GaSb causes a biaxial compressive strain in the GaSb. This strain was found to shift the Ej 
and EJ+AJ transitions of GaSb to higher energies by about 14 and 41 meV, respectively. 
This observation is in agreement with reports on InAs layers compressively strained to the in- 
plane lattice parameter of InP, for which the EJ+AJ gap was found to shift to higher energies 
by 0.18 eV whereas the Ej gap energy showed no detectable shift17. 

Assuming that for the InAs/Ga0 75InQ 25Sb SLs the (GaIn)Sb layers are compressively 
strained to the in-plane lattice parameter of the GaSb buffer corresponding to a lattice 
mismatch of 1.57%, from the above given strain induced shift of the Ej gap of GaSb the Ej 
gap of (GaIn)Sb is expected to be shifted to higher energies by about 35 meV. Or, in other 
words, the actual In content is somewhat higher than the value deduced above from the 
observed Ej gap shift neglecting strain effects. However, for a quantitative correction, the 
actual strains in both SLs have to be known. In addition, a more precise value for the strain 
induced Ej gap shift in GaSb would be desirable. But even with the present limitation, 
spectrocopic ellipsometry allows us a control of run-to-run variations in the composition x of 
InAs/Gaj^IiixSb SLs. 
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CONCLUSIONS 

InAs/(GaIn)Sb SLs grown by MBE were studied by HRXRD, Raman spectroscopy, and 
spectroscopic ellipsometry. The overall structural quality and SL periodicity were 
characterized by X-ray diffraction and Raman scattering by backfolded LA phonons. The SL 
dielectric function as measured by ellipsometry was found to depend on the overall structural 
quality and, in particular, on the (GaIn)Sb alloy composition. 
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ABSTRACT 

We report the results of the growth of InAsyPi.y /InP and Ino.86Gao.14Aso.51Po.49/ 
Ino.86Gao.14Aso.33Po.67 compressive strained multiple quantum wells (CSMQW) structures grown 
by low pressure metalorganic chemical vapor deposition (LP-MOCVD). Our studies showed 
high quality 1.06 urn InAso.21P0.79/InP CSMQW structure with 6 periods can be obtained when 
the growth temperature is around 650°C and the pressure in the reactor is about 20 Torr. When 
the well thickness and composition are tuned for wavelength around 1.30 urn, the quality of 
this structure degrades. By employing 1.1 um wavelength, lattice-matched InGaAsP as the 
barrier layers and setting the growth temperature at 600 °C, high quality 1.30 urn wavelength 
Ino.86Gao.14As0.51P0.49/Ino.86Gao.14As0.33P0.67 CSMQW materials with 10 periods can also be 
obtained. The materials were characterized with high resolution x-ray rocking curves, room and 
low temperature photoluminescence (PL). The 15K full-width-at-half-maximums (FWHM) of 
the PL peaks for 1.06 urn InAso.21Po.79/InP and 1.30 urn Ino.86Gao.14Aso.51Po.49/ 
Ino.86Gao.14Aso.33Po.67 CSMQW structures are 5.6 meV and 4.97 meV, respectively, which are 
among the smallest FWHMs reported up to date for these kinds of MOCVD growth materials. 
Buried heterostructure lasers at 1.3 um wavelength have been obtained with the CSMQWs as 
the active layer. 

INTRODUCTION 

Strained-layer heterostructures of InAsyPi.y /InP and In i.xGaxAsyPi.y/InP are of interest for 
a variety of optoelectronic device applications. In(Ga)AsP/InP multiple quantum well (MQW) 
structures can be tailored to emit light in the wavelength range of 1.06 to 1.6 um by suitable 
variation of the quantum well composition and width. Previous studies indicate that these 
strained-layer systems are particularly interesting for applications in ultrahigh speed devices, 
such as modulators, detectors and lasers[l-4]. The MQW structures with operating wavelength 
about 1.06 um and 1.3 urn have drawn much attention because the materials with wavelength 
of 1.06 urn can be used as the active layer of semiconductor optical amplifiers and the devices 
with wavelength around 1.30 urn match the lowest dispersion window in single mode fiber. In 
this article, we report high quality InASyPi.y/InP and Ini.xGaxAsyPi.y/Ino,86Gao.i4Aso.33Po.67 
compressive strained multiple quantum well structures grown by low pressure metal organic 
chemical vapor deposition (LP-MOCVD). The materials were characterized using high 
resolution x-ray diffraction, room and low temperature photoluminescence. Our results show 
that when InAsyPi.y well material and InP barrier are used and the thickness of well and 
barrier layers are about 6 and 20.9 nm, it is easy to get high quality 1.06 urn CSMQW structure 
of 6 periods with FWHMs of photoluminescence (PL) peaks of 13.1 and 5.6 meV at 300 and 
15 K, respectively. However, the quality of this structure degrades as the material composition 
is tuned toward 1.30 urn operation due to the transfer of arsenic from InAsyPi.y layer to InP 
layer and the relaxation of the material with a large strain. 
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For optical modulator applications, for example, in providing an acceptable optical 
extinction ratio[5] and for producing a large electric field-induced shift of exciton peak[6], 
MQWs with thick well layer are required. In order to obtain high quality 1.3 urn CSMQWs, 
several problems should be considered: 1) the transfer of arsenic between the well and barrier 
layers, 2) the relaxation of strain in the MQWs, 3) maintaining flat, abrupt interfaces between the 
well and barrier layers. Our approach is to use 1.1 urn wavelength lattice-matched 
Ino.86Gao.14As0.33P0.67 quaternary as the barrier layers and use Ino.86Gao.14Aso.51Po.49 as the well 
layers. Because the well and barrier layers contain the same elements i.e. In, Ga, As and P, and 
are grown at lower temperature, the diffusion of the atoms between these two layers much 
decreases and the strain in the material is also reduced. In addition, the change of compositions 
in well and barrier layers can be achieved by adjusting only the flow rate of arsine, so it is easy 
to switch the source for the growth of well and barrier layers. With the above ideas, high quality 
1.30 um wavelength CSMQWs with thick well thickness (11 nm) and many periods (10) are 
obtained. For these CSMQWs, the respective 300 and 15K FWHMs of PL peaks of 24 and 4.97 
meV are among the best reported for this kind of material grown by LP-MOCVD and are well 
comparable to the reported results of InA%Pi.y /InP MQWs grown by MBE[7]. 

EXPERIMENT 

The InAsyPi.y /InP and In i.xGaxASyPi.y/In i-xGaxAsJi-z compressive strained multiple 
quantum well structures were grown on (100) Fe-doped semi-insulating InP substrates in a 
horizontal LP-MOCVD reactor. The growth temperature and the pressure in the reactor are 
650 °C and 20 Torr, respectively. Trimethylindium (TMIn) and triethylgallium (TEGa) are 
used as group III sources; 10% arsine in hydrogen and 20% phosphine in hydrogen are used as 
group V sources. Before the substrate is loaded into the reactor, it is etched with the solution 
H2S04:H202:H20 of 8:1:1 for 2 minutes, then rinsed with DI water for a while and dried 
with nitrogen. The wafer is pre-heated in hydrogen at 120°C for 30 minutes for purging, then 
heated at 650°C for 10 minutes before growth starts. The mole fraction of TMIn is set at 
5x10"* mole/minute to give a growth rate of InP about 25 nm/min. For the InAsyPi.y/InP MQW 
structure, an InP buffer layer was grown on the substrate, followed by InAsyPi.y and InP 
MQW layers. Finally, an InP top layer with a 50 nm thickness was grown. For the Ini. 
xGaxASyPi.y/Ini.xGaxASzPi.z MQW structure, an initial lattice-matched 1.1 urn wavelength 
Ino.86Gao.14Aso.33Po.67 was grown as the barrier layer. The compressive strained well layer, 
Ino.s6Gao.14Aso.51Po.49 , was grown using the same flow parameters of TMIn, TEGa, phosphine 
and arsine as used for the growth of the barrier, except a second arsine line is used to supply 
the remaining arsine needed for the 1.30 urn bandgap. we need only to control the switching 
of the second arsine line to either the vent or to the reactor in the growth of barrier layer or 
well layer. Finally a 50 nm thick InP top layer was grown. . 

RESULTS AND DISCUSSION 

The MQWs were characterized with high resolution x-ray rocking curve, low and room 
temperature photoluminescence spectra. Fig.l shows the x-ray rocking curves of Ml 107 
(X=1.06 um), Ml 110 (X.=1.22 urn) and Ml 112 (X.=1.30 um) InAsyPi./InP CSMQW samples 
grown by MOC VD using the growth conditions listed in table 1. Sharp satellite peaks in the x- 
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ray rocking curve of the Ml 107 sample with 6 well layers are observed. In contrast to the Ml 107 
sample, Ml 110 and Ml 112 samples with 6 well layers show much broader satellite peaks. 
There are two possible explanations: 1) the InAsyPi.y /InP CSMQW materials can be partially 
relaxed. With increased flow rate of arsine, the arsenic concentration in the InAsyPi.y well layer 
increases and the lattice constant of InAsyPi.y also increases, which enlarges the strain in the 
structure and causes the material to relax. 2) With increased arsenic concentration in the InAsyPi. 
y, more arsenic diffuses from the InAsyPi.y well into the InP barrier. A graded InAsyPi.y layer 
may thus form near the interfaces. 

Table 1. The growth conditions of the samples 

Sample Layer Growth time The flowrate of sources   (seem) Thickness Periods 
# second TMIn TEGa PH3 AsH3 #1 AsH3 #2 (nm) 

Ml 107 Barrier 50 80 200 20.9 6 
Well 14 80 200 15 6 

M1U0 Barrier 50 80 200 20.9 6 
Well 14 80 200 22 6 

M1112 Barrier 50 80 200 20.9 6 
Well 14 80 200 24 6 

M1115 Barrier 50 80 200 20.9 6 
Well 18 80 200 23.4 8 

Ml 149 Barrier 25 80 29.8 200 5.8 10 10 
Well 28 80 29.8 200 5.8 24 11.3 
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Using a x-ray rocking curve simulation software incorporated with the dynamical x-ray 
diffraction theory, the arsenic compositions of 0.21, 0.39 and 0.45 in Ml 107, Ml 110 and Ml 112 
samples are obtained, the well and the barrier thickness are about 6 and 20.9 ran, respectively. 
Fig.2 shows the x-ray rocking curve of the Ml 115 (A.=1.30 um) sample with well thickness of 8 
nm. The absence of satellite peaks indicates that the Ml 115 sample is much relaxed or the 
interfaces are very rough. For sample Ml 107, Ml 110 and Ml 112, the corresponding room and 
low temperature photoluminescence spectra are shown in Fig.3 and Fig.4. For the Ml 107 sample, 
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the room temperature FWHM is as narrow as 13.1 meV, indicating high quality of this structure. 
On the other hand, for Ml 110 and Ml 112 samples, the room temperature FWHMs are much 
broader than that of Ml 107. Fig.4 shows that a respective small peak appears at long wavelength 
sides of the low temperature PL curves of Ml 110 and Ml 112 samples. The small peaks might be 
caused by the defect centers generated due to the relaxation of the structures[8]. 

Fig.5 shows the low and room temperature PL results of sample Ml 149 of an 
Ino.86Gao.14Aso.51Po.49/ In0.86Gao.14As0.33P0.67 MQW structure with 10 periods. As shown, the peak 
wavelength is 1.3 um at room temperature for this material and the FWHM of PL peak is 24 meV 
that is much narrower than the 44.2 meV for the InAsyPi.y /InP structure grown at 650 °C. For 
this structure, the 15K FWHM of PL peak is 4.97 meV that is among the narrowest FWHMs 
reported up to date for such materials grown by MOCVD and it is comparable to the best results 
for InAsyPi-y /InP materials grown by MBE system[7]. Fig.6 shows the X-ray rocking curve of 
Ml 149. The satellite peaks of this structure are much sharper and stronger than that for Ml 112 
shown in figure 3. Fig.6 also shows the x-ray rocking curve simulation of Ml 149. From the 
simulation, the x and y value are determined to be 0.14, 0.33 and 0.14, 0.51 for barrier and well 

48 



3 

*■> 

«5 
c 
a 

'.   15 K 300 K   . 

— I?7 "*!     I24 meV 

-   -<L L_              V 
_i i i i i i i_i i—J_ 

/In^Ga/iS^ CSMQW 
rx=0.14; y=0.33; 

:0.51 

11000 11500 12000 12500 13000 13500 

Wavelength(A) 
Fig.5 The 15K and 30DK Pll spectra of 

M1149 sample 

-1.5    -1.0    -0.5     0.0     0.5     1.0 
Angle(deg) 

Rg.6 The x-ray rocking curve of M1149 sample 

layers, respectively. The thickness of the well    and barrier layer are 11.3 and 10 nm, 
respectively. 

With the 1.3 urn Ino.86Gao.14Aso.51Po.49/Irio.86Gao.14Aso.33Po.67/InP CSMQWs in the active 
layer, we have fabricated buried heterostructure lasers. The laser structures were grown with 
three step MOCVD growth. For three well CSMQW structure lasers, threshold currents of 35 
and 70 mA are obtained for active layer width of 3 and 7 um, respectively. 

CONCLUSION 

In summary, using LP-MOCVD system, both the InASyPi./InP and Ini.xGaxAsyPi.y/ 
Ini.xGaxAszPi-z CSMQW structures were studied. The results show that high quality 1.06 
urn InAso.21Po.79/InP and 1.3 urn In0.86Gao.14As0.51P0.49/Ino.86Ga0.14As0.33P0.67 CSMQW 
structures can be grown by LP-MOCVD at 650°C, 600°C and 20 Torr, respectively. 
Photoluminescence peaks with respective FWHMs as small as 5.6 and 4.97 meV were 
observed at 15K. Preliminary results indicate efficient buried heterostructure lasers can be 
achieved with the CSMQWs at 1.30 u.m wavelength. 
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Abstract 

We discuss the selective conversion of buried layers of AlGaAs to a stable 
oxide and the implementation of this oxide into high performance vertical-cavity 
surface emitting lasers (VCSELs). The rate of lateral oxidation is shown to be 
linear with an Arrhenius temperature dependence. The measured activation 
energies vary with Al composition, providing a high degree of oxidation 
selectivity between AlGaAs alloys. Thus buried oxide layers can be selectively 
fabricated within the VCSEL through small compositional variations in the 
AlGaAs layers. The oxidation of AlGaAs alloys, as opposed to AlAs, is found to 
provide robust processing of reliable lasers. The insulating and low refractive 
index oxide provides enhanced electrical and optical confinement for ultralow 
threshold currents in oxide-apertured VCSELs. 

Introduction 

Oxide-apertured vertical-cavity surface emitting lasers (VCSELs) have 
recently demonstrated record low threshold currents1'2 and threshold voltages3 at 
both infrared and visible4 wavelengths, as well as record high power conversion 
efficiencies.5 These advances arise from the reduction of electrical and optical 
loss due to efficient current injection into the active region^ and index-guided 
optical confinement7 afforded by the buried oxide converted from AlGaAs.8 The 
Al-oxide has also been utilized in the fabrication of a variety of other 
photonic/microelectronic devices, including edge emitting lasers,9 optical 
waveguides,10 and GaAs metal-oxide-semiconductor field effect transistors.11 

Thus understanding the factors which influence the wet oxidation of AlGaAs is 
important for the development of robust fabrication techniques for advanced 
optoelectronic devices. 

In this paper we discuss the wet oxidation of AlGaAs, the implementation of 
the oxide in a monolithic VCSEL, and the resulting performance of oxide- 
apertured VCSELs. We first examine the influence of temperature and 
composition on the oxidation rate. The oxidation selectivity with respect to Al 
content is shown to allow the fabrication of buried oxide layers for confinement 
within the VCSEL. The use of an oxide formed from AlGaAs, rather than from 
AlAs, is demonstrated to give robust and reliable VCSELs. Finally, the threshold 
characteristics of oxide-apertured and ion-implanted VCSELs are compared. 
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Oxidation of AlGaAs 

To develop reproducible 
fabrication processes, wet oxidation 
of AlGaAs has been examined as a 
function of Al composition and 
process parameters. Samples 
containing AlGaAs layers are 
subjected to elevated temperatures 
(350-500°C) in a steam 
environment. Specifically, a 
controlled flow of N2 gas is 
bubbled through de-ionized water 
maintained at 82°C and is passed 
through a three zone tube furnace. 
Sufficient gas flow is used to insure 
a water vapor saturated regime so 
that the resulting oxidation rates 
are not reactant limited. The 
lateral oxidation length at 420°C 
for buried 84 nm thick AlxGai-xAs 
layers with x=1.0, 0.98, and 0.92 
are plotted in Fig. 1(a). This 
figure reveals the lateral oxidation 
obeys a linear rate without an 
induction time preceding the onset 
of oxidation. Using a model of 
silicon oxidation,12 the oxidation 
thickness, d0x, achieved in a time t 
can be calculated from 

dox2 + Adox = Bt    (1), 

where B is related to the diffusion 
constant of reactants through the 
oxide and B/A is related to the 
oxidation reaction rate constant. In 
the limit of short oxidation times 
and/or thin oxide thickness, 
equation (1) yields the reaction rate 
limited case: 

dox = (B/A) t     (2). 

(a)l    Oxidation Temperature: 420° C 
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Fig. 1.   Wet oxidation of AlGaAs: (a) lateral oxide 
length; (b) Arrhenius plot of rates; (c) activatioi 
energy of oxidation. 

For temperatures ranging between 350-500°C linear oxidation rates are observed, 
which indicate that the lateral oxidation of AlGaAs is rate limited rather than 
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determined by the diffusion of reactants through the oxide. 
The oxidation rate for a specific Al composition depends exponentially on 

temperature as shown in Fig. 1(b). From this Arrhenius dependence, oxidation 
activation energies can be calculated and are plotted in Fig. 1(c) for the different 
AlGaAs alloys. The activation energy for wet oxidation of AlAs is found to be 
0.98 eV; in comparison, the wet oxidation activation energy for Si is 1.96 eV.12 

This illustrates the relatively high reactivity of AlAs to oxidation. Notice an 
increase of the GaAs mole fraction of only 8% nearly doubles the activation 
energy, producing a value similar to Si. A strong compositional dependence of 
the oxidation rates follows from the compositional dependence of the activation 
energies. In fact, the oxidation rate of AlxGai-xAs for x varying from 1 to 0.8, 
changes by more than 2 orders of magnitude.3 Thus a high degree of oxidation 
selectivity in high Al-containing AlGaAs layers can be obtained with only a 
minute change in Ga concentration. The oxidation selectivity to Al-content can 
be exploited for fabrication of buried oxide layers, as described below. 
However, Fig. 1 also indicates that stringent control of composition and 
temperature is crucial for attaining a reproducible and selective AlGaAs 
oxidation processes for device fabrication. 

Fabrication of Oxide-Apertured VCSELs 

Figure 2 depicts our monolithic VCSEL which employs selective oxidation to 
produce a buried oxide aperture on each side of the laser active region.3'13 This 
oxide-apertured VCSEL structure has several advantages. First, in this 
monolithic structure we fully exploit low resistance distributed Bragg reflector 
(DBR) mirror designs (such as parabolic14 or uniparabolic15 heterointerface 
grading in combination with C-doping16) in utilizing the entire top mirror to 
conduct current into the active region. Thus current crowding effects and/or ion 
implantation damage in the top DBR are avoided. The current apertures 
immediately surrounding the optical cavity also eliminate sidewall nonradiative 
recombination present in air-post VCSELs17 and minimize lateral current 
spreading outside of the laser cavity. Finally, the smaller refractive index of the 
oxide layer provides index-guided optical confinement,7 but in a planar 
configuration amenable to efficient current flow and heat extraction. 

Contact 

Top DBR 
Mirror 

Oxide ^^ 
Layers ^^ 

Bottom 
DBR 

JIJIJI-'IJI-' MJ"M. ■JJJÜTIJLAIJ 

ffitttti Active Region '■. 

Fig. 2. VCSEL sketch showing the oxidized layers on each side of the active region. 
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Fig. 3. Top view of VCSELs showing the AlxGa^xAs current apertures located at the center of 
the mesas; (a) square mesa emitting light with x=0.98; (b) circular mesa emitting light with x=1.0; 
(c) circular mesa with x=0.92. 

The VCSEL wafers are grown by metalorganic vapor phase epitaxy 
(MOVPE) in an EMCORE 3200 reactor. This growth technique is especially 
well suited for selectively oxidized VCSELs due to the complete accessibility of 
the AlGaAs alloy range, the stringent compositional control, and the high degree 
of compositional uniformity which can be achieved. The continuous AlGaAs 
alloy range enables the design of buried oxide layers within the VCSEL by 
selecting a specific or multiple AlGaAs layer(s) in the VCSEL for oxidation 
through small variations (<10%) of the GaAs mole fraction in AlAs. Note that 
oxidation uniformity requires compositional uniformity. We estimate from our 
EMCORE oxidation calibration samples that the AlGaAs composition of layers 
with nominally identical composition vary less than ±0.1%. 

Fabrication of oxide-apertured VCSELs 13 begins with the lift-off deposition 
of a top ring-shaped Ti/Pt/Au p-type contact, and a backside blanket evaporation 
of a Ge/Au/Ni/Au n-type contact. A silicon nitride mask is deposited on the top 
surface and patterned to encapsulate the metal contact and form a mesa etch mask. 
Reactive ion etching employing BCI3/CI2 is used to define the laser mesas, thus 
forming trenches to expose the mesa sidewalls for oxidation. For the mirror 
layers not intended for oxidation, we use a GaAs mole fraction of 6 to 8%. The 
low index layers intended for oxidation adjacent to the optical cavity are adjusted 
to Alo.98Gao.02As for an enhanced oxidation rate. The oxidation of VCSELs is 
typically done at 440°C, producing an oxidation rate of =1 |im/min for the 
Alo.98Gao.02As layers, which is a factor of 3 or more faster than the surrounding 
AlGaAs layers. Lastly, the top nitride mask is removed before device testing. 

Fig. 3 illustrates top views of oxide-apertured VCSELs. The central regions 
in the mesa centers correspond to the unoxidized portion of the current aperture 
which defines the laser cavity. Independent of composition, the current aperture 
resulting from a square mesa tends to also be square as shown in Fig. 3(a), 
implying isotropic oxidation. However, for high Al-content layers (x > 0.94) 
crystallographic dependent oxidation is observed from circular mesas. For 
example, Fig. 3(b) shows a roughly square aperture results from a circular mesa 
when oxidizing AlAs.     Fig. 3(c) reveals that a circular aperture from a circular 
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Fie 4   Top view of VCSEL mesas containing AlxGa,.xAs oxide apertures after rapid thermal 
annealing to 350°C for 30 sec; (a) x=0.98; (b)x=1.0. 

mesa is regained for an oxide layer composition of x=0.92 
In spite of the crystallographic oxidation, the use of the binary AlAs as me 

oxidation layer wou7d seen? tcfrelax the required compositional -ntrol during 
growth   However, this actually creates new and worse problems. First the high 
feTtvity of IlÄs as seen in Fig.  1  makes control of its oxidation   ae 
problematic   Secondly, structures using oxidized AlAs « "^^ ™^ 
to thermal cycling.   Shown in Fig. 4 is a comparison of VCSEL mesas, alter 
rapfdTeJnal annfaling to 350°C for 30 seconds, ^^f^^^ 
are used in the oxide layers.  The mesas containing oxidized A As^ ^laminate a 
the oxide/semiconductor interface, while the mesas with x=0 98 in *e oxide layer 
are unaffected by the anneal. This thermal sensitivity is par^^^ 
post-oxidation VCSEL processing requiring heating to=100 C °[fea^ J™^ 
for Dhotolithoeraphy, polymer plananzation, dielectric deposition etc.   Hnaiiy 
and mos°t^tpJrtLtly'vCSELs using AlAs oxide layers have shown obvious 
degradation over only a few hours of operation.18-1* 

Cros section TEM images (prepared using focused ion beam etching) of 
oxide-conf ned VCSELs using Ato.9gGao.02As and AlAs as the oxide layers are 
shownTn Figs 5 and 6, respectively. The terminus of the oxide layer is denoted 
byThe vertSl arrows 'in Fig, 5 and 6, with the ""oxidized region beyond h, 
noint corresponding to the interior of the laser cavity.   In Fig. 5 and all other 
XtaÄÄi examined which employ Alo.98Ga0.02As oxidation layers, 
no ^cations or other defects are apparent along *e oxide/semiconduc^ 
interface or near the oxidation terminus.   Moreover, evidence of; strawisnot 
aooarent as in Fig 5. However, near the AlAs oxide terminus in Fig. 6 evidence 
ofaTainfidd is observed (see contrast at arrow). The strain presumably arises 
fromX vofutshrinkage in the oxidized AlAs layer    the T-A1203 converted 
from AlAs experiences a volume contraction of >12% as compared to the 
original AIAS.20 By comparison, the oxide shrinkage of Alo.92Gao.08As has been 
measured to be only 6.7%.21   Therefore, the dramatic temperature sensitivity ol 
AlAs^samSes depleted in Fig. 4, the strain observed at the AlAs oxide terminus 
^^^MlL^i^mcsölWCSm^^g AlAs are indicattve 
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Fig. 5. Cross section TEM image (g=(311)) of a VCSEL with an Alo.98Gao.02As oxide layer; the 
arrow denotes the oxide terminus. 
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Fig. 6. Cross section TEM image (g=(400)) of a VCSEL with an AlAs oxide layer. 

of excessive stress in the oxidized structures. To mitigate these adverse effects, 
the addition of a small amount of Ga to the oxidation layer is found to enable 
robust oxidation processing and reliable oxide-apertured VCSELs. 

Performance of Oxide-Apertured VCSELs 

Oxide-apertured VCSELs emitting at 980, 850, 780, and 650 nm have been 
fabricated and characterized. Shown in Fig. 7 are light-current-voltage curves 
for 850 and 780 nm devices with 5x5 [im apertures. For many emerging VCSEL 
applications, such as sources for optical fiber data links, laser printing heads, or 
free space interconnects, a submilliamp threshold current and an output of > 1 
mW is desired. These attributes are depicted in Fig. 7 and have also been 
demonstrated at 980 nm3'5.13 and 680 nm4 using oxide-apertured VCSELs. The 
improved performance of these VCSELs arises from the enhanced electrical and 
optical confinement provided by the buried oxide layers. 

Figure 8 shows a comparison of oxide-apertured and ion implanted VCSELs 
fabricated from the same epitaxial wafer. For the latter conventional VCSELs, a 
deep proton implantation is used to render the material around the laser 
nonconducting and thus define the laser cavity.22 For the broad area (>500 (Xm2) 
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Fig. 7.   Characteristics of oxide-apertured VCSELs including output light (heavy curve) and 
applied voltage (light curve); (a) 850 nm lasing wavelength; (b) 780 nm lasing wavelength. 
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Fig. 8.   Threshold properties of 850 nm oxide-apertured VCSELs;   (a) threshold current; 
(b) threshold current density. 

lasers in Fig. 8(a), the reduced threshold current of the oxide-confined VCSELs 
arises due to the improved electrical confinement.6 Since the insulting oxide 
layers are located on each side of the active region (see Fig. 2) the charge 
carriers are efficiently confined and injected into the quantum wells. By 
comparison, the ion implantation is necessarily located ~ 0.5 |0,m above the active 
region to avoid implantation damage to the quantum wells. Hence significant 
current spreading outside of the laser cavity occurs, which leads to increased 
carrier density required for lasing.. 

Due to the nature of the oxide-apertured VCSELs, extremely small cross 
section areas approaching 1 urn2 can be easily fabricated as shown in Fig. 8(a). 
As a result, threshold currents less than 1 mA are possible for the oxide- 
apertured VCSELs, as evident in Fig. 8(a) for area < 100 u.m2.   Notice the 
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increase of the threshold current observed for implanted VCSELs in Fig. 8(a) 
with area < 100 |0.m2, which is more pronounced in the threshold current density 
plotted in Fig. 8(b). The increased threshold current for the implanted VCSELs 
is needed to form a thermal refractive index profile (thermal "lense") necessary 
to support a transverse optical mode. The monotonic decrease of the threshold 
currents apparent for the oxide-apertured VCSELs in Fig. 8(a) is due to the 
concomitant index-guiding of the buried oxide layer.7 The refractive index 
changes from 3.0 for the original AlGaAs layer to =1.6 for the oxide, which 
induces a significant index difference between the laser cavity and the region 
surrounding the laser thus providing index-guiding optical confinement. For a 
given laser cross section area, the smaller threshold current density of the oxide- 
apertured VCSELs in Fig. 8(b) implies that a smaller modal gain is required for 
the onset of stimulated emission.23 This is a manifestation of the reduced loss 
arising from the more efficient confinement of the charge carriers and photons 
within the laser cavity for the oxide-apertured VCSELs. 

Conclusions 

Oxidation of AlGaAs alloys may play an important role in advanced 
optoelectronic device fabrication. We have shown the lateral oxidation rate of 
buried AlGaAs layers is dependent on temperature and composition. The linear 
oxidation rates imply a rate limited reaction, and a strong compositional 
dependence of the oxidation rates is a consequence of the compositional 
dependence of the activation energies. The oxidation selectivity which is possible 
with small variations of Ga content in high Al-containing AlGaAs enables the 
design of devices with buried oxide layers, but also requires stringent control of 
the alloy compositions for process reproducibility. Finally, the oxidation of 
AlGaAs alloys is found to provide a structure with less inherent strain than is 
obtained using AlAs, resulting in robust device processing of reliable VCSELs. 

Utilization of buried oxide layers in VCSELs has been shown to have several 
advantages. The selectively oxidized structure is suitable for fabrication of small 
active volume microlasers. The insulating oxide efficiently confines and injects 
charge carriers into the laser quantum wells, while the reduced refractive index 
of the oxide transversely confines the laser emission. This enhanced electrical 
and optical confinement enables ultralow threshold currents. Finally, the 
selectively oxidized structure has been implemented for VCSELs emitting at 980, 
850, 780 and 650 nm, indicating the universality of this structure. High 
performance oxide-confined VCSELs appropriate for a variety of wavelengths 
should benefit emerging applications and markets being considered for VCSELs. 
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Abstract 

Long-wavelength (1300/1550 nm) vertical-cavity surface-emitting lasers (VCSELs) 
have been much more difficult to realize than VCSELs at shorter wavelengths such as 
850/980 nm. The primary reason for this has been the low refractive index difference and 
reflectivity associated with lattice-matched InP/InGaAsP mirrors. A solution to this problem 
is to "wafer-fuse" high-reflectivity GaAs/AlGaAs mirrors to InP/InGaAsP active regions. 
This process has led to the first room-temperature continuous-wave (CW) 1.54 (im 
VCSELs. In this paper, we discuss two device geometries which employ wafer-fused 
mirrors, both of which lead to CW operation. We also discuss fabrication of WDM arrays 
using long-wavelength VCSELs. 

I. Introduction—VCSEL background 

In recent years, the vertical-cavity surface-emitting laser (VCSEL) has emerged as a 
new coherent light source alongside the conventional in-plane semiconductor laser owing to 
its compactness, inherent single-longitudinal mode operation, circular beam profile, and low 
manufacturing cost. The basic structure of a typical 980 nm or 850 nm [1] GaAs-based 
laser is shown in Fig. 1.1. The resonator is formed between epitaxial multilayer GaAs/AlAs 
mirrors, and the light emits through an aperture in the top p-contact. A number of other 
processing methods, such as etched post [2] or lateral oxidation [3] can also be employed 
and all rely on similar epitaxial growth. State of the art GaAs-based vertical-cavity lasers 
operate continuously at room-temperature with sub-100 uA threshold currents. The 
outstanding performance of these lasers greatly relies on their monolithic fabrication process 
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and the quality of Al(Ga)As/GaAs quarter-wave mirrors, which are presently the highest 
quality epitaxial mirrors that can be routinely fabricated. 

p-metal 

MfiflffiflBSflMfiKffiflrafii «w-iwa^aw.! mm/fum/sMtM/sm/ti 

H+ c sH+1 

jz& 

ÄlGaAs 
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ln-mirror 

ml 
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Figure 1.1: Typical 850 nm/ 980 nm VCSEL structure 

Long-distance optical fiber transmission systems, however, require sources at 1300 or 
1550 nm. The practical realization of VCSELs at these wavelengths has been a difficult 
process over the last decade due to numerous technological challenges. The most significant 
problem has been the fabrication of mirrors with sufficiently high reflectivity and adequate 
electrical and thermal properties. Active layers with bandgap energies in the 1.3 u.m to 1.6 
u.m wavelength range are presently grown using InGaAsP and AlInGaAs lattice-matched to 
InP, as shown in Fig. 1.2. Following the example of GaAs-based VCSELs shown in Fig. 
1.1, the immediate choice for long-wavelength quarter-wave epitaxial mirrors is the 
InGaAsP/InP or AHnGaAs/InP system lattice-matched to InP. The quaternary alloy is used 
as the high index and InP as the low index material. The range of refractive index that can 
be realized by varying the composition of this alloy is relatively small and requires epitaxial 
growths of thicknesses greater than 10 u.m for a single mirror to achieve sufficient 
reflectivity for vertical-cavity laser operation. The thermal conductivity of the quaternary 
InGaAsP alloy is an order of magnitude lower than that of InP and therefore laser cavities 
that use these materials require a careful thermal design involving heat paths around the 
mirrors for device cooling. This leaves a small margin of error in the design and the 
fabrication of these lasers. For these reasons, other dielectric and semiconductor mirror 
options have been investigated for long-wavelength VCSELs. These are described in the 
next section. 
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Fig. 1.2: Energy-gap vs. lattice constant for III-V alloys relevant for long- 
wavelength vertical-cavity laser applications. Vertical lines indicate GaAs 
and InP substrate lattice constants, while the horizontal lines indicate the 
energies of the 1300 nm and 1550 nm transitions. 

Il.Wafer-fused GaAs/AlAs mirrors: Motivation and Properties 

For long-wavelength VCSELs, the most common dielectric mirror is Si/Si02 
(refractive index 3.6/1.46) Owing to the large refractive index ratio these mirrors only 
require a few periods to achieve high reflectivity. However, their reflectivity is limited by the 
absorption in amorphous silicon. The thermal conductivity of silicon oxide and amorphous 
silicon is also quite poor and they can not be used as the bottom, heat transferring mirror in 
VCSELs. Thermal conduction of these mirrors can be improved by using MgO [4] and 
silicon carbide. However, one significant disadvantage of all dielectric mirrors is they are 
electrically insulating. This forces the use of ring contacts, leading to non-uniform injection 
and current crowding, which degrades device efficiency. 

Semiconductor mirrors, on the other hand can be electrically conductive, and generally 
have better thermal conductivity than dielectric mirrors. Using the process of wafer fusion, 
InGaAsP active layers operating at 1300 nm and 1550 nm can be bonded to epitaxially 
grown mirrors that are not lattice-matched to InP. Figure 2.1 
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Fig. 2.1: Refractive index as a function of energy gap for material lattice 
matched to GaAs and InP. 

illustrates the options available among semiconductor mirrors for 1.55 u,m operation. Figure 
2.1 shows the refractive index at 1550 nm as a function of the energy bandgap of the 
material, and enables a direct comparison between the achievable refractive index values for 
compatible materials. Evidently, in order to fabricate a semiconductor quarter-wave mirror 
one uses a wide bandgap material for the lower of the two indexes and a narrow gap material 
for the higher. In selecting the narrow gap material or alloy composition care must be taken 
that the lasing wavelength is longer than the wavelength of the absorption edge of the mirror 
material. 

From Fig. 2.1, it is evident that the GaAs/ Al As material system provides high 
refractive index contrast. This fact, combined with excellent thermal conductivity, and the 
proven performance of AlGaAs/GaAs mirrors at 980 nm makes them an excellent choice at 
1550 nm. Figure 2.2 shows a comparison amongst three mirror combinations: the dielectric 
Si/Si02 combination, the lattice-matched InP/InGaAsP mirror, and the wafer-fused 
AlAs/GaAs mirror. The dielectric mirror saturates at low reflectivity because amorphous 
silicon is quite lossy. The other two semiconductor mirrors have been modeled with 10 cm" 
1 loss, but because the InP/InGaAsP mirror requires a large number of periods, it too 
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saturates at low reflectivity. The GaAs/AlGaAs system is by far the best choice, and as 
sections 3 and 4 describe, has produced the best 1.55 (im VCSELs ever. 
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Fig. 2.2: Reflectivity as a function of number of layers for three quarter-wave 
mirrors used for 1.55 um vertical-cavity lasers. 

III. CW Electrically pumped Double-fused VCSEL Results 

Figure 3.1 illustrates a scanning electron micrograph (SEM) of double-fused 
VCSELs, with an InP/InGaAsP active region and two wafer-fused GaAs/AlGaAs mirrors. 
The high mirror reflectivity provided by the GaAs/AlAs mirror must be coupled with 
electrical conductivity and low-free carrier absorption to result in room temperature CW 
operation. Particularly in the p-type mirror, dopants must be strategically placed in the 
cavity, with a doping level that is low enough to minimize loss and high enough to minimize 
electrical resistance. The heterointerfaces in the mirror must also be graded properly to 
reduce resistance [5]. 

Careful attention to these issues has resulted in the room-temperature double-fused 
results shown in Fig. 3.2. Device sizes from 8 urn to 20 \im läse CW, at room temperature, 
and CW lasing is maintained up to 34 °C [6]. These devices have also been tested in 
transmission experiments. They maintain a side-mode suppression ratio of 25 dB under 1 
Gbit/sec pseudo-random modulation, with a measured bit error rate of 3e-12 after 
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transmission through 6.4 km of single-mode fiber. Measured RC-limited bandwidth is 2-3 
Ghz. [7] 

il icon nitri de, 

InGaAsP 
active layer. 

p-contact 

gP^^kn^M^iV^'f •' 

Figure 3.1: SEM of double-fused 1550 nm VCSEL. 
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Fig. 3.2: Continuous-wave operation of five sizes of 1.54 jim vertical-cavity 
lasers. 
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The double-fused VCSEL results of Fig. 3.2 employ an "etched-post" geometry, 
which is now known to introduce excess scattering loss. Recent work on 980 nm lasers at 
Sandia laboratories [3] has demonstrated that an "oxide aperture" geometry introduces 
much lower loss. The device structure is similar to Fig. 3.1, except now an AlAs layer in 
the p-mirror close to the active region is oxidized inward from the edge to constrict the 
current and the optical mode. Applying this to double-fused VCSELs, Margalit et al [8] 
have obtained the results shown in Fig. 3.3. Threshold current has been reduced to 1.3 mA, 
and maximum operating temperature increased to 39°C. 
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Figure 3.3 - CW L-I vs Temperature for oxidized double-fused device. 

IV. CW Optically Pumped Double-Fused VCSEL Results 

The double-fused geometry lends itself to another approach to achieving room- 
temperature CW operation at long-wavelengths. Figure 4.1 shows an approach in which the 
1550 nm VCSEL is optically pumped by an underlying 980 nm VCSEL [9]. This 
"integrated optical pump" scheme retains all the advantages of the VCSEL geometry, such 
wafer-scale fabrication and testing. Modulation of the long-wavelength radiation is 
accomplished by modulating the 980 nm pump. The motivation for this approach is to 
eliminate the need for dopants in the long-wavelength cavity, greatly reducing intracavity 
losses, and to eliminate resistive heating on the long-wavelength side. It is also possible to 
use a small diameter pump VCSEL in conjunction with a large mode field in the long- 
wavelength VCSEL, which could enhance transverse mode control. The absence of 
resistive heating minimizes thermal lensing. 
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Figure 4.1: Optically pumped 1550 nm array 

One of the reasons this scheme is feasible is that the GaAs/AlAs mirrors of the 1550 
nm VCSEL are transparent to the 980 nm radiation, as shown in Fig. 4.2. This allows the 
pump beam to be coupled efficiently into the long-wavelength VCSEL. It is also true that 
the 1550 nm VCSEL does not "see" the 980 nm VCSEL mirrors, so stacking the two 
cavities next to each other does not lead to appreciable coupled-cavity effects. 
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Figure 4.2: 30 period GaAs/AlAs mirrors at 980 nm and 1550 nm. 

Also critical to the success of the scheme shown in Fig. 4.1 is designing the long- 
wavelength cavity with threshold sufficiently low that it can be reached with 980 nm VCSEL 
power levels. 
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Figure 4.3: CW Power conversion from 935 nm (Ti:Sapphire) to 1500 nm VCSEL. Both 
power axes are in mW. 
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The undoped double-fused geometry is inherently low-loss, and further designing the cavity 
to be optically pumped leads to low optically pumped thresholds. Figure 4.3 shows 
experimentally measured CW power conversion from 935 nm to 1550 nm using a 
TkSapphire laser as the pump source, pumping a 1550 nm double-fused VGSEL. 
Threshold power is 2-3 mW, and maximum output power is approximately 2 mW. These 
numbers verify qualitatively that wafer fusion does not introduce a large amount of optical 
loss into the cavity. The pump powers shown on the horizontal axis represent those hitting 
the long-wavelength active region, and correction has been made for loss through a focusing 
microscope objective, as well as reflection from a GaAs substrate with no anti-reflection 
coating. No correction has been made for unabsorbed light. The best 980 nm VCSELs 
today can deliver nearly 10 mW power for 10 um device size, so the experiment of Fig. 4.3 
indicates that the scheme of Fig. 4.1 is entirely feasible. We choose 10 um device size 
because this is comparable to that in single-mode optical fiber. 

V. Double-Fused WDM Arrays 

Another interesting level of design freedom inherent to the double-fused structure is 
the possibility of intracavity mode adjustment prior to wafer fusion of the second mirror. 
Figure 5.1 shows how this can be applied to generate wavelength-division multiplexed 
(WDM) arrays of long-wavelength VCSELs. Inside the long-wavelength cavity is a 
superlattice of alternating layers of InP and InGaAsP. Selectively removing layers of this 
superlattice allows the lasing wavelength to be varied from one device to the next. 

„ ...... U 
InP/InGaAsP/ 
superlattice 

Bottom 
mirror 

InP 

InP 

active 
"region 

Figure 5.1: Intracavity superlattice for WDM arrays.The second GaAs/AlAs mirror is 
fused to the non-planar top surface. 

After this etching has been done, the second mirror can be fused to this stepped surface. 
Successful fusion to a stepped surface is rather surprising, and the physics of this process 
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remains to be well understood. Work by Babic [5] has indicated that material tends to move 
to fill voids during the fusing process, and this apparently aids in obtaining robust wafer 
fusion over the non-planar surface of Fig. 5.1. 

Using the process of Fig. 5.1, the 4-channel WDM array results of Figure 5.2 were 
obtained. 

3 

C 
9» 

© ■ 

-20 
4-channel WDM VCSEL Array 

30 

....      |       ...       1       |       1      1       1      1 

1 
i ■ 111 111111—i- 

40 - - 

50 \ 

60 J VAAV 

80 

—i—i—i—i—i—i—i—i—i—i—i—§—.—i—i—11111.... i.... ii 

1510    1515    1520    1525    1530    1535    1540 
Wavelength (nm) 

Figure 5.2 Optically pumped WDM array 

The channel spacing is approximately 2 nm, and low optically pumped threshold (2-4 mW) 
is maintained even after fusing to a stepped surface. A number of features remain to be 
explained, such as the non-uniformity in channel spacing, and correlating the channel 
spacing with the step height of the intra-cavity etch. Nevertheless, the results of Fig.5.2 
suggest that double-fused wavelength-stepped arrays are possible. These hold potential for 
replacing expensive arrays of distributed feedback (DFB) and distributed Bragg reflector 
(DBR) lasers in future WDM applications. 

VI.  Conclusion 

Long-wavelength vertical-cavity surface-emitting lasers (VCSELs) have undergone 
major advancements in the last 2 years due to the introduction of "wafer-fused" GaAs/AlAs 
mirrors, in conjunction with InGaAsP/InP active regions. Using two wafer-fused mirrors to 
create a "double-fused" geometry has resulted in the first room-temperature CW devices. 
Two device structures have been demonstrated. The first uses direct electrical pumping of 
the double-fused device, and has resulted in 1.3 mA CW threshold. The second uses optical 
pumping with a shorter wavelength VCSEL, and has demonstrated 1 mW CW output 
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power with less than 10 mW pump power. We have also demonstrated wafer fusion to 
stepped surfaces, resulting in a 4-channel WDM array at 1.55 [im. 
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ABSTRACT 

We report successful application of a low-temperature-grown amorphous GaAs 
(a-GaAs) layer for stabilization of the fundamental transverse mode of InGaAs/GaAs 
vertical-cavity surface-emitting lasers. The maximum currents maintaining a stable 
fundamental transverse mode were increased by the antiguide effect of a-GaAs with a 
high refractive index. For 10-|im- and 15-um-diameter devices, we attained a stable 
single-mode emission over a wide range of current. The antiguiding of transverse 
modes in vertical cavity buried in the high refractive cladding layer was calculated 
using a two-dimensional beam propagation method. 

INTRODUCTION 

Vertical-cavity surface-emitting lasers (VCSELs) are considered to be useful light 
sources for applications in optical parallel processing, optical communications and 
optical interconnections. [1] One of the most imperative issues for these applications is 
achieving a stable transverse mode emission at high output power. The requirement of 
the high output power needs to increase the maximum laser aperture size maintaining 
stable transverse mode emission. In conventional VCSEL index-guided structures, 
unstable multi-transverse emission characteristics have been observed even for 
relatively small devices of < 10 urn diameter due to strong confinement of high order 
transverse modes in the cavity. In gain-guided structure also, stable transverse mode 
characteristics have been observed for only the devices with window size of < 10 lim. 
[2,3] Recently, several attempts have been made to control the transverse mode in both 
index-guided [4] and gain-guided [5] structures. In the work reported by Wu et al, [4] a 
buried VCSEL structure with AlGaAs epitaxial layers was employed to stabilize 
fundamental transverse mode emission using antiguide effect of the surrounding 
AlGaAs layers of relatively high refractive index. 

In this work, we report that a VCSEL structure buried in low temperature- 
deposited amorphous GaAs (a-GaAs) is very effective in improving the transverse 
mode characteristics. Since a-GaAs has high refractive index [6] compared to 
crystalline GaAs and AlAs layers composing the cavity and waveguide regions, the a- 
GaAs-buried region plays the role of an antiguiding channel. Using this structure, we 
could obtain a stable fundamental mode emission for devices of 10 u.m diameter. 
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EXPERIMENTAL 

The epitaxial structure was grown by metalorganic chemical vapor deposition 
technique. The active layers were designed with a periodic gain VCSEL structure 
having a two-wavelength-thick undoped GaAs cavity and three Ino.22Gao.78As (85Ä) 
quantum wells. The distributed Bragg reflectors (DBR) at the top (p-doped) and the 
bottom (n-doped) sides respectively consisted of 16 and 23.5 periods of AlAs/GaAs 
quarter-wave stacks. The detailed laser structure was described in previous reports. 
[7,8] We fabricated bottom-emitting lasers using chemically-assisted ion beam etching 
(CAIBE) with chlorine. Ti/Au/Ni metal dots were used as p-contact and mask layers for 
CAIBE. The laser posts were etched through the active region to the top layer of the 
bottom mirror, employing in-situ monitoring of etch depth using laser reflectometry. 
[9] After CAIBE, the sample was immediately rinsed with deionized water, and then it 
was slightly etched using a solution of HySO^fyO^I^Ol :8:1000 to remove residual 
chlorine and the ion damaged region on the etched sidewalk The a-GaAs layer was 
deposited by molecular beam epitaxy at 160 °C for 2.5 h under an As/Ga ratio of 20:1. 
The thickness of a-GaAs layer was 2.5 - 3.0 um. The amorphous state of the GaAs 
layer was identified from X-ray diffraction measurements. The resistivity of a-GaAs 
layer was higher than 900 Qcm as determined by I-V measurement for a sample 
deposited on a semi-insulating GaAs substrate. The refractive index of a-GaAs layer 
was measured to be 3.8 by an ellisometer. Figure 1 shows schematic cross-sectional 
view of the device. The detailed procedures to fabricate these devices were described in 
our previous report [10]. 

p-contact 

a-GaAs 

Figure 1. Schematic cross-section of 
amorphous-GaAs-buried 
surface-emitting lasers. 

^_^_p^ J > i J / > 11 / i / / t-rr\ 

antireflection f 
layers n-contact 

DEVICE CHARACTERISTICS 

The device characteristics were measured under CW and pulse operation at room 
temperature without a heat sink. The lasing wavelength was around 990 nm at the 
threshold. In previous work [10], we reported passivation effect of a-GaAs layers on 
surface defects of etched sidewall of cavity. The threshold currents measured from as- 
etched circular devices with 15, 20, 25, and 40 lim diameters were 2.5, 4.3, 4.6, and 6.0 
mA, respectively. Threshold currents of a-GaAs-deposited devices with 15, 20, 25, 30, 
35 and 40 \im diameters were 1.3, 2.1, 2.9, 3.4, 4.1 and 5.1 mA. Differential quantum 
efficiencies as well as threshold currents were significantly improved by the a-GaAs 
deposition. 
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Figures 2(a), 2(b) and 2(c) show, respectively, L-I curve, near-field and far-field 
emission patterns of a 10-um-diameter a-GaAs-buried device measured under pulse 
operation. The threshold current Ith of this device is 0.5 mA and light output power 
reaches over 2.0 mW. Below threshold, the spontaneous emission is observed over 
entire device area, as seen in Fig. 2(b) After laser operation, the near-field emission 
patterns show circularly symmetric and narrow fundamental transverse mode 
emissions. The fundamental mode emission is stable up to I51th with a constant beam 
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Figure 2. (a) L-I curve, (b) near-field emission and (c) far-field emission 
patterns for a 10-|im-diameter amorphous-GaAs-buried device. 
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Figure 3. (a) L-I curve, (b) near-field emission and (c) far-field emission 
patterns for a 15-|im-diameter amorphous-GaAs-buried device. 
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width. As the current is increased above 15/,/,, the near-field patterns develop a slight 
broadening, but still the fundamental transverse mode is observed to be the dominant 
emission pattern. Far-field emission patterns, seen in Fig. 2(c), also show stable mode 
characteristics. Note that the far-field pattern is critical factor for coupling with an 
optical fiber. The angular spread of the laser mode is rearly constant over all measured 
current ranges. 

Figures 3(a), 3(b) and 3(c) show L-I curve, near-field and far-field emission 
patterns of a 15-|im-diameter device measured under pulse operation. The threshold 
current of this device was 1.4 mA. In this device, the fundamental transverse mode is 
predominantly observed up to the current of around 1.4/,/, and gradually developed next 
higher order modes with increasing current. The far-field emission patterns show slow 
increase of the angular spread with gradual transition to multi-transverse modes 
emission. The air-post devices with a diameter above 7 jxm exhibited a rapid transition 
to multimode emission just above /,/,. These results suggest that the a-GaAs-buried 
structure stabilizes the fundamental transverse mode emission quite effectively. 

NUMERICAL ANALYSIS 

We performed a two-dimensional numerical calculation to investigate the 
antiguiding effect of the a-GaAs-buried structure. We used a finite difference beam 
propagation method based on the scalar Helmholz wave equation [11]. Figure 4(a) 
shows a device model structure that we used for this calculation. The active region was 
considered as passive uniform media with an effective refractive indexe of ni(3.523). 
The refractive index n2 for DBR mirror region was assumed as an average value, 
3.236, for the AlAs/GaAs mirror layers in our device structure. The reflectivity of the 
top mirror was considered as a unit. In clad, we used the refractive index of 3.8 and the 
extinction coefficient of 0.06 for the a-GaAs layer, measured by ellisometer. 

Figure 4(b) shows the total cavity loss for fundamental and first order transverse 
modes against device size for various reflectivities of bottom mirror. The total cavity 
loss is given by the sum of the round trip loss in waveguiding in cavity and the power 
loss in mirror layers. After several thousand round trips, the profiles of both 
fundamental and first order modes were determined, respectively, and then the total 
cavity loss was obtained along with the mirror loss. We found that the total cavity loss 
of the fundamental and the first order modes increases with decreasing device size, 
resulting from rapid increase of the round trip loss. As the difference of total cavity loss 
increases, the first order mode emission can be suppressed effectively. Over the 
calculated reflectivity ranges, the difference reaches to significant values for the device 
sizes of 10 fim and less. Therefore, the observation of a stable fundamental mode 
emission at 10 |im diameter device, seen in Fig. 2, can be attributed to the strong 
antiguide effect in the a-GaAs-buried structure. In addition, the ratio of total cavity loss 
of two modes is found to increase with increasing mirror reflectivity, as shown in Fig. 
4(b). This indicates that the higher transverse mode emission is suppressed more 
efficiently with decreased mirror loss. For a mirror reflectivity of 99.8%, the total 
cavity loss of the first order mode for a 15-|im-size device is 1.2 times that of the 
fundamental mode. These results suggest that it is possible to achieve a stable single 
transverse mode emission using the a-GaAs-buried structure up to 15 |im diameter by 
simply increasing the reflectivity of mirrors. 

We also calculated the variation of the antiguiding effect with refractive index of 
the cladding layer. The round trip loss for fundamental and first order modes rapidly 
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increased with increasing the refractive index of the clad layer, n3, above the value of 
the active region, n^ However, The round trip losses for these modes are saturated 
when n3 reaches near 3.5. This result indicates that the antiguiding effect is not 
enlarged any more for n3 > 3.5. It has been reported that the properties of a-GaAs is 
strongly dependent on its composition ratio of As/Ga. With increasing the composition 
of As in a-GaAs prepared by molecular beam deposition, the refractive index increases 
from 3.5 to above 4.5, while the resistivity abruptly decreases. [6] Since the antiguiding 
effect is saturated beyond the refractive index of 3.5, we suggest that the a-GaAs layer 
with a low As composition may be optimum to achieve both electrical isolation of laser 
devices and stabilization of the transverse mode. 

The high resistivity property of amorphous GaAs can provide an effect on the 
surface passivation of sidewall of the etched laser post, as reported previously [10]. 
Furthermore, The low temperature deposition of a-GaAs is performed without thermal 
damages on the device structure during the process, in particular on top metal mirror 
layer. Therefore, employing the a-GaAs layer as cladding layer in the VCSEL device 
structure provides various advantages in improving the device performances and also 
simplifying the processes. 
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Figure 4. (a) Schematic model and (b) simulated total cavity losses against 
device size and mirror reflectivity for fundamental and first order 
transverse modes. 

CONCLUSIONS 

In conclusion, we have demonstrated that a low-temperature-deposited a-GaAs 
layer is very effective in stabilizing the fundamental transverse mode of VCSELs. 
Providing an antiguiding effect with an a-GaAs layer of a high refractive index, we 
were able to attain stable single transverse mode emission from a 10-u.m-diameter 
device for current level over 20/,/, and from a 15-u.m-diameter device for current level 
over l AIth under pulse operation. 
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ABSTRACT 

We have extended the spectrum of molecular-beam epitaxy (MBE) related techniques by 

introducing in-situ deposition of oxides. The oxide films have been deposited on clean, atomically 

ordered (100) GaAs wafer surfaces using molecular beams of gallium-, magnesium-, silicon-, or 

aluminum oxide. Among the fabricated oxide-GaAs heterostructures, Ga203-GaAs interfaces ex- 

hibit unique electronic properties including an interface state density Dit in the low 1010 cm"2eV_1 

range and an interface recombination velocity S of 4000 cm/s. The formation of inversion layers 

in both n- and p-type GaAs has been clearly established. Further, fhermodynamic and photochem- 

ical stability of excellent electronic interface properties of Ga203-GaAs structures has been dem- 

onstrated. 

INTRODUCTION 

Low-power components are key to the widespread use of high-performance portable sys- 

tems. The natural choice for low-power, high speed/frequency devices are technologies using high 

mobility materials such as GaAs and related compounds [1]. Due to the lack of insulating layers 

on GaAs based semiconductors providing low interface state density and stable device operation, 

however, the performance, integration level, and commercial success of both digital and analog 

GaAs based devices and circuits have been limited. Despite numerous efforts over the last three 

decades, previously suggested approaches (e.g. [2] - [6]) have been proven to be inadequate for 

commercial device applications. 

This paper presents an approach to overcome the above described bottlenecks. The first ob- 

jective of this paper is to demonstrate how the extension of MBE toward in-situ deposition of ox- 

ides has provided the required ingredients for the implementation of a stable, low interface state 

density insulator on GaAs. The second objective is to present and discuss structural and electronic 

properties of in-situ fabricated oxide-GaAs interfaces with emphasis on the unique electronic prop- 

erties observed at in-situ fabricated Ga203-GaAs interfaces. 

81 

Mat. Res. Soc. Symp. Proc. Vol. 421 e 1996 Materials Research Society 



In order to further illustrate the point at issue, a brief synopsis of fundamental requirements 

for the implementation of stable, low interface state density insulator on GaAs is given. The first 

category of requirements can be easily derived from a variety of detailed and comprehensive oxi- 

dation studies previously conducted on GaAs. For example, Spicer et al. [7] found that exposure of 

a clean (110) GaAs surface to more than 100 Langmuirs (1 Langmuir (L) = 10"6 Torr sec) of mo- 

lecular oxygen already induces noticeable Fermi level pinning at the GaAs surface. Since the oxy- 

gen surface coverage was typically only a fraction of a monolayer even after an exposure of 105 L 

it was concluded, that Fermi level pinning is indirect, i.e. caused by surface disorder and creation 

of lattice defects rather than by the electronic structure of the adatom. Similar effects were found 

for carbon [8]. Other studies focusing on chemical reactions occurring during GaAs oxidation sug- 

gested that GaAs oxidation inherently produces thermodynamically unstable oxide-GaAs interfac- 

es via the interfacial reaction As203 + 2 GaAs -» Ga203 + 4As. This reaction occurs spontaneously 

(AG = -62 kcal/mol) but slowly even at room temperature (e.g. [9], [10]). Here, Fermi level pinning 

is ascribed to the formation of As clusters at the interface [11]. Clearly, surface exposure has to be 

minimized to less than 10 -100 Langmuirs and oxidation must be completely avoided in order to 

ensure a clean, atomically ordered GaAs surface with low defect density prior to insulator deposi- 

tion. This requirement may only be met under ultra-high vacuum (UHV) conditions. 

The second category concerns the species intentionally deposited on GaAs in order to form 

the insulating layer. Chemical reactions with the GaAs surface must be excluded and the electronic 

structure of the deposited molecules must not introduce GaAs gap states. No a priori assumption 

can be made regarding the latter requirement. Instead, it will be discussed in conjunction with our 

experimental results later in this paper. 

EXPERIMENT 

The 2 inch wafers have been fabricated using a multiple-chamber UHV system [12]. The 

wafer fabrication was comprised of 1.5 um thick n-type (1.6 x 1016 cm"3) or p-type (4.4 x 1016 

cm"3) GaAs epilayers grown by solid source MBE on heavily Si or Zn-doped (100) GaAs sub- 

strates, respectively. Subsequently, the freshly grown film with an As-stabilized (2x4) surface was 

transferred under a vacuum of 6 x 10"11 Torr to another chamber (background pressure = 10"10 

Torr) for oxide deposition. Figure 1 shows the pressure (solid line) and the corresponding GaAs 

surface exposure (dashed line) which is typically observed prior to opening the shutter for oxide 

deposition. The time tc and ts is the time of completion of GaAs growth and the time at which the 

shutter was opened for oxide deposition, respectively. The GaAs surface was exposed to a pressure 
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Fig. 1. Pressure (solid line) and surface exposure 
(dashed line) measured between completion of 
GaAs epitaxial growth (tc) and start of oxide depo- 
sition (ts). 

Fig. 2. RHEED picture taken at time tc and ts. The 
identical RHEED pictures show a (2x4) recon- 
structed surface indicating preservation of surface 
stoichiometry. 

not higher than 10"10 Torr during the transfer and heating of the substrate to the deposition temper- 

ature Ts. For the last two minutes, the e-beam was turned on to heat up the oxide targets. Only then 

did the GaAs surface begin to experience the pressure from 10"10 to 10"7 Torr. The pressure rise 

(predominantly oxygen) was caused by vaporization and thermal dissociation of the oxide targets 

during e-beam heating. Note that the typical GaAs surface exposure prior to opening the shutter 

for oxide deposition (tc < t < ts) was < 10 Langmuirs. Based on typical initial sticking coefficients 

for oxygen (e.g. [13]), the GaAs surface impurity coverage is estimated at 10"5to 10"3%of amono- 

layer or 10 to 1010 surface impurities/cm2 prior to deposition. 

The preservation of surface periodicity and atomic order has been investigated by in-situ 

reflection high energy electron diffraction (RHEED) in the time interval tc < t < ts. RHEED pictures 

acquired from a (100) GaAs surface at the time tc and ts (Ts = 360 °C) are identical, showing a (2x4) 

reconstructed, As stabilized surface (Fig. 2). Consequently, the surface atomic order and periodic- 

ity is not affected by exposure to impurity gases of less than 10 Langmuirs in our experiments and 

the surface stoichiometry is completely preserved prior to opening the shutter for oxide deposition 

at time ts. 

Finally, oxide films have been deposited at substrate temperatures Ts ranging from room 

temperature to = 600 °C using molecular beams of gallium-, magnesium-, silicon-, or aluminum 

oxide. Single crystal Gd3Ga5012 [14], MgO, Si02, or A1203, respectively, were used as source ma- 

terials and evaporated by an e-beam technique. The use of Gd3Ga5012 was motivated by the un- 
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availability of single crystal Ga203 and had led to the first successful deposition of gallium oxide 

molecules forming extremely uniform Ga203 films on GaAs [15]. 

Reference wafers with identical GaAs epitaxial structure and substrate were also fabricated 

in the same solid-source III-V chamber using (i) no oxide deposition (bare samples) and (ii) 

AI0 45Ga0 55AS interfaces. 

RESULTS AND DISCUSSION 

Structural Properties 

The chemical composition at in-situ fabricated oxide-GaAs interfaces has been investigat- 

ed by x-ray photoelectron spectroscopy (XPS). Compositional profiles and the crystallographic 

structure of the deposited oxide films have been studied by Rutherford backscattering spectrometry 

(RBS), secondary ion mass spectroscopy (SIMS), transmission electron microscopy (TEM), and 

RHEED, respectively. 

Figure 3 shows measured (solid line) and simulated (dashed line) RBS spectra of (a) galli- 

um, (b) silicon, (c) aluminum, and (d) magnesium oxide films. The ratios of Ga, Si, Al, and Mg 

with oxygen were determined to 43:55, 33:67,40:60, and 50:50, respectively. The Si, Al, and MgO 

films may be oxygen deficient within the error limits of RBS (± 2%). Previously published results 

indicated that the nonstoichiometry of the Ga203 film is due to incorporation of excess elemental 

Ga [15]. Further, Ga203 films using e-beam evaporation of Gd3Ga5012 typically exhibit a nonuni- 

GaAs   Ga203    „ 1      -4)      4He+ 

^- (1.8 MeV) 
- ^*-Detector 

■ Experiment 
'Simulation, 

100 200 300 
Channel 

400 500 

Fig. 3(a). Measured (solid line) RBS spectrum of 
525 A thick Ga20^film on GaAs substrate. The 
simulation (dashed line) assumes constant Gd con- 
centration throughout the film. 

to (67 at.%) 

200 300 
Channel 

400 

Fig. 3(b). Measured (solid line) and simulated 
(dashed line) RBS spectrum of a 450 A thick silicon 
oxide film on Si. 
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In-Situ A1203 

Ts = 20 °C 

K 

|O(60at.%) 

t AI (40 at.%) 

GaAs   A1203 

Mg     1    MgO-Si O(50a,.%>  {50sL%)\    T^35o„c 

400 500 300 

Fig. 3(d). Measured (solid line) and simulated Fig. 3(c). Measured (solid line) and simulated 
(dashed line) RBS spectrum of a 807 A thick alumi- (dashed line) RBS spectrum of a 1752 A thick mag- 
num oxide film on GaAs. nesium oxide film on Si. 

form Gd distribution characterized by a virtually Gd free interfacial region and a peak in Gd con- 

centration at the surface (see Fig. 3(a)). Our characterization methods (including XPS and SIMS) 

can not completely exclude the presence of Gd at the interface and possible effects of Gd on elec- 

tronic interface properties are not known at this time. The presence of Gd in the bulk oxide film, 

however, may affect electrical measurements conducted on metal-oxide-semiconductor (MOS) 

Fig. 4(a). Plan view TEM and the corresponding Fig. 4(h). Plan view TEM micrograph and the cor- 
electron diffraction pattern of a 260 A thick Ga203 responding electron diffraction pattern of a 400 A 
film in-situ deposited on GaAs at 360 °C. thick Si02film in-situ deposited on GaAs at 4I0°C. 
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mj:, .Wfei,:; 

Fig. 4(c). Plan view TEM micrograph and the cor- Fig. 4(d). Plan view TEM and the corresponding 
responding electron diffraction pattern of a 807 Ä electron diffraction pattern of a 285 A thick MgO 
thick Al203film in-situ deposited on GaAs at RT. film in-situ deposited on GaAs at 400 °C. 

structures to be discussed later. In the following, we will refer to the films as Ga203, Si02, A1203, 

and MgO, respectively. 

Figure 4 shows the plan view TEM micrographs and the corresponding electron diffraction 

patterns of (a) Ga203, (b) Si02, (c) A1203, and (d) MgO films which were in-situ deposited on 

GaAs. As observed from TEM (and RHEED) studies, Si02 films are amorphous. Ga203 and A1203 

films are amorphous with partial ordering in a completely disordered state for increased deposition 

temperature. Part of the MgO films, however, is epitaxially grown on GaAs [16] with substrate tem- 

peratures around 275 - 400 °C. MgO films grown at lower Ts tend to be randomly oriented poly- 

crystalline. The insulating film should be preferably of amorphous phase in order to elude problems 

arising from lattice-mismatched interfaces. 

Interfacial As 3d and Ga 3d core level spectra were acquired using a Perkin Elmer 5600 

series XPS spectrometer equipped with a monochromatic Al Ka x-ray source. The photon energy 

was 1486.6 eV. Depth profiling was done in-situ in a UHV chamber (background pressure = 5 x 

10"10 Torr) by Ar sputtering using an ion gun at 4 keV. The sputtering rate of = 3 A/cycle has been 

significantly smaller than the estimated photoelectron escape depth of = 20 A [17]. Figure 5 shows 

typical interfacial depth profiles of Ga and As 3d core levels of in-situ fabricated Ga203-GaAs 

structures (a) as deposited and (b) after rapid thermal annealing at 1000 °C for 30 sec. The Ga and 

As 3d binding energies of GaGa20j, GaGaAs, and AsGaAs are 21.2, 19.2, and 41.2 eV, respectively, 

and remain unchanged after temperature stress. The Ga 3d peak gradually shifts from the bulk 
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In-Situ Ga203-GaAs 
As-Stabilized C(2x4) 

T,= 550°C 

In-Situ Ga203-GaAs 
As - Stabilized C(2x4) 
T,= 550°C 
tox«H.3nm 

As-3d 

TMp=10O0 C, 30 s 
ln85%N2,15% H2 
[36 nmSIOjCap Layer] 

36 28 

Binding Energy (aV) 

36 26 

Binding Energy (eV) 

Fig. 5(a). Interfacial depth profile of Ga and As 3d 
core levels of an as deposited, in-situ fabricated 
GaiO^film. Peak energy positions and FWHM ex- 
actly correspond to standard values. 

Fig. 5(b). Interfacial depth profile ofGa and As 3d 
core levels of the film in Fig. 5(a) after rapid ther- 
mal annealing at WOO 'Cfor 30 sec. 

Ga203 to the bulk GaAs on a length scale consistent with the electron escape depth. The interme- 

diate Ga203 peak can easily be fitted as a sum of two components. Chemical reaction products, in 

particular As203 (44.6 eV) and As205 (45.7 eV) are not detectable at both as deposited and tem- 

perature stressed Ga203-GaAs interfaces. Consequently, the chemical reaction As203 + 2 GaAs 

-» Ga203 + 4As resulting in As formation and degradation of electronic interface properties [11] 

is excluded. The excellent thermodynamic stability is consistent with the predictions based on ther- 

mochemical phase diagrams published by Schwartz in 1983 [9] and has important implications for 

the stability of electronic interface properties to be discussed later. Note that virtually identical, 

AsxOy free, interfacial As 3d core level profiles were obtained from in-situ fabricated A1203- and 

Si02-GaAs structures as well (not shown). A more detailed discussion of XPS spectra acquired 

from in-situ fabricated oxide-GaAs structures is given in Ref. 18. 

Structural interface properties including the absence of chemical reactions and interfacial 

AsxOy (and in turn, elemental As) and the crystallographic structure (amorphous) of the majority 

of the oxide films are virtually identical. However, as will be discussed in the following paragraph, 

the examined structural interface characteristics do not a priori translate into comparable electronic 

interface properties. 

Electronic Properties 

Electronic interface properties including interface state density Dit and recombination ve- 

locity S have been investigated by capacitance-voltage (C-V), capacitance-time (C-t), conductance 

voltage (G-V), and steady-state photoluminescence (PL) measurements, respectively. 

First, PL measurements at high injection level using an argon ion laser (KQ = 514.5 nm) 
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have been used to qualitatively characterize the Ga203-, Si02-, A1203-, MgO-, and 

Al0 45Gao 55As-GaAs interface as well as the bare sample surface. At high injection level (p > N), 

radiative recombination dominates for low nonradiative contributions (internal quantum efficiency 

T) = 1), however, quantum efficiencies close to that of a bare sample (T| « 1) are measured for high 

surface recombination velocity S > 106 cm/s (e.g. [19]). Here, p and N are the injected carrier den- 

sity and the doping concentration, respectively. Figure 6 shows typical PL spectra obtained from 

oxide- and Al0 45Gao 55 As-GaAs interfaces as well as from the bare sample surface (n-type). The 

excitation power density P0 is 1100 W/cm2. Clearly, the results shown in Fig. 6 reveal two distinc- 

tively different classes of interfaces where the first group includes Ga203- and Al0 45Ga0 55As- 

GaAs and the second comprises the other oxides. The latter group exhibits a surface recombination 

velocity S comparable to that of a bare surface (> 107 cm/s) and a Fermi level pinned at the inter- 

face as demonstrated by C-V measurements (not shown). Evidently, the fundamentally different 

electronic interface properties observed at various in-situ fabricated oxide-GaAs interfaces are due 

to the specific crystallographic structure associated with the interfacial atoms of GaAs and the de- 

posited oxide molecules. Therefore, we have chosen the term intrinsic pinning for our observation 

of Fermi level pinning at in-situ fabricated Si02-, A1203-, and MgO-GaAs interfaces. In the fol- 

lowing, we will focus on the unique electronic interface properties of in-situ fabricated Ga203- 

GaAs interfaces. 

The interface recombination velocity S has been inferred from thorough studies of the in- 
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ternal quantum efficiency r\ over a wide range of incident light power densities (1< P0 < 104 W/ 

cm2). This technique is based on the relative weight of nonradiative and radiative recombination 

as a function of P0 resulting in a unique curve shape of r\ versus P0 for a specific S [20] .This is 

demonstrated in Fig. 7 which shows the measured (symbols) and simulated (dashed lines) efficien- 

cy T| versus P0 of Ga203-GaAs structures and, for comparison purposes, T| of an Al0 45Ga0 55AS- 

GaAs interface as well (n-type). The simulation results have been obtained from calculated PL 

depth profiles using a selfconsistent, numerical device model for semiconductor heterostructures 

[20], [21]. Since the PL intensity is not measured in absolute units, the measured curves are rigidly 

shifted to the calculated ones [22]. The best fit of the simulations to the measurement data has been 

obtained for S = 4000 - 5000 and 1000 cm/s for Ga203- and Al0 45Gao 55As-GaAs structures, re- 

spectively. Similar results were acquired from p-type structures. 

Additional PL characterizations (P0 = 1100 

try 

101 

iou 

10"' 

2 10^ 

10" 

Ga2O3/(100)GaAs 
T, = 560 °C 

p-type, 

800 850 900 
Luminescence Wavelength (nm) 

950 

W/cm ) have been performed to demon- 

strate the thermodynamic stability of elec- 

tronic properties observed at in-situ fabri- 

cated Ga203-GaAs interfaces. As indicated 

in Fig. 8, the PL intensities after rapid ther- 

mal annealing for 30 s at 700 or 800 °C are 

virtually identical to those obtained from the 

corresponding as deposited samples. These 

results imply the preservation of excellent 

electronic interface properties. Further, the 

PL intensity decreases by only 21% even af- 

ter temperature exposure of 1000 °C for 30 s 

(S = 104 cm/s). 

MOS structures have been 

fabricated using a standard shadow mask process. The interface state density Dit has been inferred 

from quasistatic C-V as well as from C-V and G-V measurements at frequencies ranging from 100 

Hz to 1 MHz. Figure 9 shows typical C-V characteristics of (a) n-type and (b) p-type Ga203-GaAs 

MOS structures measured in quasistatic mode and at various frequencies between 100 Hz and 1 

MHz. The classical operational modes of ideal MOS structures such as (i) inversion, (ii) depletion, 

and (iii) accumulation are clearly revealed. The frequency dispersion observed in accumulation is 

attributed to an oxide layer of relatively low resistivity adjacent to the interface (confirmed by G- 

Fig, 8. PL spectra ofn- and p-type as deposited 
and temperature exposed GajOyGaAs structures 
as well as of the corresponding bare samples. 
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Fig. 9(a). Typical C-Vcharacteristics of n-type 
samples. The oxide thickness is 462 A. 

Fig. 9(b). Typical C-V characteristics of p-type 
samples. The oxide thickness is 594 A. 

V measurements) rather than to a high density of interface states near the band edges. The depth 

dependence of the oxide resistivity may be related to the depth profile of the Gd concentration. A 

high density of interface states near the band edges can be excluded since (i) integration over the 

quasistatic capacitance reveals actual operation of the structures in accumulation [23] and (ii) the 

formation of inversion layers is observed in 

both n- and p-type sample. 

Figure 10 shows typical re- 

sults obtained for Dit as a function of gap en- 

ergy E using the quasistatic/high frequency 

C-V technique [24]. The inferred midgap in- 

terface state density in the low 10 cm 

eV range is consistent with Dit values de- 

rived from G-V measurements (not shown). 

However, G-V measurements indicate a 

considerably wider bottom of the Dit-E 

characteristic [25]. This has also been con- 

firmed by C-t measurements performed in 

accumulation showing a long term drift of 

capacitance chancterized by time constants 

Fig. 10. Djt of in-situ fabricated GajO^ -GaAs 
structures inferred from C-V measurements on n- 
type (triangles) and p-type (circles) samples using 
the quasistatic/high frequency method. 
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in excess of 1 -10 sec [23]. Clearly, the majority of the states shown in Fig. 10 is ascribed to trap- 

ping centers located in the Ga203 bulk. 

CONCLUSIONS 

In-situ deposition of oxide molecules has expanded the spectrum of molecular-beam epit- 

axy related techniques and enabled the fabrication of the first thermodynamically stable, low inter- 

face state density insulator-GaAs structures. The excellent electronic interface properties are as- 

cribed to the specific crystallographic structure associated with the interfacial atoms of GaAs and 

the deposited gallium oxide molecules. The application of our in-situ Ga203-GaAs technology 

may pave the way for new device concepts on GaAs and will significantly improve existing GaAs 

technologies. Field effect device applications will require further improvements of oxide proper- 

ties, in particular, a reduction in bulk trap density. 
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ABSTRACT 

We report on the orientation dependence ( (100), (110) and (111) ) of photoluminescence 
(PL), photoreflectance (PR) and Surface Photo-Voltage (SPV) for sulfur passivated bulk semi- 
insulating (SI) GaAs. Near band gap PL peak intensities (bound-exciton and acceptor-related) 
were enhanced following (NIL^S or S2C12 treatment of GaAs for all orientations. The reduction 
of surface recombination velocity (from PL data) was orientation dependent and especially 
pronounced for the case of (lll)A and (lll)B orientations. The effect of thin dielectric layers 
deposited on S-treated surfaces was also investigated, particularly for (100) and (lll)A 
orientations. SPV data shows a strong increase in the above band gap signal after both S- 
treatment and dielectric film deposition, which was higher than that measured for only S-treated 
surfaces. PR data showed an increase in the interfacial electric field following deposition of 
dielectric film. The results of absolute S-surface coverage measurements using particle-induced 
X-ray emission measurements were correlated with the optical characteristics. 

INTRODUCTION 

Non-(100)-oriented semiconductor substrates have recently been exploited for preparing low 
dimensional structures, while epitaxial growth on such substrates have revealed a variety of 
interesting device possibilities arising from some unique hetero-interfacial properties [1]. These 
include, lateral composition modulation, surface segregation and alloy disorder [1-3]. Electronic 
passivation has often been shown to be an essential prerequisite for fabrication of useful devices 
[4]. Passivation schemes have involved sulfur-passivation [4] and also organic SAMs, which are 
formed by chemical grafting of molecules using metal-organic compounds [5]. Self-assembled 
monolayers (SAM) of alkane thiols grown on GaAs have recently received considerable attention 
for their potential application in passivation optoelectronic devices [5-7]. These passivants can 
effectively counter nonradiative recombination at GaAs and other III-V semiconductor surfaces 
[5-8], In previous work, we demonstrated that MOCVD-grown n-type and Semi-Insulating (SI) 
(100) GaAs surfaces can be electronically passivated using siloxane-type SAMs formed from 
Thio-Silanes (TS) [8]. The focus of this paper is on studying electronic surface passivation of 
different crystallographic orientations GaAs substrates. Measurements were carried out on these 
samples before and after deposition of sulfur-siloxane-type SAMs. 
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EXPERIMENTAL RESULTS 

(100), (111) and (110) GaAs samples were cleaned using standard procedures. All substrate 
preparations were performed in a sealed and pre-evacuated glove-box under continuously flowing 
dry nitrogen. Native oxides were etched using standard Caros solution buffered to yield a slow 
etch rate (-30 A.S'1) followed by a decanting rinse in anhydrous methanol. The samples were then 
dried under flowing dry N2. The S-passivation pretreatment was performed using S2CI2 vapors in 
the same system or (NFL^S standard solution at 60°C. Ultrathin films (-10Ä) of TS were 
synthesized on cleaned, chemically etched and S-passivated surfaces in the absence of water, 
using anhydrous methanol or toluene under the same conditions. The combination of Caros pre- 
etching followed by S2CI2 vapour treatment and siloxane SAM deposition is henceforth called 
"Sulfursiloxane". Photoluminescence (PL) and Photo-Reflectance (PR) measurements were 
carried out as previously reported with 488 nm Ar laser excitation [9], while constant flux 
Surface Photo-Voltage (SPV) measurement were made under low-level optical excitation [10]. 

Sulfur coverage was measured using Particle Induced X-Ray Emission (PIXE) in conjunction 
with Rutherford Backscattering Spectrometry (RBS), including channeling [11]. The specimens 
were bombarded by 1.8 MeV 4He beam accelerated using a 2.5 MV Van de Graaff generator and 
characteristic S Ka X-rays were measured. The absolute S coverage was obtained by normalizing 
the total characteristic X-ray yield with that from a thin self-supporting CdS reference film 
(~30ug/cm2). The areal density of S atoms of the CdS film was deduced from RBS 
measurements. For samples with low S coverage (less than 1015 atom/cm2), channeling techniques 
were further applied to reduce the Bremsstrahlung, arising from the bulk of the sample. 
Compared with the "random" geometry, this technique suppresses the intensity of the 
Bremsstrahlung underneath the S characteristic peak by a factor -5. This technique is denoted as 
surface sensitive particle induced X-ray analysis (SPIX). having a sensitivity of 5.0xl013 

atoms/cm2. 

Table 1. Absolute Coverage Measurements of Sulfur and Siloxane Treated SI GaAs Surfaces. 

Sulfur Coverage Sulfur Coverage 
Sample and 

Chemical treatment 
[S] 

(1015 cm"2) 
Sulfur 
ML 

Sample and 
Chemical 
treatment 

[S] 
(1015 cm"2) 

Sulfur 
ML 

SI GaAs (100) 
control 

<0.1 <0.16 SI GaAs (100) 
(NHUkS 

4.25±0.4 6.8 

SI GaAs (100) 
Sulfursiloxane (20°C) 

7.27±0.51 11.6 SIGaAs(lll)A 
(NH&S 

0.98±0.09 1.36 

SI GaAs (100) 
Sulfursiloxane (110°C) 

2.72±0.19 4.35 SI GaAs (110) 
(NID2S 

1.38±0.1 3.10 

SI GaAs (100) 
Siloxane only (20°C) 

2.07±0.2 3.31 

PL of sulfursiloxane treated GaAs (100) measured at 18 K is shown in Fig 1. Temperature 
(17K-300K) and excitation dependent PL measurements enabled the peaks at -1.519 eV and 
1.498 eV to be identified as due to bound exciton (BE) transitions and those involving carbon 
acceptors CAS, (e°, A), respectively [9]. The BE peak showed an enhancement up to 12 times on 
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Sulfiirsiloxane treatment. Fig. 1 also shows that, distinct from (100) and (110) orientations, the 
PL enhancement of (111)A surfaces are strongly treatment-time dependent. 
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Fig. 1. Dependence of near band gap PL peaks (T=18 K) of GaAs (111)A, (111)B and 
(100) samples. Treatment times are given for (111)A and B samples. 

a 
a 
wo 

55 
> 

111A 

S-siloxanc (RT) 
— S-siloxane(110°C) 
— reference 

S-siloxane (RT) 
S-treated only 

reference 

1.3 1.4 1.5 1.6 
Photon Energy (eV) 

1.7 

Fig. 2. SPV spectra for (100) and (111)A samples with different treatments. 

SPV spectra of S2CI2 treated only and sulfiirsiloxane treated (lll)A surfaces are shown in 
Fig. 2. The magnitude of the above band gap (ABG) SPV signal and spectral dependence of the 
surface potential can be used to infer changes in the surface recombination rates.. Similar to the 
PL results, the SPV enhancement for (100) was higher than for (111)A surfaces. 
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Fig. 3. PR spectra of GaAs (100): (a) untreated, (b) sulfursiloxane treated at room 
temperature and (c) sulfursiloxane treated at 110°C. 

Fig. 3 shows the room-temperature (RT) PR spectra of sulfursiloxane treated (100) samples. 
These samples exhibit a strong enhancement (up to 10 times) in the amplitude of band gap PR 
peaks. As the PR lineshape of SI GaAs dose not contain Franz-Keldysh oscillations, only 
qualitative conclusions regarding the interfacial field could be made by comparison of the PR 
amplitude from pre- and post-treated surfaces. PR spectra of RT siloxane-type SAMs show a 
stronger interfacial electric field corresponding to higher S-coverage as shown in Table 1. 

DISCUSSION 

The intensity of BE to carbon PL varies with the crystallographic orientation, the combination 
of surface treatments and siloxane deposition conditions (at 20 °C or 110 °C). However the BE 
peak intensity appear to consistently correlate with the number of sulfur monolayers formed on 
the GaAs surface as measured by PIXE measurements (e.g., the enhancement ratio of 12.6 for B 
peak corresponds to 11.6 ML of sulfur for SI GaAs(100) surface after sulfur-siloxane treatments 
at room temperature as shown in Fig.l and Table 1). The difference in the total amount of sulfur 
atoms weakly bonded or in the form of various sulfide compounds for the different surfaces 
suggests different chemical reactivity rates of each surface and corresponding S overage, 
correlates with the observed changes in the optical properties of those surfaces. 
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The surface Fermi level of SI-GaAs is pinned at Ec - 0.69 eV due to the large density of 
surface states [12]. To shift the Fermi level, the interfacial states must be reduced and/or 
additional charge introduced. Sulfiirsiloxane and sulfur can result in near surface fixed charges 
which would cause a significant increase in the interface electric field as evident from PR data. 
Recent X-ray photoelectron spectroscopy (XPS) data for GaAs (100) shows the presence of Ga- 
S bonds in the form of Ga2S3, below the free sulfur layers [13] which possibly facilitates surface 
passivation in agreement with our earlier observations for AlGaAs and GaAs [9]. 

SPV spectra of sulfiirsiloxane treated GaAs(lll), (100) and (110) all show that the ABG 
signal is higher than untreated surfaces, which is consistent with the results of near band gap PL 
measurements. In addition, PR results indicate that near surface electric field of GaAs/S/Siloxane 
interface is also significantly enhanced: a strong electric field in the hetero-interface is probably 
due to the fixed charge in the thin siloxane layer and weakly bound sulfur present at the surface. 
S2CI2 molecules contain a S=S double bond and can form atomic chains, with negative charges 
residing on the terminal atoms of the chain [14]. Hence, the incorporation of further unsaturated 
sulfur chains (S2" or S42") by S2C12 pre-treatment may provide a larger uncompensated charge 
density in the disordered sulfur monolayers compared with (NFLt^S-treatments. The specific 
chemical nature of S2C12 molecules as well as the presence of thiol (HS-) groups from thiosilane 
can explain the higher observed sulfur coverage values for room temperature treated SI GaAs 
(100) as compared with that for (NFLt^S-treatment (see Table 1). PIXE coverage measurements 
indicate that sulfiirsiloxane treatments (including S2C12 pre-treatment) provide a higher sulfur 
coverage than (NFL^S-treatment on all GaAs orientations. 

The differences between the Ga- and As-terminated (111) surfaces after sulfur or sulfiir- 
siloxane treatment may be explained as follows. The gallium atom is readily attacked by OFT 
ions and is dissolved into solution ((NFL^S + H20). In anhydrous solution, the reaction with Ga 
is slower and is dominated by sulfur-related ions such as HS- from thiosilane. The S-passivation 
process is slow for (lll)A surfaces because of the competitive process between OH~ and S~~2 

ions bonding with Ga atoms. Towards the end, S is dominantly double bonded with Ga and thus 
cannot be removed either by OH- or by ambient oxygen under atmospheric conditions. For 
arsenic in As-terminated (111) surfaces, reaction with sulfur is more efficient than with OH~. The 
chemical reaction for As starts with elemental arsenic As" , which presence was observed by 
recent XPS data [15] and possibly is weakly bound to the crystalline lattice [16]: 

As°+ 3/)+ + 40H~ H> As02" + 2H20. 

The reaction continues with accumulation of excess As, since the breaking of Ga-related chemical 
bonds induces As dimmers (As-As) instead of As-O. As a product of this, As-S bonds are located 
inside the amorphous passivating overlayer and not on the GaAs surface. Finally, sulfur is 
irreversibly bound to Ga in a bridge-site configuration (Ga-S-Ga) with a thick disordered 
overlayer containing excessive As, which could explain the deterioration of the passivation for 
GaAs (lll)B samples. 

CONCLUSIONS 

Experimental observations relating surface treatment and optical properties were described as 
a function of GaAs crystallographic orientation. The role of sulfur coverage and interface electric 
field on surface recombination were discussed. 
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ABSTRACT 

A chemical bath deposition process was used to grow thin (25-200 Ä) films of cadmium 
sulfide on (100) InP from an aqueous solution of ammonium hydroxide, cadmium sulfate, and 
thiourea at 75-85 °C. Reflection high energy electron diffraction (RHEED) and transmission 
electron microscopy (TEM) show that -30 Ä films are amorphous, while thicker films exhibit a 
cubic polycrystalline microstructure, with a preferred orientation in the [110] direction. X-ray 
photoelectron spectroscopy (XPS) shows the CdS treatment both removes the native oxides of 
InP and forms a stabilizing layer which protects the substrate from re-oxidation. Quasistatic 
capacitance-voltage response of MIS capacitors on InP, with a CdS layer between the insulator 
and substrate, exhibits well defined regions of accumulation, depletion, and inversion, indicating a 
high-quality interface region. An experimental CmJC0X value of 0.28 was obtained, compared to 
the theoretical value of 0.07. The density of interface states (D„) was reduced from 1012 to 10" 
eV'cm"2 after CdS treatment when calculated by the high-low method. InP MISFETs fabricated 
using CdS interlayers showed greatly enhanced device performance over untreated MISFETs. 

INTRODUCTION 

The optimization of such InP-based devices as photodetectors, transistors, and surface- 
emitting lasers requires stabilization of the III-V surface to prevent the formation of native oxides 
and phosphorus vacancies. These surface aberrations are aggravated by elevated temperatures, 
yielding a surface of poor electrical quality. Numerous attempts have been made to passivate the 
InP surface and prevent native oxide re-formation by deposition of protective sulfide layers on the 
III-V surface.1"3 Recent investigation of the use of thin CdS layers on InP for improved metal- 
insulator-semiconductor (MIS) devices has shown dramatic improvements in electrical response.4 

The CdS passivation process has been shown to remove InP native oxides and prevent subsequent 
re-oxidation, yielding an InP surface that is not phosphorus-deficient following dielectric 
deposition. Here we examine the morphology of the CdS layers, with corresponding chemical 
and electrical characterization of MIS devices made with those CdS films. This work focuses on 
the relationship between the structural properties of chemical bath-deposited CdS layers on InP 
and the resulting MIS electrical response. Studies of film microstructure, by reflection high 
energy electron diffraction (RHEED) and transmission electron microscopy (TEM); and 
interfacial chemistry, by x-ray photoelectron spectroscopy (XPS) and Auger electron 
spectroscopy (AES), will be reported. 

EXPERIMENT 

We use chemical bath deposition (CBD) to grow CdS on (100) InP based on a technique 
previously reported for (111) InP.5 Standard CdS deposition concentrations were 11 M NIL, 
0.028 M thiourea (CS(NH2)2), and 0.014 M cadmium sulfate (3 CdS04 • 8 H20). A 15 min to 20 
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min pretreatment in a 12.3 M NH3, 0.033 M thiourea solution prior to CdS deposition results in 
improved MIS device performance compared to samples prepared with only an HF etch before 
CdS deposition.4 The samples were pretreated at the eventual deposition temperature, then 
immediately transferred to the growth solution. Deposition times ranged from 1 mfn to 8 min at 
75-85 °C. 

RHEED and TEM were used to study the structure and morphology of the as-grown CdS 
layers. RHEED was performed on an EM-AD stage on a JEOL JEM 100CX Electron 
Microscope. All samples were oriented to the (110) plane of the InP substrate before 
measurement. The accelerating voltage was 20 KV. Samples were prepared for TEM by chemo- 
mechanically thinning, then ion milling, the InP substrate. XPS measurements were done on a 
Physical Electronics PHI 5100 using non-monochromatic Mg Ka radiation at 1253.6 eV. XPS 
was used to investigate the chemical states present at the CdS/InP interface following various 
processing steps. CdS layer thicknesses were estimated from the XPS intensity measurements.6 

MIS capacitors were fabricated by chemical vapor deposition (CVD) of Si02 following CdS 
treatment, then evaporation of Al front and In back contacts.7 Capacitance-voltage (C-V) 
response was measured at 1 MHz and quasistatic. The CdS layers were deposited at standard 
conditions, followed by deposition of Si02. The samples were subsequently annealed overnight at 
350 °C in dry nitrogen. Measurements at 1 MHz were made with an HP 4275A multi-frequency 
LCR meter, and quasistatic measurements were made with a Keithley 595 meter. Leakage 
current was monitored during the quasistatic measurement and proved to be negligible. All 
measurements started in accumulation and swept to inversion. Interface-state density (£>,,) was 
calculated by the high-low method of Castagne" and Vapaille.8 MISFETs were fabricated from 
metalorganic chemical vapor deposited epitaxial layers on (100) SI-InP substrates, with an InP (;j 
= 2 x 1017cm"3) channel. ID-VDS families were measured on a Hewlett Packard 4142B parameter 

(a) (b) 

(c) (d) 

Figure 1. Reflection high energy electron diffraction (RHEED) patterns of CdS layers deposited on (100) InP: (a) 
HF-etched InP substrate, (b) 20 Ä CdS film, (c) 45 Ä CdS film, (d) 115 A CdS film. 
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(a) (b) (c) 

Figure 2. Selected area diffraction (SAD) patterns of CdS deposited on (100) InP: (a) HF-etched InP substrate, 
(b) 30 Ä CdS layer, (c) 200 Ä CdS layer. Films were deposited at 75°C following an HF etch of the substrate. 

analyzer by continuously sweeping the drain bias, then stepping the gate voltage, 
fabricated with and without CdS under the gate oxide were compared. 

MISFETs 

RESULTS AND DISCUSSION 

Figures 1(a)-1(d) show the RHEED patterns of a (100) InP substrate and CdS films deposited 
on InP for 1 min, 4 min, and 7 min, respectively. The InP substrate was HF-etched prior to 
measurement. The CdS layers were grown at 85 °C, as described previously. The substrate 
shown in Figure 1 (a) exhibits a well ordered surface with little native oxide formation and the 
strong crystalline pattern of a face-centered cubic structure. After a 1 min CdS deposition, the 
substrate pattern is obscured by a diffuse spot. Figure 1(b), most likely due to an amorphous film. 
Calculations from XPS data show the CdS layer to be -20 Ä. Following a 4 min deposition, 
corresponding to -45 Ä of CdS, the RHEED pattern begins to display weak rings, indicating a 
polycrystalline film, Figure 1(c). Superposed on the ring pattern is a weak spot pattern, 
suggesting a preferred orientation of certain crystallites in the layer. The periodicity is 
unexpected, and is believed to be related to surface asperities through which the electron beam 
undergoes transmission diffraction. After a 7 min deposition, the spots become sharper, as shown 
in Figure 1(d), indicating a more ordered structure over a larger area of the film. 

TEM measurements also suggest amorphous thin CdS films and polycrystalline thicker films. 
Figure 2(a) shows the selected area diffraction (SAD) pattern from an InP substrate. In addition 
to the Bragg diffraction spots corresponding to the (100) InP substrate, extra spots in the pattern 
associated with metallic indium are observed. The metallic In is an artifact of the sample 
preparation process. The SAD pattern in Figure 2(b) is from an -30 Ä CdS film on HF-etched 
(100) InP. Both the CdS film and the substrate were included in the selected area aperture. 
Bragg diffraction spots corresponding to the monocrystalline (100) InP substrate and a diffuse 
spot corresponding to an amorphous CdS film are readily observed. Figure 2(c) is a SAD pattern 
of an -200 Ä CdS film on (100) InP. The ring pattern indicates the CdS is cubic, with a preferred 
orientation in the [110] direction, due to the presence of rings corresponding to the (220) and 
(440) planes. Froment et al. have previously reported the growth of hexagonal-phase CdS on 
(111) InP, but have observed the cubic modification on (111) InP for cadmium sulfate-to-thiourea 
ratios equivalent to ours.9 

The lower traces of Figure 3 show XPS detail scans of an -30Ä CdS layer on InP. The polar 
angle of analysis was 45°. The In and P scans indicate no native oxides are present and give a 
P:In ratio near unity. An -25 A Si02 layer was then deposited on the sample. The In M and P 2p 
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Figure 3. X-ray photoelectron spectroscopy (XPS) detail scans of the (a) P 2p and (b) In idm peak regions. The 
lower scans were taken following deposition of an -30 Ä CdS layer at standard growth conditions. The upper 
scans were taken following deposition of a thin Si02 layer on the same sample. 

XPS scans following Si02 deposition are shown in the upper traces of Figure 3, and still show no 
evidence of native oxides on the substrate. The P:In ratio remains near unity after Si02 

deposition. The measured Cd 3dsa and S 2p binding energies of the chemical bath-deposited CdS 
layers agree well with our measurements of single-crystal CdS. Figure 4 shows the Auger depth 
profile of an -35 Ä CdS film on n-InP with 500 Ä of deposited SiC>2. 

Figure 5(a) shows the C-V response of Si02/CdS/InP MIS structures with -20 Ä (dashed 
trace) and -30 Ä (solid trace) CdS interlayers. Negative fixed charge, ß/> located at the insulator/ 
semiconductor interface, causes a flatband voltage shift of approximately -22 mV at 1 MHz, 
corresponding to Qf = -2 x 10" cm"2 for the -30 Ä CdS sample. Hysteresis of the sample 
measured at flatband is 57 mV for a bias scanning range from +2 V to -2 V at a sweep rate of 15 

400        800       1200 600     700     800     900 
Sputter time (sec) Sputter Time (sec) 

Figure 4. Auger depth profile of an -35 Ä CdS film on «-InP with 500 Ä of deposited SiOj. 
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Figure 5. (a) 1 MHz and quasistatic C-Vdata for InP MIS capacitors prepared with 1 min (dashed lines) and 
3 min (solid lines) CdS depositions at standard conditions, (b) Dit and hysteresis for a number of different 
CdS interlayer thicknesses. MIS samples denoted by the open symbols have 350 Ä of Si02, while those 
denoted by the solid symbols have 500 Ä. 

mV/sec. Both fixed charge (Qf = -3 x 10" cm"2) and hysteresis (165 mV) were higher in the 
sample with only 20 Ä CdS when measured with the same scanning range and sweep rate. The 
quasistatic data was recorded with 100 mV steps and a 1 sec delay time. The theoretical value of 
C,„j„IC„ is 0.07 for the quasistatic response. The quasistatic data in Figure 5(a) exhibits C„-JC0X 

values of 0.44 and 0.28 for the 20 and 30 Ä CdS interlayers, respectively, with well defined 
regions of accumulation, depletion, and inversion. Figure 5(b) shows the variation of D« values 
and hysteresis for MIS samples prepared with CdS interlayers ranging from 20 to 115 Ä. An 
optimum interlayer thickness of -30 Ä is suggested by the plot. 

Common-source responses of 4 x 125 um InP-channel (n = 2 x 1017) MISFETs with -500 A 
Si02 are shown in Figures 6(a) and 6(b) for the untreated and CdS-treated samples, respectively. 
The InP depletion-mode MISFETs without CdS channel treatment typically have high output 
conductance and poor response to applied gate voltage. The MISFET with CdS treatment 
exhibits carrier accumulation under positive gate bias, good pinch-off characteristics with negative 
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Figure 6. Common-source responses of 4 um x 125 urn MISFETs: (a) untreated and (b) CdS-treated. 
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gate bias, low output conductance, and an extrinsic transconductance of 40 mS/mm. The intrinsic 
value of transconductance for the stated device geometry, doping, active layer, and oxide thickness 
is approximately 80 mS/mm. Note that neutral-region resistance, contact resistance, and interface- 
state density can significantly reduce the transconductance. Using calculated values of neutral- 
region resistance and measured values of contact resistance, the extrinsic transconductance is 
determined to be 45 mS/mm, implying the interface-state density of the CdS-treated device is not 
significantly affecting performance.10 For the CdS-treated device, thinner gate dielectric and lower 
parasitic resistance will result in additional performance improvements. 

CONCLUSIONS 

We have deposited thin layers of CdS on (100) «-InP with a chemical bath technique. RHEED 
and TEM measurements indicated that the films begin growth in either an amorphous or poorly 
ordered polycrystalline phase. As the films get thicker, the polycrystalline phase becomes 
dominant, with [110] being the preferred direction of CdS growth on (100) InP. XPS indicated 
that the deposition process effectively removes existing native oxides on InP and forms a 
protective layer that maintains a chemically stable surface for subsequent dielectric deposition. 
Surface analysis also showed that the P:In ratio remains near unity following both CdS treatment 
and oxide deposition, with no InP native oxide formation detectable. Using CdS as a passivating 
layer prior to Si02 deposition results in dramatic improvements in the electrical response of MIS 
capacitors. The quasistatic C-V response of CdS-treated MIS capacitors consistently shows well 
defined regions of accumulation, depletion, and inversion, indicating the Fermi level is not pinned 
by an excessive density of states. D„ values as low as 6 x 1010 eV'cm"2 were found for CdS- 
treated MIS capacitors. InP depletion-mode MISFETs with CdS interlayers show improved 
electrical characteristics to those of untreated samples, with a marked reduction in sub-threshold 
drain current and transconductance virtually unaffected by interface traps. 
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ABSTRACT 

In this work, power and reliability performance of pseudomorphic AlGaAs/InGaAs 
HEMT's are investigated by 2-D device simulation, spatially-resolved electro-luminescence, light 
emission spectra analysis, and gate current instabilities. A two-dimensional device simulation was 
used to exploit the off/on state breakdown origins in the power PHEMT's and to explore the 
physical mechanisms responsible for light emission in both conditions. A correlation between 
simulated results and light emission spectra highlights the breakdown origins in PHEMT's. 

PHEMT's subjected to off-state breakdown stress and on-state hot carrier stress show 
changes in device characteristics. While gate leakage current, i.e. a surface leakage component 
associated with the surface passivation layer is reduced by these stresses, a reduction in drain 
current, transconductance degradation, and an increase in the impact ionization generated gate 
current are also observed. 

Further improvement in ofFon state breakdown voltages and device reliability calls for 
device structure optimization for lower electric field design, surface passivation treatment for 
lower surface leakage current, and Schottky barrier enhancement for lower gate current. 

INTRODUCTION 

Microwave monolithic integrated circuits (MMICs) are used in many communication 
systems, and with the advent of new high frequency applications there is a growing commercial 
and military requirement for MMICs to operate well into the millimeter wave region. There is 
current MMIC system design work being carried out in 

1. Mobile and cellular communications ''2, 
2. Direct broadcasting from satellites (DBS) and geographical location satellites(GPS, 

Locstar) 3,4
) 

3. Military and civil radar systems5, 
4. Fiber optic communication systems 6, 
5. Direct line urban links at 23 GHz and higher . 
The specification for most microwave systems could be met by a silicon based technology 

at frequencies around 1 GHz. However, at higher frequencies compound semiconductor 
technologies are the only ones capable of providing a cost effective totally integrated solution. 
The advantages over silicon technology are two fold. Firstly, operation frequency at the device 
level is far superior. Secondly, at the proposed frequencies, the monolithic integration of analog 
and digital functions cannot be achieved by silicon due to substrate limitations. 
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The core technologies for implementing the MMIC are the High Electron Mobility 
Transistor (HEMT) and Heterojunction bipolar transistor (HBT). The HEMT has advantages 
over other microwave transistors such as Metal-Semiconductor Field-Effect-Transistors 
(MESFET's) and Heterojunction Bipolar Transistors (HBT's). Its advantages include very high 
operating frequency, low noise figure, and high gain. Since its inception in the mid-1980s the 
HEMT has found multi-functional MMIC applications such as Low-Noise Amplifiers (LNAs), 
Wideband Amplifiers, Power Amplifiers, Mixers and Converters, Oscillators, and Frequency 
Doublers. Currently, perhaps the greatest avenue of development for the HEMT lies in microwave 
and millimeter wave power amplification due to the increasing demand of power HEMT's in the 
design of transceiver. And at millimeter-wave frequencies, HEMT's exhibit power performance 
(output power, gain and efficiency) unmatched by any other transistor technologies. 

There are two major kinds of HEMTs: traditional HEMT's with doped AlGaAs layer; and 
pseudomorphic AlGaAs/InGaAs HEMT's (PHEMT's) with undoped AlGaAs layer. Since 
Schottky contact to the undoped layer can reduce the tunneling current to achieve a high 
breakdown voltage, there has been an increased usage of AlGaAs/InGaAs PHEMT's for MMIC 
power amplifiers offering high power, gain, and efficiency. 

The maximum RF output power available from PHEMT's is typically proportional to the 
product of the device's breakdown voltage and maximum drain current (Imax). A high Imax can 
be obtained by increasing the two-dimensional electron gas density (2DEG) in the charge supply 
layers. However, only a 2DEG density of 2.5xl012 to 3.0xl012 cm"2 has been achieved from the 
double heterojunction PHEMT's 7. Furthermore, it is well-known that devices with a higher 
2DEG density also leads to a lower breakdown voltage mitigating a broad range of applications 
using PHEMT power amplifiers. For example, for some ground-based and airborne radar systems, 
the MMIC amplifiers need to be operated at a high drain voltage (e.g.,Vds=7V~10V). Thus, for 
adequate power performance, a higher breakdown voltage than that is currently available is 
essential in power PHEMT's development work. Since devices are biased at the high drain 
voltage, they are operating at high electric field regime. Accordingly, high impact ionization and 
hot carrier generation at this operation condition may pose a threat on device degradations. Thus, 
the power and reliability performance of AlGaAs/InGaAs PHEMT's need to be further improved 
upon to retain the system stability and high power efficiency in microwave/millimeter wave 
applications. 

In this paper, we will firstly resolve the breakdown mechanisms, follow to optimize the 
PHEMT's device design to increase the breakdown voltage for improving power performance, 
and secondly investigate device degradation mechanisms to help enhance PHEMT's reliability. 

EXPERIMENTS 

AlGaAs/InGaAs power PHEMT's with a double-sided silicon planar doping were 
fabricated for this study as shown in Fig. 1. The epitaxial layer structure was grown by molecular 
beam epitaxy (MBE) on 3-in semi-insulating GaAs substrates as described in [8]. Before starting 
to process the wafers, epitaxial layers were also characterized by photoluminescence (PL), 
Secondary ion mass spectroscopy (SIMS), X-ray diffraction technique, Polaron C-V methods, 
and Van-der Pauw-Hall to ensure all the material parameters, e.g., layer thickness, doping 
concentration, electron mobility, Al and In compositions, to meet the designed specifications. This 
double-sided atomic delta-doped layers provide a sheet carrier concentration of ~3xl012cm'2 with 
an electron mobility of -5500 cm2V1S"1 at 300K. Highly reliable ohmic contacts of 
Ni/AuGe/Ag/Au were deposited by e-beam evaporation and patterned by conventional lift-off 
processing 9, producing a contact resistance of about 0.15 Q-mm. E-beam lithography was used 
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to define the channel and gate recess patterns to form a T-shaped e-beam deposited Ti/Pt/Au gate 
(0.3 urn x 125 urn) 10, then followed by nitride deposition for surface passivation using PECVD 
process. Both channel and gate recesses were etched by wet chemical solutions. The detailed 
fabrication and device design for achieving a 50% power-added efficiency at X-band were 
reported elsewhere ". 

All the devices were mounted in a 24-pin ceramic dual in-line package to perform the 
measurements. A Leitz inverted microscope with high resolution CCD camera was used to obtain 
the electro-luminescence(EL) image and spatial resolution. An optical set up was also used to 
analyze the light emission spectrum. In addition, 2-dimensional device simulation was performed 
to assist in identifying the device breakdown and degradation mechanisms 12. A low frequency 
noise measurement setup was used to to investigate the undesirable gate leakage current 
mechanisms. To minimize the noise from the power supply and biasing circuit, a battery, metal 
resistors, and wire wound potentiometers were used to provide the Vgs and Vds during the noise 
measurement. The gate current noise signal was fed into a low noise transimpedance amplifier, 
whose low frequency noise was at least 10 dB lower than that from the devices. An HP3563A 
control systems analyzer was used to acquire the amplified gate current noise spectrum. 

source gate drain 

AlGaAs 

Si planar doping 

In,GaUyAs 

Si planar doping • 

AlGaAs 

AlGaAs/GaAs Superlattice 

S.I.GaAs 

Fig. 1 Schematic cross section of a PHEMT device. 

RESULTS AND DISCUSSIONS 
(1). Off-state breakdown investigation: 

To maximize RF output power in a three-terminal power PHEMT's it is essential to 
increase the product of maximum channel current (Imax) and drain-source breakdown voltage 
(BVds) ". This can be achieved easier by just increasing the BVds than increasing Imax due to the 
maximum channel carrier density limitation. It is well known in MESFET's that the drain-source 
breakdown is limited by the drain avalanche breakdown 14. However, such a drain-source 
breakdown mechanism in MESFET's may not be applicable to the planar doped PHEMT's 
because of the differences in material, doping profiles, device structure, and the electric field 
distribution u. In this section, we show the detailed investigations of drain-source breakdown 
mechanism. 
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The drain-source breakdown voltage was measured at a gate bias of -3 V (Channel is at 
the complete pinchoff condition) and a drain current of 16 mA/rara. Figure 2 shows a typical I-V 
characteristics of drain-source breakdown in Phase-I PHEMT's with a BVds of about 13 V. 
Noticeably, the drain current Id is almost equal to the gate current. 

4E-3 

OE+0 

-4E-3 

T 

Vgs=-3Volts 

-e- 

A: Before breakdown 
B: Breakdown occurs 

4E-3 

OE+0 w> 

-4E-3 
0.00 15.00 5.00 10.00 

Vds (Volts) 
Fig.2 I-V characteristics of drain-source breakdown. 

A two-dimensional device simulator was used to further investigate the difference in 
current flow path inside the device before breakdown (at point A) and right at drain-source 
breakdown (at point B) as shown in Fig.2. Fig.3 (a) and (b) depict the simulated current flow 
results at point A and B respectively. Before breakdown, the current flow path is from drain to 
source and further spreads into the layers underneath the InGaAs channel. This is because the 
channel carriers are fully depleted with the Schottky gate biased at -3 V. As a result of current 
spreading into the substrate at this operation condition, the material quality of epitaxial layers 
underneath the InGaAs channel may affect the PHEMT's characteristics 15. On the other hand, the 
current flow path at device breakdown is quite different from that of before breakdown. Current is 
directly flowing from drain to gate illustrating that the three-terminal drain-source breakdown is 
possibly limited by the gate-drain breakdown. Note that there is no current flowing between drain 
and source. 

It is expected at device breakdown condition that there are plenty of electron-hole pairs 
generation with carrier energy higher than energy bandgap of the InGaAs channel and AlGaAs top 
layers, resulting in an electro-luminescence(EL). Since the current flow path is only confined in 
the gate-drain (G-D) region, one should expect to observe the light emission image coming from 
the G-D region as shown in Fig.4, which is consistent with the 2-D device simulation result. The 
spatial distribution of light intensity along the gate length and gate width direction can also be 
obtained with the help of high resolution CCD camera, thus allowing us to probe the maximum 
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electric field location and determine the uniformity of electric field distribution. The spatial image 
of light emission is also compared with the 2-D simulation, showing close match between 
experimental and simulation results 16. This method provides an alternative to probe the electric 
field distribution inside the device, which is valuable for identifying the effects of processing 
technology (i.e. the gate recess, the channel recess, the surface topology, etc.) on generating the 
weak spots in breakdown. This in-depth understanding of off-state breakdown will lead to the 
production yield enhancement. 

Before off-state breakdown 

Data from IC7.s+r Off-state  D-S breakdow 
Data  from  IC53.str 

(a) (b) 
Fig.3 Current flow path. (a):Before breakdown at point A. 

(b):Breakdown occurs at point B. 
Although EL spectrum has been widely observed on GaAs MESFET's 17 under both 

open- and pinched-channel operation conditions, there is no detailed investigation on power 
PFfEMT's. Figure 5 shows the light emission intensity versus the emission energy at 300K for 
device biased at off-state breakdown with different amount of gate current: point 1 (Ig=6.7mA), 
point 2 (Ig=5.24 mA), point 3 (Ig=4.48mA), and point 4 (Ig=1.6 mA). The spectra show a 
emission peak centered approximately at 2 eV. The spectrum tail beyond 2.25 eV is a typical 
Boltzmann distribution, which is a characteristics of hot carrier distribution. Since most of the 
gate current is the hole current for the gate electrode biased at Vgs=-3V, one would expect that 
the higher light intensity follows the higher gate current (1>2>3>4) as shown in Fig.5. 

The gate-drain breakdown also exhibits a similar EL spectra to that shown in Fig.5, 
indicating that the drain-source breakdown is indeed limited by the onset of G-D breakdown, 
analogous to the GaAs MESFET breakdown. Figure 6 shows the temperature dependence of 
drain-source off-state and gate-drain breakdown in phase-II PHEMT's with routinely 
demonstrated breakdown voltage greater than 20 V ". Clearly, the temperature dependence trend 
of drain-source breakdown follows the gate-drain breakdown. This further confirms that the 
drain-source breakdown is essentially dominated by the gate-drain breakdown. Below 300K, the 
drain source breakdown is controlled by the avalanche breakdown with a positive temperature 
coefficient of breakdown voltage. On the contrary, breakdown voltage shows a negative 
temperature coefficient at T>300K because the breakdown is also dependent on the carriers 
initiating the avalanche breakdown, i.e. the thermionic-emission gate current in this case. The 
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detailed investigation of temperature dependence of breakdown voltage affected by the process 
technology, device structure, and material quality will be discussed elsewhere I8. 

Fig.4 Electro-luminescence at drain-source breakdown. 
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Fig.5 EL spectra at drain-source breakdown (Vgs=-3V, Vds=14V) 
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Fig.6 Temperature dependence of drain-source and gate-drain breakdown. 

Moreover, 2-D device simulation illustrates the high electric field covering the entire 
region from InGaAs channel to the n+-GaAs capping layer. Consequently, the optimization of 
device structure can lead to the improvement of breakdown voltage by adjusting the capping layer 
doping concentration, channel recess depth, total Si planar doping concentration, and channel 
indium composition as reported by Y.C.Chen et al. ". 

(2). On-state breakdown investigation: 

Devices also require high on-state breakdown voltage for the high Vds (Vds=7 V ~10 V) 
operation in order to deliver high RF output power. Again, the current flow path at 
Vgs=0V,Vds=7V is shown in Fig.7. It is very clear that the current is confined inside the InGaAs 
channel between the drain and source. Due to the applied bias at the gate, there is some minor 
depletion of InGaAs channel carriers underneath the gate. Because of the power dissipation 
limitation (« 4w/mm) due to thermal heating effects on device, we cannot measure the on-state 
breakdown characteristics. Consequently, devices were biased at high Vds to assess the on-state 
breakdown mechanisms. Figure 8 shows a typical I-V characteristics of drain and gate current in 
power PHEMT's. Obviously, the impact ionization effect becomes very pronounced at Vds>7V, 
thus giving rise to high gate current19. 
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Fig.7 Current flow path at Vgs=0V, Vds=7VFig.8 I-V characteristics of Id & Ig at high Vds. 

While there are few studies on on-state breakdown owing to impact ionization in PHEMT's 
19, its breakdown mechanism is still not clear in high power PHEMT's. As described by C. Canali 
et al. 19, the excess gate current at Vds>7V is originated from holes generated by impact 
ionization. If it is the case, one would also expect to observe the electro-luminescence image and 
its intensity dependence on gate current at on-state breakdown. Figure 9 shows a typical EL 
image at Vgs=-lV, Vds=9V. The light emission image is flashing out from the entire InGaAs 
channel region between drain and source, which is different from the drain-source off-state 
breakdown case. The major emission peak centered around 1.25 eV ( close to the InGaAs 
bandgap ) of the EL spectra shown in Fig. 10 indicates that the EL is due to band-to-band 
recombination inside the InGaAs channel. That explains why we do not observe a specific 
emission region at high Vds. The satellite peak nearby 1.25eV might result from the bound-state 
interband recombination inside the InGaAs channel. The light intensity is also proportional to the 
gate current, confirming that Ig is primary hole current. At Ig< 10 \iA, the EL image is very 
vague. The temperature dependence of Ig at Vds=5V-6V was also measured to identify the gate 
current component. As shown in Fig. 11, at Vds=5V, Vgs=-1.3 V, Ig is dominated by impact 
ionization hole current at T< 200K. In contrast, at T> 200K, Ig is governed by the thermionic- 
emission current. Obviously, carrier impact ionization rate extracted from Ig/Ids has a strong 
temperature dependence 20. The transition point between impact ionization and thermionic- 
emission is also affected by the applying Vds 
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Fig.9 EL image at Vgs=-lV, Vds=9V.Fig.lO EL spectra at Ig=20 |aA, 67 nA, 185 (lA, and 
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Fig. 11 Gate current temperature dependence showing a different trend depending upon the 
operation temperature range. 
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(3). The effects of drain-source breakdown and on-state high Vds on gate current: 

Since the gate leakage current can increase the stand-by power dissipation and reduce the 
breakdown voltage, it is essential to alleviate the undesirable gate leakage current. The effects of 
drain-source breakdown and on-state high Vds stress on the gate leakage current were 
investigated in detail. While the gate leakage current is drastically reduced after stress as shown in 
Fig. 12, no obvious changes in Ids and Gm are observed. Prior to stress, gate leakage current 
shows a nearly ideal 1/f noise characteristics with an Ig2 dependence, suggesting a surface 
generation-recombination current from the interface between GaAs/AlGaAs surface and 
passivation layer. After stress, a gate leakage current reduction accompanying with drain-source 
breakdown improvement can be achieved permanently. The details were reported elsewhere21. 

2E-5 

bß 

-2.00 -1.50 -1.00 -0.50 0.00 0.50 

Vgs (V) 
Fig. 12   Ig   versus Vgs before and after stress (Vds=5V-6V). 

(4). Device reliability 

A typical PHEMT's biasing condition at Vgs=-0.75 V , Vds=8V was used to investigate 
the device reliability. After 100 hours stress at 300K, Ids decrease accompanying with the Gm 
degradation is shown in Fig. 13 and Ig increase is shown in Fig. 14. The Ids and Gm degradation 
indicates that the device degradation is caused by the 2-DEG carrier density reduction, possibly 
due to the trap generation underneath the gate. The trap might modify the effective electric field, 
resulting in an increase of Ig as shown in Fig. 14. While device exhibits a clear 1/f noise 
characteristic before stress, it shows an addition of a Lorentzian shape after stress as shown in 
Fig. 15. The Lorentzian shape can be modeled as: 

SIGU
2
I HZ) = 4.84XIQ-

22
 + 

_22 , 7.43s 1Q-'8 ,   1.53x10" ■20 

/ l+(2n/)2
x

2 (1) 

where x = - 
2*/, 

, fp= 1188Hz. The detail will be reported in [22], 
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Fig. 13 Gm degradation after stress. 
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Fig. 14 Gate current increase after stress. 
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SUMMARY 

Off- and on-state breakdown mechanisms in high power PHEMT's have been investigated 
in detail by correlating the results from probing current flow paths and electric field distribution in 
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2-D device simulation, measuring light emission spectrum, and determining temperature 
dependence of gate leakage current. Both the off-state D-S breakdown and on-state operation at 
high Vds stresses for short time can alleviate gate leakage current originating from the interface 
recombination/generation current without adversely affecting the PHEMT's characteristics. 
However, devices subjected to on-state hot carrier stress for long time give rise to the Ids 
decrease, Gm degradation, and impact ionization generated gate current increase. Such device 
characteristics changes after stress also accompany an additional Lorentzian spectrum appearing 
in gate current noise spectra, possibly related to the trap generation. 
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FINITE ELEMENT CALCULATIONS TO OPTIMIZE THE 
DESIGN OF A STRESSOR FOR STRAINED INDUCED 
QUANTUM WIRES AND QUANTUM DOTS IN GaAs 

K. PINARDI, S. C. JAIN, H. E. MAES 
IMEC, Kapeldreef 75, 3001 Leuven, Belgium 

ABSTRACT 

We have calculated the normalized stress crfxx/a0 ((To is the stress in the large area Stressor) 
in the Stressor and crsxx/cr0 in the substrate for values of RE = E;/Es (Ef is the Young's 
modulus of the Stressor and Es is the Young's modulus of the substrate) in the range 0.5 
to 1.2. Substrate stresses for 13 stripe Stressor samples are also calculated for RE = 0.9 
which corresponds to an InGaAs Stressor on GaAs with an In concentration of about 25%. 
It is found that for any given Z, the stress at a given depth increases monotonically as h 
increases (I and h are the halfwidth and thickness of the Stressor). The increase is rapid in 
the beginning for small value of h (l/h > 2). It becomes slow for l/h < 2 and saturates at 
l/h = 0.5. For large l/h (l/h > 50) there are two stress wells in the substrate separated by a 
barrier. For l/h = 20 the two wells merge into one well with a flat bottom. As l/h decreases 
further the bottom curves downward, and for l/h < 2 the shape of the stress distribution 
curve resembles that of a parabola. The stress asxx/a0 decays rapidly with distance z from 
the interface. It is reduced to 1/3 of its value near the interface at z ~ h. It is therefore 
necessary to construct the active layer close to the interface. Quality of the interface plays 
a dominant role in the Quantum structures fabricated in this manner. The shape and the 
strength of the stress well cannot be changed independently in these structures. We have 
suggested novel stressor designs to remove this limitation. 

INTRODUCTION 

Strained layers and stripes deposited on semiconductor substrates have been studied exten- 
sively in recent years [1-3]. Many authors have reported fabrication of Quantum structures 
in GaAs substrate fabricated by depositing a stressor on its surface [4-7]. This method of 
producing quantum structures has several advantages over the conventional methods [5]. If 
the lateral confinement of the exciton is obtained by etching, free surface is damaged by the 
etching process [5]. Patterning by ion implantation requires annealing at high temperatures 
and is incompatible with low temperature processing. It is difficult to obtain good dimen- 
sional resolution, uniformity and low damage of the structure by the conventional methods. 
In the stressor induced quantum structures some of these difficulties are avoided. Since the 
quantum structure is buried surface to volume ratio is not large. 

In this paper we calculate stress profiles induced by the stressor of different shapes and 
dimensions with the objective to determine the optimum design of the stressor. 

RESULTS 

We have studied four types of samples, shown in Fig. 1. In Figs, la and lb the Stressors 
are in the form of stripes and produce Quantum Wires (QWRs) if a Quantum Well (QW) 
is placed below the interface [5]. In Fig. lc the stressor is a circular mesa. It produces a 
Quantum Dot (QD) instead of a QWR. The stresses and the band edges are related through 
deformation potential (DP) which is different for different materials. However shape of the 
potential profiles is qualitatively similar to that of the stress profiles [5]. 

Effect of elastic constants 

Finite Element (FE) calculations show that the normalized stresses axx/<r0 in the stressor 
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l.=l l.-l>21 

Figure 1: Schematic diagram of (a) a structure with stripe-stressor width 21 equal to sub- 
strate width 2ls, (b) ß structure with Al = ls-l> 21, (c) 7 structure with a circular mesa 
Stressor with Ar = rs - r > 2r and (d) new Stressor designs suggested in this paper. Sam- 
ples are denoted by a{l, h), ß{l, h), 7(7-, h) and ß(l, h, t) in (a), (b), (c) and (d) respectively. 
Origin of x is not always at the edge of the stripe as shown in this figure. 

and in the substrate depend upon the ratio RB = Es/Es where Ef is the Young's modulus of 
the Stressor and Es is the Young's modulus of the substrate. It does not depend separately 
on Ef and Es. Most measurements of stresses are made in the middle of the top layer of 
the stripe [2, 3]. Moreover FE calculations show that the effect of the change in RE on the 
stresses is maximum in the middle of the Stressor at x = I. We plot in Fig. 2a the stress 
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Figure 2: (a) Plot of the normalized stress afxx/a0 as a function of the ratio l/h for different 
values of the ratio of Young's modulii shown in the figure. Figure (b) shows the single 
RE ' Vfxx/ffo universal curve applicable to all samples with a maximum error of 12% for 
30 > l/h > 3. The error is smaller, it is less than 5%, for values of l/h in the range 4 to 10. 
(c) Same as (a) but for the substrate stresses. 

fffxx/cr0 as a function of l/h at x = I in the middle of the surface layer of the stressor for 
9 samples and for different values of the ratio RE. We have shown earlier [2] that stress 
values depend only on l/h and not on individual values of / and h. This figure shows that 
the normalized stress is weakly dependent on RE. This allows us to construct an empirical 
curve RE

02crfXX/a0 versus l/h, shown in Fig. 2b, applicable to samples for all values of RE 
in the range 0.5 to 1.2. The values of stress calculated using this curve have a maximum 
error of 12% for 30 > l/h > 3. Fig. 2a shows that for l/h > 30 the error is smaller if we 
use (Jfxx/Po = 1- FE calculations show (see Fig. 2c) that substrate stresses asxx/a0 are also 
weakly dependent on RE except for l/h < 3. 

120 



0.4 

-0.1 

-0.6, 

-4,    J- 

ß (100,1) 
3 

x/l 
0 

0.4 
3 ) 
ro.i 

'-0.6, 
ß(50,l) ß(20,1) ß(10,l) 

0 3        6 0 
x/l 

2.5       5 0 4 
x/l x/l 

^rß (10,100) 
* ß (10,50) 
- ß (10,20) 
- ß (10,10) 

0.4 

-0.6, 

3-0.1 ~tsj 
ß (50,5) 

*\f~- 
ß (20,5) 

^r 
ß(10,5) 

0 3        6 0 
x/l 

° °'4|—Ä—k~ 

2.5       5 0 4 

^t 
ß (20,10) ß (10,10) 

0 3 6 0 
x/l 

2.5       5 0 4 

Figure 3: Substrate stresses in 13 samples with dimensions (l, h) given in the figure. Thick 
lines show the normalized stress at a depth of 2.5 units, thin continuous lines at a depth of 
25 units and dashed lines at a depth of 50 units. Fig. A contains data for 3 new samples 
and also the data for (10,10) sample at a depth of 2.5 units. The inset I in this figure shows 
the magnified portion in the dotted rectangle. Note that origin of x in this figure is at the 
edge of the substrate. 

Effect of stressor dimensions 

We have made FE calculations of the stresses produced by stripe Stressors with 13 values 
of l/h ranging from l/h = 100 to l/h = 0.1. The value of RE used in these calculations is 
0.9 which corresponds to an In concentration of about 25%. Results of these calculations 
are shown in Fig. 3. This figure shows that in the (100,1) sample the stress in the middle 
is practically zero and there are two separated stress wells under the edges of the stripe 
in agreement with the results reported in [5]. As I decreases, sample (50,1), the depth of 
the two wells increases and the barrier becomes shallower. In sample (20,1) for / = 20 the 
barrier height becomes practically zero. There is only one stress well with nearly flat bottom. 
Finally in I = 10, sample (10,1), the bottom of the stress well starts curving downward and 
the shape becomes like that of a parabola. In the samples (50,1), (50,5) and (50,10), I is 
kept constant at 50 and h increases from 1 through 5 to 10. The large increase in stress with 
increase in h is prominently seen. Same is true for the (20,1), (20,5) and (20,10) samples 
and also for the (10,1), (10,5) and (10,10) samples. The increase with h in sample (10,10) is 
not large. In Fig. 3A, we have plotted the results for very small value of l/h in 4 samples. 
Halfwidth I is kept constant at 10 and values of h are 10, 20, 50 and 100. The stresses 
are calculated at a depth of 2.5 units from the interface. Inset shows the magnified view of 
the curves in the rectangle I. It is seen that the stress has nearly saturated at the value for 
l/h = 0.5. This behaviour can be understood from general considerations. As h increases 
and / is kept constant the edges of the stripe exert increasingly large force on the substrate 
and the substrate stress increases. The rate of increase of stress with h decreases as h 
becomes large because now the top layer is far away from the interface. This behaviour is 
illustrated in Fig. 4. Edge induced relaxation causes bending and shift of the vertical edge of 
the stressor which in turn induces stress in the substrate [2]. In (10,10) sample the vertical 
edge moves away and goes past the position shown by the arrows 2 and 3. With increase 
in h in sample (10,20), the top of the vertical edge starts moving backwards and now the 
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Figure 4: Displacement of the vertical edge of the stripe for four different samples. Arrow 
1 at x = 0 shows the position of the edge of fully compressed stripe, arrow 2 indicates 
the position of the edge if the stripe is completely relaxed without any influence of the 
substrate, arrow 3 gives the position of the edge if it is relaxed in the x direction but not 
in the y direction, because it is long in the y direction and in this direction it is strained 
to match the substrate. The edge moves further away from arrow 2 due to Poisson's effect. 
Arrow 4 is the actual position as calculated by the FE method. The interface is at z = 6 
shown by the dotted line. 

interaction between the edge and the substrate becomes weak. The arrows 3 and 4 become 
indistinguishable with further increase in h in samples (10,50) and (10,100). Increase in h 
in this range and beyond has practically no effect on the stress either in the stressor or in 
the substrate. 

Fig. 3 allows us to draw many important conclusions. The shape of the stress curve can 
be tailored by changing the value l/h. For a constant / the magnitude of the stress at the 
bottom of the well can be increased by increasing h. Since the energy levels depend on the 
shape and depth of the potential well (which is similar to the shape of the stress distribution 
curve) the results of Fig. 3 can be used to optimize the stressor design. 

The substrate stress in a (30,10) 7 sample is shown in Fig. 5. This stress curve can be 

0.6 
— a(30,10)  — 7(30,10) 
-e- ß(30,10) 

x/l 

Figure 5: Substrate stresses in an a sample (solid line), in a ß sample (o) and in a 7 sample 
(•). Inset shows the magnified curves in the dotted rectangle. 

used to fabricate a QD if a QW is placed below the interface. Substrate stresses in a (30,10) 
ß sample and a (30,10) a sample are also shown. Qualitatively the results for a structure 
are similar to those in the ß structure, except that the stress curves are wider and deeper 
than in the ß structure. For the dimension used the stress in the ß and 7 structures are not 
very different. 

Variation of stresses and strains with depth z 

Variation of stresses and strains with reduced depth z/h in two samples (10,10) and (40,10) 
are plotted in Fig. 6.  These curves show that near the interface the components asxJ(7o 
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Figure 6: The variation of stresses and strains with depth z 

and esxx/eo are much larger than the other components and they drop by a factor 3 at a 
depth of the order of h. Therefore in the stressor induced potential wells the active layer 
is constructed close to the interface. The quality of interface has a large effect on the band 
structure and the luminescence. This is evident in the measurements of photoluminescence 
in the stress induced QDs in [6]. 

NOVEL STRESSOR DESIGNS 

We have seen above that the shape of the stress well can be changed by changing the ratio 
l/h. But a change in l/h also changes strength of the stress. For example in order to have 
a stress well with a flat bottom l/h must be 20, and to have parabolic shape l/h must be 

1           1 

"*~  00 ■ 

z =-2.5   ß (50,1,0) 

1 
-0.2. 

(a) 

6.0     0.0 

3.0             3.0             6 

z =-2.5   ß (30,10,-8) 

3.0 
x/l 

6.0 

Figure 7: Plot of normalized substrate stresses for different stressor designs given at the top 
of each figure. 

smaller than 2. The strengths of stresses in the two cases are very different. We cannot 
change the strength and the shape of the stress (or of the potential) well independently. We 
have therefore investigated novel stressor designs shown earlier in Fig. lc.  The results of 
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our preliminary calculations are shown in Fig. 7. The shapes of the Stressors are given in 
the figure for each sample. Nomenclature used for the Stressors is defined in Fig 1 These 
new designs provide another degree of freedom through the parameter t defined in Fig lc 
Now shapes and strengths of the stress curves can be changed independently We have 
designed 3 samples in which the value of the maximum stress remains the same but the 
shapes are (1) two shallow wells, (2) a well with flat bottom and (3) a well with parabolic 
shape. The results are shown in Figs. 7a, b and c respectively. The maximum stress in 
these three samples is about the same, the maximum difference being about 7%. We have 
not attempted to make these stresses exactly equal which can be done by fine tuning of the 
parameter t. Note also that the new shape of the stress curve shown in Fig. 7f can not be 
obtained by the conventional Stressors with rectangular cross sections. 

SUMMARY AND CONCLUSIONS 

Using the FE method we have calculated the stress distribution curve for the 13 values of l/h 
i.e. for 13 different stressor samples. The shape of the normalized stress distribution curve 
depends weakly on the elastic constants but strongly on the value of l/h. For large l/h two 
wells separated by a barrier are observed in the substrate stress in agreement with results 
reported in [5]. As l/h decreases, the two wells merge into one with a flat bottom. With 
further decrease in l/h, the bottom curves down and the stress distribution curve becomes 
similar to that of a parabola. The value of stress also changes with l/h. This value and shape 
can not be controlled independently. We have suggested novel stressor designs which allow 
us to control the stress value and shape independently. Multiple Quantum Wells induced by 
the stressor can also be obtained with the novel Stressors. 
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BAND-STRUCTURE ENGINEERING IN NOVEL 
OPTOELECTRONIC DEVICES 

H. Shen and M. Dutta 
U. S. Army Research Laboratory, Physical Science Directorate 
AMSRL-PS-PB, Fort Monmouth, New Jersey, 07703-5601 

ABSTRACT 

In this paper we show that unconventionally strained semiconductor heterostructures 
with unusual band structure exhibit novel and desirable electronic and optical properties not 
seen in the conventional strained materials. In addition to improving the performance of 
existing components, unconventional strain may be used to achieve greater functionality in 
novel optoelectronic devices. We give as examples three such devices that we have 
conceived and demonstrated, in the two areas of strain, lattice mismatch induced and thermal 
expansion coefficient mismatch induced. The higher performance and functionality in these 
devices demonstrate that strain engineered heterostructures are a very promising area for 
device research and development. 

INTRODUCTION 

Strain in semiconductor devices was for some time perceived as deleterious to 
device performance, as it was feared that the excess energy associated with the strain 
would encourage dislocation formation, the subsequent migration of which would lead 
to degradation of material quality and concomitantly the device characteristics. Later it 
was proposed1 that strain in semiconductors, rather than being detrimental, may in fact 
offer new functionalities, the advantages of which might far outweigh the disadvantages. 
Dramatic improvement in strained-layer devices was predicted by theoretical studies. " 
Many of the predicted advantages have only recently been demonstrated, " and the fear 
of any degradation due to strain has gradually diminished. Now strained-layer structures 
have been implemented in major applications such as lasers, photodetectors, and bipolar 
and field-effect transistors. Nevertheless, despite the change of perspective on strain in 
semiconductor devices, it is mainly utilized to improve the characteristics of an existing 
device, rather than to offer new applications. For example, incorporation of a compressive 
(or tensile) strain in a semiconductor laser structure decreases the density of states at the 
valence band maximum and so reduces the carrier density required to reach threshold. In this 
paper, we report several novel kinds of strained structures including, but not limited to, 
1) delta strained quantum well structures; 2) variable strain quantum well structures; and 
3) anisotropically strained quantum well structures. Theses novel structures exhibit new 
electronic and optical properties not observed previously in conventional strained 
materials, and thus offer new functionalities. The higher performance and functionality in 
these devices demonstrate that strained heterostructure engineering is a very promising area 
for device research and development. 
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LATTICE MISMATCH INDUCED BIAXIAL STRAIN AND THERMALLY INDUCED 
ANISOTROPIC STRAIN 

For a strained quantum well of lattice constant aQW grown on a substrate with a lattice 
constant as, the strain is given by 

/„\ _ /  \ _  as ■ aQw (z) 
exx(z)-8vy(z)=     

acjw (z) 

ezz(z) =  ~[eXx(z) + EYY(Z)] 
C 11 

(1) 

In most cases the lattice constant aQW and therefore the strain inside the well do not 
vary. This constraint can be relaxed by grading of the alloy composition inside the QW and 
thus changing the aQw{z). For example, if aQw(z) varies linearly in the quantum well, it is 
called a variable strained quantum well, while if aQw(z) has a significant change within a few 
mono-layers, it is called a delta-strained quantum well. 

Although Eq. 1 is valid for strained-layer structures grown on (100) substrates, the 
lattice mismatch induced strain for any (hhk) orientation is biaxial. Anisotropie in-plane strain 
(£xx * syy) can o^y been achieved if as in Eq. 1 has a different value for the x and y 
directions. In our case it is achieved by bonding a MQW thin film at a temperature T0 to a 
host substrate which has a direction-dependent thermal expansion coefficient (ax#Oy). At a 
temperature T*T„, a thermally induced strain of 

Exx =  (a x., - a Qw )(T - To) 

Syy=    (0,,,-0,w)(T-T.) 
(2) 

is induced, where CCQW is the thermal expansion coefficients of the quantum well thin film. An 
in-plane anisotropic strain breaks the rotation symmetry of the valence band at k//=0, mixing 
the heavy and light hole band in the MQW and 
creating an anisotropic excitonic absorption.4 

DELTA-STRAINED QUANTUM WELL 

In the delta strained quantum well 
structure a few monolayers of highly strained 
material are grown at the center of the 
quantum well (Fig. 1). The material inserted is 
chosen such that light hole band is significantly 
perturbed by the strain while the heavy hole 
band is not. We have calculated the band 
structure using the Kohn-Luttinger 
Hamiltonian including the strain effect. The results 
indicate that a highly strained layer grown at the 

—     — LTJ _ 
~-l"n 

/  n x 

Delta-strained QW 

N 
=0 

Regular QW 

Fig. 1 Illustration of the valence band 
structure and the lowest heavy- and light-hole 
wavefunctions   of the delta strained quantum well 
and the regular quantum well. 
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center of a lattice matched QW changes the light-hole wavefunction by further decoupling 
the heavy- and light- hole bands (see Fig. 1) and altering the valence band dispersion (not 
shown in this paper) such that the heavy-hole effective mass is reduced. A smaller heavy- 
hole effective mass is desirable in semiconductor laser applications8 because it minimizes 
the carrier density for population inversion while significantly suppressing nonradiative 
Auger recombination. Although similar results can be achieved with uniformly strained 
QWs, any improvements are limited due to design compromises between strain and critical 
layer thickness. The delta-strain approach offers greater design flexibility and enhanced 
semiconductor laser performance 

The samples used in this study were grown by molecular beam epitaxy on InP 
substrates. A few monolayers of highly 
strained (2% compressive) InAlGaAs were 
inserted in the center of a lattice matched 
InGaAs/InAlAs 80A QW. Two control 
samples cut from the same wafer and 
sequentially grown under the same 
conditions without the delta-strained layer 
were used as references. One has the same 
well width as the delta-strained sample, while 
the other is a 43A InGaAs/InAlAs QW with 
a uniform compressive strain of 1%. 

S 0.5 

Shown in Fig. 2 are the room 
temperature photoluminescence (PL) 
spectra from the structures. All the samples 

8 S a i 
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•    LharanedO/V 

UifcmYstransJ Q/w 
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Fig. 3 Integrated PL intensity as a function of 
temperature. Open circles: delta strained QW; 
closed circles: unstrained QW 
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Fig. 2 Room temperature 
photoluminescence spectra from delta strained 
QW (solid line), unstrained QW (dashed line) 
and uniformly strained QW (dotted line). 

have room temperature PL at 1.55um. 
However, the integrated room 
temperature PL intensity from the 
delta-strained QW is more than three 
times stronger than that from the lattice 
matched QW. We attribute this 
enhancement of the integrated room 
temperature PL intensity to the 
reduction of non-radiative 
recombination in the delta-strained 
QW. 

Figure     3 shows     the 
temperature dependence of the 
integrated PL intensity. Although the 
integrated   PL   intensity   from   the 
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delta-strained QW is more than three times stronger than that from the unstrained QW at 
room temperature, near 77K the magnitudes approach each other. The integrated PL 
intensity from the delta-strained QW exhibits a weaker (about 3 times) temperature 
dependence than the unstrained QW, suggesting that the enhancement of the room 
temperature PL in a delta-strained QW is due to suppression of the non-radiative 
process rather than enhancement of the radiative contribution. 

VARIABLE-STRAINED QUANTUM WELL 

The variable-strain QW structure 
used in this study consists of a 156A wide 
InxGai.xAs well, with the InAs mole 
fraction x graded nearly linearly from 
x=0.55 to 0.35. This is incorporated into 
the i(intrinsic)-region of a In.52A1.48As p-i-n 
structure (with the p, i, and n layers 5000A, 
7500A, and 2500A wide, respectively) 
nominally lattice matched to InP. Such a 
linearly varying strain allows the heavy-hole 
(HH) and light hole (LH) splitting to 
gradually change from one side of the QW 
to the other (Fig. 4a). Neglecting the strain- 
induced coupling between the LH and the 
spin split-off (s.o.) bands, the HH and LH 

Ur- 

—^—^— Heavy Hole 

—  —   —    Light Hole 

Fig.4. Schematic illustration of the energy bands 
for a variable-strain quantum well sample; a) without 
bias, b) with a bias. 

band edges in the QW have opposite potential 
gradients (opposite fields). When a bias is 
applied to the QW (Fig. 4b), it reduces the 
field for the LH band, but increases the field 
for the HH band. Therefore the first heavy 
hole band (HH1) will have a red shift, while 
the first light-hole band (LH1) will have a blue 
shift due to the quantum confined Stark effect 
(QCSE). As a result, the transition energy 
(11L) from LH1 subband to the first electron 
subband (el) should increase (blue shift), and 
the transition energy (11H) from HH1 to el 
should decrease (red shift), making the 11H 
and 11L cross over possible. 

Shown in Fig. 5 is the low temperature (10K) 
Fig. 5 Photocurrent spectra at different photocurrent spectra    measured at different 

biases, dashed lines: light hole; solid lines: biases. The measurement was performed in a 
heavy hole waveguide configuration, with the dashed lines 

representing the TE mode and the solid lines 
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representing the TM mode. Since the heavy-hole (HH) transition dominates for the TE mode 
and the light-hole (LH) transition is the only allowed one for the TM mode, the identification 
of HH and LH transitions is unambiguous. The heavy hole transition displays a strong red 
shift (30meV) when the bias changes from OV to 8V, while the light-hole transition exhibits 
a small blue shift in the bias range 0-3 V. Near 3 V, the heavy- and light-hole cross each other. 

Since the crossing of the 11H and 11L transitions significantly alters the polarization 
properties of the material, this situation leads to many new opto-electronic device applications 
such as tunable waveguide polarizers, switches and modulators. Note that in a regular QW the 
QCSE caused by an electric field can shift HH1 and LH1 bands in the same direction at different 
rates due to the difference in the effective masses. In contrast, opposing shifts can be realized in a 
VSQW. 

ANISOTROPICALLY STRAINED QUANTUM WELL 

The Anisotropically strained quantum well used in this study is composed of a p-i(MQW)- 
n structure on (100) GaAs. The i region consists of a 150 period, 80 A GaAs / 60 A 
Alo.3oGao.7oAs MQW. A 1000 Ä AlAs sacrificial etch stop layer was grown beneath the p-i-n 
structure. The wafer was first thinned to -150 urn. It was then inverted and attached to 
lithium tantalate (LiTa03) at 150°C with a thin layer of UV curable optical adhesive. The sample 
was then held at 150°C for 24 hours. The GaAs substrate was selectively removed using citric acid 
and the etch stop layer was removed using a 10% buffered HF etchant. Optical and X-ray 
measurements have shown that this sample was under an anisotropic strain of ~ 0.15% at room 
temperature. The sample was subsequently fabricated into an array using standard 
photolithographic techniques. Finally, an identical piece of LiTa03 was attached to the back of 
the device substrate, in an orthogonal direction, to compensate for the optical birefringence in 
LiTa03. 

The thermally induced in-plane anisotropic 
strain breaks the rotation symmetry of the 
valence band at k//=0, mixing the heavy and light 
hole band10 in the MQW and creating an 
anisotropic excitonic absorption . Application 
of an electric field to these structures results in 
tunable polarization rotation and phase 
retardation, characteristics which make these 
materials suitable for novel device applications. 

The device was tested11 with normal 
incident laser light linearly polarized at 45° with 
respect to the strain axis. To obtain the maximum 
tunable phase retardation as well as polarization 
rotation, the operating wavelength (X) was 
chosen at 845nm, which is slightly below the 

Appli 

Fig. 6. Relative phase retardation and relative 
rotation of the polarization of the transmitted light. 
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heavy-hole exciton peak at a bias of 14V (off 
state). Fig. 6 shows the relative phase retardation 
Acp(V) and rotation angle 9(V) of the major axis 
of the vibrational ellipse of the transmitted light as 
a function of bias measured at 845nm. The 
maximum tunable polarization rotation and phase 
retardation achieved in these experiments were 
15° and 37°, respectively. 

Shown in Fig. 7 is the emergent light 
intensity at 845 nm as a function of applied bias. 
The open.circles are the tranmitted intensity 
Io(V), which exhibits the simple amplitude 
modulation of a QCSE device. To enhance the 
contrast ratio a polarizer with an orientation 
perpendicular to the polarization of the 
transmitted beam in the off state (14V) was 
inserted in the beam path, significantly reducing the transmitted light. By decreasing the voltage 
towards the on-state (OV), the polarization rotation and phase retardation result in an increase in 
transmission through the polarizer. Shown in Fig. 7 by the solid circles is the transmitted light after 
the polarizer as a function of bias. A very high contrast ratio of 5000:1 was obtained due to the 
fact that the intensity of the light in the off-state was greatly attenuated. 

Finally, we have examined the manufacturability aspects of the ASQW modulator arrays and 
compared them with the more commonly used asymmetric Fabry-Perot (ASFP) modulator arrays. 
In the ASQW modulator, the transmitted light intensity I(V) with the polarizer oriented 
perpendicular to the transmitted beam is given by: 

"" 0 3 6 9 12 

Applied Has [Volts] 

Fig.7 Transmitted light intensity as a 
function of applied bias with (closed circles) and 
without (open circles) insertion of a polarizer. 

l(V )   =    l.(V ) { sin '[ 0( V )- e,s] cos [20(V )Jcos [2 0^ ] sin'[—j^-J } (3) 

where eoff is the polarization rotation angle in the off state, 9=arctan[exp(-Aad/2)], A<t> 
=27tAnd/A., and d is the thickness of the quantum well. . The calculated I(V), represented in Fig. 
6 by a line, is in good agreement with the experimental results. In an ASFP reflection modulator, 
the total reflectivity RT is related to the front mirror reflectivity Rf, the back mirror reflectivity Rb , 
the round trip cavity absorption e"2ad, and the phase change of the optical beam for a single pass 
through the cavity § =2nnd/X. It is given by12 

RT(V): 
'+4-/R,Rte-'"sin'('t')        (4) 

[1- VRrR-e"']' +4v'R,R»e""sinI(it>) 

Although in principle the contrast ratio of an ASFP modulator can be as high as an ASQW 
modulator, the contrast ratio of a ASFP spatial light modulator array is limited because the off- 
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State is extremely sensitive to the total thickness of the QW. For example, in a typical ASFP that 
has a <)>= 471 to 87t, a 1% thickness variation across the array leads to a 5<]> which varies by 7° to 
14° . According to Eq. 4, this corresponds to a maximum contrast ratio of about 16:1. 
Conversely, the anisotropically strained QW modulator array is less sensitive to any non- 
uniformities. To achieve maximum contrast in an anisotropically strained QW modulator 
array, the transmitted light should be linearly polarized (A<|)=0) along 90ir + 7t/2. Consequently, 
Eq. 3 implies that one may still obtain a maximum contrast ratio of 3000:1 while assuming 
the same 1 % thickness variation along with an additional 1 % variation in the strain. 

CONCLUSION 

We have presented three unconventional strained semiconductor heterostructures: one 
possessing delta strain, one possessing strain varying along the growth direction, and finally one 
possessing a thermally induced in-plane anisotropic strain. We have demonstrated that valence 
band engineering using unconventional strain is very powerful and results in many novel and 
desirable electronic and optical properties not seen in conventional strained materials. The higher 
performance and functionality in these devices demonstrates that strain engineered 
heterostructures are an extremely promising area for device research and development. 
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ABSTRACT 

We have fabricated and studied injection lasers based on vertically coupled quantum dots 
(VECODs). VECODs are self-organized during alternate short-period GaAs-InAs (InGaAs) 
depositions after InAs (or InGaAs) pyramids are formed on a GaAs (100). The resulting 
arrangement represents laterally ordered array of nanoscale structures inserted in a GaAs matrix, 
where each structure is composed of several vertically merging InAs (or InGaAs) parts. VECODs 
are introduced in the active region of GaAs-AlGaAs double heterostructure laser. The threshold 
current density remarkably decreases with increase in number of periods (N) of the VECOD (down 
to 90 A cm-2 at 300K for N=10). The differential efficiency increases with N and the lasing occurs 
through ground state of quantum dot exciton up to room temperature (X=1.05 (im). 

INTRODUCTION 
There is a strong interest in application of quantum dot heterostructures in a new generation 

of heterostructure diode lasers [1, 2]. Remarkable reduction of the threshold current density and 
increased temperature stability of threshold current are expected. As it was shown in [3], 
introduction of dense two-dimensional array of quantum dots in active region of GaAs-AlGaAs 
double heterostructure laser allows to realize lasing via the ground state of quantum dots (QDs) at 
low temperatures. Lasing was found to occur near the maximum of quantum dot 
photoluminescence (PL) spectrum recorded at low excitation densities, and the threshold current 
density was found to be practically temperature-insensitive in a wide temperature range up to 100- 
120K [3] in agreement with previous theoretical predictions [1, 2]. At the same time, at elevated 
temperatures, thermal evaporation of excitons from QDs resulted in a strong decrease in the 
quantum dot related gain for the same injection current, and, thus, in a remarkable increase in the 
threshold current density. Lasing energy was found to be close to the wetting layer at 300K [4]. 

In this work we used the vertically coupled quantum dot structures (VECODs) to improve the 
lasing characteristics of QD laser and to get additional flexibility in QD laser design. The main 
objectives to use these structures are: 
(i) to increase modal gain (possibly keeping the transparency current the same), 
(ii) to increase QD exciton oscillator strength (to decrease radiative lifetime) 
(iii) to avoid thermal depopulation of QDs by increasing relative density of QD states compared to 
GaAs matrix-induced states (to maintain QD exciton lasing up to room temperature) 

The authors of Refs. [5, 6] have reported that coherent strained InAs islands formed by 
Stranski-Krastanow (SK) growth on GaAs (100) substrates maintain after subsequent GaAs 
deposition their pyramid-like shape. If the InAs islands are completely covered with a sufficiently 
thick GaAs layer (-100Ä), InAs islands formed during the next deposition cycle tend to form 
vertically correlated structures [7, 8]. However, as both electron and hole wavefunctions are 
effectively localized inside each quantum dot, this arrangement does not result in a modification of 
the basic properties of the structures, such as radiative lifetime, energy spectrum, carrier capture 
and relaxation mechanisms or material gain. 

In this paper, to improve the QD injection laser characteristics, we used an island shape 
transformation effect in SK growth which results in spontaneous formation of laterally-ordered 
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arrays of structures composed of several vertically merging (InGa)As parts in a GaAs matrix (see 
[4] and references therein). The samples studied in this work were grown by elemental source 
molecular beam epitaxy (MBE) by using a Riber-32 MBE machine [4, 6]. The (InGa)As 
depositions were performed at 480C and the structures were covered by 10 nm thick GaAs layer at 
the same temperature. Cladding layers were grown at 600°C to avoid any intermixing of quantum 
dots. Transmission electron microscopy (TEM) studies were performed by using a high voltage 
JEOL JEM1000 (1MV) microscope. Calorimetric absorption spectroscopy (CAS) [9] was carried 
out at T=500 mK. The absorption due to the GaAs substrate has been subtracted from the CAS 
spectra. 

RESULTS 

In Fig. 1 we demonstrate plan view (left) and cross-section TEM images of InGaAs-GaAs 
VECODs formed by six-period 1.2nm Ino.5Gao.5As - 4 nm GaAs deposition. In plan-view TEM 
image the dots show a rhombic base, with an average size of 20 nm and locally aligned along [010] 
and [1-10] directions. TEM images of InAs-GaAs VECODs can be found in Ref.2 and references 
therein. 

In Fig. 2 we show typical PL and CAS spectra of InGaAs-GaAs VECOD structure. 
Formation of VECODs results in a long wavelength shift of the ground state QD exciton emission 
and absorption as compared to QD structures formed by single-cycle InGaAs-GaAs deposition. 
One can conclude from Fig. 2, that the QD absorption and PL peaks due to ground QD and excited 
states coincide in energy, indicating high density of QD-related states. 

Fig. 1 
Vertically coupled InGaAs quantum dots 
(VECODs) in a GaAs matrix: 
left: bright field plan-view transmission 
electron microscopy (TEM) micrograph 
under [100] zone axis illumination. 
right: cross-section TEM micrograph viewed 
along [010] direction. 

1.2 1.3 1.4 

Photon Energy (eV) 

Fig. 2 
Upper  curve:   calorimetric   absorption 
spectrum recorded at 500 mK of the 
InGaAs-GaAs VECOD structure. 
Lower curve: photoluminescence spectrum 
recorded at 8K for the same structure. 
Number of periods: 3. 
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VECODs were introduced in a central GaAs part of GaAs-AlGaAs double heterostructure 
laser. The schematical representation of the laser structure is given in Fig. 3. 

In Fig. 4 we demonstrate the influence of the number of period in VECOD structure on the 
threshold current density for InGaAs and InAs VECODs [10]. One can conclude that increase in N 
results in a marked decrease in the threshold current density down to 90A cm-2 at 300K for N=10. 
Even more important: in the latter case, the lasing wavelength is resonant with the ground state PL 
and absorption peaks indicating that ground QD exciton state is involved in lasing as opposite to the 
case of single sheet QD structures, where lasing occurs at wavelengths close to one corresponding 
to wetting layer states (at 933 nm at 300K). We note that the threshold current density (J(h) of 90 A 
cm"2 at 300K is a best value for this spectral range (1.05 (i.m) 

Increase in N for InAs dots from 1 to 3 results in a moderate extension of the high 
temperature stability range from 80K to 180K, respectively. Characteristic temperature (To) in this 
range equals 350-420K). For InGaAs dots no broadening of the high temperature stability range of 
Jth (20K-180K) was observed for N=3. Further increase in N results in some narrowing of the 
high J[h temperature stability range to about 140K both for InAs and InGaAs dots. The threshold 
current density, measured in this range decreases with N from about 80A cm-2 for N=l (for long 
stripes, L>1500 |im, or for totally internally reflecting structures) down to 15 A cm-2 (120K, 
N=10). The most remarkable difference between structures with small and large N (6, 10) is the 
increase in a To value in a high temperature range in the vicinity of 300K. To near 300K increases 
from 60K (N=l, 3) to 150K for N=10. 

For stripe lasers (W=40 |xm) by varying the cavity length one can vary the mirror losses and 
change the threshold current density of injection laser. Results of this study are presented in Fig. 5. 
One can see, that even moderate increase in mirror losses at 300K results in a remarkably strong 
increase in Jth for N=l, indicating that both QD and wetting layer (WL) states are strongly 
saturated. Much more moderate growth in Jth occurs for the VECOD structure (N=10, InGaAs). 
Even less pronounced growth occur for the decoupled InGaAs QDs (N=3, GaAs layer thickness 
equals 10 nm), but the Jth value for the range of small mirror losses is higher in the latter case. 

I        | GaAs 

Fig. 3 
Schematic diagram of VECOD structure (a) 
and of the laser structure (b). 
1 - Si-doped n+ GaAs buffer layer grown on 
GaAs n+ substrate; 3, 5 - Alo.3Gao.7As 
cladding layers (1.5 |im) of n (3) and p (5) 
- type conductivity (5 1017cnr3); 2,6 - 
(Al.Ga)As graded layers, 7 - GaAs p+ Be- 
doped contact layer, 4 - active region 
including VECOD structure confined by two 
100 nm - thick undoped GaAs regions (B) 
and by (Al,Ga)As-GaAs short-period 
superlattices (100 nm each). 

wetting layer lasing (0.94 fim) 
T 300K 

InAs QDs 

InGaAs QDs" 

ground state lasing (1.05 um) 

2 4 6 8 10 

Number of Stacks in VECOD 

Fig. 4 
Dependence of the threshold current density 
on the number of periods in VECOD 
structure. 
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The absolute values of modal gain coefficients are presented in Fig. 6. Structure with 
decoupled dots and N=3 exhibits higher gain for the same Jth , however, for Jtf, > 2000 A cm-2 the 
lasing in this structure occurs via the wetting layer (935 nm) resulting in a jump in the gain. 
Samples with coupled (dGaAs = 4 nm) quantum dots exhibit no transition to wetting layer lasing at 
least up to 4000 A cm"2 at 300K. 

In Fig. 7 we demonstrate the emission spectrum of VECOD structure. For large N the lasing 
energy follows the GaAs bandgap dependence with temperature rise, as it is shown in Fig.8. For 
N=10 the lasing energy coincides with the ground state QD exciton transition energy revealed in PL 
and absorption spectra. At the same time the maximum of spontaneous emission is shifted towards 
higher energy by approximately 50 meV at 300K and corresponds to the energy of the excited state 
of QD exciton in VECOD structure revealed in absorption spectra (see, e.g. Fig.2). The same shift 
is observed in PL spectra at very high excitation densities. Increase in mirror losses results not only 
in an increase of the threshold current density, but, also in a shift of the lasing energy towards 
higher energies. The dependence of the emission wavelength vs. Jth is shown in Fig. 9. The 
results manifest that the QD ground state emission is still very close to the gain saturation regime, 
and, even for long cavity lengths the lasing occurs via the QD ground state, it can be easily tuned 
towards excited states. This result agrees with the high energy shift found in the spontaneous 
emission (see Fig. 8). 
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Fig. 5 
Threshold current density at 300K as a 
function mirror losses for different VECOD 
lasers. 

Fig. 6 
Gain vs. current density for VECOD lasers 
at 300K. 
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N = 6 
T=1S0K 

1004 1005 

Wavelength (nm) 

Fig. 7 
Lasing spectrum at J = 1.3 Jtfi of VECOD 
laser. 

QD lasing 

O QD spontaneous emission 

60 8'0 10012014016018026o'220240260'280300 

T(K) 

Fig. 8 
Lasing wavelength (full circles) as a function 
of temperature for VECOD laser. Maximum 
of the spontaneous emission is shown by 
open circles. T= 300K. 
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Fig. 9 
Lasing energy at 300K as a function of the 
threshold current density (recorded at 
different cavity lengths). In the range of high 
mirror losses excited states of VECODs 
contribute to lasing. 

Fig. 10 
Differential efficiency of VECOD structures 
as a function of mirror losses and period of 
VECOD structure (300K). 
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On the other hand, as it follows from Fig. 9 for N=10, the emission wavelength do not reach 
the wetting layer wavelength of 933 nm even at 3000 A cm-2, again in agreement with the results of 
Figs. 5 and 6. We note that there is a significant density of states in the VECOD structures at 
energies above the QD ground state energy, as it follows from the absorption spectrum in Fig.2. 
The gain in the range between the ground state QD and the heavy hole exciton state in the wetting 
layer are due to transitions between ground state QD electron state and excited hole states, and 
between ground state QD heavy hole state and electron states in the wetting layer. At high excitation 
densities, when all electron states in VECODs are populated, most of electrons appear to be 
concentrated in the wetting layer and nearby GaAs regions. 

Fig. 10 demonstrates the dependence of the differential efficiency Oldiff) on mirror losses and 
on N at 300K. Relatively low values of r|diff are related to GaAs region in the vicinity of VECODs, 
grown at low temperature (480°C). One can see, however, that the increase in N increases the 
differential efficiency. On the other hand, low values of differential efficiency for low mirror losses 
range, where Jth = 90 A cm-2 (N=10), show that only minor part of injected carriers contribute to 
radiative recombination, and the most of injection current goes to losses due to nonradiative 
recombination. According to Fig. 10, the real threshold current density in VECOD structure with 
N=10 can be estimated to be close or smaller than 5 A cm"2 at 300K. Further increase in number of 
periods and optimization of growth conditions will, probably, allow to realize these ultrasmall 
values of the threshold current densities. 

CONCLUSION 

-Arrays of coherent vertically-coupled quantum dots can be formed both by InAs-GaAs and 
InGaAs-GaAs deposition. 
-VECOD structures exhibit absorption and luminescence peaks due to QD ground state exciton state 
at the same energy 
-Significant improvements in gain and differential efficiency are realized by using VECODs. 
-Ultralow threshold current density of 15 A cm-2 is measured at 120K for N=10. 
-The threshold current density of 90 A cm-2 at 300K is observed being the best value for this 
spectral range (1.05 |J.m). PL emission maximum and lasing coincide in energy. 
- The threshold current density corrected to losses due to nonradiatrive recombination is estimated 
to be close or lower than 5A cm-2 at 300K. 
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Abstract 

Nanometer-sized GaAs particles embedded in Si02 were prepared by a digital rf-sputter- 
ing method, where GaAs and Si02 targets were alternately sputtered in an Ar atmosphere. The 
GaAs deposition time was kept shorter than the time required to form a continuous layer. Ti insmis- 
sion electron microscopy (TEM) observations showed that the sizes of the GaAs particles can be 
controlled from 2 to 8 nm by changing the sputtering cycle time of the GaAs target. In spite of their 
small size, the GaAs particles have crystallinity similar to the target material without substrate 
heating or post annealing. It was also revealed that the mechanism of the particle growth depend on 
the surface migration of the precursors. The optical absorption spectra of the GaAs particles show 
a blue shift as large as 1.6 eV, corresponding to strong quantum confinement of elections and holes. 

Introduction 

Quantum dots are predicted to have many distinctive optical properties as a result of spa- 
tial confinement of electrons and holes, including super-radiant decay1 and enhancement of nonlin- 
ear optical susceptibility.2-3 Therefore, semiconductor nanometer-sized particles have recently at- 
tracted strong interest as new materials for making optical devices with zero-dimension systems. 
Many kinds of semiconductor particles have been made,4 5'6-7 using processes such as liquid phase 
synthesis8 and a co-sputtering/recrystallization method9 10. The difficulty with these methods, how- 
ever, is that it is difficult to avoid contamination and to control particle size, both of which are 
critical for making high-quality light-emitting materials. The digital sputtering method proposed in 
this paper is superior to other methods for making nanometer-sized particles, because of the ability 
to easily control particle size by changing sputtering cycle times. The proposed method is also free 
from contamination because the process is carried out under high-vacuum conditions, and because 
the semiconductor is not dissolved in either a matrix glass or in a solvent. 

Experimental Procedure 

=Sa 

T 

In this investigation, nanometer-sized 
GaAs particles were fabricated by digital rf-sput- 
tering, where GaAs and Si02 targets were sput- 
tered alternatively in Ar atmosphere. 

Fig. 1 is a schematic illustration of sput- 
tering chamber. This is a standard rf (13.56 MHz) 
planner magnetron sputtering apparatus equipped 
with an Si02 and a semi-insulating GaAs target, 
each with a diameter of 8 cm. The deposition sub- 
strate was a copper grid with a lOOÄ-thick poly- 
mer film. After deposition this substrate was di- pig i Schematic illustration 
rectly used for transmission electron spectroscopy of the sputtering apparatus 
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(TEM) observations. A silica glass substrate was used for optical absorption spectroscopy observa- 
tions. The substrate was put on a turn table and moved to a position just above each target prior to 
sputtering. The distance between each target and the substrate was 18 cm. The rf-power put into the 
Si02 and GaAs targets was 100W and 15W, respectively. The flow rate and pressure of Ar gas were 
10 seem and 4.7 mTorr, respectively. 

Fig. 2 shows the fabrication sequence of the nanometer-sized GaAs particles. First, an 
Si02 layer was deposited on the substrate by sputtering an Si02 target in an Ar atmosphere. Then a 
GaAs target was sputtered to create nanometer-sized GaAs particles. The sputtering cycle time of 
the GaAs targets was varied from 30 to 240 s to control the particle size. The SiO: target was then 
sputtered to bury the GaAs particles inside an amorphous Si02 film. The deposition periods were 
controlled by using shutters between the target and the substrate. When one target was sputtered. 
the plasma on the other target was shut off. This procedure avoided contamination of the GaAs 
particles by O atoms from the Si02 target. 

Si02 Layer 
c u I Sul Substrate ' 

SiO: Layer 

Fig. 2   Schematic fabrication sequence of nanometer-sized GaAs particles 

Results and Discussion 

Fig. 3 and Fig. 4 show TEM images and size (Feret diameter) distributions, respectively. 
of GaAs particles prepared by digital sputtering for various GaAs sputtering cycle times. Because 
the particles are embedded in amorphous Si02. the TEM images have poor contrast. The contrast of 
all the photographs shown here was therefore enhanced through computer processing. The particles 
had nanometer-scale diameters and grew larger as the sputtering time increased. The mean diam- 
eters for the sputtering cycle times of 30, 60, and 90 s were 27,44, and 77 A, respectively. Though 
the particles prepared with 30 s sputtering time of the GaAs target show circular projected image 
(Fig. 3-1), they tended to become longer as the sputtering time increased (Fig. 3-4). because some 
particles that were close to each other coalesced as they grew. Further sputtering, for example 
sputtering cycle times of 240 s, caused all particles to be connected with each other to form a 
honeycomb like network structure (Fig. 3-5). The lack of small nuclei at long sputtering cycle times 
indicate that the presence of large particles restricted the further nucleation. This suggests that 
precursors of GaAs particles migrate on the Si02 surface. The number densities of the GaAs par- 
ticles for the sputtering cycle time of 30 s, 60 s, 90 s were 9.4 X 10' U-iir2, 4.4 X 10" |jnr;. 1.5 X 
103 Ltm"2, respectively. The decrease of number density of GaAs particles and the increase of dis- 
tance between neighboring particles reveals that not only adatoms migrate on the amorphous SiO: 
surface, but also GaAs nuclei as large as 30A in diameter. This implies that the mechanism of 
nucleation and growth of the GaAs particles strongly depend on the surface migration of adatoms 
and small nuclei. 
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(a) (b) (c) 

(d) 
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*!?* «&,.„!      20 nm 

(e) 

Fig. 3  TEM photographs of GaAs particles doped in silica glass for various GaAs sputtering 
cycle times: (a) 30 s, (b) 60 s, (c) 90 s, (d) 120 s, (e) 240 s 
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Fig. 4   Size distribution of GaAs paritcles for various GaAs sputtering cycle times: 
(a) 30 s, (b) 60 s, (c) 90 s 
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Fig. 5   High magnification TEM images of the GaAsparticles for various 
GaAs sputtering times: (a) 30 s, (b) 60 s, (c) 90 s 

ixio6 

Fig. 5 shows highly magnified images of the GaAs particles. Though it is generally known 
that GaAs thin film formed by rf-sputtering is amorphous11, the particles prepared by digital sput- 
tering are crystalline, even at substrate temperatures as low as 25°C. This is attributed to the high 
mobility of the GaAs adatoms on the Si02 surface that enables them to relax to stable structure. The 
particles show lattice fringes indicative of (111) planes of zinc-blend structures and the observed 
lattice constant was the same as the GaAs target (3.26 A), independent of particle size. It is surpris- 
ing that particles consisting of less than 10 atomic rows retain the structure of the bulk crystal. 
Particles produced with sputtering cycle times shorter than 60 s consist of a single crystal domain 
(Fig. 5-1). Polycrystalline particles occurred after further growth (i.e., for sputtering cycle times on 
the order of 90 s)(Fig. 5-3). 

Fig. 6 shows the optical absorp- 
tion spectra of the GaAs particles. To gain 
sufficient absorption for observation, the 
alternate sputtering of GaAs and Si02 tar- 
gets was repeated about 20 times. The 
spectra are standardized against total 
deposition time of GaAs. The spectra are 
significantly blue-shifted from the bulk 
absorption edge of 867 nm, because of 
the strong quantum confinement. The in- 
crease of the energy gap (AE) of GaAs 
particles with mean diameters of 27, 44, 
and 77 A are 1.6, 1.2, and 1.1 eV, respec- 
tively. 

AE can be calculated by the fol- 
lowing simple model12, 
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Fig. 6   Optical absorption spectra of the GaAs particles 
observed for various GaAs sputtering cycle times 
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+ 
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mt "V 
where me*=0.067mo and mh*=0.45mo are the effective mass of electrons and holes, respectively, 
and R is the radius of the particle. For particle sizes of 27,44, and 77 A, the calculated values of AE 
are 3.5, 1.3, and 0.4 eV, respectively. The blue shift observed experimentally therefore shows a 
weaker dependence on particle size than this analytical model; it is almost three times as large as 
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the calculated value at a particle size of 77 A and is half as large at a particle size of 27 Ä. One of the 
most plausible explanations of these differences is the deviation of the particles from a spherical 
shape, which is assumed in the simple model. We assume the GaAs deposits two-dimensionally on 
the substrate to form thin particles, because the surface coverage ratio of GaAs particles to the 
substrate increased linearly with increased sputtering cycle times. If the height of the particles is 
thin enough to make quantum confinement in the direction normal to the substrate surface stronger 
than that in the other directions, the particles should indicate a large blue shift and a weak depen- 
dence on the particle sizes determined from the projected particle surface area of the two-dimen- 
sional TEM image. 

We calculate the energy of the fundamental absorption of the thin cylindrical shaped par- 
ticle (which corresponds to the electronic transition from the highest quantized valence state to the 
lowest excited state), by solving a wave equation in cylindrical coordinates, using effective mass 
approximation. The increase of the energy gap (AE) is written as 

AE 

70(a- 

K2fr  ,   ju-fr 
2m V2     2m'L2 

r) = 0, K = Mina 

2.5    - 

2   - 

where m* is the reduced effective 
mass of electron and hole, r and L 
are the radius and the thickness of 
the cylinder shaped particles, re- 
spectively, and Jo is Bessel func- 
tion. The results for various values 
of L are shown with experimental 
data in Fig. 7. Though these calcu- 
lations represent weaker depen- 
dence on the particle size, they still 
cannot adequately explain the ex- 
perimental data, because the 77Ä 
particles would have to be thinner 
(i.e., L=24 Ä) than 44 A particles 
(i.e., L=28 A). Above all, the small 
blue-shift at a particle size of 27 Ä 
cannot be ascribed to any shape, 
because the particles would have to 
have a height much greater than the 
diameter determined from the pro- 
jected surface area, and this is not 
plausible. A plausible explanation is that the effective mass of semiconductor particles smaller than 
about 30 to 40A is much larger than that of bulk materials, which is used in this calculation. Further 
research is needed to conclusively determine the differences between measured and calculated 
size-dependent blue shifts. 
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Fig. 7    Calculated AE of thin, cylindrical GaAs 

particles. # represent experimental data. 

Conclusion 

Nanometer-sized crystalline particles of GaAs embedded in an amorphous Si02 matrix 
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were successfully prepared by a digital rf-sputtering method. The GaAs particle size was controlled 
by varying the sputtering cycle time of the GaAs target. The decrease of number density of GaAs 
particles as they grow indicates that adatoms and GaAs nuclei as large as 30A in diameter migrate 
on the amorphous Si02 surface. High resolution TEM observations show that particles consisting 
of less than 10 atomic rows retain the structure of the bulk crystal. The experimental result that 
GaAs particles grow on amorphous Si02 indicates that there is no limitation on the matrix crystal- 
linity or lattice orientation for successful crystallization of GaAs nanometer-sized particles. Conse- 
quently, digital sputtering can be applied to many combinations of semiconductor and host materi- 
als. 
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ABSTRACT 

Lead sulphide nanoparticles were prepared by colloidal techniques and subsequently de- 
posited onto glass slides as uniform, dry films. In so doing, the effective bandgap of the 
semiconductor was increased from that of the bulk material by the quantum size effect. By 
varying the growth conditions, it was possible to change the mean particle size from 3nm to 
7nm. This size variation was accompanied by (i) a variation in the absorption band onset of 
the material from 0.7/mr to 1.3/un and (ii) a change in its colour from red to greyish-brown. 
No excitonic features were observed. TEM showed that the shape of the particles, as well as 
their size, was dependent on the growth conditions. Cubic and rod-like particles were grown 
in aqueous solution. Spherical particles preferable for optoelectronic devices were grown in 
methanolic/aqueous and aqueous solutions. However, these spherical particles were not as 
reproducible as the cubic ones. 

INTRODUCTION 

Small particles of compound semiconductors have been readily prepared by a range of col- 
loidal techniques for the past 20 years or more [1, 2, 3, 4, 5, 6, 7]. Particles prepared by these 
methods have diameters of a few nanometres and are subject to three-dimensional quantum 
confinement effects. Considerable widening of the effective bandgap of these materials from 
those of their respective bulk values ensues. Colloidal dispersions of particles can be pro- 
duced with initial size distributions as low as a ~ 10%. This size distribution can be further 
reduced by subsequent heat treatments and size-selective precipitations [2, 8, 9]. Material 
prepared in this way can exhibit relatively monochromatic luminescence; luminescence peaks 
having FWHM of the order of 50nm [10, 11] and an individual quantum dot having reported 
FWHM of 5 A [12]. Given the relative ease and low cost of fabrication of quantum particles, 
the idea of incorporating them into device structures is a very attractive one. Optoelectronic 
devices based on quantum particles have the potential to develop into a technology which 
seriously rivals that of alloyed or doped semiconductors for engineered bandgap devices. 

Nanoparticulate material potentially suitable for infra-red applications has previously been 
prepared by colloidal techniques. However, little data has been presented on the optical 
absorption properties of material prepared in this way [1, 13, 14, 15]. In this paper, infra- 
red absorption data from PbS nanoparticles is presented which demonstrates the suitability 
of the material for work in this regime. Bulk lead sulphide is a semiconducting material 
having unusual properties. It has a rock salt crystal structure, each atom having 6-fold 
co-ordination. Bonding is covalent, but has a high degree of ionicity. PbS has a direct 
bandgap situated at the L-point. The charge carriers at this point have low effective masses 
(~ 0.08me).   It is therefore possible to widen the effective bandgap of the material quite 
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considerably through the quantum-size effect. 

EXPERIMENTAL 

Particle Growth 

Preparation of the lead sulphide sols was carried out as as follows. 30/ul of 0.1M Pb(N03)2 (aq) 
solution were added to 30ml of water. 30//1 of 0.1M ethylenediaminetetraacetic acid (EDTA) 
sodium salt aqueous solution were added to this. The EDTA forms a complex with the 
Pb , slowing the rate of the subsequent reaction [15]. The solution was stirred for several 
seconds and the pH of the solution was adjusted using NH40H(aq). The solution was then 
exposed to H2S(g) under gentle stirring. Reactions took several minutes to reach completion. 
All reactants were obtained from Aldrich. Water was of Analar grade and methanol was of 
HPLC grade. All other reactants were of the highest available purity. 

Optical Absorption Data 

Absorption spectra of the colloidal solutions in the visible range were taken using a Philips 
PU 8749 UV-VIS scanning spectrophotometer. Most common solvents absorb light strongly 
in the near infra-red. Therefore, in order to measure absorption of the PbS in this region, 
it was necessary to precipitate the material out of solution. MgCl2 was added to the sol in 
order to induce flocculation of the nanoparticles. The mixture was transferred to a beaker 
containing a glass slide at the bottom of it, and the material was allowed to settle onto 
the slide. The clear, colourless liquid left over was removed and the relatively uniform film 
of material left on the slide was allowed to air dry. Infra-red illumination of the samples 
was carried out with a mercury lamp and Bentham M300 monochromator. Second order 
reflections from the monochromator were filtered out using appropriate Schott colour glass 
filters. The light was chopped, and focused onto the specimen. Light passing through the 
specimen was detected using a lead sulphide photodetector and lock-in amplifier. 

Other Data 

X-ray diffraction was carried out on samples produced by the above procedure. The diffrac- 
tion patterns obtained confirmed that PbS was the only dominant phase present. No sig- 
nificant diffraction peaks due to MgCl2 were recorded. Transmission electron micrographs 
(HREM) were used to calculate the average particle size within a given sample. Samples 
were prepared by taking a portion of the flocculated material, washing it, and redispersing 
it in water or methanol. A drop of this mixture was then placed on a carbon-coated copper 
grid which was subsequently dried in a vacuum desiccator. 

RESULTS 

Size Control of the Quantum Particles 

Reactions took between a few minutes and an hour to complete depending on the initial 
conditions. Increasing the pH of the reaction mixture increased the rate of reaction as well 
as the particle size as reported in References [1, 15]. The absorption spectra of various PbS 
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nanocrystal samples is shown in Figure 1. The onset of absorption of the samples have been 
shifted to significantly shorter wavelengths than that of bulk PbS (3023nm). The initial pH 
values of samples (b) and (c) are 9.4 and 9.0 respectively. The pH of sample (a) was kept at 
9.0 throughout the course of the reaction by repeated and frequent additions of small amounts 
of NH40H(aq). Sample (d) was prepared in an aqueous solution of poly(vinylalcohol) acord- 
ing to the method of Reference [16]. 

< 

Wavelength (nm) 

Figure 1: Absorption spectra of PbS quantum dots. Mean particle sizes are (a) 70Ä, (b) 
50Ä, (c)30A, and (d) 25Ä. 

The sample characteristics are summarised in Table I. The effective bandgap of the nanocrys- 
tals, as calculated from their absorption spectra, are in excellent agreement with Wang et al.'s 
Hyperbolic Band Model of the size dependence of the effective energy gap of PbS nanocrys- 
tallites [17]. Their data is reproduced in Figure 2. Our results are added to this Figure. 

Sample Mean Particle Absorption Equivalent Effective Colour 
Diameter (Ä) Onset (nm) Bandgap (eV) 

(a) 70 1380 0.90 greyish-brown 
(b) 50 920 1.35 brown 

(c) 30 700 1.77 red 
(d) 25 590 f 2.10 orange-red 

Table I: Properties of PbS Nanocrystals of varying size. 
fPosition of the first absorption maximum 

Nanocrystal Shape 

It was found that the nanocrystal shapes could be influenced by adjusting the reaction con- 
ditions.   Particles grown in aqueous solutions tended to be cubic in shape.   Exposure of 
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Figure 2: Plot of the effective bahdgap of PbS nanocrystallites vs. crystallite size taken from 
Reference [18]. Our results are added to this as 'x' symbols. 

these particles to ultrasound had the effect of rounding-off the cube edges and caused a 
slight blue-shift in the absorption onset of the material. Particles grown in a 0.1M NaCl(aq) 
solution tended to be rod-like in shape. Exposure of the colloidal solutions to Group I and 
Group II salts only after termination of crystal growth did not affect particle shape; material 
flocculated in this way, washed, and redispersed in fresh water kept its original shape. By 
substituting methanol for water as the reaction medium it was possible to grow spherical 
nanocrystallites. However, reactions often precipitated bulk material and reproducibility of 
results was poor. Carrying out the reactions in an aqueous solution of poly(vinylalcohol) 
also gave spherical particles. However, it was not possible to extend the absorption of these 
particles into the infra-red. 

DISCUSSION 

The shifts in the energy levels of quantum-sized material, AEn, are inversely proportional 
to the carrier effective masses. For a given size distribution of particles, the distribution 
of allowed energy levels in quantum-sized PbS is therefore much wider than for other ma- 
terials such as CdS (mh*= 0.8). Maxima in the absorption spectra of quantum-sized PbS 
corresponding to the allowed electron-hole transitions in the material will therefore be less 
evident than in nanoparticles of wider bandgap semiconductors. For this reason, the onset of 
absorption in samples (a) and (b) is gradual, and no maxima are observed close to this onset. 

The absorption spectrum of sample (d) consists of a series of excitonic-like peaks, the first of 
which occurs at ~590nm. A localised increase in absorption at ~590nm is a feature which 
is common to many of our samples of quantum-sized PbS of differing mean crystallite sizes. 
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The feature is evident in the spectra of samples (b) and (c). We therefore believe that the 
localised increases in absorption observed are due to effects other than that of carrier con- 
finement at the L-point. 

Cardona and Greenaway [19] observed minima in the reflectivity spectrum of bulk PbS at 
636nm (1.95eV), 350nm (3.54eV), and elsewhere. They attribute these two particular fea- 
tures to electron-hole transitions at minima in the bandgap of PbS in the [110] and [100] 
reciprocal lattice directions respectively. These transitions are highlighted in Figure 3. We 
believe that the absorption maxima we are observing in Figure 1 arise from such transi- 
tions. We attribute the observed absorption features at 590nm to transitions at the bandgap 
minimum existing in the [110] direction. The effective masses of the carriers at these wider- 
bandgap points are much greater than those of carriers at the L-point. Quantum confinement 
would therefore have a relatively small effect on the positions of the absorption peaks result- 
ing from transitions at these points. This is in keeping with our results as well as with those 
of Refs. [16, 17, 18, 20]; below a certain size («30Ä), the bandgap at the L-point becomes 
so wide that electron-hole transitions at other points in the bandstructure now dominate the 
absorption spectrum of the material, and there is little variation in the optical absorption of 
the crystallites. This is evident from the experimental data presented in Figure 2. 

Figure 3: Bandstructure of bulk PbS. Possible electron-hole transitions at positions other 
than at the L-point are marked out 

CONCLUSIONS 

We have shown that it is possible to grow PbS nanocrystals suitable for applications in the 
near infra-red by colloidal techniques. The reasons for the gradual onset of optical absorption 
of the material, as well as the difficulty in observing absorption peaks due to the allowed 
electron-hole transitions in the material have been explained. We have gone on to show that 
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below a particle size of ~30Ä, variation in the particle size has little effect on the optical 
absorption of PbS. We have provided an adequate explanation as to why this is. 
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DRY ETCHING OF SiC FOR ADVANCED DEVICE APPLICATIONS 

J. R. FLEMISH, K. XIE AND G. F. McLANE 
Army Research Laboratory, Physical Sciences Directorate, Fort Monmouth, NJ 07703 

ABSTRACT 

In this paper we review and compare most of the published results on dry etching of silicon 
carbide using various techniques. The vast majority of reports have used RIE methods due to the 
wide availability of such reactors. Recently, alternative methods of magnetron enhanced RIE 
(MIE) and electron cyclotron resonance (ECR) plasmas have been demonstrated. MIE has resulted 
in extremely high etch rates and ECR etching has resulted in smooth, residue-free surfaces with an 
ability to control the etched profiles. 

INTRODUCTION 

As the quality of semiconducting, single-crystal 6H- and 4H-SiC improves, there have been 
continued efforts toward developing commercially viable electronic components from these wide- 
bandgap semiconductors with a particular focus on high-temperature power device applications. 
Realization of advanced device structures fabricated from semiconducting SiC requires the ability 
to etch this material smoothly, controllably and with a minimal amount of damage to the underlying 
material. For example, SiC power-switching devices which have been envisioned such as vertical 
MOSFETs [1], MOS-controlled thyristors or insulated-gate bipolar transistors [2] will require the 
fabrication of active device elements on the sidewalls of etched trenches. These structures need to 
be free of rough edges and sharp features on both the trench sidewalls and bottoms. The majority 
of reports on SiC etching have utilized traditional reactive ion etch (RIE) reactors in conjunction 
with fluorinated gas mixtures. These processes have typically been plagued by the formation of 
residues which ultimately manifests in rough, micro-masked surfaces. These residues can be 
minimized or eliminated by addition of H2 to the gas mixture, albeit at the expense of much lower 
etch rates [3-5]. Compared to other plasma etching methods RIE exploits the dc self-bias which 
develops on the substrate to assist in the sputter removal of volatile etch products. High levels of 
bias, however lead to a greater degree of etch damage caused by energetic ion bombardment. 
Plasmas in RIE reactors can be magnetically enhanced so that the process can be run at lower 
pressure and with lower self-bias developing on the substrate for a given plasma power density, 
resulting in higher etching rates with less ion-damage [6]. Alternative reactor configurations which 
decouple the sample bias from the plasma power have attracted attention for a number of 
applications. Examples of these methods include the use of electron cyclotron resonance (ECR) 
[7] and inductively-coupled plasmas [8]. In this paper we review and compare most of the 
published results on etching silicon carbide using various techniques and present some new results 
including (1) profile control using ECR plasmas and (2) fast etching of SiC using magnetron 
enhanced RIE. 

METHODS FOR PLASMA-ASSISTED ETCHING OF SiC 

Plasma Etching 

The term "plasma etching" is most often interpreted to mean plasma-assisted etching occurring 
at relatively high pressures (e.g. > several hundred mTorr) with the sample sitting on the grounded 
electrode of a parallel plate reactor such as shown in Figure 1 [6]. Alternatively, plasma etching 
may be performed in a barrel reactor or downstream of a microwave or inductively-coupled rf 
plasma source. Typically in the case of plasma etching only a small sheath potential (10-20 eV) 
develops on the sample and thus the energy of bombarding ions is relatively low. 
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Figure 1. Schematic of if powered parallel plate reactor for use in plasma etching or RIE. 

Early studies showed that sputter-deposited amorphous SiC films could be etched at reasonable 
rates in plasmas using fluorine-containing gas mixtures and that Al or Cr films could be used as 
masking materials with a high degree of selectivity [9, 10]. In 1985 Dohmae et al. [10] reported 
plasma etching of ß-SiC using CF4 and O2 at pressures of 0.2 to 2.0 Torr where the samples were 
placed on the grounded electrode in a parallel plate reactor powered at 13.56 MHz. These studies, 
performed at a pressure of 0.6 Torr and rf power density of 0.50 W/cm2, showed that a gas 
composition of 70% O2 yielded the highest etching rate (17 nm/min). Moreover, the etch rate was 
found to be proportional to the power density and to decrease sharply with increasing pressure. 
The morphologies of the etched surfaces were not reported. Using a similar configuration, in 1987 
Keiner et al. [12] reported etch rates of 24 nm/min for ß-SiC using SFß at 0.2 Torr and a power 
density of 0.18 W/cm2 indicating that SF6 was more effective than CF4 alone for etching SiC. In 
the latter study the etching rate also increased linearly with power density. However, extremely 
rough surface morphologies resulted for these conditions. This surface roughness was the result 
of the micro-masking effect to be discussed in the next section. A similar study reported in 1986 
by Palmour et al. [13] used CF4 and O2 at 0.5-2.0 Torr with an rf power density at 30 KHz 
ranging from 0.081-0.326 W/cm2. They reported that etch rates were in the range of 1-55 
nm/min, but that the rates were inconsistent and dark surface layers 20-150 nm thick formed on the 
SiC surface. Little other work on traditional plasma etching has been reported for SiC. 

Recently and in a less traditional manner, plasma etching of 6H-SiC was reported by Luther et 
al. [14] using a remote microwave (2.54 GHz) plasma. In their remote-plasma arrangement the 
SiC was placed in a resistance heated furnace downstream from the microwave cavity. The plasma 
was generated at a power of 400 W and pressure of 1 Torr from a mixture containing 95% Ar with 
various ratios of NF3 and O2. The etching was described as being smooth and nearly isotropic 
with sloping sidewalls which extended deep underneath the Al masking layer. The etch rate was 
found to have a strong dependence on both temperature and the ratio of NF3 to O2, being a 
maximum of 220 nm/min in a NF3/82%C>2 mixture and a temperature of 325-330°C. This rate is 
approximately ten times greater than those reported for rf-plasmas. 

Reactive Ion Etching 

The vast majority of reports on SiC etching have since utilized the conventional RIE method 
using rf (13.56 MHz) power in a parallel-plate reactor of the type shown previously in Figure 1. 
In contrast to plasma etching, the electrode on which the substrate is placed is powered rather than 
grounded so that a negative dc self-bias develops on the sample. The dc self-bias coulombically 
attracts ions from the plasma which assist the etching process through enhanced formation and 
sputter-removal of volatile etch products. Self-bias dc potentials of hundreds of volts which are 
potentially damaging to the underlying material are typical for RIE processes. 

RIE of ß-SiC using CF4/O2 mixtures was reported by Palmour et al. [13]. The etch rate was 
found to be a maximum of approximately 20-24 nm/min in the pressure range of 20-50 mTorr at a 
power density of 0.55 W/cm2. At pressures above this range the rate decreased sharply due in part 

154 



ouu 
A, 

I 
, * ~a> 

> 
< 
m 
ü 
Q 

400 

300 

/ 
A / 

-*■■' 
■ --»- 

s 

--H; 
,•<* N 

S           _ 
A 

1 

«O" 
-O' '6 ™ 

}»<><) oo ... i 
20        40        60        80 

PERCENTAGE OF 02 

50 

40 

30 

20 

10 

0 

33 m 

Ä   < 
ja rn 

i.-o 

Figure 2. Change in dc bias and relative concentrations of F and O with oxygen addition [ref. 15]. 

to a reduction in the dc self-bias. At pressures below this range the rate decreased sharply due to 
the decrease in the density of reactive species in the plasma. In contrast to previous studies the etch 
rate was not significantly affected by the addition of up to 50% O2 to the gas mixture. However, 
similar to previous studies extremely rough surfaces resulted with features described as "sharp 
columns" and "spikes." 

In 1990 Pan and Steckl [15] reported on a comparison of the etching behavior of Si02, Si and 
polycrystalline ß-SiC in SF6/O2, CHF3/O2, and CBrF3/C"2 plasmas at a power density of 0.46 
W/cm2, pressure of 20 mTorr and gas-flow of 20 seem. Using optical emission spectroscopy they 
measured the relative concentrations of [F] and [O] reactants as a function of oxygen addition 
(Figure 2) and detected both CFX and COx products. It was found that the dc self-bias increased 
linearly from -285V to -400V as O2 was added and that the highest etch rate of 53.3 nm/min 
occurred using SFö with 35% O2. The maximum rate corresponded to [F] reaching a maximum 
value. The etched profiles were found to be more tapered using CBrF3/75%C>2 and to be more 
anisotropic using either SF6/O2 or CHF3/O2. In this study rough etched surfaces were also 
observed. Under most of their conditions, etching of SiC"2 was slightly faster than SiC, although a 
slight selectivity (3:2) of SiC:SiC>2 could be obtained using a CBrF3/C>2 mixture. In a following 
section it will be shown that this selectivity can be exploited for profile control. 

A comparison of the RIE etch rates of amorphous, polycrystalline ß-SiC and single-crystal 
(100) ß-SiC in CF4/O2 has been reported by Padiyath et al. in 1991 [16] and is shown in Figure 3. 
The etch rate of polycrystalline material was found to be much higher than for single-crystal films. 
This effect was attributed to the large number of high-energy sites associated with dangling bonds 
at grain boundaries. Moreover, amorphous films which consequently contain significant amounts 
of hydrogen etched far more rapidly than the crystalline films. This study illustrated the 
dependence of the etch rate on the degree of crystallinity, but left unanswered the question of 
whether the etching behavior is different for different polytypes of SiC or for different 
crystallographic faces of a given polytype. Although no micrographs of the etched materials were 
presented, the investigators reported that the micro-roughness of the etched films decreased with 
increasing crystallinity. 

Significantly, in 1992 Steckl and Yih [3] reported that the micro-masking effect which led to 
rough etched surfaces could be eliminated by adding H2 to the gas mixture for RIE processes using 
CHF3/O2 mixtures. This effect, reproduced using a CF4/18% O2 gas mixture, is illustrated in 
Figure 4 which shows the resulting surfaces without H2 (Fig. 4a) and with the addition of 17% H2 
(Fig. 4b). Using Auger electron spectroscopy they found the presence of Al on the rough surfaces 
which were etched without the H2 additive, and the absence of Al on the smooth surfaces etched in 
the presence of H2. This study ascertained that Al was sputtered from the rf electrode and was 
redeposited on the SiC surfaces. These Al residues then coalesced and formed micro-clusters 
which masked the subsequent etching of the underlying SiC. This micro-masking phenomenon 
was responsible for the resulting surface features which had been previously described as 
"columnar", "spiked" or "grass-like." Unfortunately, many commercial RIE systems utilize 
electrodes which are constructed of Al and the addition of H2 significantly reduces the etch rate. 
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Figure 3. Etch rate comparison of amorphous SiC, poly ß-SiC and single-crystal ß-SiC [ref. 16]. 
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Figure 4. 6H-SiC etched by RIE with CF4/18% 02 (a) without H2 and (b) with H2. 
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Figure 5.   6H-SiC etch rates using (a) various fluorine-containing mixtures and (b) mixtures 
with the minimum amount of H2 needed to suppress micromasking [ref. 5]. 
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In subsequent papers Yih and Steckl compared the etching behavior of (001) ß-SiC and the 
tendency of residue formation using a variety of gas mixtures and later extended this study to 
include single crystal (0001) 6H-SiC [4, 5]. Upon the addition of H2, A1HX species were detected 
in the plasma by optical emission spectroscopy, leading to the speculation that the redeposition of 
sputtered Al was thus prevented by the formation of volatile Al compounds. The data of Yih and 
Steckl on 6H-SiC has been replotted in Figures 5a and 5b for the cases of no H2 added and with 
the minimum amount needed to suppress residue formation, respectively. Here the relative 
reactivity of these gases and the degree to which O2 and H2 addition affect the etch rates is 
illustrated. Without either additive the reactivity of the gases varied as NF3>SF6> CF4> CHF3. 
When the minimal amount of H2 was added the reactivity of the two fluorocarbon gases became 
comparable as did the reactivities of the SFß and NF3 plasmas. Moreover, when H2 was added the 
maxima in the etch rates corresponded to mixtures containing approximately 10% O2 in each case. 
It has also been reported that the micro-masking effect can be eliminated with the use of a graphite 
sheet covering the powered electrode [5]. However, side effects which have been reported include 
polymeric deposition and flaking within the reactor, contamination of the pumping equipment and 
mass-loading effects. 

By comparison of the aforementioned studies, it appears that under most conditions ß-SiC 
films etched approximately 20-50% faster than 6H-SiC, although accurate experimental 
comparisons have not been made. It could be speculated that the difference in the etch rates may be 
due more to differences in the dangling bond densities and thus reactivities of the crystal faces than 
to the different crystal structures. For example, each atom on a cubic (001) face has two dangling 
bonds, whereas only one dangling bond exists on a (111) face or similarly on the (0001) face of 
hexagonal SiC. RIE of (111) ß-SiC films has been reported by Wu et al. [21] albeit under 
conditions where a direct comparison with reports on (001) oriented films cannot be readily made. 

Magnetron Ion Etching of SiC 

The plasma density can be enhanced and the corresponding dc self-bias reduced with the 
proper application of magnetic fields inside an RIE reactor as illustrated in Figure 6. This method 
is often termed magnetron ion etching (MIE) or magnetic field-enhanced RIE (MERIE). In this 
configuration the permanent magnets confine the electrons in the plasma to cyclodal orbits thereby 
increasing the ionization cross section [6]. The result is that the MIE system can then sustain 
relatively denser discharges with lower ion energies (dc self-bias) than RIE and do so at pressures 
down to 1 mTorr. Importantly, lower ion energy lead to a correspondingly lower degree of 
damage to the material caused by energetic ion bombardment. 

Recently, we have used MIE to etch single crystal (0001) 4H-SiC, using SFß both with and 
without the addition of O2 and H2 [18]. In these experiments the samples were mounted on an 
Al203-coated, rf-powered (13.56 MHz) electrode, which initially resulted in problematic Al micro- 
masking effects despite the addition of H2 to the gas mixture. This effect was eliminated by 
covering the electrode with a Si wafer coated with indium-tin oxide (ITO) which proved to be fairly 
impervious to the SFß plasma. Figure 7a shows the etching rate and dc self-bias as a function of rf 
power density at a pressure of 2 mTorr and flow of 5 seem SF6- Significantly, for a given power 
density the etching rate is more than an order of magnitude greater than for the corresponding RIE 
process and the dc self-bias is nearly four times lower. At the moderate power density of 0.5 
W/cm2 and self-bias of 100V, the observed etch rate of 450 nm/min is to our knowledge the 
highest reported to date. The etch rate was found to be relatively independent of the addition of 
oxygen up to 20% O2, but decreased sharply with further additions as shown in Figure 7b. The 
rate was fastest at pressures in the range of 2-4 mTorr (Fig 7c). In this case the dc self-bias was 
not significantly affected by variations in pressure, and varied in the range of 75-80V. The etch 
rate increased slightly with gas flow rate up to 10 seem indicating that the supply of SFö can be 
rate-limiting. The anisotropic nature of this process is illustrated in Figure 7d which shows deep 
(2 u.m) trenches etched using a sputtered FTO mask. 
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Figure 6. Arrangement of magnets and cathode in MIE reactor. 
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Figure 7.      MIE etch rate as a function of (a) power density (b) oxygen addition (c) pressure 
and (d) micrograph of trenched etched in 4H-SiC. 
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Electron Cyclotron Resonance Plasmas 

An excellent review of the principles of ECR and various reactor configurations has been 
presented by Asmussen [ 7]. Important advantages of ECR relative to RIE are (1) the sample can 
be biased independent of the plasma power by applying rf power to the substrate holder and (2) a 
high density discharge can be generated at lower pressures and is done so in an electrodeless 
manner. Recently, plasma etching of SiC using ECR has been shown to result in smooth etched 
surfaces without the formation of micro-masking residues [19]. These studies employed a reactor 
shown schematically in Figure 8. The multipolar ECR source consisted of six permanent magnets 
surrounding a six inch diameter microwave (2.45 GHz) cavity constructed of an aluminum alloy. 
The sample sat approximately 8 cm below the bottom of the ECR source on an electrode which 
could be rf-powered (13.56 Mz) to provide a desired value of dc bias. The temperature of the 
electrode could be varied from 20-250°C and operating pressures as low as 1 mTorr were 
achievable. A 50 seem CF4/18% O2 mixture at 1-2 mTorr was used to investigate the etching 
behavior of (0001) Si-face, 6H-SiC. Due to the high reactivity of the ECR plasma it was found 
that no masks endured far better, offered greater selectivity and adhered better to the SiC than Al, 
Ni or Cr masks. As shown in Figure 9, the etch rate increased linearly with microwave power (a) 
and nearly so with applied substrate bias (b). Pressure had a strong effect on the rate which 
decreased steadily with increasing pressure (c) due to the reduced efficiency of the ECR coupling 
and the reduced gas-phase mean-free-path. The rate of etching was also affected by the proximity 
of the sample to the plasma source, increasing by a factor of three as the distance is decreased from 
8 to 1 cm (Fig. 9d). No significant differences in ECR etch rates had been found for 6H versus 
4H polytypes or for different doping types. 

A comparison of ECR etching and RIE was performed to assess the degree of etch-induced 
damage and the tendency of residue formation characteristic of each process [20, 21]. In these 
experiments samples of n-type 6H-SiC having epilayers with n=5xl015/cm3 were first subjected 
to a standard RCA cleaning procedure [22]. ECR etching was performed at 600W and 2 mTorr 
with an imposed dc bias of-20V. The RIE was performed at an rf power density of 0.59 W/cm2 

at 25 mTorr. The same gas flow of 50 seem of a mixture of CF4/18%C>2 was used for each case, 
but in the case of RIE 10 seem of H2 was added to prevent the occurrence of micro-masking. 
Auger electron spectra showed that the ECR etched surfaces and sidewalls were free of any 
detectable residues containing Al, F, or O. In contrast, the RIE surface composition showed 
approximately 9% Al and 6% O. Moreover, larger amounts of Al and O were detected on the RIE 
sidewall along with detectable amounts of F. The reverse-bias I-V characteristics of Pd Schotfky 
diodes fabricated on the etched surfaces showed that leakage currents were 1000 times greater on 
RIE samples. Furthermore C-V measurements showed a 40% reduction in the donor concentration 
up to a depth of 0.6 |im in the RIE samples indicative of ion-induced damage. No reduction in 
donor concentration was measured for the ECR samples, although the reverse bias leakage currents 
were 100 times higher than for unetched control samples. 
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Figure 8. Schematic of microwave ECR plasma reactor with rf biasing capability. 
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Figure 9.   Etch rate variation of 6H-SiC in CF4/18%02 plasmas with (a) microwave power, 
(b) applied bias, (c) pressure and (d) sample proximity to ECR source. 

PROFILE AND MORPHOLOGY CONTROL WITH ECR ETCHING 

In the fabrication of advanced devices from SiC, the profile of the etched sidewall, the 
morphologies of the etched surfaces and the degree of damage to the underlying SiC are all issues 
of high concern. For example, fabricating a vertical power-MOSFET where the FET channel is 
fabricated on the sidewall of an etched trench requires not only smooth surfaces with low damage, 
but also a tapered transition from the sidewall to the trench bottom to minimize electric field 
enhancement that would otherwise occur at sharp edges of the gate contact. 

In experiments on ECR etching of SiC the level of imposed bias was found to have a strong 
effect on both the profile and surface morphology [23]. Figure 10 shows the corner of mesa 
features etched at a high bias of -100V (a) and at a low bias of approximately -8V (b). The ITO 
masking films were retained on these samples so that the degree of undercutting could be 
observed. The surface features that result under high bias conditions were found to be relatively 
smooth both on the etched sidewalls and on the horizontal surfaces. On the other hand, the high 
bias led to the undesirable consequence of enhanced etching at the base of the sidewalls. This 
effect, referred to as trenching, results from the deflection of energetic ions at glancing angles off 
the sidewalls thus enhancing the sputtering component of the etching mechanism in the affected 
regions [24]. The degree of trenching therefore becomes increasingly more pronounced as the 
etching proceeds deeper. This effect is also prevalent in RIE and it can be observed in micrographs 
of etched SiC presented in much of the previously referenced literature. From an applications 
perspective a profile of this nature is ill suited for device fabrication, if an active element of the 
device such as the gate of a FET is to be fabricated in or on the etched feature. In contrast, etching 
with low bias applied to the substrate avoided the trenching effect and led to a more tapered 
transition from the sidewall to the bottom surface. However, the resulting surface morphology 
tended to be textured and the sidewalls possessed many jagged edges originating from rough 
features initially present on the mask edges. 
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Figure 10. Morphologies of ECR etched samples with (a) -100V shows smooth surfaces and 
sidewalls with trenching effect, (b) -8V shows rougher surfaces without trenching 
and (c) two-step bias process to obtain smooth features without trenching. 

SÜ3Ü9; 

(a) (b) 

Figure 11.  Profiles of 6H-SiC ECR etched with no applied bias have anisotropy of (a) A=0.8 
with sample 8cm from ECR source and (b) A=0.5 with sample 1 cm from source. 

The consistent appearance of rough features on samples etched at low bias and smooth features 
on samples etched at high bias suggests that the mask edges can be effectively smoothed by ion- 
bombardment during the etching process. In light of this speculation, experiments were performed 
where the samples were subjected initially to a brief high-bias step prior to prolonged etching at 
lower bias. Figure 10c shows much smoother features which resulted when the sample was 
etched for 2 min at 100V prior to prolonged etching at -8V. This result shows that a two-step bias 
process can result in a morphology which is far more suited to the fabrication of a trench device 
element than are the morphologies which result when a constant level of bias is applied throughout 
the process. 

The effect of the sample proximity to the ECR source on the etching characteristics was 
investigated. The proximity has indeed been found to affect strongly both the anisotropy and rate 
of etching. Figure 11 shows the etched profiles as viewed from the corners of adjacent square 
mesa features with the masking ITO layers still remaining on the structures. In both cases no bias 
was applied to the substrate. By measuring the vertical etch depth (d) and the lateral etch depth (1), 
the anisotropy can be quantified as A = (d-l)/d. The anisotropy of etching is approximately 0.8 
when the sample is in its normal position of approximately 8 cm from the bottom of the ECR cavity 
(Fig. 11a). The anisotropy value decreases to approximately 0.5 when the substrate is elevated 
from its normal position to within approximately 1.5 cm of the ECR source (Fig. 1 lb). As stated 
previously, the rate of etching also increased with proximity of the sample to the plasma source. 
The cause of these effects may be attributed to three important consequences of increased proximity 
to the source which are; (1) the sample is bombarded by a higher density of reactive species, (2) 
there is likely a significant degree of sample heating from the plasma and from microwave 
absorption and (3) the reactive species bombard the sample with a wider angular distribution. 
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TAPERED MASK ANISOTROPIC ETCH 

Figure 12.     Diagram of how angled sidewalls are obtained by varying the etch selectivity. 

The profile of the etched SiC sidewall can be controlled alternatively by using a thick masking 
layer of a material which can eroded gradually at the mask edges. One approach is illustrated in 
Figure 12 where the sloping edges of a mask can be translated to the etched SiC profile with the 
resulting sidewall angle determined by both the initial slope of the mask edge (em) and the 
selectivity of etching. Assuming that the etching process is anisotropic, the angle resulting after 
etching to depths ds and dm in the SiC and mask, respectively, will be given by; 

tan (9S) = :r-tan(em), 

where (ds/dm) is the selectivity of etching SiC relative to the mask and 6S is the sidewall angle of 
the etched SiC relative to the horizontal surface. It is known that SiC>2 films chemically etched in 
buffered HF solutions will develop an edge taper of approximately 30°. Therefore, by controlling 
the selectivity of the dry etching process, this method can be applied to SiC using SiÖ2 masks. In 
this case a variation in selectivity from 0.5 to 3.0 will result in a variation in the SiC sidewall from 
16° to 60°. 

To develop this method, a 0.7 |xm layer of SiC>2 was deposited by plasma enhanced chemical 
vapor deposition onto a 4H-SiC substrate to serve as the masking layer. The SiC was previously 
oxidized thermally to enhance adhesion of the PECVD film during a densification step whereby the 
substrate and film were annealed overnight at 1100°C in O2. The densification was performed to 
improve the selectivity of etching SiC relative to SiC>2. Experiments were performed to determine 
the effects of ECR process parameters on the selectivity of etching SiC versus SiC>2. The gas 
composition (namely the O/F ratio) and sample bias were found to affect the etching selectivity. 
Figure 13 shows the etching rates of SiC and SiC>2 as a function of the amount of N2O added to 10 
seem of a gas mixture of CF4/18%C>2, for conditions of 650 W power, 2 mTorr and applied biases 
of zero and -50V. Without N2O the etch rate of SiC>2 was nearly twice that of SiC. However, as 
N2O was added the etching became selective in favor of SiC, with the maxima in selectivity 
occurring at greatly different ratios for the different bias values. Interestingly, at low ratios of O/F 
an increase in bias favors etching of Si02, whereas at high ratios of O/F an increase in bias favors 
etching of SiC. 

In order to test the feasibility of exploiting the etch selectivity for controlling the profile angle, 
test patterns were defined photolithographically on the Si02/SiC samples. Using the photoresist as 
a mask, the Si02 was removed in the exposed regions with a 6NH4F: 1 HF solution. The chemical 
etch resulted in a 30° slope to the Si02 mask edge as shown in Fig 14a. After removing the resist 
the sample was etched under conditions of no bias and an O/F ratio of 0.26 which were predicted 
to yield a selectivity of approximately 1.5 in favor of SiC. The resulting SiC profile corresponding 
to a 0.6 (im deep etch is shown in Figure 14b after removal of the remaining Si02 film. The 
measured sidewall angle was 48° and (corresponding to a selectivity of 1.7), slightly higher than 
the 41° angle predicted by a selectivity of 1.5. This result demonstrates the feasibility of this 
technique which may prove valuable for trench-MOS devices and for edge termination in high 
voltage devices. Furthermore, this approach may be readily applied to RIE or MIE etching 
methods. 

162 



700 
0.10 

O/F INPUT RATIO 
0.22      0.34      0.46      0.58 0.70 

^ ^ 600 
c 
E 5nn 

•<f 

Ml 400 
H < 
DC 300 
I 
o 200 

LU 
100 

' ' ' I ' ' ' 

/vdc=-50v\y 

1 1 1 1 1 1 1 1 1 1 l-l- 

10sccmCF4/18%O2 

O SiC 

A Si02      " 

Vdc=-10V 
1    1   1    1   1   1    1  i . . . . 

0 20 

Figure 13. 

5 10 15 
ADDED N20 FLOW (seem) 

ECR etch rates of SiC and Si02 in CF4/18%02 plasma with addition of N20. 

(a) (b) 
Figure 14.    Profiles of (a) SiÜ2 chemically etched in BHF using photoresist mask and 

(b) SiC with angled sidewall etched using tapered SiÖ2 mask. 

SUMMARY 

Realization of advanced device structures fabricated from semiconducting SiC requires the 
ability to etch this material smoothly, controllably and with a minimal amount of damage to the 
underlying material. In this paper many of the published results on dry etching of silicon carbide 
using various techniques has been reviewed and compared. The vast majority of reports on SiC 
etching have utilized traditional reactive ion etch (RIE) reactors in conjunction with fluorinated gas 
mixtures. These processes have typically been plagued by the formation of micromasking 
residues. These residues can be minimized or eliminated by addition of H2 to the gas mixture at the 
expense of lower etch rates. While RIE etch rates are enhanced by the dc self-bias which develops 
on the substrate, these high levels of bias lead to a greater degree of etch damage. Recently, 
alternative methods of magnetron enhanced RIE (MIE) and electron cyclotron resonance (ECR) 
plasma etching have been demonstrated. MIE has resulted in extremely high etch rates and ECR 
etching has resulted in smooth, residue-free surfaces with an ability to control the etched profiles. 
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ABSTRACT 

Basal plane sapphire is a common substrate for the heteroepitaxy of GaN. This presents a 
challenge for fabrication of cleaved facet GaN lasers because the natural cleavage planes in (0001) 
0C-A12O3 are not perpendicular to the wafer surface. This paper describes a method for achieving 
perpendicular cleaved facets through wafer fusion that can potentially be used to fabricate GaN 
based in-plane lasers. We demonstrate successful fusion of GaN to InP without voids or oxide at 
the interface and fabricate optically flat cleaved GaN facets that are parallel to the crystallographic 
planes of the host InP. I-V measurements have been performed across the n-N fused interface. 
These results show that the fused interface exhibits a barrier for electrons passing from the InP to 
the GaN and ohmic conduction of electrons moving in the opposite direction. 

INTRODUCTION 

(In,Ga,Al)N in-plane lasers operating in the 300-700 nm range are potentially attractive 
devices for visible light applications and for high density data storage systems. However, despite 
the demonstration of blue, green, and yellow high brightness LEDs, electrically pumped lasers 
have only recently been demonstrated [1]. GaN lasers that have been demonstrated have high 
thresholds: 100-800 kW/cm2 at room temperature [2,3]. To reduce the lasing threshold, improved 
mirrors are necessary. Two promising mirror types for in-plane devices are etched distributed 
Bragg reflector (DBR) mirrors and etched facet mirrors. Both of these mirror types have 
difficulties, however. It is difficult with reactive ion etching (RIE) to create facets that are both 
smooth and perpendicular to the wafer surface [4-6]; so etched facets are difficult to fabricate. In 
addition, RIE causes surface damage in GaN [7], which is a problem for both DBR and etched 
facet mirrors. Cleaved facets are another possible mirror choice for GaN based lasers that will 
likely be easier to fabricate than etched mirrors. With the application of high reflectivity (HR) 
coatings, these mirrors should offer comparable reflectivities to etched mirrors. Cleaved facet 
mirrors have been fabricated for GaN grown on SiC [8]. However, cleaved mirrors have not been 
fabricated for GaN grown on sapphire because the cleavage planes of (0001) sapphire substrates 
are not perpendicular to the wafer surface. In this letter, we present a method for obtaining cleaved 
facet mirrors for GaN films grown on sapphire. This method is based on wafer fusion of a (100) 
InP substrate to epitaxial hexagonal GaN (h-GaN/a-A^Os). 

Wafer fusion was first performed over a large area by Liau and Mull in 1991 [9]. Since that 
time, wafer fusion has been used for many applications because it is a simple method and allows 
layer structures to be fabricated that can not be achieved by traditional growth methods. Hewlett 
Packard uses wafer fusion in the production of transparent-substrate AlGalnP/GaP LEDs [10]. 
Using a double-fused structure, Babic, et al. demonstrated the first long-wavelength vertical-cavity 
surface-emitting lasers (VCSELs) to operate in continuous-wave (CW) mode at room temperature 
[11]. Resonant cavity photodetectors and heterojunction avalanche photodetectors based on fusion 
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have also been reported [12,13]. As illustrated by these examples, the restrictions of material 
choices due to thermal expansion and lattice mismatch are less stringent for fused interfaces than 
for heterointerfaces grown by MOCVD or MBE [14]. For both GaN VCSELs and GaN in-plane 
lasers, these relaxed restrictions will give device designers increased flexibility to choose materials 
based on optimal thermal or electrical characteristics. Therefore, wafer fusion will potentially solve 
many of the problems that have prevented an adequate transfer of technology from existing laser 
material systems to the nitrides. 

EXPERIMENT 

Material Growth by MOCVD 

The GaN films used in this experiment were grown by atmospheric pressure metal-organic 
chemical vapor deposition (MOCVD) using TMGa and NH3 sources in a Thomas Swan Ltd. 
reactor. 19 nm GaN nucleation layers were grown at 600°C on basal plane sapphire substrates 
before growing a thicker GaN film at 1080°C. GaN film thickness for the samples presented here 
varied from 1.5 to 2.5 (im. Additional details of the growth process have been reported previously 
[15]. The InP samples were (100) n-type substrates with no epitaxially grown layers. 

Fusion Process and Characterization of Fused Interface 

GaN to InP fusion was accomplished by a simple method: The GaN and InP samples, each 8 
mm x 8 mm, were cleaned with solvents. Channels 10 Jim wide with a period of 150 |im were 
etched into the InP sample in order to allow gas and liquid to escape from the interface during 
fusion [16]. The oxide layers from both samples were removed with a 49% HF solution. Before 
the HF evaporated from the surface, the GaN and InP were pressed together. These samples were 
then heated to 750°C for 60 minutes. This high temperature allowed for active mass transport of 
the indium at the InP/GaN interface. This mass transport effectively leveled the surface of the 
moderately rough GaN to allow a better matching of the InP and GaN surfaces. 

After fusion, the sapphire substrate was lapped using a diamond slurry with 15 (xm grit to 
make it thin enough for cleaving (<150 um). By making a scribe mark on the InP host substrate, 
turning the fused samples over, and pressing on the sapphire, the GaN and thinned sapphire were 
forced to cleave parallel to the {110} crystal planes of the InP. 

RESULTS 

Physical characterization of fused interface 

A high quality fused interface resulted from the fusion procedure as shown by plan-view 
transmission electron microscopy (TEM) as shown in Fig. 1. The InP/GaN fused interface is free 
of voids and has no oxide layer, which indicate that the two samples are well fused. In addition, 
the defects formed by the fusion process are contained within a few monolayers of the fused 
interface, which demonstrates that the wafer fusion preserves the structural integrity of the InP and 
GaN. 
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Figure 1. A TEM micrograph of an InP/GaN fused interface is shown. Fusion was performed at 
750°C for 60 min. 

A scanning electron microscope (SEM) micrograph of the cleaved facet (Fig. 2) provides 
further proof that the interface is free of voids and therefore well fused. Facets produced in this 
manner appear to be optically flat when examined by bright-field, dark-field, and Nomarski 
interference contrast microscopy and by SEM. 

Figure 2. An SEM micrograph of an InP/GaN fused interface that was cleaved after lapping 
sapphire substrate is shown. The cleave plane from the InP propagates through the GaN and 
sapphire to produce a smooth cleave plane that can be used for a mirror facet in an in-plane laser or 
other opto-electronic device. 

Electrical characterization of fused interface 

Many optoelectronic devices are possible with this technology. Current injection across the 
fused interface is critically important for most of these devices. To measure the electrical 
characteristics of the interface, the InP substrate used for the cleaving demonstration was replaced 
with an epitaxially grown structure, InPZIn.53Ga.47As/InP, in order to provide an etch stop layer 
for removing the InP substrate. The epitaxial InP and InGaAs layers were 500 nm and 200 nm 
thick, respectively, with n type Si doping on the order of 1018 cnr3 and 1019 cnr3. The InP and 
GaN epitaxial layers were fused using the same process described above. After fusion, the InP 
substrate was etched away, stopping on the InGaAs etch stop layer. Selected areas of the InGaAs 
and InP epitaxial layers were then etched away to make contact to the GaN as shown in Fig. 3(a). 
200 nm thick aluminum contacts were then evaporated onto the GaN and annealed at 500°C. This 
was followed by evaporation of Ni, Au/Ge, Ni, Au contacts to InP and a second anneal at 430°C. 
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For the InP contact, the first Ni barrier layer was designed to prevent diffusion of the Ge to the 
fused interface, thereby preserving the electrical characteristics of the fused interface. 

The electrical characteristics of the fused interface were measured using the four point probe 
type structure (Fig. 3(a)) that was designed to reduce the effects of contact resistance. The pads 
were 200 |J.m wide (in the direction perpendicular to current flow) and 170 |im long and were 
spaced by 20 \im. The resistance along this 20 |im separation was not subtracted from the 
electrical measurements. Figure 3(b) shows the current-voltage (I-V) characteristic of the fused 
interface. Electrons moving from the GaN to the InP encounter almost no detectable barrier. 
Electrons moving from the InP to the GaN encounter a small potential barrier. 

(a) 
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Figure 3(a). The electrical characteristics of the n-InP/N-GaN fused interface were measured using a 
four point probe structure with 200 |jm wide pads separated by 20 |im gaps, (b) The measured 
current voltage curve shows that electrons can be injected through the interface for small voltage 
levels. The direction of positive current across the interface is from InP to GaN (i.e. electrons 
passing from GaN to InP). 

The I-V curve measured across fused interfaces is not well understood even in well 
characterized material pairs such as InP/GaAs. Due to these complicities, calculation of a band 
diagram from known parameters is difficult, if not impossible. We can calculate some parameters 
to gain insight into electrical measurements: Based on the differences in electron affinities between 
GaN and InP, the heterointerface is expected to be a broken gap interface. The band 
discontinuities based on these differences are given by Eq. 1 and 2. It should be recognized, 
however, that this method for calculation often does not give accurate band offsets. 

AEC = Ec(InP) - Ec(GaN) = 1.9 eV (1) 

AEV = Ev(InP) - Ev(GaN) = 4.2 eV (2) 

If these band offsets are used, we can model the fused interface as a typical broken gap 
interface, like that of InAs/GaSb. This band structure is shown in Fig. 4. At such an interface 
with no bias applied, electrons accumulate on one side (in our case, the GaN side) and holes 
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accumulate on the other side (InP). As a bias is applied, the electrons and holes mix across the 
interface, which causes a Fermi level gradient. Electron and hole recombination produces current. 
This explanation of current flow predicts ohmic current flow in both directions. The slight 
nonlinearity in the negative voltage regime of Fig. 3(b) is not understood. One possible 
explanation is that this nonlinearity is due to the InGaAs/InP heterointerface. 

-30 -20 -10 0 

Position (nm) 

Figure 4. Possible band diagram of fused interface. Band offsets are given by difference in electron 
affinities. Neglects carrier injection, surface states, strain, and interface impurities. 

For fusion of p-InP to p-GaN, hole injection is not predicted to occur in this manner. The 
large valence band discontinuity is expected to give a barrier that prevents hole injection for low 
voltages. Therefore, near ohmic injection of holes from p-InP to p-GaN across a fused junction 
should not occur. A voltage drop of several volts is expected for hole injection. 

Transfer of GaN to conductive substrates 

Although fusion is not likely to significantly improve p-type contacts for GaN, fusion will 
possibly ease the fabrication of devices by allowing the transfer of device layers to conductive 
substrates. By growing a sacrificial liftoff layer on the sapphire substrate, the sapphire substrate 
can be removed completely from the GaN device layers after fusion. The InP substrate now 
functions as the substrate for the device. This procedure is shown in Fig. 5. This procedure is 
expected to have two primary advantages: 1) it is expected to make cleaving easier because the 
thick sapphire substrate will be removed and 2) backside contacts can be made to the InP substrate, 
which makes fabrication of many devices, such as in-plane lasers, much simpler. 

Wet etch for 
nitride layers sacrificial layer 

sacrificial layer ^^^ 
^^ 

sapphire 

Figure 5.  Removal of sapphire substrate by etching a sacrificial layer grown on the sapphire. 
This will allow easier cleaving and simpler device designs for in-plane opto-electronic devices. 

The InP/InGaAs/InP epitaxial layer structure used for the electrical characterization provided a 
good measure for the fusion uniformity. After etch removal of the InP substrate, only a thin layer 
of epitaxial InP/InGaAs remained. In areas that were not well fused, this thin layer cracked and 
broke away. After etching the substrate, we were therefore able to determine the proportion of 
sample area that was well fused. For a typical processing run, fusion was achieved over 60-70% 
of the sample area. The lack of fusion over the other 30-40% of the sample is attributed to 
increased surface roughness of the GaN in those regions. InGaN samples with an indium mole 
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fraction of 10-20% were also fused to InP with the idea that the extra indium would facilitate mass 
transport at the interface. The proportion of area fused was not noticeably improved over the GaN 
samples, however. We believe that the indium content of the InGaN samples was too low to 
compensate for the increased roughness of the InGaN samples over the GaN samples. 

CONCLUSIONS 

In summary, optically flat cleaved GaN facets have been achieved by wafer fusion of GaN to 
InP. No indications of interface voids or oxide formation were found, which reveals that the 
samples were well fused. In addition, current injection has been demonstrated across the fused 
interface at low voltages. Both of these experiments indicate that this method provide a viable 
means for the fabrication of GaN in-plane lasers. Fusion uniformity has not yet been satisfactory 
for laser production. This problem is expected to be alleviated by smoother GaN epitaxial layers. 
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STRAIN EFFECTS ON OPTICAL GAIN PROPERTIES OF GaN/AlGaN 
QUANTUM WELL LASERS 
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ABSTRACT 

Subband structures and optical gains of the strained wurtzite GaN/AlGaN quantum 
well lasers are theoretically investigated on the basis of kp theory. First-principles calcu- 
lations are used for deriving the unknown physical parameters, such as deformation poten- 
tials. Neither compressive nor tensile biaxial strains are so effective on the reduction of the 
threshold carrier density. It is also found that the uniaxial strain in the c-plane is one of 
the preferable approaches for the efficient improvement of the laser performance. 

INTRODUCTION 

There is increasing interest in the use of GaN and related materials for the optoelectronic 
devices in the short wavelength region, due to their wide direct band gaps and physical 

hardness. At present, high-brightness blue light emitting diodes (LEDs) based on wurtzite 
(WZ) InGaN/AlGaN heterostructures [1, 2] are commercially available, and very recently 
the pulse-lasing action of the quantum well (QW) laser diodes (LDs) by a current injection at 
room temperature was reported for the first time [3]. Furthermore, the recent development 

of crystal growth techniques made it possible to obtain high quality zincblende (ZB) crystals 

as well as WZ ones. Although such high quality materials and high luminescent devices 

have been achieved, many basic aspects of material and device characteristics are almost 
still unknown. 

We have already studied the subband structure and the optical gain of the unstrained 
WZ GaN/AlGaN QW LDs by the k-p theory [4, 5]. The required physical parameters, 
such as effective masses, splitting energies and momentum matrix elements, have been 
theoretically determined with the help of first-principles calculations [6, 7]. As a result, the 

strong electron affinity and the weak spin-orbit coupling of the nitrogen atom yield very 
heavy electron and hole effective masses of the group-Ill nitrides. They play an essential 
role in causing higher carrier density to realize the population inversion, namely, higher 
threshold current density than ZB GaAs/AlGaAs QW LDs. In conventional ZB QW LDs, 

the biaxial strained structures are often used for reducing the threshold current density. 
However, there is plenty of room for discussing whether the strained QWs are advantageous 
for the group-Ill nitrides system, where there is no lattice matched substrate. Therefore, 

it is very interesting and important to study the strain effects on GaN/AlGaN QW LDs. 
In this paper, we investigate the subband structures and the optical gain properties of 

both compressive and tensile biaxial strained WZ GaN/AlGaN QWs. The uniaxial strain 
effect in the c-plane is also studied. The relation between the uniaxial strain's direction 
and the optical polarization is clarified as well. 
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Figure 1: Electronic band structure of wurtzite GaN. (a) Energy dispersion along the 
symmetry lines. The inset shows the first Brillouin zone, (b) Schematic band structure 

along the kz direction and in the kx-ky plane near the F point. 

ELECTRONIC BAND STRUCTURE 

In general, the nitrogen atom has such a strong electron affinity that the valence charge 

densities of the group-Ill nitrides tend to be well localized. In such a case, a conventional 
pseudo-potential approach seems to be not adequate. Thus, the electronic band structures 
of WZ GaN and A1N have been calculated by using a full-potential linearized augmented 
plane wave (FLAPW) method [8], within the local density functional approximation (LDA) 

[9]. We use the criteria that lmax = 7 and |k + G\max = (2ir/a) x 3.5, with k being a wave 
vector in the first Brillouin zone (BZ) (see Fig. 1) and G being a reciprocal lattice vector. 
The charge densities have been self-consistently determined using 28 meshed k points in 
the irreducible BZ. The convergence of the calculated total energies of crystals is less than 

1 mRyd. As for the lattice constants of a and c and the internal parameter of u, the 
experimental values [10, 11] and the ideal value (u=0.375c) were used, respectively. In 
these calculations, the Ga 3d electrons are treated as a part of the valence band states, 

since they are relatively high in energy even though they might constitute well localized 

narrow bands. As a matter of fact, our calculated result shows that the Ga 3d states are 
considerably hybridized with the N 2s states. Thus, the Ga 3d states should not be treated 

as core states. 
At first, we summarize the feature of the electronic structure near the conduction band 

minimum (CBM) and the valence band maximum (VBM) without a strain. Figure 1 shows 

(a) the calculated electronic band structure along the symmetry lines and (b) the schematic 

band structure near the T point of WZ GaN. Table 1 shows the calculated effective masses 

and splitting energies around the CBM and the VBM of WZ GaN and A1N. We label the 
upper three hole bands as HH (heavy), LH (light) and Cli (crystal-field split-off), based on 

the feature in the kx-ky plane, though the effective masses of these three hole bands are not 
isotropic between the k directions parallel and perpendicular to the kz direction, as shown 

in Fig. 1 and Table 1.   According to our calculated results and a group theory, the CBM 
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Table 1: Electron and hole effective masses (m0) and crystal-field and spin-orbit splitting 
energies (mRyd) of bulk wurtzite GaN and A1N. me, mj,/,, mn, and mc/, denote electron, 

heavy hole, light hole and crystal-field split-off hole masses, respectively. The superscripts, 
|| and _L, stand for the kz direction and the kx direction, respectively. Acr and Aso represent 
crystal-field and spin-orbit splitting energies, respectively. 

lhh Hh <-hh llh •lch Aso 

GaN    0.20    0.18    1.76    1.76    0.16     1.61     0.14    1.04    5.3     1.2 

A1N    0.33    0.25    3.53    3.53    0.25    10.42    0.24    3.81    -4.3    1.5 

and the VBM are almost composed of s- and p-like states, respectively. Furthermore, the 
lowest conduction band is strongly coupled with the only one hole band due to the weak 
spin-orbit interaction. Then, the coupled hole band has much lighter mass than the other 
hole bands. 

Here, note that the upper valence band structure in WZ materials is quite different 

from that in conventional ZB ones. The VBM is split into four-fold (r6) and two-fold (Fi) 
degenerate states by the hexagonal crystal-field, even without the spin-orbit interaction. 
Considering the spin-orbit interaction, the rG state is split into two two-fold degenerate 

states (Fg and T-;), and the T\ state has also Tj symmetry. Then, the two Tj levels are also 
mixed by the spin-orbit interaction. In WZ III-V nitrides, since these six levels are very 

close to one another due to the weak spin-orbit interaction, we must explicitly treat the 
upper six valence bands in the analyses of QW devices. 

Secondly, we discuss the strain effect on the electronic band structure of WZ bulk. 
Figure 2 shows the schematic band structure in the kx-ky plane around the VBM of bulk 
WZ GaN, (a) without a strain , (b) with a biaxial strain and (c) with a uniaxial strain in 

the c-plane. It is found that each energy dispersion of HH, LH and CH bands is almost 
unchanged even under the strains since the orbital character is dominant because of the 

(a) unstrained: C6v (b)  biaxial: C6v 
(«=> ) 

E 

C6v symmetry 

biaxial 

if 

-^►Ky  *x<r ->Ky >Ky 

Figure 2: Schematic valence band structures of wurtzite GaN (a) without a strain, (b) with 
a biaxial strain and (c) with a uniaxial strain. Here, the weak spin-orbit splittings are 
neglected, (d) the directions of strains in the c-plane. 
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weak spin-orbit coupling. Under the condition of the compressive (tensile) biaxial strain, 

the crystal-field splitting energy becomes only effectively large (small) since the symmetry 

group is still C6„, as well as without the strain. Then, the HH mass is still heavy, and 

the density of states (DOS) at the VBM is not so reduced. This is very different from 
ZB crystals, where the HH mass becomes light and the DOS fairly decreases since the Tj 
symmetry is changed to the D2d one. On the other hand, the uniaxial strain in the c- 
plane gives the anisotropic energy splitting in the kx-ky plane since it causes the symmetry 

break from Cev to Civ- If the compressive (tensile) uniaxial strain along the y-direction, 
or the tensile (compressive) one along the z-direction, is induced, the HH band along the 
fcx-direction as well as the LH band along the fc^-direction moves to higher (lower) energy 
side. Thus, the DOS at the VBM is largely reduced, compared with the biaxial strain. 

k-p THEORY WITH STRAINS 

Generally speaking, optical and transport properties are governed by the electronic 

band structures in close vicinity of the VBM and the CBM. Thus, the k-p theory is not 
only an appropriate method to describe the electronic structures around the VBM and the 

CBM, but also a convenient method to analyze the QW devices on the basis of the effective 
mass approximation. In the analyses of conventional ZB semiconductors, we frequently 

assume parabolic functions for the conduction bands, and the 4x4 and/or 6x6 Luttinger- 
Kohn Hamiltonians are used to describe the upper valence bands [12]. In treating the 
valence bands together with the conduction bands, we often make use of the 8x8 Kane 
Hamiltonian [13]. For WZ materials, however, we must consider the hexagonal symmetry 

since the Luttinger-Kohn and Kane Hamiltonians are constructed under the condition of 
the cubic symmetry. Let us show the k-p and strain Hamiltonians for WZ structure. 

We take the following basis functions: 

\S,a),      \S,ß),      -±=\(X + iY),a),      ±\(X + iY),ß), 

\Z,a),      \Z,ß),      -j=\(X-iY),a),      -L\(X-iY),ß), 

where \S), \X), \Y) and \Z) are the Bloch functions at the T point, transforming like atomic 
s, px, py and pz-like functions, respectively, under the operations of the symmetry group 

C6„. \a) and \ß) are spin functions corresponding to spin-up and -down, respectively. Then, 

the Hamiltonian has the following form: 

H(M)= - (1) 

where Hcc and H„„ are 2x2 and 6x6 matrices for the conduction bands and the valence 
bands, respectively, without the interaction between them. The interaction with the other 
bands is treated as the second order perturbation. The interaction between the conduction 
bands and the valence bands are described by Hc„ whose matrix elements are written as 

*.-(« ° R ' Q- '). m 
[ 0   Q   0   R    0    Q' ) 
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where 

Q V2 
P_i_{kx + iky R = P\\kz 

Pi   =   —{S\p*\X), 
m0 

p\\ = —<s\Pt\z). 
mo 

Note that the dipole matrix elements are related to P|| and Pj_, which are different 

from each other in WZ structure due to the anisotropy between the directions parallel and 

perpendicular to the c-axis. According to the first-principles calculation, the values of P? 

and P2 for WZ GaN are 0.96 and 1.13 in units of {ti2/2m0)-Ryd, respectively [7]. This 
means that the anisotropy seems to be not so large in WZ GaN. On the other hand, P? 
and P\ can be analytically derived from the 8x8 Hamiltonian [7] as follows: 

P2    - J ii    — 
%2    m0 {Eg + Acr + AS0)Eg + | A„ As 

2m0 

2nio m- 

Eg + IA3, 

m0 [Ea + Acr + Aso)Eg + §Aer Aso 

(3) 

(4) 

Pl = These analytical expressions with the observed parameters [14, 15, 16] yield P.? 

1.04 ± 0.14 in units of (ft2/27T!o)-R.yd. This result is in good agreement with the first- 
principles result. Therefore, the above relations are reliable and very useful for analyzing 
the optical properties of WZ materials. 

Here, owing to the large band gaps of GaN and A1N, the 8x8 Hamiltonian can be split 
into the 2x2 Hamiltonian H'cc for the CBM and 6x6 Hamiltonian H'„„ for the VBM 
by renormalizing the interaction Hc„ within the second order perturbation. The matrix 
elements of H'cc and H'„„ are given by 

H' 
Ec    0 

0    Ec 

\ 
(5) 

H „ 

where 

(   F 0 -H* 0 K" 0   \ 

0 G \/2A3 -H' 0 K' 

-H V2A3 A 0 I' 0 

0 -H 0 A \/2A3 7* 

K 0 / \/2A3 G 0 

{    ° K 0 / 0 F ) 

(6) 
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Table 2: Valence band parameters A{ {h2/2m0) and deformation potentials D{ (Ryd)^ of 
bulk wurtzite GaN and A1N. The values are determined by three-dimensionally fitting 

under the quasi-cubic approximation. The values obtained by fitting along the symmetry 

lines without the quasi-cubic approximation are also listed in round bracket. 

Ai 

GaN     -6.56 -0.91 5.65 -2.83 -3.13 -4.85 0.00 

(-6.27) (-0.96) (5.70) (-2.84) (-3.18) (-) (—) 

A1N     -3.95 -0.27 3.68 -1.84 -1.95 -2.92 0.00 

(-4.06) (-0.26) (3.78) (-1.86) (-2.02) (—) (—) 

Dx D2 D3 D4 Ds D6 

GaN     -1.13 -0.91 0.22 -0.11 -0.15 -0.27 

(-1.02) (-1.01) (0.22) (-0.12) (-0.15) (-) 

A1N      -0.95 -0.62 0.33 -0.16 -0.19 -0.30 

(-0.91) (-0.69) (0.35) (-0.15) (-0.19) (-) 

F = Ax+A2 + \ + 0,      G = Ai-A2 + A + 0, 

H = i(A6kz + iA7){kx + iky) + iDe(ezx + ieyz), 

I = i(A6kz - iA7)(kx + iky) + iD6(ezx + ieyz), 

K = A5{k
2

x - k\ + 2ikxky) + Ds{eXI - eyy + 2iexy), 

A = E^ + Aikl + A2{kl + kl) + D1e„ + Di(exx + eini), 

0   =   A3k
2

z+A4{k2
x + kl) + D3ezz + D4{sxx + eyy). 

E° and E° represent the energy level at k = 0 of s- and p-like functions, respectively. 

A* corresponds to the crystal-field splitting energy and A2 and A3 to spin-orbit splitting 
energies. A{ are the valence band parameters, corresponding to the Luttinger parameters 

in ZB crystals. ac and D{ are the deformation potentials for the conduction bands and the 
valence bands, respectively, where en are positive for a tensile strain. In our notation, the 

energy band gap without a strain is given by 

^ = £,°-^-A,-A2. (7) 

We have determined the above unknown valence band parameters A; and D{ by fitting 
the first-principles band structures near the BZ center with the k-p and strain Hamiltonians 
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Figure 3: Valence subband structures of the unstrained WZ GaN/Alo^Gao.sN single QWs, 
with the well lengths Lz being (a) 30 Ä and (b) 50 Ä. 

under the condition of a quasi-cubic approximation [6, 17], which means that the parameters 
are satisfied with the following relations: 

Ax   =   A2+2AA,      A3 = -2A4 V2A6 -4A, 

A7   =   0, Al5 Aso = 3A2 = 3A3 (8) 

Table 2 shows the obtained values of the parameters for WZ GaN and A1N, compared with 

the results without the quasi-cubic approximation. The agreement of two kinds of results 
are fairly well. Thus, the quasi-cubic approximation seems to be good for WZ nitrides, and 
it is available to decrease the number of independent parameters. 

SUBBAND STRUCTURE 

For the conduction band states, the subband energy dispersions are nearly parabolic, 
since the CBM almost consists of 3-like states. Thus, the following discussion is limited 

to the valence subband structure. Assuming that the heterojunction is perpendicular to 
the c-axis, a wave vector kz becomes an operator in the kp Hamiltonian. Furthermore, 

the well-type potential by the heterojunction must be added to the diagonal terms of the 
Hamiltonian. Then, we can obtain the subband structure by solving a matrix differen- 
tial eigenvalue problem [5]. As the required physical parameters, except elastic stiffness 
constants, we used the theoretical values. As the elastic stiffness constants, the observed 
values for WZ GaN are adopted [18]. The band offsets and the other parameters in ternary 
alloys are also determined by the first-principles calculations with the assistance of the 
virtual crystal approximation [19]. Our calculated valence band offset between GaN and 

A1N, AE„ = 0.82 eV, is in good agreement with the recent observed value of 0.8 ± 0.3 eV, 

measured by x-ray photoemission spectroscopy (XPS) [20]. 

At first, we show the valence subband structures of the unstrained WZ GaN/Al0.2Ga0.sN 
single QWs in Fig. 3.   The valence band offset between GaN and Al0.2Ga0.8N is about 
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Figure 4: 

QWs (a) 
50 Ä. 

Valence subband structures of the biaxial strained WZ GaN/Alo.2Gao.8N single 

with a compressive strain and (b) with a tensile one.   The well lengths Lz are 

0.11 eV. Since the Hamiltonian is expanded within the second order of k, the energy dis- 
persions are isotropic in the kx-ky plane. In the subband structures, we can also label the 
energy bands as HH,, LH; and CH,, as well as in the bulk (see Fig. 1). For any well length, 
the coupling between HH; bands and the other bands is weak, and HH; bands are nearly 

parabolic. On the other hand, LH; bands are strongly coupled with CH; bands with a 
different parity, through the matrix elements H or I. However, the feature of hole bands, 

which are typically shown by the above three labels, is almost unchanged even in the QWs 

since the symmetry group is still Cev, as well as in the bulk. According to our analyses, this 
character seems to be intrinsic in the WZ III-N QWs, originating from the hexagonal crys- 
tal symmetry and the weak spin-orbit coupling of the nitrogen atom. Moreover, it is very 

different from conventional ZB GaAs/AlGaAs QWs, where the heavy hole mass becomes 
light and the light hole mass becomes heavy. 

Here, the well length dependence of the subband structure is discussed. Roughly speak- 

ing, the subband energies at the T point are inversely proportional to the bulk's hole masses 

along the kz direction and to the square of the well length. This is called the quantum size 
effect. As for the bulk's masses along the kz direction, LH band is as heavy as HH band 

and much heavier than CH band. This is the reason why CH,- bands are more split off from 
HH,- and LH,- bands in the QWs than in the bulk. In other words, the crystal-field splitting 

energy Acr becomes effectively large due to the quantum size effect. For Lz = 30 A, CHx 
band is the only bound state among CH; bands, and the LH2-CH1 coupling causes the non- 
parabolicity of LH2 band. For Lz = 50 A, the interval between the same labeled subbands 

becomes shorter than for Lz = 30 A due to the quantum size effect, then the DOS around 

the VBM becomes a little larger. 
Secondly, we discuss the biaxial strain effect on the subband structures. Figure 4 shows 

the valence subband structures of the biaxial strained WZ GaN/Alo^Gao.sN single QWs, 

(a) with a compressive strain and (b) with a tensile strain. The compressive biaxial strain is 
introduced into the GaN well layer due to the lattice mismatch with the Alo.2Gao.8N barrier 
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Figure 5: Valence subband structure of the uniaxial strained WZ GaN/Alo^Gao.sN single 
QWs (a) along the kx direction and (b) along the ky one, with the tensile strain along the 
x-direction. The well length Lz is 50 A. 

layers, and it is 0.5 % in the c-plane. The tensile biaxial strain is virtually induced, and it 
is also 0.5 %. The main feature of hole bands is the same as in the unstrained QWs. The 
change by the strains can be qualitatively understood by the well's depth and the strain 
effect on the bulk. Considering compressive (tensile) biaxial strains, the QWs become 

deep (shallow) and the number of subbands tends to increase (decrease). For Lz = 30 Ä, 
HH3 and LH3 bands also come into the QWs as the bound states. For Lz = 50 A, on 

the other hand, CH2 band as well as HH4 and LH4 bands comes into the QWs. Then, 

the LH!-CH2 coupling causes the non-parabolicity of LHX band as well as LH2 band. For 
both well lengths, furthermore, the energy difference between HHi and HH2 bands becomes 
large (small) due to the deeper (shallower) well's depth, and the energy difference between 
LH; and CH; bands also becomes large (small) due to the biaxial strain effect as well 
as in the bulk. This is the reason why the DOS around the VBM is smaller (larger) in 

the compressive (tensile) biaxial strained QWs than in the unstrained QWs. Namely, the 
compressive (tensile) biaxial strain plays a decreasing (increasing) role in the DOS around 
the VBM. 

Thirdly, the uniaxial strain effect in the c-plane is discussed. Figures 5 shows the valence 
subband structure of the uniaxial strained WZ GaN/Alo^Gao.sN single QWs. The uniaxial 
strain is introduced into both the GaN well layer and the Al0.2Gao.gN barrier layers, and 
it is 1.0 % tensile strain along the ^-direction (see Fig. 1), where the GaN well layer is 

lattice matched to the Al0.2Gao.sN barrier layers. Each energy dispersion of HH;, LH,- and 
CH; bands is the same as in the unstrained QWs. However, the energy splittings between 
HH; and LH, bands are not isotropic in the kx-ky plane due to the symmetry lowering from 
C$v to Civ. The tensile strain along the i-direction makes not only the LH; bands along 

the fcy-direction but also the HH; bands along the fcx-direction moves higher energy side. 

Therefore, the DOS at the VBM is more effectively reduced than the case of the compressive 
biaxial strain. 
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Figure 6: Maximum optical gains of WZ GaN/Al0.2Ga<).8N single QW LDs. (a) The well 
length dependence from 30 Ä to 80 Ä. (b) The strain effects with the well length being 
60 Ä. The solid, dotted, short-dashed, dash-dotted and long-dashed lines stand for the 
results without a strain, with ±0.5 % compressive biaxial strains and with ±1.0 % tensile 

uniaxial strains along the s-direction, respectively. 

OPTICAL GAIN 

The optical gain of the QW LDs is given by 

g(<* 
2-KH 

ch 5Z5Z Kc>n' k±\—A • P\V> m> k-L) I 
n,rn kL 

m0c 

x  {UKtJ + UE"m,kJ -1}% - K,k± 
El J. (9) 

where n denotes the refractive index, m (n) represents the valence (conduction) subband 
label, and k± is the two-dimensional wave vector in the kx-ky plane. Using the calculated 

subband structures and bulk's momentum matrix elements, we have calculated the optical 
gains with respect to the interband transition. In WZ bulk nitrides, the hybridization of 

the CH band with the HH and LH bands is negligible at the VBM, due to A50 ~ 0. Then, 

the eigenstates along the kx (ky) direction can be approximately expressed as 

\HH) ~ \Y(X)),      \LH) ~ \X(Y)),      \CH) ~ \Z). 

In WZ GaN-based QWs, the CH; bands are more split off from the HH; and LH, bands. 
Then, the \Z) character, which yields the optical gain for the TM mode, is very small at 
the VBM. This is the reason why the optical gain for the TE mode is dominant in WZ 

GaN-based QW LDs. Thus, the following discussion is limited to the TE mode. 

Figure 6 shows (a) the well length dependence and (b) the strain effect on the maximum 
optical gain of WZ GaN/Alo^Gao.sN QW LDs as a function of a sheet carrier density. In 

the unstrained QWs, as the well length becomes longer than 30 A, more carrier density 
might be needed to obtain sufficient optical gain. This is quite obvious from the feature of 
the subband structure.  As the well length becomes longer, the interval between HfL and 
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HH2 bands becomes shorter, and the DOS around the VBM becomes larger. This is the 
reason why it is more difficult to realize the population inversion for longer well length. 
However, even for Lz = 30 Ä, the threshold carrier density would be higher than ZB 

GaAs/AlGaAs LDs. In the compressive biaxial strained QWs, the optical gain property is 
qualitatively improved for any well length, and the threshold carrier density would become 
a little lower than in the unstrained QWs. However, the reduction of the threshold carrier 
density is quantitatively not so effective. On the other hand, the tensile biaxial strain 

yields qualitatively negative effect for any well length. Therefore, no biaxial strain comes 
up to our expectations of reducing the threshold carrier density, namely, improving the LDs 

performance in WZ GaN/AlGaN QWs. 
Here, on the analogy of the bulk, if it were possible to introduce a uniaxial strain into 

the c-plane of WZ QWs, it might cause much larger reduction of the DOS and the threshold 
carrier density. According to our calculated subband structures, any uniaxial strain in the 
c-plane reduces the DOS at the VBM due to the anisotropic energy splittings in the kx-ky 

plane. However, considering the optical polarization, the effective uniaxial strain's direction 
is limited to the following two cases. One is the compressive strain parallel to the optical 
polarization for the electric field, and the other is the tensile one perpendicular to it. If 

we induce the tensile (compressive) uniaxial strain along the z-direction (^-direction), LH; 

bands along the fc^-direction as well as HH; bands along the ^-direction moves to the higher 

energy side. Then, the orbital component of both LH; bands along the ^-direction and 
HH; bands along the ^-direction is almost \Y) character. In other words, such uniaxial 

strains selectively isolate \Y) band, which is coupled with the TE polarized light. This is 

the reason why the above two kinds of uniaxial strains cause not ony the reduced DOS 
at the VBM but also the larger differential optical gain. Therefore, the uniaxial strain in 

the c-plane is more advantageous for the improvement of the WZ GaN/AlGaN QW LDs 
performance than the biaxial strain. 

CONCLUSIONS 

In conclusion, we have theoretically studied the strain effect and the well length de- 
pendence on WZ GaN/AlGaN QW LDs. The subband structures and the optical gains, 

without a strain, with biaxial strains and with uniaxial strains, have been calculated in 

several well lengths, on the basis of the 8x8 kp theory. The required physical parameters, 
such as deformation potentials, have been derived from the first-principles electronic band 

calculations. In the unstrained QWs, the increase of the well length would make the thresh- 
old carrier density higher due to the quantum size effect. In the compressive biaxial strained 

QWs, the threshold carrier density becomes a little lower for any well length than in the 
unstrained QWs. However, the reduction is not so effective as conventional GaAs/AlGaAs 
LDs. On the other hand, the tensile biaxial strain makes the threshold carrier density 

rather higher. This means that no biaxial strain have remarkable effect on the reduction 

of the threshold carrier density in WZ GaN-based QW LDs. Furthermore, we clarified the 

uniaxial strain effect in the c-plane and the relation between the uniaxial strain's direction 
and the optical polarization. As a result, the use of the uniaxial strain in the c-plane is one 

of the powerful approaches for reducing the threshold carrier density, namely, improvement 

of the LDs performance. 
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ABSTRACT 

The reliability of devices fabricated in GaN and related alloys, especially under high cur- 
rent densities as would be found in lasers, has yet to be fully characterized. Our previous work [1] 
investigated the degradation of GaN-based blue light emitting diodes (LEDs) under high pulsed 
current stress. This work indicated a possible correlation between the high crystal defect density 
and failures caused by metal migration along these defect tubes. To assess the impact of this data 
on devices under more normal conditions, several LEDs from both older and more recent produc- 
tion lots were placed in a controlled temperature and current environment for several thousand 
hours. The test started with a constant 20 mA current for the first 1000 hours and continued for 
another 1650 hours at various currents up to 70 mA, all at a temperature of 23 °C. During this 
test, one of the older generation LED's output degraded by more than 50%. Subsequent failure 
analysis showed that this was caused by a crack which isolated part of the active region from the 
p-contact. The remaining LEDs were returned to life testing where the temperature was subse- 
quently increased by 5 °C after each 500 hours of testing. The output from one of the newer 
LEDs dreiven at 70 mA degraded to 55% of its original value after 3600 hours and a second 
newer LED degraded by a similar amount after 4400 hours. The first failure, LED #16, did not 
exhibit a significant change in its I-V characteristics indicating that a change in the package trans- 
parency was a likely cause for the observed degradation. The second failure, LED #17, did show 
a noticeable change in its I-V characteristics. This device was subsequently returned to life test- 
ing where the degradation process will be monitored for further changes. 

INTRODUCTION 

Since high brightness blue LEDs have not been available until very recently [2-4], little is 
known about the basic degradation mechanisms of devices made from group-Ill nitrides. In the 
past [1] we subjected these devices to very high current densities as would be encountered in 
GaN-based lasers. The high current work indicated that the high defect densities in these LEDs 
may provide a path for metal migration and subsequent device failure. This degradation mecha- 
nism, however, may not occur under the normal operating conditions of LEDs. To understand 
what degradation processes would impact LEDs driven at modest currents and temperatures, an 
extensive life test is in progress. This work reports on the life test and failure analysis results 
obtained to date. 

LIFE TEST SETUP AND RESULTS 

Life test setup 

In order to investigate the lifetime of the Nichia LEDs, 20 devices were mounted inside a 
large environmental chamber which could be maintained at a constant temperature. The light out- 
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put of each LED was sampled by an optical fiber which was connected to its own photovoltaic 
detector located outside the chamber. The LED-to-fiber connection was both mechanically stable 
and light-tight, eliminating intensity variations due to mechanical misalignments and ambient 
light. The system used a switching device to select a single detector's current, which was fed to a 
meter for automated reading of each LED's output. 

Two separate driving circuits were used in this first life test, one based on op-amps, the 
other on current-limiting resistors. Each circuit was powered by a supply which maintained a 
constant output voltage. Currents were held approximately constant through each LED by two 
different methods. In the op-amp circuit, there was a current feedback loop for each LED which 
regulated LED drive current. In the resistor circuit, a current limiting resistor was placed in each 
parallel leg of the circuit to prevent excessive current through any one LED, should any legs 
become short circuited. The simple resistor circuit is being compared to the more complicated 
op-amp circuit because life testing of the LEDs also relies on the consistent performance of each 
circuit component during the test. The op-amp circuit theoretically provides better current regula- 
tion, but it may prove to be less reliable during sustained life testing. The test was fully computer 
controlled, with data automatically gathered every 12 hours or at the operator's request. 

For the test, eighteen Nichia NLPB-500 LEDs (numbered 1-18 for the test) were selected 
from a new, improved batch (4B0001), acquired in April 1995. The test also used two devices 
(numbered 19 and 20) from batch S403024, acquired a year earlier. Two "improved" devices 
(labeled A and B) were left untested to serve as controls. The LEDs were placed in cw operation 
after pre-test power measurements were taken on all 20 devices. Ten LEDs were tested in the 
resistor circuit and ten in the op-amp circuit. 

Test results to date 

Figure 1 shows the relative luminous intensity from all 20 devices tested, normalized to 
their initial readings. The general trend for the 18 newer LEDs was for the output intensity to 
increase at a faster rate within the first 50-100 h, then at a slower rate over the remainder of the 
test. The output intensity of the two older LEDs increased within the first 50 h, and then 
decreased during the remainder of the test. 

After the first 1000 hours, the drive currents of the LEDs were increased to try to acceler- 
ate the degradation process in some of the devices under test. The previously tested eighteen 
devices from the new batch were divided into six groups of three. Each group was driven at one 
of six currents: 20, 30,40, 50, 60, or 70 mA. Of the two older devices, one (#19) was subjected to 
a high current of 70 mA, and the other (#20) remained driven at 20 mA. The maximum current 
level of 70 mA is close to the condition producing a maximum CW output power from the LEDs. 
The onset of thermal rollover was observed at 80 mA with slightly decreased output. A current of 
70 mA was thus expected to be sufficiently high to cause measurable degradation after a few hun- 
dred hours. 

The relative intensity of one of the older-generation LEDs (#19) dropped to about half of 
its initial value after approximately 1200 h and the device was removed from the test. In this case, 
the high current (70 mA) had indeed caused a rapid failure. The remaining devices driven at the 
same current level, however, have performed much better. After a relatively fast drop in their out- 
put (10-15% over the first 750 h), their degradation rate slowed as shown in Figure 1. 

The remaining LEDs were returned to life testing where the temperature was subsequently 
increased by 5 °C after each 500 hours of testing. The output from one of the newer LEDs driven 
at 70 mA degraded to 55% of its original value after 3600 hours and a second newer LED 
degraded by a similar amount after 4400 hours. The first failure, LED #16, did not exhibit a sig- 
nificant change in its I-V characteristics indicating that a change in the package transparency was 
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a likely cause for the observed degradation. The second failure, LED #17, did show a noticeable 
change in its I-V characteristics. This device was subsequently returned to life testing where the 
degradation process will be monitored for further changes. 

ANALYSIS OF LED #19 

In order to determine the cause of the degradation for device #19, a series of I-V measure- 
ments were made. The measurements indicated that the junction leakage had increased during the 
life testing. This data indicated that the light output degradation was not due to a change in con- 
tact resistance or a change in the optical transmission of the plastic encapsulation. This data was 
significant in that the degradation mechanism could be similar to the one identified in the high 
pulsed current testing done earlier. Figure 2 shows the I-V characteristics of the degraded device 
#19 and an unstressed LED for comparison. The figure shows that the degraded device has an 
ohmic leakage path across the junction of about 600 Mil 
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Figure 1 - Relative change in intensity of 20 Nichia blue LEDs subjected to 
various currents and temperatures for 4562 h. 

To identify the cause of the degradation, device #19 was de-encapsulated and prepared for 
electron beam induced voltage (EBIV) analysis. EBIV analysis differs slightly from the more 
common EBIC analysis in that the voltage created across the junction by the incident electron 
beam is used to create the image instead of the current collected across the junction. The EBIV 
analysis quickly identified that the cause of the light output degradation was a crack in the LED 
which isolated part of the junction area from the p-contact. With a beam energy of 5 keV, the 
electron beam interaction volume did not penetrate down to the n-contact. Figure 3 shows the 
resulting EBIV image which clearly shows that the crack has propagated through the p-contact 
and the active layer thus isolating part of the LED from the electrical stimulus and reducing its 
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light output accordingly. We therefore concluded that LED #19 did not degrade in a manner that 
would be considered typical for operation under close to normal conditions. 
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Figure 2 - Forward I-V characteristics (left) and leakage current (right) of the degraded 
LED (#19) and an unstressed LED (#52) for comparison 

Figure 3 ■ 
ANALYSIS OF LEDs #16 AND 17 

EBIV image of LED #19 at 5 keV. 

In order to identify the process responsible for the degradation in light output measured on 
LEDs #16 and 17, the first task was to carefully measure the current-voltage characteristics of 
each device and compare the results to a control LED of the same type. Figures 4-5 show some of 
the measurements made on the two degraded LEDs along with a control LED. The figures indi- 
cate that LED #16 has not undergone a significant change in its I-V characteristics. In fact the I-V 
data indicates that LED #16 has a lower forward series resistance than the unstressed control 
device, #120. None of these figures lead us to a degradation mechanism that involves the electri- 
cal performance of the LED. The only possibilities for degradation are limited to a change in the 
radiative versus non-radiative recombination rate or a change in the optical properties of the plas- 
tic encapsulation. The former process would involve a 45% loss in radiation from the LED. A 
careful inspection of LED #16 under a low forward bias (just above the LED's turn-on voltage) 
revealed no significant non-radiative areas that could account for the loss in light output. The 
LED showed almost perfectly uniform illumination distribution which is unlike LED #19 
described above. These results leave the plastic encapsulation material as the most likely cause 
for output degradation. 
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Figure 4 - Reverse I-V characteristics Figure 5 - Junction leakage measurements 

It is commonly known that prolonged exposure to ultraviolet radiation can reduce the opti- 
cal transparency of many types of plastics. Since band-to-band recombination in the GaN system 
can produce ultraviolet radiation, a degradation mechanism of this type is reasonable. Figure 6 
shows the output spectra for both the older generation, double heterojunction Nichia LED and a 
newer generation Nichia LED. The spectra were measured at room temperature (295 K) at a for- 
ward voltage of 3.5 V. The band-to-band recombination found in the older LED has been sup- 
pressed in the newer LED by an increase in the Zn doping concentration in the active InGaN layer 
[5]. We also know from our previous work [1] that the band-to-band emission component does 
increase significantly with forward bias indicating that the newer generation LEDs should have a 
long lifetime at currents less than the 20 mA cw limit in the data sheet, but may have a reduced 
lifetime by this mechanism at elevated currents. 

In order to study the optical transparency of the plastic encapsulation, we have initiated an 
experiment where we will measure the optical absorption coefficient of the plastic versus wave- 
length and how this coefficient changes with UV exposure. The experiment will compare plastic 
from an unstressed LED as well as from degraded LED #16. The plastic samples were removed 
from the LED in such a manner as to maintain operation of the LED for further study and allow 
transmission coefficient measurements to be made as a function of position between the region 
close to the LED and the region at the edge of the package. These results will be published when 
completed. 

S 0.4 

I 
£• 0.3 

M 0.2 

Older generation 

(#58) 

Newer generation 

(#124) 

2.5 

Energy (eV) 

Figure 6 - Output spectra comparing old and newer generation LEDs, measured at 3.5 V. 

The I-V data in figures 4-5 show a different degradation mechanism for LED #17. This 
LED shows a significant difference in its characteristic when compared to both the unstressed and 
the other degraded LED. Figure 4 indicates that #17 has about an order of magnitude more leak- 
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age current across the junction than #120 and #16. From Figure 5, calculations of the ohmic leak- 
age paths across the junctions of the three LEDs showed that LED #17 had an order of magnitude 
lower resistance across the junction (18 GQ for #17 versus 113 Gß for #120). Since the degrada- 
tion of #17 was noticeable but subtle, this LED was subsequently returned to life testing and will 
continue to be stressed until its output reaches a relative decrease of 90%. Assuming that the 
same degradation mechanism will continue to adversely affect device performance, the additional 
degradation will increase the accuracy with which the root cause can be determined. 

CONCLUSIONS 

The life tests of Nichia blue LEDs completed to date have failed to cause significant deg- 
radation on any of the devices operated at currents less than 60 mA. These results indicate that 
Nichia devices enjoy a remarkable longevity in spite of their high density of defects. As of this 
report, one of the older technology, double heterostructure Nichia LEDs showed a greater than 
50% light output degradation after 1200 hours. Subsequent failure analysis of this LED revealed 
that a crack had isolated part of the junction and was the cause of the light output degradation. 
Two of the newer generation LEDs showed a greater than 40% loss in output intensity after 3600 
and 4400 hours. Of these LEDs, the earlier failure did not exhibit any significant change in its I- 
V characteristics indicating that a possible failure mechanism may be related to the plastic encap- 
sulation material. The other LED did show a change in its I-V characteristics. This device was 
returned to life testing to allow the observed degradation process to continue. 
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ABSTRACT 

We have examined the effect of growth conditions on photoluminescence (PL) characteristics 
of chloride VPE-grown GaN films. Undoped GaN films are grown on sapphire by a newly 
developed chloride VPE system which utilizes GaCl3 and NH3 as source materials. 

We find that the spectra depend strongly on the growth temperatures and the corresponding 
surface morphology. Peaks from excitons and donor-acceptor pairs (D-A pair) recombination are 
observed for the films with terrace-like flat surfaces grown at between 950°C and 1000°C. A 
peak due to exciton bound to neutral donors is observed for a growth temperature of 975°C where 
the acceptor-related peaks are not seen. Decreasing the growth temperature below 950°C causes 
rough surfaces due to three-dimensional growth , whereas increasing the growth temperature 
above 1000°C causes cracks or partial pealing off of the film. The films with rough surfaces or 
crystal failures show broad emission from deep acceptor levels. As a result, residual acceptors are 
eliminated in the very narrow range of the growth temperature around 975°C. It is also noted that 
an increase of the V/m ratio during the growth makes the line width of the band-edge peak 
narrower. The PL results show that a growth temperature around 975°C and high V/UI ratio are 
essential to obtain better crystal quality and reduced concentration of residual acceptors. 

INTRODUCTION 

in-V nitride materials are promising for application to blue-violet light emitting 
diodes(LEDs) or laser diodes. Nitride LEDs with a brightness greater than 1 Cd are now 
commercially available [1]. Furthermore, the first observation of current injection pulsed laser 
operation at room temperature was recently reported [2]. Pulsed laser action has been observed in 
spite of an extremely high defect density, around 109 cm-2, which could cause the higher threshold 
current density and prevent continuous laser operation. 

Chloride transport vapor phase epitaxy (VPE) is suitable for thick film growth because of its 
inherent higher growth rate up to 100|xm/hr [3-6], This thick film growth is like bulk formation so 
that lower defect density might be achieved. Thus, chloride VPE can provide high quality GaN 
substrates for subsequent metal-organic VPE or molecular beam epitaxy (MBE) to form the device 
epi-layers, such as double-hetero (DH) structures. So far, the luminescent properties of doped 
GaN grown by this method have only been investigated for the metal-insulator-semiconductor type 
LEDs [7-10]. The objectives were to find a suitable dopant as bright luminescent centers and to 
optimize the doping conditions. In order to examine the crystal quality from the luminescence to 
produce better GaN substrates, the properties of undoped film are important. There has been no 
prior study on the effect of the growth conditions on the luminescent properties of undoped GaN 
films produced by this chloride VPE technique. 
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In this paper, we investigate the photoluminescence(PL) spectra of chloride VPE grown 
undoped GaN films obtained under various growth conditions. The effects of growth temperature 
and ratio of nitrogen source to gallium source, so-called V/Tfl ratio, are examined. The notable 
feature of our growth system is GaCl3 placed in a cell as a gallium source by which the source 
supply can be controlled more precisely than the conventional source using Ga metal and HC1 
gas[ll]. 

EXPERIMENTAL 

Undoped GaN films were grown on c-plane sapphire (Al2C>3(0001)) substrates by chloride 
VPE system using GaCl3 and NH3 as source materials[ll]. Nitrogen is used as a carrier gas. 
The gallium supply is precisely controlled by the temperature of GaCl3 cell and the flow rate of 
nitrogen for the cell. The growth of the undoped-GaN was carried out at temperatures from 
800"C to 1000°C. The obtained typical growth rate was 5-20|im/hr. The GaN films have 
hexagonal structure according to the X-ray diffraction measurements. The details of the crystal 
growth are described elsewhere[l 1]. 

The PL was excited by a 10mW He-Cd laser at 325nm. A grating monochromator with a 
resolution of 0. lnm and a photo-multiplier were used to measure the spectra. The measurement 
was carried out at room temperature and 77K on 10|im thick films. For the low temperature 
measurements, the samples are mounted on a copper block cooled by liquid nitrogen. 

RESULTS AND DISCUSSION 

Effect of Growth Temperatures 

Fig.l shows the low temperature PL spectra of undoped-GaN samples grown at various 
temperatures. Five different types of emission can be identified. The sharp peak at 3.47eV is 
due to excitons bound to neutral donors [7,8,12]. This peak is called I2 line and the origin of the 
residual donor is believed to be N vacancies. Another sharp peak at 3.43eV is due to excitons 
bound to neutral acceptors [7,8,12]. The peak position of this l\ line depends on the kind of 
acceptors and in this study, the residual acceptors are not identified. The set of peaks between 
3.0eV and 3.3eV are due to donor-acceptor pair (D-A pair) recombination [12,13]. These peaks 
consist of the zero-phonon line at 3.26eV and several LO-phonon replicas which were reported in 
both undoped and doped GaN. In addition, two broad band lower energy emissions were 
observed. One is at 2.8eV, which is commonly observed as the "blue"-band in Zn- or Cd-doped 
GaN [7,9,14-16]. The emissions are from deep levels of these acceptors. In this study, such 
acceptors are not intentionally introduced, thus their origin is unknown. The second band is at 
2.1eV, called the "yellow"-band. Pankove et al. reported this band to be related to ion- 
implantation damage[17]. Ogino et al. suggested this emission was due to the deep acceptor level 
of carbon [18]. Pankove observed only the "yellow" band, while Ogino observed both the I2 line 
and "yellow" band. Since we observed both the "yellow"-band and I2 line, the origin is likely 
unintentional carbon doping. We also note that the free exciton peak which should be located at 
3.48eV is not observed. 
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The variation of PL spectra in Fig.l is 
strongly correlated with the surface morphology. 
The surface morphology dependence on growth 
temperature is shown in Fig.2. At a growth 
temperature less than 950°C, three dimensional 
growth occurs with the very rough surfaces. 
The migration velocity of Ga atoms on the 
surface is so small at such low temperatures that 
three dimensional growth occurs from randomly 
scattered nucleation points. On the contrary, 
relatively smooth surfaces with terrace structure 
were obtained for growth between 950°C and 
100CTC. This implies that two-dimensional 
growth occurs in this temperature range. 
Further increasing the growth temperature causes 
cracks or partial pealing off of the film. These 
crystalline failures are due to physical stress 
between the epi-layer and the substrate. 

The flat surface as shown in Fig.2 (b) 
exhibits the PL with peaks from excitons (Ij and 
i2)and D-A pair recombination. No "blue"- 
band from deep-acceptor levels is observed. 
The "yellow"-band at 2.1eV is occasionally 
observed but is weak and we cannot find any 
dependence on growth temperature. 

£ 

-I—r~1—•—}—T 
PL at 77K 
GaN 

(e) 1000 

(c) 975 C 

£\_JL 

2.0    2.2    2.4    2.6    2.8    3.0    3.2    3.4 

Photon Energy (eV) 
Fig.l Low temperature (77K) 
PL spectra of GaN films grown 
at (a) 800°C, (b) 850°C, (c) 
975°C. id) 990°C. (e) KXXTC. 

20um 

(a) (b) (c) 

Fig.2 Surface morphology of GaN films grown by chloride 
VPE at (a) 925°C, (b) 975°C, (c) 1000°C. 
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Thus two-dimensional growth prevents the 
incorporation of residual acceptors as deep level 
luminescent centers. In this mid-temperature 
range, the PL spectra strongly depend on the 
growth temperature while the terrace-like flat 
surface is maintained. Fig. 3 shows the detailed 
PL spectra for films grown in this mid- 
temperature range. The small difference in 
growth temperature shown in Fig. 3 causes 
significant variation in the PL spectra. Only the 
I2 line is observed at a growth temperature of 
975°C and the acceptor-related Ii and D-A pair 
peaks   are  not  seen. Once  the  growth 
temperature is increased or decreased from 
975°C, the acceptor-related peaks become 
dominant. This means that the residual 
acceptors are eliminated for a very narrow range 
of growth temperature where two-dimensional 
growth occurs. The best full-width-of half- 
maximum (FWHM) of the I2 line is 25 meV at 
77K and 9meV at 10K. The best FWHM of the 
band-edge peak at 3.40eV is 60meV at room 
temperature. 

Samples with a rough surface due to three- 
dimensional growth at low temperatures show a 
strong "blue"-band at 2.8eV. A very week L line 
is also seen. On the other hand, the surface 
containing cracks or pealing off grown at higher 
temperatures show a similar "blue" band together 
with D-A pair recombination. The rough surface 
and crystal failures both cause deep levels formed 
by residual acceptors. 

Growth at around 975*C is essential to obtain good crystalline quality material without 
residual acceptors. Since physical cracking and stress appear to create deep level acceptors at 
higher growth temperature, an appropriate buffer layer which relaxes stress might possibly widen 
this optimized growth temperature range. 

3-1 3.2        3.3        3.4 
Photon Energy (eV) 

Fig.3 Low temperature (77K) PL 
spectra of GaN films with terrace-like 
flat surface grown at (a) 955°C, (b) 
970°C, (c) 975°C, (d) 990°C. 

Effect of V/TU ratio 

Fig. 4 shows the PL spectra for the films grown at various ratios of NH3 and GaCl3 which 
is defined as the V/III ratio. The growth was carried out at 975°C so that the effect of the residual 
acceptors is minimized As shown in Fig. 4, the higher V/TII ratio decreases the FWHM of the 
peak at room temperature. This implies that a higher V/ffi ratio results in better crystalline 
quality. 
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CONCLUSION 

Photoluminescence of undoped-GaN grown on sapphire by chloride VPE have been 
investigated for various growth conditions. We observe that the spectra depend strongly on the 
growth temperatures, apparent growth mode and the corresponding surface morphology. The 
band-edge peaks from excitons and D-A pair recombination are observed in the terrace-like flat 
surfaces grown at between 950°C and 1000°C. The strong acceptor-related peaks are eliminated 
only at around 975°C. Further increasing or decreasing the growth temperature causes rough 
surfaces which result in "blue"-band emission due to deep acceptor levels. We also find that 
higher a V/in ratio during the growth reduces the FWHM of the band-edge peak. These PL 
results suggest that a growth temperature around 975°C and high V/ni ratio are essential to obtain 
the best crystal quality. 
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ABSTRACT 

GaN films with good crystalline quality are grown on sapphire by atmospheric pressure 
vapor phase epitaxy using gallium tri-chloride (GaCl3) and ammonia (NH3). Epitaxial growth is 
carried out over temperature and V/III-ratio ranges of 800-1000t and 100-1000, respectively. 
Typical growth rate obtained is in the range of 5-20 (im/hr. The films grown below 925CC 
typically show three dimensional (island) growth, while above that temperature, continuous films 
are obtained. Films grown at 975^ with a V/III ratio > 300 exhibit a smooth surface. XRD 
analysis shows that the films are single crystal with hexagonal polytype. Strong band-edge 
photoluminescence is observed with a FWHM of 60 meV at room temperature and 25 meV at 
77K. The results indicate that this simple growth technique is effective for growing high quality 
bulk GaN, which can be used as a substrate for subsequent epitaxy. In order to further improve 
the surface morphology, a preliminary experiment on GaN growth on a thin GaN buffer layer 
prepared by gas source MBE is also presented. 

INTRODUCTION 

The HI-V nitride semiconductors have been receiving much attention as they are very 
promising materials for blue~UV laser diodes. In fact, room temperature pulsed operation of 
AlGaN/GaN/InGaN laser diodes has been recently demonstrated with the material systems [1]. 

From the viewpoint of crystal growth, however, lack of lattice-matched substrates has 
made it difficult to grow high quality GaN. In fact, very high dislocation densities (>109 cm"2) 
are commonly observed[2] in GaN films grown on sapphire where the lattice parameter is 
approximately 14% larger than that of GaN. Furthermore, the large thermal expansion-mismatch 
between GaN and substrates occasionally causes cracks in the films. In order to circumvent the 
problem, it is desirable to use un-strained thick GaN as a substrate for the subsequent growth of 
device structures. While an ideal solution for this would be to use bulk GaN, it is very difficult to 
obtain large GaN crystals from liquid phase because of the very high equilibrium pressure of 
nitrogen over the GaN surface [3]. To date, only limited size of such bulk GaN has been obtained 
[4]. While various substrates which have closer lattice constants to GaN have been explored 
[5-6], one promising approach is to grow a very thick (over lOOfim) GaN film on a lattice- 
mismatched substrate, most commonly sapphire. For this purpose, hydride vapor phase epitaxy 
(HVPE) is widely used [7], where NH3, solid Ga, and HC1 are the source materials. Since it is 
possible to obtain a much higher growth rate with this method than MOCVD or MBE, HVPE is 
very suitable for preparing thick GaN substrates. 

In conventional HVPE, solid Ga placed in the first high-temperature zone reacts with HC1, 
forming GaCl. GaCl is then transferred to the second high-temperature zone, where the reaction: 

GaCl(g)+NH3(g)^GaN(s)+HCl(g)+H2(g) (1) 
takes place on the substrate surface. It is therefore necessary to control two high-temperature 
heating zones; one for Ga metal(~900cC) and the other for substrates (~ 1000°C). The growth 
rate depends on these two temperatures as well as the flow rates of HC1 and NH3. 
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We reduced the number of the high-temperature zones from two to one by employing 
gallium tri-chloride (GaCl3) as the Ga source. Neither solid Ga nor HC1 is used in this case. 
GaCl3 is transferred directly to the hot substrate zone, and reacts with NH3 directly on the 
substrate surface, producing solid GaN. With this method, only a single high-temperature zone 
must be controlled. Although the temperature of the GaCl3 needs to be controlled at slightly 
higher than room temperature to provide a sufficient vapor pressure, doing which is a well- 
established technique like in MOCVD. Hence this method has potential advantages over 
conventional HVPE in terms of simplicity of the system and controllability of growth rates. 

In this paper, high quality single crystal GaN films are grown on sapphire substrates by 
chloride VPE. The temperature and III/V ratio dependencies of the crystalline quality are 
examined and discussed. Room temperature and 77K photoluminescence results are also shown, 
which indicate the films grown under optimum conditions have good optical properties. 
Nucleation of GaN on the sapphire substrates is a critical issue and VPE overgrowth of GaN by 
this method on a gas source MBE (GSMBE)-grown thin GaN is investigated in an attempt to 
improve surface morphology. 

EXPERIMENTAL 

Single crystal GaN films are grown on sapphire c-Al203 (0001) substrates using the 
chloride VPE method. The GaCl3 source material (4N+ purity) is kept in a separate quartz 
vessel at 90°C, where the equilibrium vapor pressure is 19Torr. GaCl3 is then transferred by N2 

carrier gas to the substrate region through a nozzle. 100% NH3 is introduced through a separate 
nozzle in order to prevent pre-reactions with GaCl3 from taking place. The positions of the 
NH3 and the GaCl3 nozzles are 10mm and 35mm from the substrate, respectively. N2 carrier 
gas is introduced from the third nozzle placed upstream. The substrate temperature is monitored 
and controlled by a thermocouple right beneath the quartz substrate holder. The substrate is 
heated to the growth temperature (Tg) under NH3 and N2 flow and held at this temperature for 10 
minutes. GaCl3 is then introduced to the reactor to start growth. No low-temperature buffer layer 
is introduced in the present work. The flow rate ranges of N2(GaCl3 carrier), NH3, and carrier N2 

are 0.1~0.3slm, 1.0~2.0slm and 2.0~3.0slm, respectively. The growth is carried out at 
atmospheric pressure, and the typical growth time is one hour. The V/III ratio is defined by the 
mole ratio of NH3 to GaCl3, assuming the GaCl3 is fully vaporized in the vessel under the N2 

carrier flow. 
In order to examine the effect of a buffer layer, a VPE-grown GaN film is formed on a thin 

GaN layer which is grown on A1203 (0001) by GSMBE using dimethyl-hydrazine and solid Ga. 
The growth temperature for the GSMBE is 750°C, and a 50nm low temperature(550t) GaN 
buffer layer is grown prior to the growth of the 0.2|im GaN. A ~10|im thick GaN film is then 
grown by chloride VPE. 

The grown films typically show large non-uniformity across the 10x10mm2 substrate, 
especially near the substrate edges due to the nozzle configuration of the present system. We 
have, however, obtained approximately 5x5mm2 area of fairly uniform region near the center of 
each sample. The uniform regions of the films are characterized by optical microscope, cross 
sectional TEM, X-ray diffraction (XRD), and photoluminescence (PL). 

RESULTS AND DISCUSSION 

Fig. 1 shows the growth temperature dependence of the surface morphology observed 
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(a)Tg=925°C (b)Tg=975°C (c)Tg=1000°C 

Fig. 1    Typical surface morphology of GaN films for various growth temperatures: (a) 925DC, (b) 

975DC, (c) 1000°C. V/III ratio is kept to be 300 for all samples. 
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Fig. 2    Surface morphology of GaN films grown at 975t for various V/III ratios. 
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Fig. 3   Temperature dependence of   the growth 
rate of GaN. V/III ratio is kept at 300. 

above. 
Fig. 3 shows the growth rate as a function of growth temperature. The V/III ratio is kept at 

300 for all data shown in this figure. A monotonic increase in growth rate with Tg is observed for 
the temperature range between 800 and 1000 t Since the films grown at Tg <   925t; exhibit 

through an optical microscope. These 
samples are grown with a V/III ratio~300, 
and the thickness of the films are between 
10 and 15nm. As shown in the figure, the 
surfaces typically exhibit 3D island 
features when Tg is lower than 925 °C, 
while continuous films are obtained above 
950°C. For Tg higher than 1000T;, a high 
density of cracks and pealing-ofF are 
observed. The films with the best surface 
features are obtained around Tg=975°C. 
Fig. 2 shows the surface morphology of the 
films grown at 9751 for various V/III 
ratios. No significant change of the surface 
features is observed over V/III ~ 200, 
while for V/III ^ 100, the surface becomes 
rough, which is similar to the low- 
temperature   grown   samples   mentioned 
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Fig. 5   XRD patterns of the sample grown at 975°C, V/III=300: (a) 20-eo pattern, and (b) <^scan. 

3D features, it is hard to define the film thickness precisely. 
For a sample grown at 975°C with V/III = 300, cross sectional TEM is observed as shown 

in Fig. 4. The dominant defects in the GaN film are dislocations resulting from the misfit strain 
induced by the lattice-mismatch between the epilayer and the substrate. The dislocation lines 
orient themselves irregularly near the interface and then tend to lie close to the [0001] growth 
direction. Similar behavior of dislocations has been observed in MOCVD-grown GaN with A1N 
buffer layers [2], although no buffer layer is used prior to the GaN growth in the present samples. 

Fig. 5 shows the XRD patterns of the grown film. Only the peaks from hexagonal 
GaN(0002)-plane at 34.4° and GaN(0004)-plane at 72.7° are observed. Since the thickness of 
the film is 12|im, no peaks from the A1203 substrate are detected. Fig. 5(b) gives the in-plane <f>- 

scan of the GaN(1102) peak. A periodic pattern with a 60-degree spacing is clearly observed, 
from which it is concluded that the film is single crystal of hexagonal polytype.   Fig. 6 shows 
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Fig. 7 Room temperature (a) and 77K (b) 
photoluminescence spectra for the sample grown 
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Fig. 8 Surface morphology of chloride 
VPE-grown sample overgrown on an 
MBE-prepared 0.2nm-GaN layer. The 
thickness of the VPE-grown layer is 
approximately 3^m. 

the FWHM of the X-ray rocking curve corresponding to the GaN(0002) peak as a function of the 
growth temperature. We have obtained a fairly narrow temperature region around 975°C where 
the FWHM becomes as small as 0.1 degree. Below this region, the FWHM increases. This is 
thought to be due to the 3D nature of the growth as described above. For a higher temperature, 
the FWHM again increases rapidly. We attribute this to the fact that the films are partially pealed 
off. 

Room temperature and 77K PL is performed for the samples. As shown in Fig. 7, strong 
band edge emission at 3.40eV (RT) and 3.47eV(77K) is dominantly observed for the sample 
grown at 975^ with V/III = 300. The FWHMs of the band edge peak at RT and 77K are as 
small as 60meV and 25meV, respectively, which indicate that the film has good optical 
properties. Deep-level related peaks are also seen around 2 eV, which are commonly observed 
in MOCVD-GaN.   Detailed study of PL will be presented elsewhere. 
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Although the films grown under optimum conditions showed fairly good crystalline 
quality in terms of XRD and PL, the surface of the films exhibit terrace-like features as shown in 
Fig. 1(b), which is not suitable for their use as a substrate for a subsequent growth of device 
structure. In an attempt to further improve the surface morphology, we carried out chloride VPE 
of GaN on a thin GaN layer grown on sapphire by GSMBE. Tg and V/III ratio for the chloride 
VPE growth are 975°C and 300, respectively, which give the best results as discussed earlier. 
The resultant surface morphology is shown in Fig. 8, in which it is seen that the surface is 
improved by introducing the thin GSMBE-grown buffer layer. However, hexagonal features still 
exist on the surface, which implies that optimization of the buffer layer needs to be done. 

CONCLUSIONS 

In conclusion, GaN films are epitaxially grown on c-plane sapphire by a simple chloride 
VPE technique using GaCl3 and NH3 as the source materials. XRD analysis shows films grown 
at 975"C with V/III ratio of 300 have the lowest FWHM of the rocking curve of 0.1 degree. 
Strong band edge PL is observed for the sample without significant deep-level related long 
wavelength peaks. The FWHM of the PL peak is 60 meV at room temperature and 25 meV at 
77K, which indicates that the film has good optical properties. It is shown that terrace-like 
features are observed even on the films grown under optimized conditions. A preliminary 
experiment of growing GaN by this method on a GSMBE-grown thin layer revealed that the 
surface morphology can be improved by introducing an appropriate buffer layer. 
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ABSTRACT 

Over an order of magnitude reduction in dark current was observed for gas-source molecular 
beam epitaxially (GSMBE) grown, lattice-matched n- and p-type InGaAs/InP quantum-well 
infrared photodetectors (QWIPs). Peak spectral response at 8.93 and 4.55 u.m for n- and p-type 
QWIPs, respectively, open the possibility of dual-band monolithic integration under identical 
GSMBE growth conditions. 

INTRODUCTION 

The processing and epitaxial growth of lattice-matched In053Ga047As/InP reached 
maturity as a consequence of applications in optical communications. A four-fold increase in 
responsivity for n-type InGaAs/InP QWIPs over n-type GaAs/AlGaAs has been reported in the 
literature [1-2]. In this work, a 30-fold reduction in 77K dark current compared to InGaAs/InP 
QWIPs reported in the literature is reported. This is attributed to improved InP barrier and 
interface quality [3]. Furthermore, 4.55 |xm detection was observed for novel, narrow well p- 
type InGaAs/InP QWIPs which, complimented by the high responsivity 8.93 iim n-type 
InGaAs/InP QWIP, offers the possibility of dual-band monolithically integrated QWIPs [4]. 

EXPERIMENTAL DETAILS 

Epitaxial growth was performed in a modified Perkin-Elmer 430P GSMBE/CBE 
system. The growth chamber was equipped with a 5000 //s cryopump and a 2200 //s 
turbomolecular pump. Cracked AsH3 and PH, (100%) were used as the group V sources, while 
elemental solid sources in effusion cells were used for the group III sources. Cracked AsH3 and 
PH3 were injected separately from two independent low-pressure crackers equipped with fast 
run/vent valves. The switching of AsH3 and PH3 was accomplished by the fast run/vent valves 
in front of each injector. Details of the MBE system and cracker design are reported in Ref. [3]. 
N- and p-QWIP structure were grown on semi-insulating (001) InP substrates at 500°C. InP was 
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grown at a rate of 0.59 um/hr with a PH3 flow of 2.5 seem, and latticed-matched Ga047In053As 
was grown at 1.05 (xm/hr with a AsH3 flow of 2.5 seem. Growth chamber pressure with hydride 
gas flowing was 3X10"6 Torr as measured by a cold cathode gauge. The pressure reached the 
gauge baseline value <10"7 Torr approximately in 7 seconds after hydride gas flow was 
switched from the growth chamber into the vent lines. The n-type structure consisted of 20 
periods of 60Ä Si center doped (1X1018 cm"') In053Ga047As quantum wells (QWs) and 500Ä 
undoped InP barriers sandwiched between 4000 Ä Si doped (lX10,8cm3) Ga047In053As contacts 
on an InP susbtrate. The p-type structure consisted of 30 periods of 10 Ä Be center doped 
(3X1018cm3) In053Ga047As quantum wells (QWs) and 500 Ä Be doped (lX1017cm3) InP barriers 
sandwiched between 5000 Ä Be doped (3X10"W3) In053Ga047As contacts on InP substrate. 

Well and barrier widths were confirmed by cross-sectional transmission electron 
microscopy (TEM). A defect density of <105 cm"2 was observed by plan-view TEM. QW 
concentration and material quality were confirmed by 77K photoluminescence (PL) and double 
crystal x-ray diffraction (DCXRD). Cross-sectional scanning tunneling microscopy (STM) was 
used to charcterize the InGaAs/InP p-type structure with ultra-thin QWs. As shown in Fig. 1, 
the InGaAs QWs have been measured to be about 4 to 5 monolayers. The InP barriers appear 
darker than the adjacent InGaAs regions because of the valence band offset. The InGaAs 
regions also have mottled appearance due to alloy fluctuations. The normal interface (InGaAs 
grown on InP ) is extremely abrupt, while the inverted interface is somewhat rough. Bright 
spots in the InP barriers are attributed to residual As in the chamber that is incorporated during 
growth. 

Fig. 1 Cross-sectional 
scanning tunneling 
microscopy (STM) of a 
p-type InGaAs/InP 
QWIP with about 4 to 
5 monolayers within 
quantum well. 
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QWIPs were fabricated into 200 (im diameter mesa diodes by chemical etching and 
either alloyed (400°C) Ge/Au/Ni/Au (n-type) or Ti/Pt (p-type) contacts. Devices were polished 
to 45 (to accommodate selection rules) and indium-bonded to a copper heat sink. 

The I-V characteristics (with 300K background and 60 field-of-view) were taken with a 
HP4145 semiconductor parameter at 82K. The spectral and absolute response at 82K was 
measured with a Bomem Michelson Interferometer and 1000K blackbody with a filter tuned to 
the wavelength peak. 

RESULTS & DISCUSSION 

QWIPs with n-type In053Ga047As [1] and InP [2] contact layers demonstrated in the 
literature exhibit different I-V characteristics. Because the InP contact is non-rectifying to the 
QW active region, the operating voltage is higher (-5-7 V). Our n-type QWIPs (with 
In053Ga047As contacts) require the higher biases (-5-7 V), a result of the highly resistive InP 
barrier layers. The n- and p-type I-V characteristics shown in Fig. 2 demonstrate a three-order 
of magnitude reduction in dark current at low biases (below 5V) from the QWIP with InP 
contact layer (the previous In^Ga^As contact results are at 20K). The sequential resonant 
tunneling component only obvious for the n-type QWIP at biases > 5V is attributed to the p- 
type QWIP barrier doping. At operating bias, the dark current is 1mA for both the n-type (-6 V 
bias) and p-type (-14 V bias) QWIPs. At -6 V bias, the InP QWIP exhibited a 30-fold increase 
in dark current. 

Figs 3 show the spectral response for the n- and p-type QWIP respectively with bias. 
These QWIPs have a large valence band offset and were designed for the bound-to extended 
state transition. Hence the n-type QWIP shows a peak response at 8.93 (im whereas the p-type 
QWIP peaks at 4.55 urn. 

At 8.93 (im and -6 V bias, a responsivity of - 1A/W is observed from the n-type QWIP 
which agrees with results in the literature. The improvement over GaAs/AlGaAs QWIPs results 
from excellent hot electron transport over the InP barriers [1]. As shown in Fig. 4, low 
responsivities are observed for low biases, and at forward and reverse biases >5V, a sharp 
increase in responsivity is observed. The phenomena is not nearly as dramatic with the novel p- 
type QWIP as shown in Fig. 5, however, for which the lower peak responsivity of - 15mA/W 
at -14V is attributed to the heavy hole mass [5]. The more dramatic increase in responsivity 
with bias for n-type QWIPs results from the onset of sequential resonant tunneling at high 
biases which is evident in the I-V characteristics [6]. However, despite the lower responsivity in 
the mid-wavelength infrared (MWIR), the p-type QWIP will benefit from high photon counts. 

CONCLUSION 

The GSMBE-grown n-type InGaAs/InP QWIP offers responsivity comparable to the 
GaAs/AlGaAs QWIP and a 30-fold reduction in dark current over previously reported 
InGaAs/InP QWIPs. Despite its low responsivity, the novel p-type InGaAs/InP QWIP with 
reduced dark current is capable of normally incident IR illumination [5]. Furthermore, dual- 
band detection with low dark current (resulting in reduced noise) can be acheived by 
monolithically integrating n- and p-type InGaAs/InP QWIPs. 
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ABSTRACT 

Ion implantation has been an enabling technology for the realization of many high 
performance electronic devices in III-V semiconductor materials. We report on advances in 
ion implantation processing technology for application to GaAs JFETs, AlGaAs/GaAs 
HFETs, and InGaP or InAlP-barrier HFETs. In particular, the GaAs JFET has required the 
development of shallow p-type implants using Zn or Cd with junction depths down to 35 nm 
after the activation anneal. Implant activation and ionization issues for AlGaAs will be 
reported along with those for InGaP and InAlP. A comprehensive treatment of Si-implant 
doping of AlGaAs is given based on the donor ionization energies and conduction band 
density-of-states dependence on Al-composition. Si and Si+P implants in InGaP are shown to 
achieve higher electron concentrations than for similar implants in AlGaAs due to the absence 
of the deep donor (DX) level. An optimized P co-implantation scheme in InGaP is shown to 
increase the implanted donor saturation level by 65%. 

INTRODUCTION 

Ion implantation has been widely used in electronic and photonic devices based on 
compound semiconductors. Generally, the implantation process serves one of three functions. 
First, selective area implant doping is used to form low resistance contact regions in Field 
Effect Transistors (FETs), Heterojunction Bipolar transistors (HBTs), or lasers [1-5]. 
Selective area doping is also used in FETs to form precisely controlled channel or lightly 
doped drain (LDD) regions [6]. Second, implantation is employed to form locally high 
resistance regions for inter-device isolation such as in integrated FET circuits or for current 
guiding in lasers [7-12]. Third, ion implantation can be used to promote local area inter- 
diffusion or mixing of the host atoms to alter the local bulk properties of the semiconductor 
[13]. 

In this paper we focus on specific examples of using ion implantation for controlled, 
selective area doping. We begin by highlighting the key features in achieving high 
performance ion implanted GaAs Junction Field Effect Transistors (JFETs) that rely on 
shallow, abrupt p-type doping profiles as well as abrupt channel doping. The utility of heavy 
ion implantation (Zn and Cd) along with the co-implantation of P will be presented. 

In a second area of study, we address the issues associated with implant doping of 
advanced ternary compound semiconductors materials such as AlGaAs, InGaP, and InAlP 
that are potential barrier layers for heterostructure field effect transistors (HFETs). The ability 
to selectively dope these barrier layers will enable improved HFET designs. For AlGaAs we 
report on a comprehensive study of Si implant doping over a wide Al-compositional range 
from 0 to 70 %. This enables us to separate fundamental donor ionization effects from 
implant activation phenomena. The results are explained with a ionization energy and 
density-of-states treatment that will have application to epitaxial doping as well. 

For InGaP and InAlP, we report on the donor saturation level versus Si-implant dose and 
show that this level can be increased in InGaP by an appropriate P co-implantation scheme. 
The Si donor ionization level in these phosphide materials is also estimated from variable 
temperature Hall measurements and compared to that of AlGaAs with a similar bandgap. 

209 

Mat. Res. Soc. Symp. Proc. Vol. 421 ° 1996 Materials Research Society 



dielectric 

\V\V\1 

n+-drain 
LDD 

FIG 1. Schematic of all ion implanted, self-aligned, GaAs JFET. 

P-TYPE IMPLANTATION DOPING FOR GaAs JFETs 

Figure 1 shows a schematic representation of a self-aligned GaAs JFET where all 
doping is done by ion implantation [5]. This structure overcomes several of the traditional 
short-comings of non-self-aligned or diffused junction JFETs such as an increased gate-to- 
source capacitance (CGS) due to the p/n junction gate and gate length broadening during the p* 
gate formation. The attributes of this structure have been well documented elsewhere for 
devices with gate lengths down to -0.7 urn [14-16]. To extend this structure to sub-half- 
micron gate lengths, both the vertical and lateral doping profile must be modified. For the 
vertical profile, the p+-gate region must be made very shallow while still maintaining high 
doping at the surface to insure an ohmic gate contact. The channel profile also becomes more 
critical at short gate lengths with abrupt doping being required to reduce short channel effects 
and achieve good carrier confinement. The lateral n-type doping profile must also be 
modified for short gate operation to minimize hot carrier effects and impact ionization on the 
drain side of the gate to reduce short channel effects and improve the breakdown voltage. 
This is accomplished with the use of lightly doped regions on both sides of the gate (n") 
defined by dielectric sidewall spacers and an additional asymmetric lightly doped region on 
drain side of the gate (lightly doped drain, LDD). These regions are represented in Fig. 1. In 
this paper we discuss experimental improvements to the vertical p-type doping profile, in 
particular, the p*-gate implant. Optimization of the lateral profile will be presented elsewhere 
[17]. 

While initial work on the JFET structure in Fig. 1 employed Mg-implantation to form 
the p+-gate region later generations demonstrated the utility of using the a heavier acceptor 
species such as Zn [15, 18]. That work clearly showed that abrupt, shallow p+-regions can be 
formed with Zn-implantation when a P co-implantation is included. The effect of the P co- 
implantation can be explained via two possible mechanisms, both of which increase the 
probability of the Zn-ion to occupy the column III sublattice and act as an acceptor [18]. 
Once the Zn is substitutional on a Ga-site its diffusion coefficient is dramatically reduced 
compared to the fast diffusing interstitial Zn as exists in an external source Zn-diffusion. The 
mechanisms both stem from the realization that as-implanted material will consist of both Ga 
and As vacancies and interstitials due to the radiation damaged introduced in the implantation 
process. The first possible mechanism is that the P-ion will fill As-vacancies thereby forcing 
the formation of excess Ga vacancies which the Zn can occupy [19]. Second, the P-ions may 
tie up interstitial Ga thereby rebuilding the lattice and reducing the competition between the 
host column Ill-elements and implanted Zn atoms for occupation of the vacant Ga-sites [20]. 
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The same discussion on the effect of P co-implantation can also be extended to Cd 
implantation in GaAs. Cd will form still shallower implanted profiles than Zn (for the same 
energy) due to its heavier mass (120 versus 64 AMU). Figure 2 shows secondary ion mass 
spectroscopy (SIMS) profiles for the Cd-gate implant (45 keV, 3xl014 cm"2) either alone or 
with a P co-implant (62P2: 40 keV, effective 31P dose of 6xl014 cm2). The use of P along with 
Cd is seen to markedly reduce the in-diffusion of Cd. The reduction in diffusion is critical to 
achieving the required abrupt p/n junction gate. Using a Cd-implanted gate, a p/n junction 
depth of 35 nm has been demonstrated after the 830 °C activation anneal [16]. 

°  10" 

Cd: as Implanted 

Cd+P:830 10,15 3! 

Cd: 830 °C, 15 s 

Cd only 

Cd (+P) 

10     !■■■■* *•  
0     300    600    900   1200 1500 

depth (A) 

Fig 2. SIMS profiles for Cd as-implanted (45 keV, 3xl014 cm2) and annealed (830 °C, 
15 s) with and without a P co-implant (&P2: 40 keV, effective P dose of 6xl014 cm"2). The P 

co-implantation is seen to dramatically reduce the redistribution of Cd during the anneal. 

150 

100 

50  :. 

0    0.5    1    1.5   2    2.5    3 

Vos <V> 

Fig 3: IDS versus VDS for a 0.7 x 50 |im2 

Cd-gate JFET. 

200 200 

Fig 4: IDS and g„ versus VGS for a 0.7 x 50 
Um2 Cd-gate JFET. 

Figure 3 and 4 show the DC performance a 0.7 x 50 |xm2 Cd-gate JFET. A saturation 
current of 130 mA/mm and transconductance of 165 mS/mm was realized at V^ = 1.5 V and 
V

GS = 1 V. This same device had a unity current cutoff frequency (ft) of 26 GHz and a 
maximum oscillation frequency (fm„) of 42 Ghz [16]. These frequency metrics are 
comparable to a similar gate length GaAs MESFET; however, the JFET has a 0.4 to 0.5 V 
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higher gate turn-on voltage [VGS(on) ~ IV] than the MESFET [VGS(on) 
significantly reduce power consumption. 

-0.55 V] which will 

Si-IMPLANTATION IN AlGaAs 
500 nm thick undoped AlGaAs layers were grown at 590 °C in a Varian Gen II MBE 

reactor on semi-insulating (100) GaAs substrates. A 200 nm undoped GaAs buffer was 
grown prior to the AlGaAs layer and a 5 nm GaAs cap layer was grown on top of the AlGaAs 
to inhibit oxidation. This MBE system has been used to grow high mobility AlGaAs/GaAs 
two dimensional electron gas structures with 77 K mobilities in excess of 106 cm /Vs 
demonstrating the high quality of the AlGaAs/GaAs material grown in this system [21]. 2'Si- 
implants were performed in a non-channeling direction at an energy of 100 keV at a dose of 
either 5.6xl0U or 2.8xl0'3 cm"2. These doses are in the range used for FET channel and LDD 
formation or source/drain formation, respectively. Beam currents were kept below 0.1 
HA/cm2 to minimize sample heating and in-situ annealing. The estimated ion peak range is at 
100 nm from the surface with a corresponding peak concentration of ~1.8xl018 cm"3 for the 
higher dose samples. This concentration level is in the range where Si doping starts to 
saturate in GaAs [22]. Annealing was performed for 15 s in flowing Ar in a SiC coated 
graphite susceptor that had been precharged with As [23]. Room temperature and variable 
temperature (T = 77 to 400 K) Hall measurements were done using Van der Pauw Hall 
samples with In/Sn contacts alloyed at the corners of each sample at 400 °C for 1 min. 

Figure 5 shows n, versus %AlAs for the samples annealed at 900 °C. This 
temperature was determined to yield a maximum value of n, for this implant dose. ns is seen to 
be relatively constant for a given dose out to 20% AlAs, dramatically decreases at 35% AlAs, 
and then increases at the higher Al-fractions (50 and 70% AlAs). The reason for these 
variations will be discussed in more detail shortly. 
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Fig 5. Sheet electron density versus %AlAs for AlGaAs implanted with Si at 100 keV for the 
two doses shown. The samples were annealed at 900 °C for 15 s. 

By doing variable temperature Hall measurements on the high dose sample from Fig. 
5, the apparent donor ionization energy (Ed) can be estimated assuming: 

'-E<T 
kT 

ns - expl (1) 
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The apparent ionization energy levels are listed in Table I, along with r)^. Our values of Ed 

agree well with those reported for epitaxial Si-doped AlGaAs [24]. The 35 and 50% samples 
are seen to have similar ionization energy levels near 160 meV while the 70% sample has two 
levels at 86 and 55 meV. The two levels in the 70% sample correspond to the deep DX level 
(86 meV) and the hydrogenic donor level (55 meV) corresponding to different local Al and 
Ga environments about the Si atoms. For the 35 and 50% samples the free electrons all 
freeze-out into the deep DX level and the shallow donor level is not seen. Since the 
ionization energies are similar in the 35 and 50% samples, the ionization energy levels alone 
do not explain the effective activation efficiency dependence on Al-fraction shown in Fig 5. 
That is, based solely on the ionization energy, the 35 and 50% samples should both have 
similarly low activation but this is seen not to be the case from Table I. 

Table I: Summary of ionization energies and effective activation efficiency of Si-implanted 
AlGaAs for the two doses studied. 
apparent Tleff3 rieff3 

ionization 

%AlAs 
energy, Ed 

(meV) 
4> = 

5.6xl012 
4> = 

2.8xl013 

cm"2 cm"2 
0 3.2 74.3 46.8 
10 4.3 67.9 54.6 
20 9.2 64.3 36.8 
35 162 6.6 2.5 
50 155 34.1 9.5 
70 86,55 52.8 31.1 

aTleff=(ns/<t))xl00 

Figure 6 shows the dependence of the conduction band density-of-states in AlGaAs 
versus %AlAs based on the expression given below [25]: 

Nc,2(2yT]3/2Mc (2) 

where Mc is the number of equivalent minima in the conduction band and m^ is the density- 
of-states effective mass given by 

mde = (m£m£n£)1/3 (3) 

r     x i where me, me , and me are the effective electron mass in each of the energy bands and 
vary with Al-composition as follows [26]: 

mg =0.067+ 0.83x (4a) 

me
< = 0.32-0.06x (4b) 

mjr=0.11 + 0.03x (4c) 

Other terms in Eqn 2 have their usual meaning. 
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Fig 6. Conduction band dcnsity-of-states versus % AlAs for AlGaAs calculated using Eqn 2. 

The free electron density (n) can then be expressed as: 

-(Ec-Ef) 

kT 
n = Nc exp (5) 

where Ec is the conduction band minimum energy. The position of the Fermi level (Ef) can be 
solved for from the following expression for the density of ionized donors: 

Nj = Nd 
1 

'♦M^: 
(6) 

assuming the implanted layer thickness is equal to two standard deviations of the profile (t^,, 
= two implant straggles = 2ARJ and Nd = (implanted dose)/^. g is the electron ground state 
degeneracy and is equal to 2. Ed is the donor ionization energy listed in Table I. We further 
assume Nd » N, and take the density of ionized donors to be equal to the measured sheet 
electron concentration divided by L, 

Figure 7 is a plot of calculated n from Eqn 5 and measured n (n=n,/timp) versus %AlAs 
for the high dose samples at 300 K. The trend of electron concentration versus %AlAs, 
particularly the pronounced minima at 35% AlAs, is consistent between the calculated values 
and measured data. However, the lack of absolute agreement between the theory and 
experiment is up to an order-of-magnitude and has several possible origins. First, as already 
stated, Eqn 5 is only an approximation that does not account for compensation effects. 
Second, previous work on epitaxial AlGaAs has shown the difficulty in achieving absolute 
agreement between a theoretical density-of-states treatment of electron concentrations and the 
measured Hall concentration even when a full charge balance description is employed that 
includes acceptor compensation [27]. In that work a difference of an order-of-magnitude was 
reported between theory and Hall data. The lack of agreement is likely the result of the 
complex band structure of AlGaAs. Third, the 0,10 and 20% samples will be degenerately 
doped since Nc is only -7x10" cm"3 at 20% AlAs. Therefore, Eqn 6 does not yield the correct 
Fermi level position. Fourth, for implanted material several additional factors can be expected 
to affect the electron profile. For example, since the electron distribution is not uniform the 
mobility and compensation ratio is expected to vary throughout the profile. The Hall 
measurement also will only yield an average value for electron concentration and mobility that 
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at best can be treated with a two band conduction model but in practice is not readily 
separated into its component parts. Finally, the defects generated during the implantation 
process which can act as either compensating acceptors or as scattering centers that degrade 
the electron mobility are most likely not the same in the different Al composition samples. 
Therefore, it is not clear that assuming a set compensation ratio over the entire compositional 
range is valid or useful. 

0   10 20  30 40  50  60 70  80 
percent AlAs {%) 

Fig 7. Calculated (based on Eqns 5 and 6) and measured electron concentration versus 
%AlAs for AlGaAs implanted with Si at an energy of 100 keV and a dose of 2.8xl013 cm"2. 

Despite the shortcomings to the theory just discussed, the general variation in electron 
concentration evident in Fig. 5 can be qualitatively explained by the combined ionization 
energy and density-of-states treatment. We feel this treatment, although not absolute, is the 
most appropriate approach for explaining the Si-implantation results in AlGaAs. 

Si AND Si+P IMPLANTATION IN InGaP AND InAlP 

We now turn to Si-implantation doping of InGaP and InAlP. Ino.5Gao.5P and 
Ino.5Alo.5P epitaxial layers lattice matched to GaAs have been employed as replacement 
materials for AlGaAs in semiconductor lasers, heterojunction bipolar transistors (HBTs), and 
heterostructure field effect transistors (HFETs) [28-32]. InGaP is of interest because it does 
not suffer from the deep donor (DX) level associated with Al-containing materials while 

InAlP (Eg = 2.3 eV for x=0.5) is attractive due to its higher bandgap than AlxGai-xAs, even 
for x=l [30,33].While initial work in these materials focused mostly an laser and HBT 
applications, recent progress has been made in HFETs [34]. While HFETs are particularly 
suited to the application of ion implantation doping to reduce the device access resistance, 
there are a limited number of reports on ion implantation doping of InGaP and InAlP. Ion 
implantation doping of these materials can be expect to play an enabling role in advanced 
transistor designs as has been the case for more mature semiconductor technologies based on 
Si and GaAs. Although n-type ion implantation doping of InGaP [35] and InAlP [36] with Si 
has been reported, further work is needed to optimize Si-implantation in these materials. 

Ino.5Gao.5P, InO.5AlO.5P. and Ino.5Ga0.25Alo.25P layers were grown at 640 °C by 
metalorganic chemical vapor deposition (MOCVD) on (100) semi-insulating GaAs in an 
Emcore rotating disk reactor. The source gases were trimethylgallium, trimethlyindium, 
arsine, and phosphine. X-ray measurements confirmed that the films were lattice matched to 
the GaAs substrate within 0.22% for InGaP and 0.4% for the Al-containing films. 29Si 
implants were performed in a nonchanneling direction at 90 keV at one of four doses (1, 5,10, 
or 50xl013cm5). P co-implants were done at 100 keV to overlay the Si-profile and at five 
multiples of the Si-dose (0, 0.5, 1.0, 1.5, or 2.0). After implantation, samples were annealed 
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in a SiC coated graphite susceptor in flowing Ar for 15 s at the prescribed temperature ± 5°C. 
Prior to heating a three cycle pump/purge sequence is employed to reduce background oxygen 
levels. Room temperature and variable temperature Hall measurements were performed in a 
van der Pauw configuration with In/Sn or In/Pb contacts alloyed at the corners of the samples 
at 400 °C for 1 min. 

Figure 8 shows the sheet electron concentration (ns) versus annealing temperature for 
Si-implanted InGaP at four doses. ns is seen to reach a maximum value of 1.33xl013 cm"2 in 
the range of 850 to 900 °C for a dose of 5xl013 cm'2 which is consistent with the earlier results 
of Si-implanted InGaP [35]. At higher doses self compensation starts to occur as Si 
demonstrates an amphoteric behavior. As will be demonstrated next, this saturation level can 
be increased by the application of P co-implantation. 

Figure 9 shows the sheet electron concentration (n ) versus annealing temperature for 
Si-implanted InAlP at three doses (5, 10, or 50xl013 cm"2). InGaAlP implanted at a dose of 
5xl013 cm"2 had ns values after annealing almost identical to the same dose InAlP samples. 
For the lowest dose the samples were highly resistive for annealing temperatures below 750 

°C and then display less than 4% effective activation out to 900 °C.  ns in the higher dose 

InAlP samples continues to increase out to 900 °C to a maximum of 9.6xl012 cm"2 but still 
with an effective activation efficiency of only -10%. The lack of data for the lowest dose 
samples below 850 °C results from the difficulty in forming reliable Hall contacts to these 
high resistance samples. 
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Fig 8. Sheet electron concentration versus 
annealing temperature for 90 keV Si- 
implanted InGaP at the doses shown. 

Fig 9. Sheet electron concentration versus 
annealing temperature for 90 keV Si- 
implanted InAlP at the doses shown. 

Figure 10 shows the change in n, versus P co-implantation dose normalized to the Si- 
dose for two Si-doses in InGaP and one dose in InAlP. These samples were all annealed at 
900 °C for 15 s. Although ns of the low dose InGaP samples does not change significantly 
with P co-implantation over the P-dose range studied, the InGaP material implanted with a 
dose of 5x10 cm"2 demonstrates a dramatic increase in ns for a P dose of 2.5xl013 cm"2 (0.5 
times the Si-dose) while the InAlP shows an increase for a P-dose 1.5 times the Si-dose. The 
InAlP sample with 1.5xP has a 35% increase in n, but this still only corresponds to -5% 
effective activation efficiency. The reason for this low activation will be addressed later. The 

216 



InGaP sample with 0.5xP has a 65% increase in n, from the sample without P which 
corresponds to 44% activation in the co-implant sample. The decrease in n, at higher P-doses 
can be explained by local deviation of stoichiometry due to excess P or to the additional 
implant damage not being completely removed at the higher doses. The increase in n, at 0.5xP 
corresponds to a 41% reduction in the sheet resistance from 530 to 310 Q/D. Such a 
reduction will have a dramatic effect on the performance of a FET that incorporates a InGaP 
barrier layer and Si-implantation doping in the source and drain regions. The improvements 
seen here for n, in InGaP are slightly higher than that seen for Si/P implants in GaAs (~50%) 
[37] and InP (-30%) [38]. 
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Fig 10. Sheet electron concentration versus P co-implant dose normalized to the Si-implant 
doses listed for InGaP and InAlP. The samples where annealed at 900 °C for 15 s. 

The effect of the P co-implantation can be explained via the same two possible 
mechanisms discussed above for P co-implants with Zn or Cd with the additional 
consideration of three host elements. In addition, since the host elements of InGaP and InAlP 
have significantly different atomic masses, as compared to GaAs where the elements are 
similar, local stiochiometry variations will exist in the crystal after implantation due to the 
different amount of recoil of each element. The P-implantation will therefore also help to 
restore the local crystal stiochiometry. 
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Fig 11. Arrhenius plot of the sheet electron concentration for InGaP implanted with Si-only or 

with Si+P(0.5xSi) and InAlP implanted with Si-only. The Si dose is 5x10" cm"2. The 
estimated donor ionization energies are listed on the figure. 
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Finally, the Si-donor apparent ionization energies were estimated from the Arrhenius 
plot in Fig. 11 for InGaP and InAlP. Both the InGaP implanted with Si-only and Si+P are 
seen to have shallow donor levels in the range of 2-5 meV. In contrast, the InAlP sample has 
an estimated ionization energy level of -80 meV that will limit the number of ionized donors 
at room temperature to -4.5% of the active Si-donors. This means the Si/1.5xP InAlP sample 
in Fig. 10 has effectively 100% Si-activation on column III sites but with only -5% ionized 
donors at room temperature. The results for InGaP are particularly important when compared 
to Si-implanted AlGaAs with the same energy gap at 35% AlAs. Si-implantation in 
Al035Ga064As is limited by the high donor ionization energy (~160 meV) associated with the 
DX level and relatively low conduction band density-of-state at this composition [39]. 
Therefore, InGaP is extremely attractive as an alternative to AlGaAs in n-type doped 
structures whether they are formed by implantation or epitaxially grown due to the shallow 
donor level. InAlP, on the other hand, will behave more like AlGaAs, although with a 
somewhat shallower donor level. 

CONCLUSION 

In conclusion, we have presented results on Cd-implantation in GaAs to achieve very 
shallow p+-regions for short gate JFETs. Using this approach junction depths of 35 nm have 
been achieved. A comprehensive study of Si-implantation doping in AlGaAs was also 
presented with the results explained based on the ionization energy and the conduction band 
density-of-states dependence on Al-composition. This treatment qualitatively explains why a 
strong minima is seen at 35% AlAs in the measured electron density. Finally, we have 
reported on the activation properties of Si-implanted InGaP and InAlP. An optimum dose P 
co-implantation was shown to increase the donor saturation level by 65% in InGaP and 35% 
in InAlP. The Si-donor ionization level was shown to be very shallow in InGaP while it is 
estimated to be -80 meV in InAlP due to the existence of a DX level. This work improves the 
understand of ion implantation doping in these materials and will enable continued advances 
in ion implanted compound semiconductor devices. 
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ABSTRACT 

The influence of non-stoichiometry on the solid-phase epitaxial growth of amorphized GaAs 
has been studied with in-situ Transmission Electron Microscopy (TEM). Ion-implantation has 
been used to produce microscopic non-stoichiometry via Ga and As implants and macroscopic 
non-stoichiometry via Ga or As implants. It has been demonstrated that amorphous GaAs 
recrystallizes into a thin single-crystal layer and a thick heavily twinned layer. Video images of 
the recrystallization process have been quantified for the first time to study the velocity of the 
crystalline/amorphous (c/a)-interface as a function of depth and ion species. Regrowth rates of 
the single crystal and twinned layers as functions of non-stoichiometry have been calculated. 
The phase transformation is rapid in Ga-rich material. In-situ TEM results are consistent with 
conventional in-situ Time Resolved Reflectivity, ex-situ Rutherford Backscattering Spectroscopy 
and Channelling measurements and ex-situ TEM. 

INTRODUCTION 

Considerable work [1,2] has been devoted to the study of the recrystallization processes in 
ion-implanted semiconductors to investigate the annealing of amorphized layers. In the 
temperature range of 200-400°C, the Solid-Phase Epitaxial Growth (SPEG) of GaAs yields 
recrystallized layers with a high density of implantation induced residual defects [1]. The 
kinetics of SPEG of GaAs have been previously studied using in-situ Time Resolved Reflectivity 
(TRR) measurements [1]. The influence of ion dose or alternatively the effect of microscopic and 
macroscopic non-stoichiometry on the SPEG of GaAs have been discussed in reports preceding 
the present one [3,4]. Microscopic and macroscopic non-stoichiometry are obtained by 
implanting Ga and/or As into GaAs, respectively. In microscopic non-stoichiometry, the 
chemical disorder is localized and the one-to-one ratio of the constituent atoms is maintained in 
the bulk. In macroscopic non-stoichiometry, the one-to-one ratio of the constituent atoms is not 
maintained. In the case of Ga-rich non-stoichiometry, the increase in rate of the phase 
transformation was dramatic. This startling observation inspired us to investigate further the 
SPEG of GaAs using in-situ Transmission Electron Microscopy (TEM) to complement the 
conventional approaches namely, in-situ TRR, ex-situ Rutherford Backscattering Spectroscopy 
and Channelling (RBS/C) and ex-situ TEM. For the present report, the SPEG of amorphized 
GaAs has been recorded with in-situ TEM using the JEOL 2000 FX at the Australian Nuclear 
Science and Technology Organization. The dynamic events in the video have been quantified. 
Pertinent results on the SPEG of the thin specimens appropriate for TEM analysis have been 
compared with the traditional bulk studies and are shown to be consistent. 
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EXPERIMENT 

To investigate the kinetics of the SPEG of GaAs, undoped semi-insulating liquid- 
encapsulated Czochralski (100) GaAs substrates were implanted and amorphized as described 
elsewhere [3]. Cross sectional TEM samples were prepared as follows: 3x1 mm sections were 
cut across the GaAs samples in the desired [Oil] orientation for imaging. Pieces were glued 
together and mechanically polished to a thickness < 200 um. A disc of 3 mm was cut from the 
glued pieces. The disc was dimpled on both sides, yielding a thin layer of- 20 urn thickness. 
This was then milled to electron transparency by an ion-beam miller with the sample maintained 
at- -196°C. A double-tilt holder with a hot stage was used to anneal the sample in-situ. The 
annealing temperature 260°C was attained in two steps. In the first step, it was ramped to 
200°C at the rate of - 0.7°C/sec. At this temperature the growth rate is negligible. In the 
second step, the temperature was ramped to 260°C at the rate of- l°C/sec. The dynamic events 
during the regrowth process were recorded on video. The overall magnification of the image 
displayed on the video monitor was 3.75xl05. Image contrast was enhanced by use of a digital 
edge-filter and the signal-to-noise ratio was enhanced by real-time averaging of- 25 video 
frames. The video recording was reduced to still frames and images were captured and stored 
using a quick imaging technique. The contrast of this captured image was enhanced further and 
was analysed quantitatively. Experimental results obtained by in-situ TRR, ex-situ RBS/C and 
ex-situ TEM [3] were used to verify the consistency of the in-situ TEM results. 

RESULTS AND DISCUSSION 

The regrown material in the annealed sample consisted of a thin single crystal layer bordered 
by a thick heavily twinned layer as shown in figure 1 for 190 keV, lei6 cm"2 Ga-implanted 
GaAs, partially recrystallized at - 260°C. 

surface 

initial 
c/a-interface 

gartrttv ■Ml mim ■B 

Figure 1: XTEM micrograph of 190 keV, lel6 cm"2 Ga-implanted GaAs partially recrystallized 
at ~ 260°C. Inset is selected area diffraction pattern. ( c= crystalline, a = amorphous, 
t = microtwins ). 
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Inset is the selected-area diffraction pattern. Stacking faults are indicated by the streaks in the 
diffraction pattern and microtwins are indicated by the spots displaced one-third of the distance 
between primary diffracted spots. 

In Figure 2 the TRR spectra of microscopic and macroscopic non-stoichiometric amorphous 
GaAs are shown. 
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Figure 2: TRR spectra of (190 keV) Ga, (200 keV) As and (190 keV) Ga and (200 keV) As 
implanted samples to a total dose of lel6 cm~2, annealed to completion at ~ 260°C. 

The intensities of the signals are indicative of the c/a-interface structure. More importantly the 
Ga-rich material recrystallizes very rapidly. The spectrum of As-rich material is similar to the 
Ga-and-As implanted GaAs spectrum. This shows that excess As has no influence on the SPEG 
of GaAs. During the first 100 sec of the regrowth process, the c/a-interface velocity in all 
samples appears to be the same. This is the regrowth rate of the single-crystal regime as 
confirmed by RBS/C measurements [3]. 
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Figure 3(a) shows the athermal Ga depth distribution calculated with TRIM [4] and Figure 
3(b) shows in-situ TEM data of the interfacial velocity during both single-crystal and twinned 
regrowth as a function of depth. 
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Figure 3: (a) TRIM calculation of the athermal Ga depth distribution, (b) c/a-interface velocity 
as a function of depth during both single-crystal and twinned regrowth of Ga-rich GaAs. 

From this, it can be inferred that the maximum in interfacial velocity during twinned regrowth 
was at a comparable depth to the maximum in excess Ga concentration. The influence of excess 
Ga on SPEG of GaAs can be related to the influence of In in Si [2]. It was reported that the 
excess In as a molten precipitate promotes a rapid amorphous-to-polycrystalline transformation. 
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The c/a-interface velocity as a function of depth of As-rich material against the athermal As 
depth distribution is shown in Figure 4. An influence of excess As is not apparent. This is 
consistent with the TRR spectra in Figure 2. 
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Figure 4: (a) TRIM calculation of the athermal As depth distribution, (b) c/a-interface velocity 
as a function of depth during both single-crystal and twinned regrowth of As-rich GaAs. 

The effect of the recoiled surface oxides or contaminants which were readily adsorbed to the 
substrate surface maintained at —196°C and ~ 5e-8 torr was observed to be the same in both 
in-situ TRR and in-situ TEM results. These contaminants significantly retarded the regrowth rate 
of a thin surface layer of width ~ 30 run. 

From the comparison of the in-situ TRR and in-situ TEM data on the single-crystal growth 
rate we anticipated that the actual annealing temperature was different from the apparent 
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temperature 260°C, as measured by the thermocouple. This difference in temperature was due to 
the imperfect contact between sample and the oven. This is attributed to the geometry of the 
sample. The actual annealing temperature of each sample was calculated using the Arrhenius 
temperature dependent equation: V = V0( -Ea/kT), where Ea = 1.56 eV and V0 = 1.48 x 1014 

nm/sec [5]. For example the actual annealing temperature for the Ga-rich was 15°C less and for 
As-rich was 25°C less than the apparent annealing temperature. 

CONCLUSION 

We have shown that the quantitative results of the in-situ TEM measurements were consistent 
with the in-situ TRR, ex-situ RBS/C and ex-situ TEM results. It was demonstrated that the 
amorphous-to-crystalline transformation of Ga-rich GaAs was extremely rapid. We speculate 
that the excess Ga as a molten precipitate is potentially facilitating the mass transport of atoms at 
the interface. The velocity of amorphous-to-crystalline transformation of Ga-rich GaAs 
increases with concentration. Excess As does not influence SPEG of GaAs. 
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ABSTRACT 

Development of a complementary heterostructure field effect transistor (CHFET) technology 
for low-power, mixed-mode digital-microwave applications is presented. An earlier digital 
CHFET technology with independently optimizable transistors which operated with 319 ps 
loaded gate delays at 8.9 fJ is reviewed. Then work demonstrating the applicability of the digital 
nJFET device as a low-power microwave transistor in a hybrid microwave amplifier without any 
modification to the digital process is presented. A narrow band amplifier with a 0.7 x 100 (im 
nJFET as the active element was designed, constructed, and tested. At 1 mW operating power, 
the amplifier showed 9.7 dB of gain at 2.15 GHz and a minimum noise figure of 2.5 dB. In 
addition, next generation CHFET transistors with sub 0.5 \im gate lengths were developed. 
Cutoff frequencies, ft of 49 GHz and 11.5 GHz were achieved for n- and p-channel FETs with 
0.3 and 0.4 |i.m gates, respectively. These FETs will enable both digital and microwave circuits 
with enhanced performance. 

INTRODUCTION 

Portable electronics provides a large driving force for low power electronic components and 
continued miniaturization of systems. GaAs complementary logic, known as CHFET when 
heterostructure field effect transistors are employed, offers the potential for greatly reducing the 
power consumption of digital integrated circuits while offering high performance [1-6]. Power 
consumption of complementary logic circuits is much lower than other digital circuits because 
they consume very little static power. Dynamic power consumption becomes an important 
concern for high speed circuits because of the relation Pj = CL(VDD)2f, where Pd is the dynamic 
power, CL is the load capacitance, VDD is the power supply voltage, and f is the frequency. An 
important consideration of all complementary logic technology is that dynamic power is reduced 
dramatically at lower power supply voltages. The performance of the FETs is also reduced as the 
power supply voltages drop, pushing technology development of smaller gate length FETs to 
compensate. As this evolution to lower power supply voltages takes place, compound 
semiconductor FETs still achieve acceptable performance at low power supply voltages and 
reasonable gate lengths because of superior electron transport properties, whereas CMOS 
technology is driven towards very small gate lengths approaching 0.1 |xm [7]. At the present 
time leakage currents in compound semiconductor CHFET technology are not as low as CMOS 
and preclude its use where VLSI technology is required because they result in high static power 
consumption. The current niche for CHFET technology is medium size circuits with high speed 
and low power consumption, especially if radiation hardness is required. 

On the other hand, low-power microwave technology is also very important for portable 
electronics and is only recently receiving attention. Because there is no fundamental circuit 
approach to reduce power consumption of microwave technology, device biasing and device size 
are the main approaches to lower operating power and this usually results in some sacrifice in 
performance [8]. When circuits are biased for low power consumption, the devices may not be 
fully turned on, and do not operate at maximum gain. Intrinsically high gain devices such as 
GaAs FETs have margin to sacrifice some gain at lower frequencies, in addition to other 
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commonly cited microwave advantages of low noise and semi-insulating substrates suitable for 
low loss monolithic integration. 

In this work, we present compatible low power digital and microwave GaAs-based 
technology suitable for mixed-mode applications where low power, high speed, and system 
miniaturization are desired. Monolithic integration of digital and microwave functions is generally 
desirable for performance enhancement, increased reliability, and cost reduction in packaging and 
system assembly. Applications such as electronic tags can benefit from low power and system 
miniaturization, especially at higher frequencies, where the antennas can be made smaller. 

A complementary logic digital technology with self-aligned JFETs has been described 
previously [9] and will be briefly reviewed. Then the same digital active n-channel JFET is 
characterized for low-power microwave operation and is demonstrated in a hybrid microwave 
circuit. A complete integrated process for monolithic digital and microwave circuits is presented. 
Finally, higher performance n- and p-channel FETs with shorter gate lengths are demonstrated. 
These devices form the basis for future technology improvements. 

TECHNOLOGY DESCRIPTION 

The GaAs complementary logic technology integrates an epitaxial design, p-channel HFET 
and a fully ion implanted n-channel JFET [9], as illustrated in Fig. 1. This approach permits the 
independent optimization of the p- and n-channel devices, including the ability to independently 
set threshold voltages. An all-implanted self-aligned n-channel GaAs JFET allows any epitaxial 
pHFET design that is temperature compatible with the nJFET. In this way pHFET designs other 
than the HIGFET can be employed for high performance. Since pHFET performance is 
approximately 6-8 times worse than nFET performance, even incremental improvements in 
pHFET design are worthwhile. In our approach, epitaxial doping, material composition, and 
layer design can all be varied to optimize the p-channel device, since none of these layers will be 
shared with the n-channel device. A drawback of this approach is that n-channel performance 
will be sacrificed relative to n-channel HFET designs. 

The self-aligned n-channel JFET [10,11] fabricated in the epitaxially grown GaAs buffer 
allows operation with low gate leakage up to 1 V, which is important in minimizing static power. 
In addition to the usual benefits of self-aligned processing, the self-aligned JFET also offers 
important advantages over a conventional JFET as illustrated in Fig. 2. The conventional JFET 
suffers excess gate capacitance from metal overhang as well as junction broadening. This 
typically leads to a rf-performance penalty in the conventional JFET compared to MESFETs of 
the same gate length. The self-aligned JFET with a coincident or slightly undercut junction gate 
region has shown comparable rf performance to a MESFET of the same gate length with the 
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Figure 1. Schematic device cross sections of the first generation complementary 
nJFET and pHFET devices. These devices are independently optimizable. 
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Figure 2. A comparison of non self-aligned (a) and self-aligned (b) JFETs. The 
self-aligned JFET results in reduced parasitic gate capacitance. 

added advantage of a higher gate turn-on voltage [10]. 
A self-aligned refractory gate process based on tungsten or tungsten suicide gate metal was 

used to fabricate the complementary circuits. A 13 mask process with the following steps was 
employed: 1) pHFET active area definition by wet chemical etching, 2) nJFET active area 
implants (gate, channel, and backside) [11], 3) a thermally stable isolation implant based on 
oxygen ions [12], 4) gate definition with tungsten or tungsten silicide refractory gate deposition, 
patterning, reactive ion etch in SF6:Ar [13-15], and a wet etch to remove the heavily-doped 
junction-gate semiconductor regions, 5) the n+ source and drain implants with Si, 6) the p+ 

source and drain implants with Zn followed by a capless rapid thermal anneal, 7) the p-ohmic 
metal definition and alloy using AuBe, 8) n-ohmic metal definition and alloy using GeAuNiAu, 9) 
first via definition with silicon nitride dielectric, 10) first metal interconnect with TiPtAu, 11) 
second via with silicon nitride, 12) second metal interconnect with TiPtAu, and 13) passivation 
with silicon nitride. Minimum feature dimensions of 3 |xm lines, 2 |im spaces, 0.7 |xm gates, and 
1.5 urn vias were verified by scanning electron microscopy. The use of a junction-gate pHFET 
simplifies the processing of step 4) since the wet etch definition of the junction gates is 
simultaneous for n- and p-channel FETs. This process sequence is modified for the short gate 
FETs presented in a later section. It is important to note that for the JFETs the electrical gate is 
the pn junction region. The metal-semiconductor contact is fabricated to be a non-alloyed ohmic 
contact to a heavily doped semiconductor region [16], Zn-implanted GaAs for the nJFET and 
InGaAs:Si for the pHFET. 

Both nJFET and pHFETs are enhancement-mode devices. The nJFET shows a maximum 
transconductance (gm) of 230 mS/mm. At a 1.0 V gate and drain bias typical of circuit operation, 
the gm and Ips are approximately 170 mS/mm and 90 mA/mm, respectively with ft of 19 GHz, 
fmax of 28 GHz, and a subthreshold slope of 90 mV/decade. Likewise, the pHFET shows a 
maximum gm of 43 mS/mm, but gm of 29 mS/mm and IDS of 20 mA/mm under operating 
conditions of 1.0 V on gate and drain. The pHFET shows an ft of 3.5 GHz and poor 
subthreshold characteristics due to soft turn-on. 

The CHFET technology with a self-aligned nJFETs and junction-gated, modulation-doped 
pHFETs achieved loaded 31-stage ring-oscillator delays of 319 ps/stage at 8.9 fJ with a power 
supply of 0.8 V [9]. The loading was provided by 200 \im of wire in second metal which was 
interdigitated with grounded first metal to provide a capacitive load between each stage. Faster 
gate delays up to 179 ps were obtained higher power supply voltages, but gate current caused an 
increase in power consumption. The power consumption was predominantly static power caused 
by a soft turn-on of the pHFET. In this work an improved pHFET design based on a doped 
GaAs channel will be presented in the section on short gate devices. 
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MICROWAVE TECHNOLOGY 

An nJFET fabricated in the digital CHFET process was evaluated as a microwave device. A 
narrow-band amplifier was selected as a test vehicle since its successful implementation 
demonstrates the feasibility of most monolithic microwave integrated circuit (MMIC) functions. 
The approximate gate length used was 0.8 urn and the gate width was 100 um. The low power 
digital applications require low bias voltages (VDS = 1 V), a small positive gate threshold, and 
large gate turn-on voltages (>1 V). These design parameters are also ideal for low-power 
microwave applications. The voltages are very suitable for battery operation on a single cell and 
the positive gate threshold along with the large positive gate turn-on voltage, eliminates the need 
for a negative supply as commonly required with MESFETs. Though not explicitly designed for 
microwave operation, the device's microwave properties are impressive with f, > 13 GHz, 
fmax> 20 GHz and a minimum noise figure of about 1.6 dB (with a 12 dB associated gain) all 
measured at a 1 mW DC bias level. 

The transistor was mounted in a standard 100 mil stripline package and measured S- 
parameters of the packaged part were used for a narrow-band 2.4 GHz microstrip based amplifier 
design. The amplifier was fabricated on Rogers TMM-10 25 mil thick substrate (see Figure 3) 
and tests were performed using an HP 8510C network analyzer and an HP 8971 noise figure 
meter. The measured gain and noise figure are plotted in Figure 4. The amplifier's gain 
approaches 10 dB at 2.15 GHz. The minimum noise figure was about 2.5 dB and occurred at a 
frequency higher than the gain's peak. This is not surprising as the amplifier was designed for 
maximum gain and not minimum noise figure. A minimum noise figure design should achieve a 
value more consistent with the on-wafer measured value of 1.6 dB. 

Because the digital CHFET process was used to fabricate the transistor, addition of MMIC 
passive elements that are compatible with the digital process will provide a mixed-mode 
technology. The passive elements needed are: 1) a thin film resistor, 2) thin film capacitors, 3) 
inductors, 4) tansmission lines, 5) airbridges, and 6) backside vias. The CHFET via process will 
be used to etch dielectric back to the substrate in the MMIC areas and the CHFET first metal 
process will be used for capacitor bottom electrodes and the base of transmission lines (including 
spiral inductors). The following new process steps will provide for the rest of the MMIC passive 
elements: 1) thin film resistor, 2) capacitor dielectric, 3) capacitor top metal, 4) airbridge post, 5) 
airbridge, and 6) backside via. A full CHFET-MMIC process will require up to 19 mask levels 
and is currently being implemented in our laboratory. 

Gate Bias 

RF 
Output 

Drain Bias 

Figure 3. Photograph of the narrow-band CHFET amplifier. 

230 



2.1 2.2        2.3        2.4 
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Figure 4. Plot of measured gain and noise figure versus frequency. Data is for 
1.01 mW DC bias (Vds = 1.0 V, Ids = 1.01 mA, and Vgs = 0.168 V). 

Resist 

Figure 5. SEM cross-sectional image of a 0.3 |J.m W/WSix bilayer gate taken 
prior to resist removal. 

SHORT GATE CHFET DEVICES 

While demonstration of the digital and microwave technologies has been made, performance 
improvements by reducing the gate length is desired. We have reduced the gates from optically 
patterned 0.7 ujn lengths to the 0.3 - 0.4 |im range by the use of e-beam lithography. Both W 
and W/WSix bilayer gates have been patterned. While the W gates are preferable for the non- 
alloyed ohmic contacts to JFETs because of its greater conductivity, WSix gates make superior 
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Figure 6. Schematic cross-section of FET sidewalls and implants. 

Schottky contacts for 0.4 < x < 0.5 [17]. The Schottky contacts are better for conventional 
pHFET structures (i.e. non JFETs) and for these FETs the W/WSix bilayer gate provides both a 
good Schottky contact and low gate resistance. Good anisotropic profiles with low plasma 
damage and sub 0.5 (im W/WSix bilayer gates have been obtained with negative electron-beam 
resist and reactive ion etching in a SF6/Ar chemistry [15]. A representative gate profile prior to 
resist removal is shown in Figure 5. A short gate W process works well with the same 
conditions as the W/WSix bilayer gates. The short gate processes have been used to fabricate 
self-aligned nJFETs and pHFETs. These devices show promise for even higher performance 
CHFET circuits. 

0.3 |im nJFET 

In addition to short gate definition, the process must be designed to address short channel 
effects as with self-aligned MESFETs. The channel's active region should be made more shallow 
and steps must be taken to prevent buffer conduction and associated threshold voltage shift from 
the source and drain implants. The nJFET p+ gate implant was changed from Zn to Cd to 
maintain a high surface doping level greater than 10^" cm"2 while moving the pn junction closer 
to the surface [18]. The channel active region was kept the same with a Si implant energy of 
70 KeV along with a C backside confinement implant [11]. The Si dose was adjusted to keep the 
threshold voltage the same. The lateral short channel effects were addressed by implementing a 

Drain Voltage, VDS, (V) 

Figure 7. IDS-VDS characterictics for a self-aligned 0.3x20 |0,m nJFET. 
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sidewall process with a shallow 40 KeV SiF implant under a 0.1 (xm wide SiN sidewall [19] and 
a deeper 50 KeV Si implant spaced from the gate by the sidewall in the source and drain regions. 
The sidewall geometry is shown schematically in Figure 6. 

Using this process a high performance 0.3 x 40 |i.m JFET with W gates was fabricated. 
The drain I-V characteristics are shown in Figure 7. A maximum transconductance of 265 
mS/mm was measured with an ft of 49 GHz, fmax of 58 GHz, and a subthreshold slope of 110 
mV/decade, as seen in Figure 8. The ft increases proportionately with inverse gate length from 
0.7 |xm to 0.3 |0.m, indicating that short channel effects have been suppressed. The increase in 
fmax is not proportional to inverse gate length, indicating that high gate resistance is an important 
factor at these short gate lengths. This nJFET needs a slight threshold voltage shift for 
enhancement-mode operation. 

0.4 u.m pHFET 

In addition to the new short gate process, the pHFET structure was completely redefined. As 
mentioned previously, process simplicity was one factor in choosing junction gates for both 
pFET and nFET, but low pFET performance compels another approach. A doped-channel 
GaAs/AlGaAs pHFET was chosen for the current work. A 100 Ä Be-doped GaAs channel with 
a 50 Ä GaAs spacer, a 150 Ä Alo.75Gao.25As undoped barrier layer, and a 100 Ä cap layer 
form the active layers of the pHFET. This pHFET is still process compatible with the GaAs self- 
aligned nJFET and is only process compatible with an epitaxial nHFET using stacked layers or 
small area, selective epitaxial regrowth. The doped channel pHFETs can be adjusted for the 
desired threshold voltage independently of the nJFET, while maintaining high gate turn-on 
voltage demonstrated in HIGFETs with high Al mole fraction AlGaAs barriers [20]. Lateral short 
channel effects are especially severe in compound semiconductor pFETs.   They have been 
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addressed in this work with a 0.1 |im wide SiN sidewall process using 50 KeV Zn implants 
under the sidewalls and 125 KeV implants in the source and drain regions. 

pHFETs with gate lengths ranging from 1.0 to 0.3 (im was fabricated and characterized. The 
transistors scaled well down to 0.5 |im gate length. The output conductance and subthreshold 
slope degraded noticeably at 0.4 |im gate length and severe short channel effects were observed 
at 0.3 |im. Nevertheless, good rf characteristics were observed down to 0.4 |im gate lengths. 
Drain I-V characteristics for a 0.4 x 20 (im pHFET are shown in Figure 9.   A maximum 

0.5 0 -0.5 - 1 
Gate-Source Bias (V) 

■1.5 

Figure 10. IDS-VG and gm-^G characteristics at drain biases of-0.5, -1.0, and -1.5 V for 
a self-aligned 0.7x20 |im pHFET. 
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transconductance of 62 mS/mm was measured, as seen in Figure 10, with ft of 11.5 GHz and 
fmax of 13 GHz. The subthreshold slope ranges from 130-170 mV/decade for gate lengths 
0.5 u.m and longer, as seen in Figure 11. At 0.4 urn gate length the subthreshold slope 
increases to 310 mV/decade. These subthreshold slopes are still not as good as nJFET values but 
are clear improvements even at long gate lengths from our previous pHFETs [9]. The 
transconductance decreases only slightly to 54 mS/mm for operating biases of 1.0 V on gate. A 
slight threshold voltage adjustment will be necessary to get enhancement-mode operation for use 
in CHFET circuit designs. These excellent transistor properties will be presented with more 
extensive DC and rf data in a future publication. 

CONCLUSION 

CHFET technology development with independently optimizable transistors aimed at high 
speed, low-power, digital-microwave mixed-mode applications has been described. The first 
generation digital CHFET technology operated with 319 ps loaded gate delays at 8.9 fJ. The 
digital nJFET device was used as a low-power microwave transistor in a hybrid microwave 
amplifier without any modification to the digital process. A narrow band amplifier with a 
0.7 x 100 (im nJFET as the active element was designed, constructed, and tested. At 1 mW 
operating power, the amplifier showed 9.7 dB of gain at 2.15 GHz and a minimum noise figure 
of 2.5 dB. In addition, next generation CHFET transistors with sub 0.5 |im gate lengths were 
demonstrated. Cutoff frequencies, ft of 49 GHz and 11.5 GHz were achieved for n- and p- 
channel FETs with 0.3 and 0.4 um gates, respectively. These FETs will enable both digital and 
microwave circuits with enhanced performance. 
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Figure 11. IDS-VG characteristics at a drain bias -1.0 V 
for a self-aligned pHFET. 
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ABSTRACT 

Changes in sheet resistance of n- and p-type InGaP exposed to Electron Cyclotron Resonance 
Ar plasmas have been used to measure the introduction of ion-induced damage. P-type material is 
much more resistant to change in its conductivity than n-type InGaP, indicating that electron traps 
are the predominant entity produced by the ion bombardment. For short (~1 min.) plasma 
exposures the ion current is more important than ion energy in producing resistance changes. 
Annealing of damage in both conductivity types occurs with an activation energy of ~3.4±0.5eV. 
p+AlGaAs is found to be much more susceptible than n+AlGaAs to the introduction of electrically 
active deep levels during exposure to Electron Cyclotron Resonance Ar plasmas. In both AlGaAs 
materials the resistivity of thin (-0.5 urn) epitaxial layers increases rapidly with both plasma 
exposure time and the ion energy, while the ion density in the Ar discharge has a much greater 
influence on p+AlGaAs than n-type material . These results suggest that the energetic ion 
bombardment introduces deep hole traps more readily than deep electron traps in AlGaAs and 
that pnp transistor structures will be more susceptible to plasma damage than comparable npn 
structures. 

INTRODUCTION 

The InGaP/GaAs heterostructure is increasingly being used to replace the AlGaAs/GaAs 
materials system in devices such as heterojuction bipolar transistors (HBTs) and 980nm pump 
lasers because of the avoidance of problems such as oxidation and DX-centers associated with 
AlGaAs[l,2]. High etching selectivities for both InGaP over GaAs and vice-versa, have been 
reported for wet and dry etching[3], whereas there is no selective dry etch for AlGaAs over 
GaAs. In addition wet etching in the GaAs/AlGaAs system is more complicated. [4,5] By contrast, 
infinite selectivity for InGaP over GaAs can be obtained in HCl-based solutions, [3] whereas 
sulfuric or phosphoric acid solutions are selective for GaAs over InGaP. 

In dry etching of both InGaP and AlGaAs it has been found that CH/Hi/Ai plasma 
chemistries provide smooth, controlled material removal, with much faster rates for high ion 
density techniques such as Electron Cyclotron Resonance (ECR). To date there have been no 
reports concerning comparison of damage introduction into InGaP and AlGaAs during patterning 
by dry etching. In this paper we detail an investigation into the changes in conductivity induced in 
both n- and p-type InGaP and AlGaAs during exposure to ECR, and more conventional rf (or 
"reactive ion etching") discharges. We employ a simple Ar plasma chemistry to simulate the 
physical bombardment component induced by the materials during CHi/H^Ar dry etching. Van 
der Pauw Hall measurements were employed to monitor the introduction of deep level states that 
trap charge carriers in the material and lead to a decrease in conductivity. We find that p-type 
InGaP is much more resistant to this type of damage than n-type material, and that the degree of 
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disruption to the electrical properties is strongly dependent on the microwave power (or ion 
density), the process pressure and the duration of the plasma exposure. Once introduced the 
damage is tenacious, and requires annealing in the range 750-850°C to remove. For the cases of 
n- and p-type AlGaAs, over a wide range of plasma conditions we find that n-type AlGaAs is 
substantially more resistant to damage introduction than p-type material, suggesting that deep 
donor states are readily induced during Ar ion bombardment than are deep acceptor states, which 
is opposite to the case of InGaP. 

EXPERIMENTAL 

Most of the -0.7 um thick InGaP was grown by Metal Organic Chemical Vapor Deposition 
(MOCVD) at 675°C on semi-insulating GaAs substrates oriented 2° off (100) -> (111)A. 
Trimethylindium, triethylgallium and phospbine were used as the growth precursors, while disilane 
or diethylzinc were employed as n- or p-type dopants, respectively. Doping levels were 3x10 
cm"3 for n-type and lxl018cm"3 for p-type. Some samples were grown by Metal Organic 
Molecular Beam Epitaxy (MO-MBE) using similar precursors and a growth temperature of 
550°C. The layer compositions (Ino.51Gao.49P) were measured by both photoluminescence and 
x-ray diffraction. 

Si-doped Alo.22Gao.78As was grown on semi-insulating GaAs substrates by Metal Organic 
Chemical Vapor Deposition at 675°C. Disilane was employed for n-type doping, while 
triethylaluminium, triethylgallium and AsH3 was used as precursors. [2] C doped Alo.22Gao.78As 
was grown on semi-insulating GaAs substrates by Metal Organic Molecular Beam Epitaxy at 
575CC, using trimethylgallium as the carbon source, and trimethylamine alane and AsH3.[6] The 
AlAs mole fractions were established from photoluminescence measurements, and the net ionized 
impurity densities obtained by Hall measurements. Carrier concentration ^=2.8x10' cm" and 
n=1018cm"3) was calculated for the AlGaAs samples. 

Ohmic contacts were placed at the corners of 5x5 mm2 samples using alloyed Hgln ( 420°C, 
180sec) and the sample sheet resistance obtained from Van der Pauw measurements both before 
and after exposure to the Ar plasmas. The contact resistance is < 10~5ii cm , and did not change 
as a function of the etches since the metal protects the semiconductor/contact interface. The 
discharges were created in a Plasma-Therm SLR 770 system using an Astex 4400 ECR source 
operating at 0-1000W, with additional rf (13.56MHz) biasing of the sample chuck (0-450W). The 
process pressure was varied from 1.5 mTorr to 10 mTorr, and the plasma exposure time set at 1- 
5 minutes. Sheet resistance of the etched samples was obtained using Hall measurements. 

RESULTS AND DISCUSSION 

Figure 1 shows the ratio of the sample sheet resistance after Ar plasma exposure (1 min) 
relative to the initial values for both n- and p-type InGaP, as a function of the rf power applied to 
the He backside-cooled chuck on which the samples sit. For samples exposed only to the RIE-like 
plasmas (i.e. rf power only) there is little change in the electrical properties of either conductivity 
type even for the highest power employed (450W). This suggests that for low ion currents the ion 
energy has little effect on the InGaP, since the dc bias on the samples corresponds to values 
between -125 and -400V for rf powers between 150 - 450W. When the ion density in the 
discharge is varied from ~109cm"3 for the REE conditions to ~5xl0" cm"3 by application of 750W 
of microwave power to the ECR source, there are correspondingly much different responses of n- 
and p-type InGaP in terms of damage. The n-type material now shows an increase in resistance 
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even for very low rf powers (50W) and displays an almost exponential increase with further 
increases in rf power ( essentially, ion energy). By contrast the p-type InGaP is much more 
resistant to changes in resistance, even though it is more lightly-doped than the n-type material. 
We assume in analogy with ion implant damage experiments that the resistance increases are due 
to the introduction of deep level states which trap charge carriers, and since these states are not 
thermally ionized at room temperature the conductivity is decreased. The results of Figure 1 
suggest that creation of electron traps in n-InGaP is much more effective than creation of hole 
traps in p-type material and therefore the latter is more resistant to ion damage. This would imply 
that pnp InGaP/GaAs HBTs should be relatively immune to dry etch damage since the emitter 
mesa step involves a selective etch of GaAs, stopping on p-type InGaP. 
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Figure 2. Resistance ratio increase for InGaP 
exposed to 750W ECR Ar plasmas with 250W 
of rf power, as a function of exposure time. 
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Figure 1. Resistance ratio increase (relative to the 
initial values Ro) of n- and p-type InGaP exposed to 

Ar discharge with either 0 or 750W ECR power, as 
a function of rf power applied to control Ar+ ion energy. 

The dependence of the resistance increases on plasma exposure time for a 750W ECR Ar 
discharge with 250W of rf power is shown in Figure 2. It is clear that even relatively short 
exposures of n-type material lead to rapid degradation of the electrical properties, so that under 
conditions of both high microwave and rf powers, the over-etch time should be minimized when 
removing an overlayer from an InGaP film. It should be emphasized that inert gas plasmas create 
more damage than those involving a chemical component because in the latter case material is 
being removed at a much faster rate, reducing the apparent damage depth. [7,8] Therefore short 
over-etch times with low rf powers should be acceptable for device fabrication with real ECR 
etching processes. 

Figure 3 shows the process pressure dependence of resistance increases for high ECR (750W) 
and rf (350W) powers (1 minute exposures). In p-type InGaP the degradation peaks at ~5 mTorr, 
where the Ar+ ion density is a maximum in our system. Under these conditions, whereas at higher 
pressures the ionization efficiency decreases. In the case of n-InGaP we can not measure 
resistance increases of more than ~3xl04, since the sheet resistance then becomes similar to that 
of the GaAs substrate. The results in Figure 3 therefore show only a saturation effect at pressures 
of 5 and 10 mTorr for n-type material. 

Once damage is introduced into InGaP, quite high annealing temperatures are required to 
remove it. We annealed our samples using the proximity method—separate atomic force 
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microscopy and Auger electron spectroscopy measurements showed the surface retained then- 
initial stoichiometry. Figure 4 shows the damage removal characteristics. In both conductivity 
types the deep compensating centers anneal between ~750-850°C. For n-type material the 
conductivity after 850°C annealing is actually higher than in the as-grown samples, indicating 
improved electron mobilities or increased Si-doping efficiency. Assuming a first order annealing 
process in which the deep states anneal by short-range diffusion of point defects, then the data in 
Figure 4 correspond to activation energies for removal of these states of ~3.4±0.5eV in both 
materials. [9] The fairly wide uncertainty range means we cannot say definitely the activation 
energy in the same in both materials. The annealing temperatures required to remove the ion- 
induced damage in InGaP are higher than those in GaAs[10] and emphasizes that one should 
avoid its introduction rather than rely on subsequent annealing. 

Figure 5 shows the ratio of final -to-initial sheet resistances for AlGaAs samples exposed 
to ECR Ar plasmas for lmin with 750W of microwave power and a process pressure of 1.5mTorr 
as a function of rf power. Note that the sheet resistance of the p+AlGaAs begins to increase at 
lower rf powers, or correspondingly lower ion energies, than does the n material. The Hall 
measurements showed that the increase in sheet resistance was due almost completely to a 
reduction in net carrier density, and therefore that the energetic ion bombardment creates deep 
level traps that remove carriers from the respective bands. This is typical of processes such as 
implant isolation, where the implantation of chemically inactive ions is used to create highly 
resistive regions in HI-V materials in order to electrically or optically isolate device 
structures. [11] The results in Figure 5 suggest that p-type AlGaAs is more susceptible to deep 
level introduction than n-type material and therefore that creation of deep hole traps is more 
prevalent than formation of deep electron traps . Remarkably, this result is opposite to that 
obtained in n+ and p+ MJaP,[12] where it was found that p-type material was more radiation hard 
than n-type InGaP. This has implications for devices where ion damage is an issue either during 
fabrication or subsequent operation (e.g. solar cells or space-borne electronics or detectors). For 
example npn GaAs/AlGaAs HBTs should be relatively less sensitive to dry etch damage during 
emitter mesa formation than pnp structures. 
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The microwave power dependence of the resistance increases are shown in Figure 6 for 
fixed rf power (150YV). The dramatic difference in sensitivity to introduction of dry etch damage 
is clear in this data and shows that increasing ion density (i.e. microwave power) at fixed ion 
energy (i.e. rf power) has little effect on n-type AlGaAs but makes p-type material insulating 
above -500W. This data shows that once one is above the ion energy threshold for point defect 
creation the damage is able to accumulate more rapidly as the ion flux increases, whereas in n- 
type AlGaAs where the deep acceptor creation rate is low at this ion energy, there is little 
dependence on ion flux. These types of plasma power (150W rf, 1000VV microwave) are fairly 
typical of III-V etching processes,[13,14] and show that n-type AlGaAs should be relatively 
insensitive to plasma damage. It is important to remember that the changes in p-type materials will 

be less severe in a real etching process where 
the damaged material is being removed at a 
faster rate that in our current experiment. 

The dependence of the resistance 
increases on plasma exposure time for a 
1000W ECR Ar discharge with 250W of rf 
power is shown in Figure 7. These results are 
instructive when calculating allowable over- 
etch times in dry etch processes such as 
removal of SiÜ2 or SiNx from an AlGaAs 
layer using a chemistry such as SFeJAx. In n- 
type material the damage builds up rapidly 
beyond 30 seconds, while again the p-type 
AlGaAs is even more sensitive. Thus, over- 
etch times should be minimized when 
removing an overlayer from either n- or p- 
type AlGaAs films. Ion-induced damage can 
be annealed at ~650CC in AlGaAs,[ll] 

106 

105 

10" 
(A 
2 103 - 

102 

10' 

10° 

- p+ AlGaAs 

- n+ AlGaAs 

40 sccm Ar 
750WECR 
250 W rf 
1.5 mTorr 

30 120 60 90 

time (sees) 

Figure 7. Resistance ratio increase for AlGaAs 
exposed to 750W ECR Ar plasmas with 250W 
of rf power, as a function of exposure time. 

150 

243 



but many device processing sequences do not allow for these types of temperatures because of 
metal contact interactions with the semiconductor or diffusion of dopant impurities. 

CONCLUSIONS 

In conclusion, we find that n-type InGaP is much more susceptible to ion-induced damage 
during dry etching than p-type material. For short exposure times (~1 min), the ion current is a 
more important parameter than ion energy, especially for n-type InGaP. Annealing temperatures 
above ~800°C are required to remove the plasma-induced damage. Turning to the AlGaAs we 
find that p-type AlGaAs is much more susceptible to ion -induced damage during dry etching than 
n-type material. The amount of changes to the electrical conductivity of plasma exposed AlGaAs 
is strongly dependent on ion energy and exposure time. The results are opposite to those for 
InGaP. 
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ABSTRACT 

Electron cyclotron resonance (ECR) etching of GaP, GaAs, InP, and InGaAs are reported 
as a function of percent chlorine-containing gas for Cl2/Ar, Cl2/N2, BCl3/Ar, and BC13/N2 plasma 
chemistries. GaAs and GaP etch rates were faster than InP and InGaAs, independent of plasma 
chemistry due to the low volatility of the InClx etch products. GaAs and GaP etch rates increased 
as %C12 was increased for Cl2/Ar and Cl2/N2 plasmas. The GaAs and GaP etch rates were much 
slower in BCl3-based plasmas due to lower concentrations of reactive Cl, however enhanced etch 
rates were observed in BC13/N2 at 75% BC13. Smooth etched surfaces were obtained over a wide 
range of plasma chemistries. 

INTRODUCTION 

Plasma etching of InP, GaP, GaAs, and related compound semiconductor materials has 
significant impact on the fabrication of several photonic and electronic devices. Several different 
plasma chemistries have been used to etch these materials. The preference has been to etch Ga- 
containing films in Cl-based plasmas due to the high volatility of the Ga- and group-V-chlorides.'"4 

Etch rates are typically fast, with anisotropic profiles and smooth etch morphologies. CH4/H2- 
based plasmas have also been used to etch GaAs and AlGaAs, producing smooth anisotropic 
profiles at much slower etch rates than those obtained in Cl2-based plasmas.5'8 The preferred 
plasma chemistry for In-containing materials has been CH4/H2-based due to the formation of 
volatile InCHx etch products.9 Etching In-containing compounds in room temperature Cl2-based 
plasmas often results in roughened surfaces due to the low volatility of the In-chlorides and the 
preferential loss of the group-V species. Increasing the temperature to ~150°C improves the etch 
results due to higher volatilities of In-chlorides.10, Recently, high etch rates for In-containing 
materials were reported in ECR generated BC13/N2 plasmas at 100°C and 1000 W microwave 
power.12,13 As N2 was added to the plasma, the concentration of reactive Cl and Cl ions increased. 
High etch rates were attributed to increased plasma densities which increased the sputter desorption 
of non-volatile InClx species formed at the surface. Thomas et al. have reported InP etch rates 
exceeding 2500 nm/min in a high-density ECR-generated Cl2 discharge at 25°C.14 In this paper, 
we report ECR etching of GaP, GaAs, InP, and InGaAs as a function of Cl-based plasma 
chemistries at 10°C. Atomic force microscopy (AFM) and scanning electron microscopy (SEM) 
were used to evaluate surface morphology and etch profile. 

EXPERIMENT 

The GaP, GaAs, and InP samples etched in this study were semi-insulating, undoped 
substrates. The InGaAs sample was unintentionally-doped In053Ga047As lattice-matched to a 
semi-insulating InP substrate. The InGaAs was grown at 580°C in a metal organic vapor phase 
epitaxy (MOVPE) reactor. The samples were patterned using a photoresist mask. The ECR 
plasma reactor used in this study was a load-locked Plasma-Therm SLR 770 etch system with a 
low profile Astex 4400 ECR source in which the upper magnet was operated at 165 A. Energetic 
ion bombardment was provided by superimposing an rf-bias (13.56 MHz) on the sample. 
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Samples were mounted using vacuum grease on an anodized Al carrier that was clamped to the 
cathode and cooled with He gas. Etch gases were introduced through an annulus into the chamber 
just below the quartz window. To minimize field divergence and to optimize plasma uniformity 
and ion density across the chamber, an external secondary collimating magnet was located on the 
same plane as the sample and was run at 25 A. Plasma uniformity was further enhanced by a 
series of external permanent rare-earth magnets located between the microwave cavity and the 
sample. ECR etch parameters held constant in this study were: 10°C electrode temperature, 1 
mTorr total pressure, 30 seem total gas flow, 850 W of applied microwave power, and 150 W rf- 
power with a corresponding dc-bias of -140 + 10 V. 

Etch rates were calculated from the depth of etched features measured with a Dektak stylus 
profilometer after removing the photoresist mask. Samples were approximately 1 cm and depth 
measurements were taken at a minimum of three positions. Error bars for the etch rates represent 
the uniformity across each sample. Surface morphology, anisotropy, and sidewall undercutting 
were evaluated with a SEM. The root-mean-square (rms) surface roughness was quantified using 
a Digital Instruments Dimension 3000 AFM system operating in tapping mode with Si tips. 

RESULTS AND DISCUSSIONS 

The etch rates for GaP, GaAs, InP, and InGaAs in an ECR generated Cl2/Ar plasma are shown 
in Figure 1 as a function of %C12. In general, the GaP and GaAs etch rates increased as the %C12 
increased due to higher concentrations of reactive Cl and the strong chemical component of the etch 
mechanism. The sputter rates for all 4 materials in a pure Ar plasma were typically less than 250 
nm/min. Under these conditions the material removal was purely physical. This data agrees with 
our earlier results8 but are higher than InP and GaAs sputter rates reported by Pearton et al. using 
an ion milling instrument at -200 to -800 V dc-bias. Faster sputter rates reported in the ECR 
were due to the generation of higher ion densities (3 to 4 orders of magnitude higher in the ECR). 
Etch rates for the In-containing materials were much slower than etch rates for Ga-containing 
materials and were relatively constant, independent of %C12. This was due to the low volatility of 
the InClx etch products. The rms roughness for all samples was quite smooth, independent of the 
%C12. InP exposed to a pure Ar plasma showed the highest rms roughness,7.8 nm, as compared 
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Figure 1.   GaP, GaAs, InP, and InGaAs etch rates in an ECR-generated Cl2/Ar plasma as a 
function of %CL. 

246 



to the InP control which had an rms roughness of 0.28 nm. Pearton et al. observed similar 
behavior during Ar ion milling where the surface morphology of InP was typically rougher than 
GaAs etched surfaces.15 

In Figure 2, etch rates are shown as a function of %C12 in an ECR-generated Cl2/N2 plasma. 
Once again, the GaP and GaAs etch rates were faster than InP and InGaAs, however the increase 
occurred at much higher %C12 than that observed in the Cl/Ar plasma. The GaP and GaAs etch 
rates were slower in the Cl2/N2 plasma possibly due to the generation of less reactive Cl in the 
plasma or the formation of in volatile nitride deposits on the semiconductor surface. The InGaAs 
etch rate reached a maximum value at 50% Cl2 (-350 nm/min) and then decreased at higher Cl2 
concentrations, whereas the InP etch rate was fairly constant and slow, independent of %C12. The 
sputter rates were 2 to 3 times slower in pure N2 as compared to pure Ar due to higher sputtering 
efficiency of Ar.  The rms roughness was less than ~4 nm for all films, independent of %C12. 
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Figure 2. GaP, GaAs, InP, and InGaAs etch rates in an ECR-generated Cl2/N2 plasma as a 
function of %C12. 

In Figure 3, etch rates are shown as a function of %BCl3in an ECR-generated BCI/Ar plasma. 
The GaP and GaAs etch rates increased with higher %BC13, however the etch rates were much 
slower than those obtained in the Clj/Ar plasma due to the generation of less reactive Cl in BC13- 
based plasmas. In this study, etch rates for In-containing materials in BCl3-based plasmas were 
comparable to those obtained in Cl2-based plasmas. The rms roughness for GaP, GaAs, and 
InGaAs remained smooth independent of %BC13, whereas the InP rms roughness increased from 
~8 nm in pure Ar to -45 nm in pure BC13. This may be attributed to the preferential loss of P or 
micromasking effects at higher BC13 concentrations. 

The dependence of etch rates on %BC13 in a BC13/N2 ECR-generated plasma is shown in 
Figure 4. With the addition of N2 to the BC13 plasma the Ga-containing materials etched at much 
higher rates at 75% BC13. Using optical emission, Ren et al. observed increases in the intensity of 
atomic and molecular chlorine lines when N2 was introduced into an ECR-generated BC13 
discharge with a maximum intensity at 75% BC13.

12, '3 Nitrogen enhanced the dissociation of BC13 
resulting in higher concentrations of reactive Cl and Cl ions. This resulted in faster etch rates due 
to enhanced chemical etching and physical ion bombardment where the sputter desorption of InClx 
etch products improved. This trend was observed for GaP and GaAs etch rates in this study, 
however the InP and InGaAs etch rates remained relatively constant similar to those obtained in the 
BCl3/Ar plasmas. Ren observed an InP etch rate of ~700 nm/min at 850 W applied microwave 
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Figure 4. GaP, GaAs, InP, and InGaAs rms roughness in an ECR-generated BC13/N2 plasma 
as a function of BC13 concentration. 

power which was almost a factor of 5 faster than that observed in this study. This may be 
attributed to several differences in plasma conditions as well as the ECR source-to-sample distance 
which was -30 cm greater in this report, thereby decreasing the ion density at the sample and the 
sputter desorption efficiency. Enhanced etch rates were not observed with the addition of N2 to the 
Cl2 plasma implying that N2 did not liberate more reactive Cl under these plasma conditions. 

In Figure 5, SEM micrographs of GaP, GaAs, InP, and InGaAs are shown as etched in an 
ECR-generated BC13/N2 plasma at 75% BC13. The GaP and GaAs etches were anisotropic with 
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Figure 5. GaP, GaAs, InP and InGaAs SEM micrographs etched in an ECR-generated 
BC13/N2 at 75% BC13. 

smooth surface morphologies, however the GaAs showed some vertical striations in the sidewall 
possibly due to the striations in the mask which were replicated into the GaAs sidewall. There was 
also a slight "foot" at the base of the GaAs feature possibly due to mask-edge erosion. The InP 
and InGaAs etch profiles were severely overcut with poor dimensional control. 

CONCLUSIONS 

In summary, ECR etching of GaP, GaAs, InP, and InGaAs are reported as a function plasma 
chemistry. Etch rates for GaP and GaAs were faster in Cl2-based plasmas as compared to BC13- 
based plasmas due to the generation of higher concentrations of reactive Cl. The InP and InGaAs 
etch rates were relatively slow, independent of plasma chemistry. This was due to the low 
volatility of InClx etch products at 10°C, poor sputter desorption efficiency at 850 W microwave 
power, and the large source-to-sample spacing used in this etch system. Surface morphologies 
showed very smooth pattern transfer for a wide range of plasma conditions for all materials, 
however InP was more sensitive to changes in the plasma chemistry. Etch profiles were typically 
anisotropic with smooth sidewalls for GaP and GaAs, whereas the etch profiles were more overcut 
with poor dimensional control for InP and InGaAs. 
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Abstract 

Etching of ß-SiC with electron cyclotron resonance (ECR) system was investigated. 
Anisotropie and smooth etching of SiC was demonstrated with SF6/02 based discharges. The 
root-mean-square roughness increases from 35 nm to 56 nm for as deposit and etched sample, 
respectively. The addition of small amount oxygen enhanced the etch rate of SiC slightly, but 
further increase of oxygen content reduced the etch rate which resulted from dilution of F ion 
and free radical densities. NF3/02 based discharges also showed same trends and produced 
anisotropicly etching. However, the smoothness is not as good as SF6/02 based discharges. 

Introduction 

There has been great attention on SiC based devices for high power and high temperature 
application due to its large energy bandgap and high saturation velocity[l]. In order to achieve 
good device performance, high quality materials and robust processing techniques are 
prerequisite. Besides metal contact technologies, patterning of device structure is another critical 
device fabrication step. Wet chemical etching of SiC was demonstrated with molten salts at 
elevated temperatures which is not suitable for device fabricationß]. More recent photo- 
electrochemical etching was demonstrated[3], however up to date all the devices being 
demonstrated were used conventional reactive ion etching with CF4, SF6, or NF, based 
discharges[4-6].   Lately, electron cyclotron resonance etching was also used to [7] 

In this work, we studied of the effects of both ECR and RF power levels on etch rates of 
SiC as well as the roughness and stoichiometry of etched SiC surfaces. . Optical emission 
spectroscopy was used to studied the plasma chemistry. 

Experimental 

The ß-SiC were grown by low pressure chemical vapor deposition on <111> Si substrates 
at ~1000°C. The thickness of the films was 1.2 um. Sample etchings were attained with a load- 
locked Plasm-Therm SLR 770 ECR system. The plasma was generated in an ASTEX 4400 low 
profile microwave power source operating at 2.45 GHz. A manual 3-stub tuner is used to 
minimize the reflected power. This ECR system also has two set of magnets, the upper one to 
produce resonance and the lower one positioned concentric to the lower electrode to allow 
control of incident ion current at the electrode(carrier/sample). This will collimate the divergent 
lines of flux which emanate from the ECR chamber to improve the flux uniformity across the 
sample. A microwave power at the range from 200 to 800 W was employed for the SiC etchings 
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in our studies. Ion energies were controlled by super-imposing a rf biased at 13.56 MHz on the 
sample plate. In our case, rf bias was set at 0-300 W, corresponding to a dc bias of up to 
approximately -275V. Samples were placed on a 4" sapphire wafer carrier that was clamped 
down to the cathode and cooled with He backside cooling. The temperature of lower electrode is 
controlled via a resistive heater up. The temperature used in the etching was kept at 50 °C. The 
process pressure was varied from 1 to 10 mTorr2 mtorr. Electronic grade SF6 or NF3 with 
different proportion of 02 were introduced into the ECR Source through separated mass flow 
controllers. Sputtered indium-tin-oxide (ITO) layer was used as an etch mask and the patterns 
were defined with a conventional resist lift-off process. This ITO layer can be selectively 
removed with HC1 solution. Etch rates were measured by stylus profilometry of the resulting 
features. Optical emission spectroscopy (OES) was performed with a Verity Instruments 
EP200DAS spectroscopic data acquisition system. The spectral sensitivity range is 100-900 nm 
and the spectrum were taken from the ECR etching chamber through a sapphire view port 
which is approximately 10 cm from the sample. 

Result And Discussion 

Fig. 1 shows the etch rates of SiC as a function of ECR power. The etch rate increases almost 
linearly with ECR power. This is due higher F ion and free radical densities generated at higher 
microwave power which is conformed with optical emission spectrum. 
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Fig. 1. Etch rates of SiC in SF6/O2(10/2 seem) discharges as a function of microwave power. 

The etch rates also enhance with an addition of small oxygen percentage in the SF6. There is no 
increase of F radicals being detected as in the case of CF4/02 based discharges. [8] This 
enhancement of SiC etching in SF6/02 discharges can results from the volatile CO„ compounds. 
As Illustrated in Fig. 2, further increases of 02 proportion will actually decrease the etch rates by 
diluting the F ion and radical densities. 
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Fig. 2. Dependence of SiC etch rates on 02 content in SF6. 

For the NF3/02 based discharges, similar trends were observed. Higher microwave power and 
certain percentage of oxygen raised the SiC etch rates. But, the etch rates of SiC in NF,/02 

plasmas were 3-4 times higher than those in SF6/02 plasmas. This is due to NF3 has low 
dissociation energy which will produce more reactive F radicals. Fig. 3 shows the SEM of 
SF6/02 etched SiC sample with ITO removed. Perfect anisotropic etch was demonstrated and 
excellent morphology was also achieved. This shows the SF6/02 based ECR etching is suitable 
for device fabrication. 

Fig. 3. SEM of SF6/02 based plasma etched SiC. 
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Fig. 4 depicts the AFM scans (5x5 urn2) as deposit and etched SiC samples. The root- 
mean-square (RMS) roughness increased from 35 nm to 56 nm for as deposit and respectively. 
The high initial RMS roughness was due sample preparation prior to SiC growth. 
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SiC SF6 etched 

z (nm) 
100T 

2   y(um) 

Fig. 4. AFM scans of as deposit and SF6/02 based plasma etched SiC surface. 

In conclusion, anisotropic and smooth etching of SiC has been demonstrated with SF6/02 

based discharges in a ECR system. The effects of microwave power and oxygen contents in SF6 

were also investigated. Higher microwave power produces more reactive ions and free radicals 
resulting in fast etch rates. Adding small amount of oxygen did increase the etch rate of SiC 
slightly, however further increasing of oxygen will reduce the etch rate significantly due to the 
dilution of reactive F species. 
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ABSTRACT 

Depositing Pd or Au on n-InP at cryogenic substrate temperatures has previously been found 
to significantly increase the barrier height of the resulting Schottky diode. Cross-sectional 
transmission electron microscopy (XTEM) has been performed on Pd/InP and Au/InP interfaces 
formed at room temperature (RT) and low temperature (LT) to determine the differences 
responsible for the change in barrier height. In the Pd case, a solid state amorphization which 
occurs at the interface upon RT metal deposition is nearly eliminated in as-deposited LT Pd/InP 
diodes. In the Au case, RT deposition results in the initial monolayers of Au entering the InP 
lattice, while no such effect was observed in the LT Au/InP diodes. It is clear that the LT 
deposition dramatically reduces the interaction between the metal and substrate, resulting in a 
greater barrier height. Enhanced barrier height Schottky diodes are crucial to the development of 
optical and electronic devices on InP. Preliminary results will be discussed on metal- 
semiconductor-metal (MSM) photodetectors and metal-semiconductor field-effect-transistors 
(MESFET's) fabricated using the LT process. 

INTRODUCTION 

InP is an attractive III-V compound semiconductor for use in high-speed field-effect 
transistors and optical devices. However, conventional Schottky barriers formed on n-InP 
typically exhibit low barrier heights in the range of 0.4-0.55 eV, hindering the development of 
these devices. In recent years, researchers have applied numerous techniques to enhance the 
Schottky barrier height (<I>B) to n-InP [1,2]. In our laboratory, it was found that depositing Pd or 
Au on n-InP at liquid nitrogen substrate temperatures resulted in <I>B near 0.96 eV [3,4]. This 
report summarizes the structural differences between LT and RT metal/InP interfaces responsible 
for the enhanced 3>B observed in LT Schottky diodes. Also, the LT deposition process was applied 
in the fabrication of InP MSM photodetectors and MESFET's. 

EXPERIMENT 

Analysis of the metal/InP interfaces was done primarily by XTEM. Bulk samples of Pd/InP 
and Au/InP were formed at room temperature (RT) and liquid nitrogen temperature (LT). The InP 
was first cleaned in acetone, methanol, and de-ionized H20. It was then etched in 
H2S04:H202:H20 (3:1:1) for 1 min, HF/H20 (1:1) for 1 min, rinsed, and dried with N2 gas. 
Metal deposition was done by thermal evaporation at a base pressure in the 10"8 Torr range. In the 
LT case, the substrate was cooled to near 77K with liquid nitrogen prior to deposition. Thin-foils 
for XTEM were then fabricated using a standard procedure of stack construction, slicing, 
thinning, disc cutting, dimpling and ion milling [5]. The specimens were analyzed by energy 
dispersion spectroscopy (EDS) using a Scanning Transmission Electron Microscope (UHV- 
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STEM) operating with a 100 keV accelerating potential and a 10Ä spot size. A windowless Si(Li) 
detector was used to collect the X-ray spectra. Atomic percentage profiles of the interfaces were 
generated by stepping the spot across the metal/InP interfaces at 25A intervals and collecting an 
X-ray spectrum at each point. Standard k-factor analysis [6] was used to calculate the atomic 
percentages from the EDS data. Imaging and diffraction work was also done using a conventional 
transmission electron microscope. In this report, only the EDS profiles are presented since they 
clearly illustrate the essential differences between the LT and RT diodes. Images and electron 
diffraction patterns have been published elsewhere [7,8]. 

MSM photodetectors were fabricated on semi-insulating (SI) InP using a LT Pd metallization 
(Fig la). Simple lift-off could not be used for the LT metallization because photoresist cannot 
withstand the severe thermal stresses present during the deposition. Instead, a bi-layer polyimide/ 
Si02 lift-off mask was used. First, the SI-InP was cleaned and etched as previously described. A 
polyimide layer, 0.6 u,m thick, was then spun on and cured at 170°C, followed by deposition of a 
Si02 layer, 0.1 [im thick, by plasma enhanced chemical vapor deposition (PECVD). Photoresist 
was then applied and standard lithography was used to pattern the grid lines. Reactive-ion-etching 
(RIE) in CHF3 was used to transfer the metallization pattern to the Si02, followed by RIE in 02 

which simultaneously patterned the polyimide and removed the photoresist. Immediately prior to 
LT Pd deposition, the samples were briefly etched in H2S04:H202:H20 (2:1:1) followed by 
HC1:H20 (1:10) to remove any damage to the InP left by RIE. LT Pd was then deposited as 
previously described. The bi-layer lift-off mask after LT metal deposition is shown in Fig lb. Lift- 
off was done in Shipley 1165 remover, which dissolved the polyimide over a period of several 
hours. Finally, a SiO anti-reflection coating, 1100A thick, was deposited to attain near-zero 
reflection at X = 840 nm. The photo-response of the detectors was measured using a Ti:Saphire 
laser operating with ^=840 nm, continuous wave, and a 100 |0.m FWHM spot size. 
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Fig 1 - (a) Plan-view sketch of a MSM detector. Line width x line spacing = 3x3 \Xm, total 
active area = 150 x 180 \lm ; (b) Cross section of the structure immediately prior to lift-off. 

MESFET's were fabricated using a 3-level process of mesa isolation, ohmic contact 
formation, and LT Pd gate metallization. The InP mesa-isolation was done by RIE in a H2/CH4/ 
02 mixture using a Si02 mask [9]. Ohmic contact metallization was done by standard lift-off of 
Au:Ge/Ni followed by rapid thermal annealing (RTA) at 380°C for 10 sec. The LT Pd gate 
metallization was done using the bi-layer lift-off mask as previously described. Fig 2 shows a 
cross-sectional view of an InP MESFET 
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Fig 2 - Cross-sectional view of an InP MESFET. Gate length = 2 \lm, gate width = 200 \im. 
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RESULTS AND DISCUSSION 

XTEM of RT and LT Pd/InP 

Fig 3a is an atomic compositional profile of RT Pd/InP obtained by EDS. An amorphous 
layer approximately 180Ä thick exists between a polycrystalline Pd layer and the InP substrate. 
The crystalline nature of the layers was verified by selective area electron diffraction (SAED). 
The composition of the amorphous layer varies from Pd-rich near the Pd/amorphous interface to 
InP-rich near the amorphous InP interface. In Fig 3a, distance=0 corresponds to the edge of the 
InP lattice. This convention will be used in the other compositional profiles as well. 

Fig 3b is a compositional profile of LT Pd/InP obtained by EDS. In LT Pd/InP, the thick 
amorphous interaction layer of RT Pd/InP was not observed. Instead, a thin P-rich amorphous 
interlayer was present between the Pd polycrystalline layer and the InP substrate. This interlayer 
was approximately 30Ä thick on average, and up to 50Ä thick in localized areas. The LT Pd/InP 
compositional profile also shows a narrow region of excess In present in the Pd polycrystalline 
layer near the P interlayer. It appears that In had begun diffusing into the Pd, leaving a thin P layer 
behind at the interface. 
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Fig 3 - (a) Compositional profile of RT PaVInP from EDS; 
(b) Compositional profile of LT PaVInP from EDS. 

In RT Pd/InP contacts, a solid state amorphization reaction occurs upon deposition of the Pd. 
One criterion for a solid-state amorphization reaction is a rapid-diffusivity of one of the species 
[10]. It has been suggested that diffusion of the more mobile Pd into an InP substrate at low 
temperatures, at which In and P are relatively immobile, leads to the formation of the amorphous 
ternary compounds [11]. The thickness of the amorphous layer increases with low-temperature 
annealing, as the reaction with Pd consumes more and more of the InP substrate. At higher 
temperatures, In and P can also diffuse, and more stable crystalline phases are eventually formed. 
One work [12] found that a 130Ä thick amorphous interlayer in an as-deposited Pd/InP sample 
increased to about 600Ä thick after annealing at 225°C. Pd2InP and Pd5InP crystalline phases 
were then detected in the interlayer after annealing at temperatures between 225°C and 275°C. At 
temperatures greater than 400°C, these phases decomposed into Pdln and PdP2, which were 
thermodynamically stable in contact with InP. Hence, in the Pd/InP system, an amorphous 
metastable phase is formed as an intermediate step to the binary crystalline phase formation. 
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In this work, the 180Ä thick amorphous interlayer found in RT Pd/InP is very similar to the 
results of others. However, depositing Pd at low substrate temperatures prevented this interaction 
layer from forming. Instead, a P-rich amorphous interlayer was found in LT Pd/InP averaging 
only 30Ä in thickness. A possible explanation is that near 77K, the Pd diffusivity in InP is 
reduced to the point where the solid state amorphization process cannot occur. However, upon 
subsequent annealing at 100°C during the XTEM sample preparation, a different thin amorphous 
layer grew at the interface. We believe that the elimination of the thick amorphous interaction 
layer is responsible for the high barrier height observed in as-deposited LT Pd/InP diodes. 

XTEM of RT and LT Au/InP 

Fig 4a is a compositional profile of RT Au/InP obtained by EDS. There is no amorphous 
interaction layer present, unlike RT Pd/InP. However, there is a significant amount of Au 
extending over 200Ä into the InP lattice and a considerable amount of In throughout the thickness 
oftheRT Aufilm. 

Fig 4b is a compositional profile of LT Au/InP obtained by EDS. The main difference 
between this profile and that of the RT Au/InP sample was that there appears to be much less Au 
extending into the InP lattice. The In concentration profile in the bulk Au is similar in both RT and 
LT Au/InP. Also, both RT and LT Au/InP profiles show a small region of excess P in the InP 
lattice near the metal-semiconductor interface. 
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Fig 4 - (a) Compositional profile of RT Pd/InP from EDS; 

(b) Compositional profile of LT PaVInP from EDS. 
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The interaction between Au overlayers and InP and its relation to the barrier height of the 
interface has been the subject of extensive research. Basically, the interaction between Au and InP 
upon formation of the contact can be split into two stages. First, the initial several monolayers of 
Au deposited are absorbed into the InP substrate during a standard deposition, leaving various 
defects in the crystal structure of the semiconductor [13]. In one work [14], it was found that over 
17 monolayers of Au were absorbed by the InP before bulk Au appeared on the semiconductor 
surface. The second stage is that after bulk Au forms, In enters it via a dissociative diffusion 
process which proceeds very rapidly, even at room temperature [15]. This proceeds until a 
saturated solid solution of In in Au is achieved. The phosphorous atoms that are released when In 
enters the Au remain unreacted and occupy non-lattice sites in the metallization near the interface. 
The diffusion during this stage of the reaction is highly unidirectional in that Au does not further 
enter the substrate [16]. 
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It appears that the first stage of this process is critical to the formation of the Schottky barrier 
height in Au/InP contacts. There is significant evidence that low OB values near 0.5 eV for a 
standard Au deposition on InP are the result of Fermi level pinning due to the crystal defects 
caused by the absorption of the initial monolayers of Au. It has been observed that the pinned 
Fermi level matures to its final position in the bandgap after only several mono-layers of metal are 
deposited [17], before bulk Au ever appears on the InP surface. We believe that the interaction 
between the metal and semiconductor proceeded in this manner in the RT Au/InP interface of this 
work. The small tail of Au observed extending into the InP was due to the penetration of the 
initial monolayers of Au into the InP. However, in the LT Au/InP interface, it appears that the 
extent to which this first stage of the process occurred was reduced significantly, resulting in a 
much higher barrier height. The second stage of In diffusing into the Au happened in both the RT 
and LT samples, resulting in a small atomic percent of In throughout the thickness of the Au films. 
Such profiles are very similar to previous results [16], and it appears that this stage of the reaction 
does not dramatically alter the final value of <£B. 

MSM Photodetectors and MESFET's 

Typical illuminated dc characteristics of InP MSM photodetectors fabricated in this work are 
shown in Fig 5a. The MSM photodetector had a LT Pd metallization on SI InP, as previously 
described. The dark current of the detector was linear with voltage, and had a value of 30 nA at 6 
V. This type of detector is transit-time limited, and the onset of current saturation corresponds to 
the voltage at which the carrier transit time becomes less then the carrier lifetime. The 
responsivity (R) of the detector shown is approximately 0.75 AAV, which corresponds to a total 
quantum efficiency of 1.1. Since approximately half the incident light is blocked because of grid 
shading, there must be an internal gain of over 2 present in the detector, the cause of which is still 
under investigation. The R value and saturation characteristic of this detector are superior to those 
of previous detectors on SI InP using standard RT metallizations [18]. 

Typical dc characteristics of InP MESFET's having a gate length of 2 u.m and a gate width of 
200 u.m are shown in Fig 5b. The maximum transconductance (gm) was 42 mS/mm, the barrier 
height of the gate was 0.83 eV, and the drain current at Vgs = 0 was Ids = 3.5 mA. Most previous 
efforts to fabricate InP MESFET's have generally used a thin insulator to passivate the gate area, 
and gm values around 100 mS/mm have been reported [19]. The reason we have a considerably 
lower gm is that our channel doping is 5xl015 cm"3, while most others used a channel doping near 

. Increasing the channel doping should increase gm in our devices. 
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(a) (b) 
Fig 5 - (a) Illuminated characteristics of MSM photodetectors; (b) MESFET characteristic. 
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CONCLUSIONS 

LT Pd/InP and LT Au/InP interfaces had as-deposited barrier heights over 0.9 eV, compared 
to barrier heights near 0.5 eV for RT metal/InP interfaces. RT Pd/InP exhibited an amorphous 
interaction layer 180Ä thick containing Pd, P, and Pd, while LT Pd/InP had a P-rich interlayer 
about 30A thick on average. RT Au/InP had a significant Au concentration extending over 200A 
into the InP lattice, while LT Au/InP did not. The high barrier height observed in both LT Pd/InP 
and LT Au/InP are related to a significant reduction in the interaction between the metals and InP 
upon formation of the interfaces. This decrease in the interaction relieves the Fermi level pinning, 
resulting in higher barrier heights. The LT deposition technique was applied in the fabrication of 
InP MSM photodetectors and MESFET's. In the photodetectors, a flat saturated regime resulted 
with R = 0.75 AAV. In the MESFET's, gm = 42 mS/mm was measured, which can probably be 
improved by increasing ND in the channel. 
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Abstract 

The deep-level defects in 10 MeV electron irradiated undoped semi-insulating (SI)LEC 
GaAs were investigated. The results show that the density of EL2 (Ec-0.83eV) and EL12 
(Ec-0.69eV) defects increases and the density of EL6 (Ec-0.39eV) and EL3 (Ec-0.58eV) defects 
decreases in irradiated SI-GaAs at higher fluence levels. At lower fluences, we observe decrease 
in density of EL2 and EL 12 defects, however, the density of the EL6 and EL3 defects is 
increased. It could be related mainly to the dissociation of the EL2 and EL12 defects. The influence 
of 10 MeV electrons irradiation on the resistivity will also be discussed. 

Introduction 

In the case of bulk Liquid Encapsulated Czochralski (LEC) GaAs substrate, the 
semi-insulating is realized by the compensation of shallow carbon acceptors by deep donors, 
EL2 m. The EL2 density of bulk materials is in the high levels being over than 1016 cm"3, 
commonly, but in practice the SI-GaAs material with very low densities of carbon and EL2 is 
desired. The point defects and especially the EL2 defect in electron irradiated GaAs have attracted 
much attention in the past twenty years I2*51. However, the density of the induced defects by 
varying 10 MeV electron irradiation fluence has not been reported so far. 

In this work, we investigate the effects of 10 MeV electron irradiation on deep-level 
defects density using Photo Induced Transient Spectrum (PITS)[6). We find that the irradiation 
tends to remove to some extent deep level EL2 at lower fluence levels in undoped SI-GaAs. At 
higher fluences, the density of EL2 defect increases. The influence of lOMeV electron on the 
resistivity will also be discussed. 

Experiment 

Undoped semi-insulating LEC(100) GaAs wafers were small pieces of approximately 4x8 
mm2, which served for PITS measurement. Contacts present an additional possible source of 
error and great care was taken to achieve ohmic contacts. Indium-contacts were deposited and 
sintered at 400°C for 15 min. The PITS measurements were then performed with DL 4600 Deep 
Level Transient Spectroscopy (DLTS) system pl. The wave length of pulse light is 850 nm, the 
width 5 ms. 10 MeV electron irradiations were carried out in an accelerator at room 
temperature. The electron fluence was 10l4to 1016 cm2. We used the PITS method to determine 
the energy level E and current intensity I. The density of these defects is directly proportional 
to the intensity. Because of the difficulty in separating hole traps and electron traps using PITS 
method, many workers assume that defects present in n-type GaAs are also present in SI-GaAs. 
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Results and Discussion. 

200 300 400 

T(K) 

Fig. 1  The PITS signal for 10 MeV electron irradiated undoped SI-GaAs. 
The window setting was 200 s'.The electron fluence was lxlO14 cm2 

  after irradiation, before irradiation. 

Figure 1 shows the PITS signal for undoped SI-GaAs sample irradiated at lxl014cnr2. 
Seven peaks can be  observed  obviously.  Figure 2  shows the In  (e„/T2 ) as a function of 

T'(10'K1) 

Fig.2 Temperature dependence of the electron emissivity en 
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Fig.3  The PITS signal for 10 MeV electron irradiated undoped SI-GaAs. 
The window setting was 200 s"1. The electron fluence was lx 10" cm2 

  after irradiation,  before irradiation. 

temperature, where, en is electron emissivity. By plotting In (e/T2) vs 1/T, one obtains a straight 
line as shown in Fig.2, from which energy level E and the capture cross section ff of these 
defects can be determined. We have identified the EL2 (Ec-0.870eV), EL12 (Ec-0.690eV), EL3 
(Ec-0.588eV), EL6 (Ec-0.394eV), EL4 (Ec-0.520eV), EL5 (Ec-0.410eV) and EL8 (Ec-0.263eV). 

Two midgap levels have been reported in unirradiated GaAs by different works [1][,). We 
also observed two peaks in PITS signal for unirradiated and irradiated SI-GaAs. Similarly two 
midgap states, labelled EL2and EL 12 have been reported in unirradiated GaAs through DLTS 
method[n. Another group has reported the EL2 defect consisting of two peaks, labelled EL21 and 
EL22 with energies at Ec-0.74eV and between 0.54 and 0.73eV above the valence band [81.The 
identity of these two peak is not fully known, and we will call them EL2 and EL12. A broad peak 
appears at about 250 K, reminiscent of the U trap pl labelled EL3, but we always could not 
resolve it sufficiently to measure its energy level. A peak appears at about 150 K which we 
identified with the EL6 trap [101. Other two peaks whose energy coincides with EL5 ll) or EL8 
[1], we will still call them EL5 or EL8. 

Due to the uniformity of SI-GaAs material, the values of the energy levels ofEL2, 
EL 12 , EL6 and so on are not identical in different samples. The range of the energy levels for 
EL2, EL12 and EL6 is (0.77-0.97eV), (0.61-0.81eV) and (0.27-0.40)eV, respectively. 

Fig.3 and Fig.4 show the PITS signal for SI-GaAs samples irradiated at lxlO15 and lxlO16 

cm"2, respectively. It is noticeable in Fig.3 and Fig.4 that at higher fluences, the density of EL2 and 
EL 12 defects increases and density of EL6 and EL3 defects decreases; however, for sample 
irradiated at lxlO14 cm"2, the density of EL2 defect decreases and the density of EL6 defect 
increases. Fig.5 shows the PITS relative intensity I/I0 of EL2, EL12, EL3 and EL6 defects as a 
function of 10 MeV electrons fluences in undoped SI-GaAs. I0 or I is the intensity of PITS signal 
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Fig.4 The PITS signal for 10 MeV electron irradiated undoped SI-GaAs. 
The window setting was 200 s"1. The electron fluence was lx 10'6 cm2 

  after irradiation,  before irradiation. 

) (e cm ) 

Fig.5  The relative intensity of PITS signal for EL2, EL 12, EL3 and EL6 defects as 
a function of lOMeV electron fluence in undoped SI-GaAs . 
Window setting:200 s"1. Bias voltage:6V. 
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before and after irradiation, respectively. The PITS intensity of EL2 and EL 12 levels after 
irradiation increases over the 1015 cm"2 to 1016 cm"2 fluence range, i.e. there is an increase in the 
density of EL2 and EL 12. Contrary to general perception of damage of semiconductors on 
nuclear irradiation, we observe decrease in the density of EL2 and EL 12 of SI-GaAs on 
electron irradiation at lower fluence levels. 

It is recognized that the EL2 and EL 12 defects in the forbidden energy band limit the use 
of GaAs semiconductor on high speed application. Consequently, there has been much work 
related to the understanding of these traps. One method of introducing traps in a rather controlled 
manner is through radiation with light nuclear particles. Electron radiation is more convenient 
and economical. Borkovskaya et al[5] proposed that certain defects, such as the Frenkel pair, can 
disappear if as a result of the radiation an interstitial atom returns to its proper lattice site. In our 
work, we observe the decrease of the EL2 and EL 12 defects, moreover, the increase of EL3 and 
EL6 defects at lower fluences. Since the major effect of irradiation is the creation of vacancies 
and interstitials, which in turn lead to the EL2 and EL 12 etc.. The identity of these traps is still 
being debated I"1. The candidates are an isolated arsenic at gallium site (AsGa) or AsGa-AS| 'nl 

and As0a VAs VGa 
[12]. According to AsGaVAsVGa model proposed by Zou[l2], the formation 

of EL2 defect can be expressed as 

AsAS +(VGa)2 = AsGa VAs VGa
+ (or AsGa+ VGa VAs) + e" (1) 

As shown in Eq.(l) both AsGa and AsGa VAs VGa can be formed from (VGa)2, which 
are expected to be the dominant vacancy species at high temperature in LEC GaAs crystals 
grown from an As-rich melt[13]. At lower fluences, the EL2 defect can be dissociated. 
Reaction (1) is proceeding toward the direction of dissociation. Consequently, EL2 density 
is decreased, and EL6 and EL3 which are simpler complex defects are increased at room 
temperature. At higher fluences,10 MeV electrons result in the creation of high density 
of VAs, VGa, (VGa)2, and ASj etc. Reaction (1) is proceeding toward the direction of 
formation of EL2 and EL 12 traps. 

The resistivity measurements were carried out by using Hall effect at 300 K. We 
observe obvious increase in the resistivity of SI-GaAs on 10 MeV electron irradiation at 
about 10'5 cm2 fluence level. The increase in the resistivity ranges from 5% to 80%. It is 
found that the resistivity of SI-GaAs not only is determined by EL2 and EL 12 levels, but 
is affected by EL6 and EL3 levels etc.. In our samples irradiated at lxlO15 cm2 fluence, the 
increase of EL2 and EL12 defects is not apparent, however, the decrease of EL6 and EL3 
defects is remarkable. The decrease of EL6 and EL3 defects benefit the increase of the 
resistivity of SI-GaAs. 

Conclusions 

In conclusion, we report the change in density of EL2 and EL 12 of SI-GaAs by 
varying 10 MeV electron irradiation fluences. At lower fluences, we observe the 
decrease in density of EL2 and EL12 traps and the increase in density of EL6 and EL3. 
It appears likely that the dissociation of EL2 and EL 12 defects occurs at lower electron 
irradiation fluences. Whereas the results are contrary at higher fluences. Choosing 
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reasonable irradiation fluence.the resistivity of undoped SI-GaAs can be raised. 
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ABSTRACT 

We present annealing behavior for EL2 and EL6 groups as dominant deep levels in semi- 
insulating GaAs using Photo Induced Transient Spectroscopy (PITS) measurement. During rapid 
thermal annealing, a relation has been identified between EL2 group at 0.79 and 0.82 eV and 
EL6 group at 0.24, 0.27 and 0.82 eV below the conduction band. It is found that they may be 
close in structure, and belong to the EL2 and EL6 groups, respectively. In rapidly annealed 
samples, the quantity of all defects in the EL2 group increases, while that in the EL6 group 
decreases. However, by furnace annealing at 950'C for 5 hours, some of the defects in the EL2 
group break up, and the quantity of all defects in the EL6 group increases. It is suggested that the 
EL2 group and EL6 group are related in their microscopy structures. We then discuss a relation 
between the two groups and their origins. 

1. INTRODUCTION 

Deep defect levels are important and very often determine the recombination properties and 
the resistivity in semi-insulating (SI) GaAs. Recently, there have been shown that deep traps 
are also responsible for persistent currents observed frequently in SI-GaAs11"31. The point defects 
and especially the EL2 and EL6 defects have been studied extensively using various 
characterization techniques and theoretical calculations to determine the atomic structures of the 
defects. From these studies, many models were presented. The EL2 and EL6 defects are 
suggested to be As^V^V^"1, As^As,[7'8' and V^Vj'1, As^Vc* [10'. Some recent reports 
proposed that there is a relation between EL2 and EL6 defects'9"121. According to these reports, 
the atomic structure of EL2 and EL6 is assumed to be As^V^n,, and V^V^, respectively. 
Despite an enormous worldwide interest in these centers, a microscopic identification and 
explanation for their behaviors have not been provided so far. 

In this paper we report the annealing behaviors of the EL2 group and EL6 group in the 
undoped LEC semi-insulating GaAs by rapid thermal annealing (RAT) and normal furnace 
annealing. This work emphasizes that there is a direct relation between EL2 and EL6 groups in 
their microscopic structures. 

2. EXPERIMENT 

Good-quality commercial liquid-encapsulated Czochralski (LEC) SI-GaAs was used in this 
study. They were labeled as grown sample A and sample B annealed at 950'C for five hours. 
The wafer was cut into small pieces of approximately 5x5mm2 which served for PITS 
measurement"21. In order to take the PITS spectra, two ohmic contacts were made on each 
sample. They consisted of 0.5mm diameter spots sintered at 400'C for 5 minutes under H2 

atmosphere. Before fabricating ohmic contacts, the surface layers of 0.5 um thickness were 
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chemically etched in order to remove the thermally damaged layers. 
The A samples were annealed by the rapid thermal process at 500C-800^ for 10 

seconds under N2 atmosphere. The rate of elevated temperature was 100 "C/s. The PITS 
measurement was performed with a BIO-RAD DL4600 deep level transient spectroscopy 
system equipped to EG&G company 181 model current preamplifier. The wave length of pulse 
light is 850nm, the width 4 ms. 6V voltage was applied between two ohmic contacts. PITS 
temperature scan was from 77k to 400K. Changing rate windows, we obtained a series of PITS 
curves. 

The essential feature of PITS is the ability to set an emission rate window so that the 
measurement apparatus responds only when it sees a transient with a rate within this window. 
Thus, if the emission rate of a trap is varied by varying the sample temperature, the instrument 
will show a response peak (the peak intensity is proportional to trap concentration) at the 
temperature where the trap emission rate is within the window. If we take the Ln(en/T

2) as a 
function of temperature, where en is electron emissivity, by plotting Ln(en/T

2) vs. 1/T, the 
activation energy Ea and the capture cross section of the defects can be determined. 

3. RESULTS AND DISCUSSION 

Fig.l shows PITS signal for as-grown sample A and sample B annealed at 950 °C for five 
hours in our work. In Fig.l, PITS signal is represented by logarithmic coordinate, and the rate 
window is 20 s"1. Eight PITS peaks are obvious in Fig.l. Their activation energy Ea is shown 
in table 1. Because of the difficulty in separating hole traps and electron traps using PITS 
method, many workers'9131 grow n-type LEC GaAs in order to perform DLTS 
measurements and then assume that defects present in n-type GaAs are also present in SI 
material. 
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1     1      1       1       I 
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FIG.l. The PITS signal for SI-GaAs (a) sample A: as-grown 
(b) sample B: annealed at 950C, 5 h. 
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TABLE 1. The activation energy (E„) on LEC SI-GaAs studied in this work. 
Energy level EL9 EL8 EL6 EL5 EL4 Uband EL12 EL2 

Ec-Ea(eV) 0.24 0.27 0.38 0.42 0.54 ? 0.79 0.82 

Two midgap levels EL2 and EL 12 are the primary electron traps in SI-GaAs. U trap is composed 
of two close peaks. We could not resolve it sufficiently to measure its energy. The EL6 is also 
common electron trap in variant GaAs. From Fig.l we observe a significant change in PITS 
signal intensity, the intensity of EL6 and EL9 defects is much larger than that of EL2 and EL 12 
defects after annealing at 950°C for 5 hours, but energy position is almost not changed. On the 
one hand, the density of the EL2 and EL 12 defects in sample B is decreased compared with that 
in sample A. On the other hand, the density of EL6, EL8 and EL9 defects is increased. 

Fig.2 shows the PITS spectra for SI-GaAs sample rapidly annealed (10s) 
according to various temperatures. In Fig.2 the U level splits apart into two peaks after 500'C 
annealing. It is noticeable in Fig.l(a) and Fig.2 that the intensity of EL2 and EL 12 defects 
is increased and the intensity of EL6, EL8 and EL9 is decreased for RTA samples 
compared with those for as-grown crystal. This result is as contrasted with the change of 
Fig.l. It is important that   there   are   variations   for the intensity of these levels in   Fig.2. 

200 300 400 

T(K) 

FIG.2. PITS signals of sample A annealed for 10 s according to the annealing temperature. 
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Fig.3 represents PITS intensity variation of the deep levels in SI-GaAs as a 
function of annealing temperature. From Fig.3 there are similar variation trends in PITS 
intensity between EL2 and EL12, or among EL6, EL8 and EL9. The density of EL12 and EL2 
defects first increases and then gets saturated with increasing annealing temperature from 500 'C 
to 800-C. Weng et al. reports similar results1'41. For EL6, EL8 and EL9, the intensity of PITS 
signal reaches maxima at about 600^, then reduces. The variation of the EL4 and EL5 defects is 
similar to that of EL6 defect. But their variation is not so obvious as that of the EL6 defect. It is 
plausible that EL4 and EL5 defects are the complex which is related to EL6 defect and some 
impurities'151. 

soo 600 700 800 

T('C) 

FIG.3. PITS intensity of the defects in SI-GaAs as a function of annealing temperature (RTA). 
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From these annealing experimental results, it can be proposed that the EL2 and EL 12 
defects may have similar atomic structures because of their close energy positions and similar 
annealing behaviors. They can be ascribed to EL2 group. For the same reason, the EL6, EL8 and 
EL9 defects are ascribed to the EL6 group. On the other hand, it can be seen that there is a direct 
relation between the EL2 group and EL6 group in their annealing process. After thermal 
treatment at less then 900 'C, the density of EL6 group is reduced and the density of the EL2 
group raised. However, after thermal treatment at above 900 *C, the density of EL2 group 
decreases and the density of EL6 increases. It is possible that some of EL2 defect dissociates 
above 900 "C. According to the above, structure of EL2 and EL6 may be AS^V^VQ, and V^V^,. 

There is great strain force in LEC GaAs crystal grown from an As-rich melt. They promote 
the formation of the dislocation and the storage of total strain energy in cooling process"61. A 
reduction in the total strain energy of a system should result from the formation of a defect 
complex, which will therefore be facilitated in the neighborhood of a dislocation where lattice 
distortion exists. During thermal process at less than 900 °C, both As^, and V^V^ can move to 
form AS^V^VQ, under the action of strain energy. Increasing annealing temperature, the 
density of the EL2 defect is toward saturation. In our experiment, above 900'C temperature, 
especially long time annealing, ASCV^VG, dissociates to form As^, and V^VQ,. The EL6 may 
have the V^VQ, structure. In Fig.3 after RTA at 600 "C both EL2 and EL6 defects increase. 
It may be because of V^V^, multiplying during the movement of the dislocations'181. The 
increase of the EL6 may be in excess of the decrease of EL6 due to forming the EL2 defect. 

4. CONCLUSION 

The technique of photo induced transient spectroscopy has been used to observe thermal 
behaviors of deep-level defects in annealed SI-GaAs. With isochronic rapid thermal annealing 
at temperatures ranging from 500 "C to 800'C, PITS signals of EL2 and EL 12 strengthen 
first and then get saturated, and those of EL6, EL8 and EL9 reach maxima at 600'Cor so and 
then weaken. These indicate that they may respectively be close in structures and belong to EL2 
and EL6 group. On the other hand, after RTA (lower than 900'C), the quantity of defects of the 
EL2 group increases, while that of the EL6 group decreases, compared with the case of as-grown 
samples. By furnace annealing, however, defects of the EL2 group decrease, while defects of 
the EL6 group increase. From the experiment, it can be seen that the EL2 group (EL2, EL 12) 
and the EL6 group (EL6, EL8 and EL9) are related in microscopic structure. And it 
might   be reasonable assuming that EL2 is AsGaVAsVGa and EL6 is VAsVGa. 
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ABSTRACT 

The built-in electric fields in a MBE grown 5-doped GaAs homojunction have been 
investigated by the techniques of photoreflectance and phase suppression. Two Franz-Keldysh 
oscillation features originating from two different fields in the structure superimpose with each 
other in the photoreflectance spectrum. By properly selecting the reference phase of the lock-in 
amplifier, one of the features can be suppressed, thus enabling us to determine the electric fields 
from two different regions. We have demonstrated that only two PR spectra, in-phase and out- 
phase components, are needed to find the phase angle which suppresses one of the features. The 

electric field in the top layer is 3.5 ± 0.2 x 105 V/cm, which is in good agreement with theoretical 

calculation. The electric field in the buffer layer is 1.2 ±0.1 x 104 V/cm, which suggests the 
existence of interface states at the buffer/substrate interface. 

1. INTRODUCTION 

In recent years, the capability of confining in a very narrow region is of great interest for 
many device applications. The 5-function-like doped structures have received a great deal of 
interest as a means of obtaining two-dimensional electron gas (2DEG) system. The 5-doping 
technique represents the ultimate control of a dopant profile and certainly will play an important 
role in future quantum-electronic and quantum-photonic device research. 

Modulation spectroscopy has become an important technique in characterization of bulk 

semiconductors, semiconductor thin films and heterostructures " . It provides an accurate 

method for determining the energy gap ' , quantum transition ' , built-in surface or interface 

electric field '   as well as doping concentrations in these systems. Photoreflectance (PR) is a 
particularly useful tool for device characterization since it is non-destructive and contactless, 
requires no special mounting of sample, and can be performed in a variety of transparent 

2 4 
ambients '     Recently, there has been a growing interest in the applications of PR to the 

investigation of real devices such as InGaAs/GaAs , and GaAs/GaAlAs '   heterojunction bipolar 

transistors (HBT), and GalnP/GaAs heterojunctions . 
Since modulation spectroscopy is an AC method representing the optical response of the 

system to the modulating parameter, there is also important information embedded in the 
temporal response, such as reference phase and modulation frequency. These parameters can also 

be used to separate mixed features. For example, Krystek et al. have reported a frequency 
dependent study of PR signals from the collector and emitter regions of a GaAs/GaAlAs 
heterojunction bipolar transistor (HBT) and found the time constant of the emitter region is more 

than an order of magnitude greater than that of the collector region. Zhou et al.    have reported 
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a PR investigation of near interface properties in semi-insulation InP substrates and epitaxial 
grown InGaAs and InAlAs. By properly choosing the reference phase, they were able to separate 
Franz-Keldysh (FKO) features from exciton peaks. A similar method has been used by Lipsanen 

et al.    and Alperovich et al.    . 
In this report, PR was employed to investigate the built-in electric fields in a (100) 5- 

doped GaAs homojunction. There are two Franz-Keldysh oscillation features originating from 
two different fields existing simultaneously in the buffer layer and top layer of this structure. By 
properly selecting the reference phase, we exacted one of the features from the spectrum and 
thus determine both fields. 

2. EXPERIMENT 

The 5(N )  structure used  in this  study was grown by  molecular beam  epitaxy 
12 13 

(MBE)    '    . A 0.6 urn thick undoped GaAs buffer layer was fabricated on an undoped liquid- 

encapsulated Czochraski (LEC) <100> semi-insulated GaAs substrate. Next, a 5(N ) doping 
13      -2 

layer of density 1.5 X 10     cm    was grown on top of the buffer layer, and subsequently 
followed by a 200 Ä thick undoped GaAs top layer. The host growth temperature was kept 
constant at Ts= 580 °C, except during the growth of the 5-doping layer when it was reduced to 

450 "C.The thickness was determined by the growth conditions, the growth rate is 1 um/hr. 

A standard arrangement of photoreflectance apparatus were used in this study. The 
probe beam consisted of a Xe lamp and a quarter meter monochromator combination. A He-Ne 

laser served as the pumping beam. In order to eliminate the photovoltaic effect    , the probe 
2 

beam was defocused on the sample and kept below 15 uW/cm   and the pump beam was kept 
2 

below 20 uW/cm ■ The detection scheme consisted of an InGaAs photo detector and a lock-in 
amplifier. The modulated reflectance signals, AR/R were processed by the lock-in amplifier and 
PC computer. All measurements were performed at room temperature (300 K) and at a 
modulation frequency of f2m=200 Hz. 

There are two Franz-Keldysh oscillation features in the PR spectrum originating from two 
different electric fields existing simultaneously in the buffer layer and top layer of the sample. By 
properly selecting the reference phase of lock-in amplifier, we extracted one of the features from 
the spectrum and thus determine both electric fields. 

3. THEORY 

In PR, the surface electric field is modulated through the photo injection of electron-hole 
pairs via a chopped incident laser beam. The lineshape of the PR signal, AR/R is directly related 
to the perturbed complex dielectric function. For a moderate electric field, the PR spectrum 
exhibits a series of oscillations, termed Franz-Keldysh oscillations (FKOs). A material's surface or 
interface electric field can be determined by the positions of FKO extrema, which are given 
,   7,17 
by 

m=(4/3)[(En-E)/M2)f2+0 (1) 
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where n, E„, Enand 0 are, respectively, the index of the ntn extrema, the energy gap, the photon 

energy of the ntn extrema and an arbitrary phase factor. The quantity, hCl, is the electro-optical 
energy, defined as: 

(SQ)3=(e«F)2/2n (2) 

where e and u represent, respectively, the electron charge and the reduced interband electron and 
heavy hole pair effective mass in the direction of electric field F, which was (100) in our study. 

The PR modulation under a square wave pump is not between two finite electric fields, 
1 o 

but rather a complex wave form . The output from a lock-in amplifier is the fundamental 
harmonic response, 

^%M = we'1** ± \T^le-^dt] (3) 
Jo       K 

where T is the period, (j)ref is the reference phase with respect to the phase of the chopped laser 

beam. <j>ref =0 and nil give the in-phase and the quadrature components of the lock-in amplifier 

output, respectively. Under small modulation, Eq. (3) can be simplified to 

jH*w-?'i<E'|i>rtr"«'-w (4) 

tli 
where Lj(E,F;) is the lineshape at Q.m = 0 for signal from the i    region, Fj is the electric field, TJ 

is the characteristic time constant, and §[ is the phase delay given by : 

<j>j = -arctan(27iQmtj) (5) 

If the time constants associated with various regions of the sample are different, Eq. (4) 
yields a different lineshape for the in-phase and out-phase signals. For example, a "slower" signal 
(larger TJ) is more pronounced in the quadrature components, while a "faster" one is more 

pronounced in the in-phase component. Eq. (4) also shows the possibility of suppressing one of 

the features (from the i region) by selecting (<(>ref - §\)= jc/2 and to extract the other features 

(from the j    region) as long as TJ * TJ. It can be proven that 

AR(E,nm,(|iref)        AR(E,nm,0) AR(E,nm,jt/2)    . 
 R = R^cos((t>ref) + if sin(<|>ref) (6) 

AR(E,nm,0)          AR(EAn.t/2) 
where ^  and ^  are the in-phase and the quadrature components of the 

lock-in output, respectively. Therefore, the output in a lock-in amplifier can be represented as a 
vector in the reference phase space. Illustrated in Fig. 1 is a vector representation of two signals 
(FKO-A and FKO-B) with different phase delay. The vector sum of them is shown by FKO-AB. 
Its projection on x (y axis) represent the in-phase (out-phase) signal. In a new reference phase 
frame (<j>ref) with OX' perpendicular to FKO-B, the projection of FKO-B on OX' is zero while 

FKO-A still has significant projection on OX'. Therefore, FKO-B can be extracted. It is 
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important to note that it is not necessary to take many spectra at different phases to find this 
angle (<j>ref). In fact, only two measurements (in-phase and quadrature) are enough. One can use 

Eq. (6) to generate a series of spectra at various angles, examine them, and pick one which 
suppresses one of the components. The surface potential barrier Vm can be determined from 

19,20 

Fig. 1 Vector representation of the two FKO 
signals with different phase delay. 

Vm = Fd+kT/q+SCC (7) 

where d, k, T, q and SCC are thickness of the undoped top layer, Boltzman constant, 
temperature, electron charge and the space charge layer correction term, respectively. 

4. RESULTS AND DISCUSSION 

Fig. 2 shows the band diagram of the (100) 8-doped GaAs structure. Two uniform electric fields 
F^ and Fß exist simultaneously in the buffer layer and in the undoped top layer, respectively. 

Shown in Fig. 3(a) is the in-phase PR spectrum from the sample. Two FKOs with different 
periods superimpose with each other in the spectrum. The quadrature component is plotted in Fig. 
3(b). Although this spectrum still contains two superimposed FKOs, the short period oscillation 
is much less noticeable. Located in the vicinity of 1.42 eV is the excitonic feature. Comparing the 
in-phase spectrum with the out-phase spectrum, the excitonic feature has opposite signs in the 
two spectra. Shown in Fig. 3 (c) by a dashed line is a computer generated spectrum at <|)ref=670 

using the in-phase and out-phase spectra of Fig. 3(a) and (b). In this case, the signal of the longer 
period FKOs disappears and the shorter period FKOs remains. Also shown in Fig. 3 (d) by a 
solid line is the experimental result from a re-scan at a phase angle of <|>ref =67° , which is in 

good agreement with the calculated lineshape. We designate this feature as FKO-A. Using the in- 
phase and out-phase spectra again, we found that FKO-A is suppressed at phase angle <t>ref=85°. 

In this case the longer period FKOs remain and we designate it as FKO-B. From the reference 
phase which suppressed FKO-A (FKO-B), we found that the phase delay for FKO-A (FKO-B) is 
♦A = "5° OfcA = "23°) The characteristic time constant for FKO-A and FKO-B were deduced 

from Eq. (5) to be 70 |is and 340 us, respectively. These time constants are related to the limiting 
processes of discharge and recharge of the surface/interface states, such as thermoionic emission 
over the potential barriers, emission of charges from the surface/interface states/traps, etc. Since 
the density of the interface states in an MBE grown sample is typically less than the density of the 
surface states, we assign that fast process (FKO-A) to the buffer region, while the slower process 
(FKO-B) to the top undoped region. Plotted in Fig. 4 by triangle (squares) is the quantity 

3/9 
(4/37t)(En-Eg)      as a function of index n for the related FKO-A (FKO-B). The solid lines are 
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top layer 

Fig. 2 Illustration of the band diagram of 
the 8-doped GaAs sample. 

Photon Energy (e\0 

Fig. 3 Room temperature photoreflectance spectra 
from the 8-doped GaAs sample, (a) in phase 
signal; (b) out phase signal;(c)computer 
generated spectrum at a phase angle of <|)ref 

=67°, (d) experimental result from a re-scan 
at the same phase angle. 

least-squares fits to a linear function (Eq. (1)) which yield the value of ft Cl and hence the electric 

fields. The values deduced by Eq. (2) are 1.2+0.1 xlO4 and 3.5+0.2 xlO5 V/cm for FKO-A and 
FKO-B, respectively. The surface potential barrier Vm can be determined from Eq. (7) is 0.71 

eV indicating that the surface Fermi level is pinned at the midgap, which is in good agreement 
with the reported values. From the field in the buffer layer, we calculated the Fermi level position 
at the buffer/SI-substrate interface and found it is at 0.75 eV below the conduction band edge. 
This position is lower than the Cr impurity level position (0.63 eV below conduction band) in the 
Si-substrate interface. 

FKOB 

0ÜC 

■ 
tune 

"*"/' 
/                                   FKOA 0.KM 

^" 
■                 ■ 

<ill Fig. 4 The quantity mW<fi.S\% a function 
of index n. Triangle: FKO-A; square: 
FKO-B. The solid lines are least-squares 
fits to a linear function. 

5. CONCLUSIONS 

In conclusion, we have used the reference phase of the lock-in amplifier and phase 
suppression technique to resolve the two FKO features. We have demonstrated that only two PR 
spectra, in-phase and quadrature components, are needed to find the phase angle which 
suppresses one of the features enabling us to determine the electric fields from the two regions 

unambiguously. The electric field in the top layer is 3.5+0.2 xlO   V/cm, which is in good 
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4 
agreement with theoretical calculations. The electric field in the buffer layer is 1.2±0.1 xlO 
V/cm, which suggests the existence of interface states at the buffer/substrate interface. 
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ABSTRACT 

Device quality epitaxial layers of undoped GaAs were grown by MOCVD 
technique, on both semi-insulating and semi-conducting GaAs substrates with (100) 
orientation, offset by 2° towards (110) direction. Systematic variation of As/Ga was 
performed to gain an understanding of growth process, type of formation and other 
related physical properties. The films were characterized by using the variety of 
techniques, such as SEM, EDAX, HRTEM, XRD, and PL. Optical and electrical 
properties of undoped GaAs epilayers are presented with reference to the growth 
conditions and AsH3/TMGa ratio. Photoluminescence measurements of GaAs epilayers 
were recorded at 4.2K and shows the emission of free exciton and confirmed their high 
purity. The dominant residual impurities in GaAs are presented by using PL. Finally, 
electrochemical depth profiling exhibited almost homogeneous background carrier 
distribution and excellent abruptness between the thin GaAs epilayer and substrate. 

INTRODUCTION 

Metal Organic Vapor Phase Epitaxy (MOVPE) is widely used for the epitaxial 
growth of GaAs and related ni-V compounds and their heterostructures. In particular, the 
use of such high quality epilayers, an optoelectronic, microwave, and high speed digital 
circuits[l] has given very excellent results. In addition, this famih/(AlGaAs/GaAs) of 
compounds also promise number of interesting properties such as high mobility, resonant 
tunneling, and fractional Hall effect etc. Numerous attempts have been made for 
developing epitaxial layers of GaAs, AlGaAs and to apply the MOVPE layers to 
development of advanced devices ,such as, high electron mobility transistors (HEMTs)[2], 
multiple-quantum well (MQW)[2] and other electronic and optoelectronic devices. With 
all the success in the area of device development, the optimization process for obtaining 
high quality GaAs epilayers still remains unsolved. It has not been clearly understood what 
are the limiting factors that determine the layer quality. In order to achieve good 
performance of the device, high quality epitaxial layers are essential to satisfy the device 
requirements. Present paper reports the results from the growth and characterization of 
undoped GaAs epilayers and discusses a close process-property correlation. 
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EXPERIMENTAL 

Undoped GaAs epitaxial layers were grown in a low pressure horizontal MOCVD 
reactor. The source materials were palladium-purified H2, Trimethylgallium(TMGa) and 
Arsine(AsH3, 100%). Both semi-insulating (Cr-doped) (100) GaAs and Si-doped n+-GaAs 
(100) substrates misoriented towards [110] direction offset by 2°, were used for epitaxial 
growth process. Each substrates was thoroughly degreased and cleaned and given a brief 
1:1:10 HbC^EfcSO^FfcO to remove surface oxide and residual contamination. Prior to 
initiation of growth and after the temperature of the susceptor reaches 350°C, AsH3 flow 
was initiated to avoid arsenic escape from the substrate and was maintained throughout 
the growth process. Once the desired temperature was reached, TMGa was introduced 
into the reaction chamber to initiate growth. The growth rate was linearly dependent on 
the flow rate of TMGa in the growth chamber. For reduced pressure growth, the exit of 
the reactor was connected to the high capacity vacuum pump. The pressure in the reactor 
tube was maintained at 100 Torr. After the completion of growth, the flow of TMGa was 
cut-off and AsH3 flow was maintained until the temperature cooled below 350°C. The 
unspent reactants were cracked by using cracking furnace at a temperature of 800°C and 
the process gasses were allowed to go directly to the activated charcoal scrubber. The 
total flow rate was about 2.5 SLPM. The V/HI ratios of the samples were varied from 21 
to 80. 

Photoluminescence (PL) measurements were carried out at 4.2K using a MTDAC 
Fourier Transform PL (FTPL) system An Argon ion laser operating at a wavelength of 
5145A° was used as a source of excitation. The exposed area was about 3mm2. PL signal 
was detected by a LN2 cooled Ge-Photodector whose operating range is about 0.75- 
1.9eV, whole resolution was kept at 0.5meV. 

RESULTS AND DISCUSSION 

The undoped GaAs epilayers were characterized in terms of structures, surface 
morphology, optical and electrical properties. 

Surface Quality 

The surface of epilayers is greatly influenced by the growth parameters, such as, 
pressure inside the reactor tube, growth temperature, substrate orientation, AsH3/TMGa 
mole ratio[3] etc. In the case of growth on (100) oriented GaAs substrates, mirror-like 
surfaces as viewed by the naked eye can be obtained over a wide range of V/Tu ratios. But 
by using optical microscopic observation some of the samples shows the white spot on the 
surface, may be considered as hillocks. Since the temperature of the growth process was 
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kept at 700°C, the mirror-like surfaces, as viewed by naked eye on (100)GaAs was 
obtained. 

Some of the samples were grown under constant AsH3 flow rate, the stoichiometry 
of the samples was found to be unchanged, as observed by Energy Dispersive Analysis of 
X-rays (EDAX). The other sets of samples were grown by varying the AsH3 flow rate 
while the TMGa flow rate kept constant. In this case the stoichiometry of samples was 
found to be changed. The thickness of each layer was varied by varying TMGa flow rate, 
and the typical growth rate was about 20A7sec. The thickness was measured by cross- 
sectional Scanning Electron Microscopy (SEM). Cross-sectional SEM (Fig.l) studies on 
undoped GaAs films exhibit a uniform smooth surface, a dense cross-section and a clear 

Fig.l:   Cross-sectional SEM pattern of 
epi-GaAs film/substrate 

Fig.2:    Selective area diffraction pattern 
of epi-GaAs film. 

interface between the film and substrate. The compositional homogeneity of the films was 
quantified in terms of estimating the Ga/As ratio, using EDAX analysis. Results indicated 
a near stoichiometric Ga/As ratio, irrespective of the flow ratios of incoming gas 
precursors. 

Besides conventional structural studies by using Double Crystal X-ray Diffraction 
(DCXRD), the epitaxial growth of the films was established by High Resolution 
Transmission Electron Microscopy (HRTEM) selective area diffraction studies, and the 
typical data is presented in Fig.2. It was observed by lattice indexing that our MOCVD 
growth layers of GaAs, in the present growth conditions, clearly exhibits epitaxial growth 
in (100) direction normal to the substrate surface. The film was further envisaged in terms 
of observing the lattice imaging by HRTEM, to visualize the atomic arrangement. The 
results are shown in Fig.3, for a typical film, which clearly exhibited a lattice for GaAs, 
consistent to give zinc blend structure. 
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Fig.3: HRTEM lattice imaging of epi-GaAs film. 

Optical Properties 

The Photoluminescence (PL) spectroscopy is used for concerning the type, 
distribution of defects and impurity in a crystal. Typical photoluminescence spectra 
observed in the near band-edge region can be seen in Fig.4. Two characteristic 
photoluminescence bands were obtained from all the samples: the exciton complexes and 
the acceptor related transitions. In the exciton related region, these peaks are identified as 
the radiative recombination of a free exciton (FE) (1.5151eV), exciton bound to neutral 
donor (D°,X)(1.5141eV),an ionized donor (D+,X)(1.5133eV), and exciton bound to 
neutral acceptor(A°,X)(1.5125eV). Since the emission due to the free exciton was 
observed from our samples, it confirmed their high purity[4,5]. 

The other photoluminescence bands were observed around 1.49eV(GaAs acceptor 
related region). The FWHM of this band was 3.0meV. Two of the more common 
impurities incorporated during the MOCVD growth of undoped GaAs epilayer are 
identified C and Zn[6]. The photoluminescence peaks at 1.490 eV and 1.4933eV( weak 
shoulder compared to peak intensity at 1.490eV at 4.2K) are due to the donor-to-acceptor 
transition (DA) and the conduction band-to-acceptor (also called free -to-bound, FB) 
transition, respectively. At very low temperatures(e.g.4.2K), the donor originated 
transition (DA) dominate over the conduction band originated transition (FB) and when 
the temperature is increased from 4.2K, DA pair intensity decreases rapidly because of the 
donor ionization energy. 

To observe the effect of V/m ratios on impurity incorporation in GaAs epilayers, 
we have shown in Fig.5 the peak intensity of the( D°A°) t transition due to carbon and the 
peak intensities of the (D°,X) and (A°,X) as a function of V/m ratios. From the figure it is 
seen that the intensities of the luminescence lines due to the (D°X), (A°X), and (D°A°)(C) 
are strongly dependent on the V/D3 ratios. The intensity of the D°A°(C) transition 
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Fig.4: PL spectrum of MOCVD 
grown epi-GaAs film. 

Fig.5:    PL intensities of (D°A°), (A°X), 
(D°X) vs. V/m ratios 

decreases with increasing V/m ratio, which is expected since C substitutes on As site as 
an acceptor. Nevertheless, the donor/acceptor exciton ratios increases with increasing 
V/m ratios indicating more donor incorporation and hence more n-type behavior. 
Therefore, the density of C atoms incorporated in epilayers is low under our growth 
conditions. Similar behavior was observed in GaAs films at 50Torr growth pressure. 

Electrical Properties 

Electrical characterization can give considerable information about the purity of 
the epitaxial layers. Such information is important for the growth process as well as the 
high quality epitaxial layers for device applications. Hall effect by Van der Pauw method 
was utilized to measure carrier concentration and mobility of the epitaxial films at room 
temperature. The measured carrier concentrations and room temperature mobilities of n- 
type and p-type samples are 1015 cm3, 4500cm2/V-sec at V/m=55.6 and 7*1015 cm'3' 
400cm2/V-sec (V/m=21), respectively. The electrical properties of GaAs epilayers vary 
with V/EI ratios, as illustrated in Fig.6. At low V/m ratio, the sample is p-type and 
converts to n-type at higher ratios which is consistent with the literature[6] and also can 
correlate with PL spectra at 4.2K 

Electrochemical Capacitance-Voltage (ECV) profiler was used to determine the 
carrier concentration of undoped GaAs layers, type of formation and abruptness between 
the 3.5(xm thin GaAs epilayer and substrate. The results are presented in Fig.7, which 
clearly establish an abrupt and unreacted interface, which is an essential requirement for 
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Fig.7: ECV depth profiling of back ground 
impurity for MOCVD grown epi-GaAs film. 

multilayer   structure  development,   such   as  in  heterostructure  lasers,   MQWs  and 
optoelectronic devices. 

CONCLUSION 

Device quality epilayers of undoped GaAs were grown by MOCVD, with excellent 
smooth surface of n and p type films were successfully grown, by varying As/Ga mole 
ratios. Studies of photoluminescence at 4.2K indicates the emission of free exciton and 
confirmed the high quality of the films. Epitaxy was confirmed by HRTEM selective area 
diffraction and lattice imaging. Electrochemical depth profiling exhibited homogeneous 
background carrier distribution and excellent film/substrate interfaces. 
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FORMATION OF NEW SEMICONDUCTING Ge-Si-Fe ALLOY ON Si(100) AND 
ITS OPTICAL PROPERTIES 

H.Chen, P.Han, X.D.Huang, L.Q.Hu, Y.Shi, Y.D.Zheng 
Department of Physics, Nanjing University, Nanjing 210093, P.R.China 

ABSTRACT 

We report a new semiconducting Ge-Si-Fe alloy thin film grown on Si(100) by reactive 
deposition epitaxy(RDE) using high vacuum evaporation technique. AES and XRD results 
show that the new alloy can be regarded as a distorted /3-FeSi2 with the Ge participation. 
The direct band gap of the Ge-Si-Fe alloy was determined to be 0.83eV by optical 
transmission measurement, which means a red shift of band gap compared with that of 
0-FeSi2 (Eg=0.87eV). 

INTRODUCTION 

Recently, there is an increased interest in the use of SiGe layered material for 
integration with Si technology [1],[2]. The SiGe system has the potential for high speed 
and optical devices which may compensate for deficiencies of conventional Si devices. But, 
the biggest problem with SiGe when it comes to optoelectronic application is its indirect 
band structure. As a result, it is not a efficient light emitter. At the same time, we have 
noticed a promising material /3-FeSi2 as a semiconductor with a direct band structure 
[3],[4]. The band gap was measured to be 0.87eV, which makes it an ideal candidate 
material for both source and detector devices in the 1.3-1.6um wavelength range. In 
addition, the fabrication procedure is compatible with the silicon-based microelectronic 
technology, which reveals its brilliant prospects in the optoelectronic industry. 

So, the purpose for this work is based on such an idea that if we can combine the 
benefit of direct band structure of /3-FeSi2with today's developed SiGe techniques, chance 
is good that a new silicon-based semiconductor with some encouraging characters would 
be obtained. In other words, since the lattice parameters of Ge atom are larger than those 
of Si atom, when some Si atoms in the /}-FeSi2 lattice structure are replaced with Ge atom, 
a certain kind of lattice distortion will take place, thus resulting in respective changes of 
/3-FeSi2 band structure and especially a shift of band gap following the way opened for 
GeSi system in the last decade. 

EXPERIMENT 

As we know, the conventional methods of fabricating /3-FeSi2 thin films are solid phase 
epitaxy(SPE) or reactive deposition epitaxy(RDE), which include iron deposition process 
on silicon substrate and a post annealing procedure. In order to form the Ge-Si-Fe alloy, 
the RDE process based on Si^Ge^Si strain relaxed structure was attempted in our 
experimental work. During the solid phase reaction between iron layer and SiGe/Si 
structure, interfusion and recrystallization was supposed to take place at the same time to 

287 

Mat. Res. Soc. Symp. Proc. Vol. 421 c 1996 Materials Research Society 



form the new Ge-Si-Fe alloy on the silicon substrate. The whole process of Ge-Si-Fe alloy 
fabrication includes the SiGe strain relaxed layer preparation on Si substrate, iron 
deposition onto the SiGe layer and post annealing process. 

In the first step, a strain relaxed SiGe layer was grown epitaxially on silicon substrate 
by LPCVD method. A very low pressure chemical vapor deposition system (RTP/VLP- 
CVD) has been employed in this step. The procedure details of the growth system have 
been described elsewhere [5]. Auger electron spectroscopy(AES) shows the SiGe layer has 
been successfully grown on Silicon substrate with the Ge content of 7%. In the second 
step, the SiGe/Si structure was loaded into a high vacuum evaporation system , where iron 
film was deposited onto it later on. During the deposition process, the SiGe/Si structure 
was kept at 450°C . In the last step, an in-situ post annealing process was carried out with 
the SiGe/Si structure kept at 700°C for 30min in the high vacuum evaporation system. 
After the annealing precess, ex-situ Auger electron spectra(AES) determined that the 
thickness of the Ge-Si-Fe alloy film grown on silicon substrate was about 1200Ä . 

For comparison, a (lOO)oriented silicon substrate was loaded into the evaporation 
chamber together with the SiGe/Si structure to grown 0-FeSi2 Thin film under the same 
process conditions as control sample. 

RESULTS 

X-ray diffraction(XRD) measurement was, applied to investigate the structure character 
of the new Ge-Si-Fe alloy and ß-FeSi2. A comparison was made to show the difference. 
AES measurement gave the depth profiles of Si, Ge and Fe in the Ge-Si-Fe alloy. Finally, 
optical transmission measurement was also carried out to investigate optical properties 
of the new alloy. 

The Ge participation in the Ge-Si-Fe alloy was testified by comparing the depth profiles 
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Fig.l X-ray diffraction pattern for Ge-Si-Fe alloy thin film. 
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of Ge-Si-Fe alloy and /?-FeSi2 thin films. 
The comparison shows that the two depth 
profiles are very alike and the sum of Si 
and Ge percentage in Ge-Si-Fe alloy is very 
close to the Si percentage in ß-FeSi2, which 
gives evidence of the Ge replacement. 
According to the comparison, about 2.5% 
Si atoms in /3-FeSi2 was replaced by Ge 
atoms, thus forming the new alloy. 

XRD plot is shown in fig.l. It gives a set 
of diffraction peaks of Ge-Si-Fe alloy. The 
diffraction peaks are almost the same as 
those arising from /3-FeSi2 [6] thin film. 
Based on the XRD results and AES as 
well, it's natural for us to suggest that the 
distortion caused by the Ge replacement is 
so small that the changes of lattice 
parameters of/3-FeSi2 can't be detected by 
the XRD analysis due to the very low 
content of Ge in alloy film. For 
convenience, we continue to use the Miller 
indices   of   )3-FeSi2   to   represent   the 
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diffraction peaks of the Ge-Si-Fe alloy. Among the peaks, (220) peak is the most 
prominent one, sharp and intense, which implies a good crystal quality. The second most 
intense peak is (422) peak. Other weak peaks include (331), (400), (041), (511), (113), 
(024) and (600) peak, which can not be identified one by one in the figure due to the 
space limitation. 

Since the Ge-Si-Fe alloy thin film on silicon substrate has been regarded as slightly 
distorted )3-FeSi2 thin film according to AES and XRD measurement, an expression can 
be given to represent the new Ge-Si-Fe alloy. That is: 

jS-FeSi^Ge, 

Optical transmission spectroscopy technique was employed to study band structure of 
the Ge-Si-Fe alloy thin films in the range of 0.6-1.2eV. Fig.2 shows the transmission 
spectra of Ge-Si-Fe alloy and j8-FeSi2. Both Ge-Si-Fe alloy and /?-FeSi2 thin film exhibit 
a strong absorption, while the absorption edge of Ge-Si-Fe alloy is lower than that of ß- 
FeSi2. This result shows that Ge-Si-Fe is a new semiconducting material with the band gap 
a few meV lower than that of )3-FeSi2. The onset of absorption just below 0.6eV is due 
to extrinsic transitions involving defect states within the forbidden energy gap [6]. 
Absorption coefficient of Ge-Si-Fe alloy and /3-FeSi2 in fig.3 is deduced from the 
transmission data. A strong increase of absorption coefficient up to lO'cm"1 can be 
observed, which is consistent with the existence of a direct optical gap of the new alloy. 
In order to estimate the energy gap of Ge-Si-Fe alloy and to confirm the direct band 
nature of both )3-FeSi2 and Ge-Si-Fe alloy , plots of the absorption coefficient square 
versus the photon energy were made in Fig.4, which yield straight lines with the intercepts 
indicating the direct band gap of 0.83eV for Ge-Si-Fe alloy and 0.87eV for |8-FeSi2. 

CONCLUSION 

In short, a new semiconducting material Ge-Si-Fe alloy thin film has been achieved by 
using reactive deposition epitaxy(RDE) on SiGe strain relaxed layer. The new Ge-Si-Fe 
alloy exhibits exciting direct optical absorption near 0.83eV in the optical transmission 
measurement, which means a red shift of band gap compared with that of j3-FeSi2 thin 
film. It is suggested that by changing the content of Ge in the alloy, Ge-Si-Fe alloy with 
desired energy gap can be formed, following the way opened for GeSi system several years 
ago. It offers new choice for silicon-based optoelectronic device engineers to "tailor" the 
optoelectronic properties to the need. The first step has been taken to study the 
formation and properties of the new alloy in our research work, further investigation is 
quite necessary about the role of Ge atoms in the new alloy, the kinetics of fabrication 
process and the potential prospect of application. 
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ABSTRACT 

We report the effects of growth conditions on the strain and crystalline quality of low- 
temperature (LT) grown GaP films by gas-source molecular beam epitaxy. At temperatures 
below 160 °C, poly-crystalline GaP films are always obtained, regardless of the PH3 low rate 
used, while at temperatures above 160 °C, the material quality is affected by the PH3 flow rate. 
Contrary to compressively strained LT GaAs, high-resolution X-ray rocking curve measurement 
indicates a tensile strain of the LT GaP films, which is considered to be due to Poa antisite 
defects. The strain is found to be affected by the PH3 flow rate, the growth temperature, and 
post-growth annealing. Contrary to LT GaAs, no P precipitates are observed in cross-sectional 
transmission electron microscopy. 

INTRODUCTION 

Semiconductors grown at low temperature (LT) possess several unique features which 
are useful for optoelectronic device applications. For example, GaAs grown at - 200 °C and 
annealed at high temperature exhibits high resistivity, short carrier lifetime, and high mobility 
[1-5]. These properties are desirable for field-effect transistors, photodetectors, ultrafast 
switches, and other device applications [6-8]. On the other hand, LT InP is highly conductive, 
which has been utilized in n-type modulation doping in InP-based heterostructures without using 
an extrinsic dopant (e.g., Si) [9,10]. Little work, however, has been reported on LT GaP. 
Recently, Ramdani et al. [11] reported that LT GaP films are semi-insulating. Studies by He et 
al. [12] indicate that excess phosphorus of 0.6 ~ 2 at. % can be incorporated in LT GaP films. In 
this paper, we report a systematic study on the growth condition dependence of the crystalline 
quality, strain, and excess P in LT GaP. 

EXPERIMENTAL 

The samples were grown in a modified Varian GEN-II molecular beam epitaxy (MBE) 
system which can handle group-V hydrides. Pure PH3 thermally cracked at 950 °C was 
introduced into the growth chamber through an injector. Elemental Ga was used as the group-Ill 
source. Epi-ready (lOO)-oriented GaP:S substrates were used. After thermal cleaning at 650 °C, 
the substrate temperature was lowered to 140 ~ 350 °C under an overpressure of P2 before 
growth. The growth rate was 1 (im per hour. The PH3 flow rate used was in the range of 0.6 ~ 4 
seem. Reflection high-energy electron diffraction (RHEED) was used to monitor the growth 
mode. Ex-situ annealing was performed in forming gas (15% H2 and 85% N2). High-resolution 
X-ray rocking curve (XRC) was recorded using a Philips four-crystal X-ray diffractometer. A 
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Cambridge 360 scanning electron microscope (SEM) was used. Cross-sectional transmission 
electron microscopy (XTEM) photographs were taken using a JEOL 2000FX operated at 200 
kV and a JEOL CM30 operated at 300 kV. The samples were prepared using standard 
mechanical thinning and ion-milling techniques. 

RESULTS AND DISCUSSION 

The dependence of the growth mode of LT GaP films on growth temperature (140 °C ~ 
300 °C) and PH3 flow rate (0.6 seem ~ 3.8 seem) is shown in fig. 1. At temperatures below 160 
°C, LT GaP is poly-crystalline, independent of PH3 flow rate, while at temperatures above 160 
°C, it is single-crystalline when the PH3 flow rate is less than a certain value. Above that value, 
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Fig. 1 Growth condition dependence of the crystalline quality of LT GaP. 

GaP is poly-crystalline. Fig. 2 shows SEM images of GaP grown at 200 °C with a PH3 flow rate 
of (a) 0.8, (b) 2.4, and (c) 3.0 seem. We can see that at this growth temperature a smooth surface 
morphology (b) can be obtained only within a certain range of PH3 flow rate. At lower PH3 flow 
rate the surface consists of apparently Ga-rich droplets (a) or at higher flow rate it is P-rich (c). 
This is similar to the observations of LT-InP [13]. 

Fig. 2 SEM images of GaP grown at 200 °C with a PH3 flow rate of (a) 0.8, (b) 2.4, and (c) 3.0 
seem. The maker represents 2 (im. 
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Fig. 3 shows X-ray (400) rocking curves of 2.0-|im-thick GaP films grown at 200 °C 
with a PH3 flow rate of 2.4 seem or 1.5 seem. The latter shows only one diffraction peak, while 
the former shows two peaks. One is from the GaP substrate, and the other from the LT-GaP 
film. In order to determine which peak is that of the LT film, the epilayer was etched in a 
solution of H2S04:H202:H20 (8:1:1) at 60 °C for 2 min.. The XRC of the etched film is shown 
in fig. 3 as a dotted line. The intensity decrease of the peak located at the larger angle, after part 
of the epilayer was etched off, clearly demonstrates that it is the peak of the LT-GaP film. From 
this we know that the lattice constant of the LT-GaP is smaller than that of normal GaP by 
0.02%. This is different from LT-GaAs, where a lattice expansion was observed [14, 15]. The 
reason is considered to be due to atomic size difference. For LT III-V, the lattice constant 
change is mainly due to the incorporation of excess group-V species. In the case of LT-GaAs, 
since As atoms are bigger than Ga atoms, Asoa antisite defects will cause lattice dilation. For 
LT-GaP, on the other hand, as P atoms are smaller than Ga atoms, Poa antisites should result in 
lattice contraction. Our result, however, is contrary to that of Ramdani et al. [11], who claimed a 
lattice expansion of LT-GaP. We do not understand this discrepancy except we note that the X- 
ray linewidths of their substrate and epilayer are very broad. The XRC full width at half 
maximum (FWHM) of our GaP film is 18 arcsec, indicating high crystalline quality even though 
the growth temperature is low. This is further confirmed by XTEM observations discussed 
below. 
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Fig. 3 (400) XRCs of GaP films grown at 
200 °C with a PH3 flow rate of 2.4 seem 
or 1.5 seem. The dotted line is the result of 
the sample (PH3=2.4 seem) after part of the 
epilayer was etched away. 

-200 200 

Angle (arcsec) 

The excess P in the LT-GaP is plotted as a function of substrate temperature Ts and PH3 

flow rate in fig. 4 (a) and (b), respectively. The excess P was determined from strain-free lattice 
constant of LT GaP derived from XRC (400) and (511) reflections [16]. From the figures we 
can see that at a given Ts, the excess P in GaP depends on the PH3 flow rate, i.e., for PH3 less 
than 1.5 seem no excess P was detected, while for PH3 in the range of 1.6 ~ 2.0 seem, the excess 
P increases with PH3 flow rate. At a fixed PH3 flow rate, lowering the growth temperature leads 
to 
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an increase of the excess P in LT GaP films. Further increase of PH3 or decrease in Ts will result 
in polycrystalline film. 

Fig. 5 shows XRCs of the sample grown at 200 °C with a PH3 flow rate of 2.4 seem and 
annealed at different temperatures. Here the annealing time at each annealing temperature is 15 
min. From the figure, we can see the trend that increasing the annealing temperature leads 
progressively to a reduction and elimination of strain in the epilayers. This behavior is similar to 
annealed LT-GaAs, where a complete restoration of the lattice constant was obtained and was 
attributed to the redistribution of excess As and the formation of As precipitates[15], but it is 
different from that of Ramdani et al. [11], who observed only a 30 arcsec reduction in the X-ray 
peak separation upon annealing. 
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Fig. 6 (a) (110) XTEM image and (b) diffraction pattern of an annealed GaP film grown at 200 
°C with a PH3 flow rate of 2.4 seem. The annealing temperature is 600 CC, and the annealing 
time is 1 hr. 

Figs. 6 (a) and (b) are a cross-sectional TEM image and diffraction pattern, respectively, 
of the sample annealed at 600 °C. Due to excess P, the LT GaP shows a contrast from the 
substrate, which makes it possible to distinguish the LT GaP epilayer from the substrate. From 
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the figures we can see a high degree of crystalline perfection of the LT GaP film. However, no 
precipitates are observed. This could be due to the smaller amount of excess P incorporated 
(~ 0.26%) as compared with that of excess As in LT GaAs (~ 1%) [17,18]. 

SUMMARY 

In summary, we have studied the effects of substrate temperature and PH3 flow rate on 
the crystalline quality, strain, and excess P in LT GaP films. At Ts lower than 160 °C, LT GaP is 
poly-crystalline, independent of PH3 flow rate, while at Ts higher than 160 °C, the crystalline 
quality of LT GaP depends on PH3 flow rate. XRC results reveal a tensile strain in LT GaP 
films, possibly due to Pea antisite defects. The strain and the excess P increase as the PH3 flow 
rate increases, but decrease as the annealing temperature increases. XTEM observation of a 
sample annealed at 600 °C indicates high-quality single-crystalline LT GaP, but no P 
precipitates are detected. 
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ATOMIC FORCE MICROSCOPE CHEMICALLY INDUCED DIRECT 
PROCESSING 

B. N. SHIMBO, S. KOMAROV, B. J. VARTANIAN, Y. OKADA, J. S. HARRIS, Jr. 
Solid State Laboratory, Stanford University, Stanford, CA 94305 

ABSTRACT 

Interest in room-temperature operable quantum effect devices has created a need for simple 
and inexpensive nanofabrication techniques. By applying a bias to a conductive AFM tip, we 
have succeeded in fabricating narrow (-30 nm) oxide lines on a variety of metal and III-V 
semiconductor substrates. The effects of different drawing parameters such as tip bias, 
translation speed, ambient atmosphere, and substrate doping on line quality were explored. 

INTRODUCTION 

There is a growing interest in quantum effect electronic devices whose features are 
noticeable at room temperature. The primary fabrication requirement for such devices is 
uniform dimensions on the order of 10 nm. Crystal growth methods such as molecular beam 
epitaxy provide monolayer control in the vertical direction, but techniques for controlling lateral 
dimensions remain limited. Although optical, x-ray, and e-beam lithography processes may 
approach these small dimensions, they will only do so at great cost. Furthermore, once 
patterns have been lithographically defined, conventional etching techniques both damage 
surfaces and fail to provide sufficient dimensional uniformity. We seek a simple and 
inexpensive method for fabricating nanometer-scale devices. 

The scanning tunneling microscope's (STM) capability for surface modification was 
realized shortly after its development as a tool for microscopy. The STM has been used to 
oxidize fine lines in Si for use as etch masks [1]. Additionally, in an ultra high vacuum STM 
system, Si oxide linewidths as narrow as 1 nm have been reported [2]. The atomic force 
microscope (AFM) became an attractive candidate for similar work because, unlike the STM, it 
allows for independent control over the tip-substrate spacing and the writing voltage. AFM- 
induced oxide lines have been used as etch masks to create Si MOSFETs [3] and side-gated 
FETs [4]. On a Ti substrate, room temperature-operable single-electron transistors with 15 nm 
features have also been fabricated [5], One aspect that made this project unique was that AFM- 
generated oxides were used as integral parts of the device, and not just as a step in the 
fabrication process. 

EXPERIMENT 

By applying a voltage to a conductive AFM tip, we create an intense, localized electric field 
at the substrate. We believe that there are two processes working in parallel that lead to 
oxidation, anodization through a thin film of water adsorbed to the surface of the substrate [6], 
and field-enhanced oxidation that helps ionized water molecules diffuse through existing oxide 
to the substrate surface [7]. 

Using a Digital Instruments AFM with doped silicon tips, we have succeeded in drawing 
oxide lines on GaAs, AlGaAs, InGaAs, Ti, and NiAl substrates. We have conducted an 
investigation of the drawing parameters of tip voltage, translation speed, ambient atmosphere, 
and substrate doping. A computer script directed the AFM to draw pairs of 1 |im-long lines, 
one left-to-right, and another right-to-left, at tip voltages from 4 - 12 V. Cross-sectional 
measurements of line width and height were taken at three different points on the lines. The 
full line pattern was drawn for tip translation speeds ranging from 0.1 - 1.0 |j.m/sec. Ambient 
atmosphere effects were tested by placing a small drop of warm water on one corner of the 
substrate to increase the local humidity. The influence of doping was tested by drawing 
patterns on two GaAs substrates, the first undoped and the second Si-doped to 5xl017 cm'7. 
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RESULTS 

The results agreed well with physical intuition. As shown in Figure 1, higher tip voltages 
resulted in wider and thicker oxide lines, with the difference being more prominent at lower 
writing speeds. The higher voltage likely enhanced both the anodization and ion diffusion 
processes. Figure 1 also shows how faster writing speeds led to thinner lines, as the tip spent 
less time over the oxidizing areas. The more humid atmosphere also resulted in wider and 
thicker lines, as shown in Figure 2. Increasing the water concentration around the tip likely 
provided a larger supply of oxidation reactants. Finally, the AFM image of Figure 3 
demonstrates that increasing the conductivity of the substrate surface through increased doping 
led to thicker, more continuous oxide lines. 

Line Height 

9       10 
Writing Voltage (V) 

(a) 
Wriline Voltage (V) 

(b) 

Figure 1. The effect of AFM tip voltage and tip translation speed on line width (a) and height 
(b). Both line width and height increase with higher tip voltages and slower translation speeds. 
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Figure 2. The effect of the ambient atmosphere on line width (a) and height (b). Both line 
width and height increase in a more humid atmosphere. 
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(a) (b) 

Figure 3. AFM images showing the effect of substrate doping on oxide lines drawn on an 
undoped GaAs substrate (a) and a GaAs substrate Si-doped to 5x10" cm"5 (b). The higher 
substrate conductivity appears to improve oxide line continuity and increase line width and 

height. 

As can be seen from the spread in the data, the line width and height often varied over a 
wide range. Inhomogeneous substrate surfaces are a likely culprit and we are investigating 
different surface preparation schemes to smooth and passivate the substrate prior to AFM 
oxidation. 

CONCLUSIONS 

We have used an AFM to draw narrow oxide lines on a variety of metal and III-V 
semiconductor substrates, and explored the effects of a number of drawing parameters. 
Though lines as narrow at 30 nm have been produced, the lines are not yet sufficiently narrow 
nor controlled. Rurther optimization of drawing parameters will be required before the system 
is fully suitable for nanofabrication. 
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ABSTRACT 

High microwave power (1000W) Electron Cyclotron Resonance (ECR) Cl2/Ar plasma 
produce etch rates for IriojGaosP, Al05In05P and Alo.5Gao.5P of ~lum/min. at low pressure 
(1.5mTorr), moderate rf power levels (150W) and room temperature. Addition of Cl2 into Ar 
makes much smoother etched surface morphology as well as increasing the etch rate. All 
parameters, including microwave power, chamber pressure and rf power increase the etch rate of 
these alloys. Especially, there is at least a minimum rf power in order to get much higher etch 
rate with increasing microwave power. AlGaP in Cl2/Ar discharges has lower etch rates than 
InGaP or AllnP, which is similar to the results based on CH4/H2/Ar plasma chemistries. The 
Cl2/Ar chemistry enables smooth, high-rate etching without the need for polymer addition and 
thus simplifies the processing. 

INTRODUCTION 

The InGaAlP materials system is gaining in importance for photonic and electronic 
devices such as the commercially significant 600-680 ran light-emitting diodes (LEDs) and 
lasers and high electron mobility transistors (HEMTs)/1"20 In particular (AlxGa1_x)o.5iIn0 49P 
lattice matched to GaAs is an extremely useful alloy since the direct bandgap can be varied from 
1.9 eV for the ternary Ino.49Gao.51P to -2.3 eV for (Alo.66Ga0.34)o.5iIno.49P.(1'I7) A lot of attention 
has been focused on growth (and ordering) of InGaP and AllnP for use in the visible LEDs and 
vertical cavity surface emitting lasers, while InGaP/GaAs heterojunction bipolar transistors 
and HEMTs have shown numerous advantages over comparable AlGaAs/GaAs devices 
particularly because InGaP has lower impurity contents and surface recombination 
velocities/8"12'19» 

Several recent publications have reported on development of selective and non-selective 
wet chemical etches for InGaP, AllnP and AlGaP, implant doping and isolation   '   , and 
ohmic contact technology. Less attention has been paid to the development of dry etching for 
these alloys. The CH4/H2 plasma chemistry provides smooth etching of all III-V semiconductor 
at slow rates (< 500Ä min"1), but the more aggressive Cl2 -based discharges are generally not 
suitable for In-containing materials unless sample heating above -150 °C is employed to enhance 
desorption of the InCl3 etch product. Previous work has reported that ternary and quaternary 
materials in this system can be etched in Cl2/CH4/H2/Ar discharges/291 A recent report on use of 
BC13/N2 high ion density plasmas demonstrated etch rates approaching lum min" for InGaP at 
100 °C, showing that efficient ion-assisted sputtering conditions can reduce the temperature 
required for etch product desorption. In this paper we show that a simple Cl2/Ar plasma 
chemistry produces smooth, high-rate (> lum min1) etching of InGaP and AllnP under high ion 
density conditions. Much lower rates are obtained with AlGaP, which appears to correlate with 
the higher average bond strength in this material. This suggests that thin pseudomorphic AlGaP 
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EXPERIMENTAL 

Latticed matched layers of undoped Irio^pGao.siP and Alo.5Ino.5P were grown on semi- 
(31) insulating GaAs by both Metal Organic Chemical Vapor Deposition (MOCVD) or Metal 

Organic Molecular Beam Epitaxy (MOMBE), using trimethylindium, trimethylamine alane, 
triethylgallium and phosphine. Layers of Al0 5Gao 5P were grown on Si substrates by MOMBE - 
since there is substantial lattice mismatch at this composition , the films contained threading 
dislocations at densities of 109 - 1010 cm"2. The area around these defects did not show any 
preferential etching effects. There was also no measurable difference in etch rates of InGaP and 
AHnP grown by either epitaxial technique. 

Samples were lithographically patterned with AZ5209E photoresist and etched in a load- 
locked Plasma Therm SLR 770 system. The samples are mechanically clamped to an rf-biased 
(13.56GHz), He backside cooled chuck held at 22 C. The discharge is generated in a low profile 
Electron Cyclotron Resonance (ECR) electromagnet source operating at 2.45GHz. The upper 
magnet is run at 170A to produce the ECR condition , while the lower collimating magnet is 
operated at 40A. The microwave power was varied from 600-1000W, the rf power from 150- 
300W and the process pressure from 1.5-10 mTorr. Electronic grade Cl2 and Ar were injected 
into the ECR source at a total flow rate of 15 standard cubic centimeters per minute (seem). The 
near surface stoichiometry was measured by Auger Electron Spectroscopy (AES). Etch rates 
were obtained by stylus profilometry of the features after removal of the photoresist mask in 
acetone. 

RESULTS AND DISCUSSION 

Figure 1 shows the etch rates of the three materials as a function of Cl2 composition in 
1.5mTorr ECR discharges of Cl2/Ar. The removal rates of InGaP and AHnP rise rapidly with 
increasing Cl2 content before saturating at a mixture of 10Cl2/5Ar. We assume that above this 
composition the etching is no longer reactant limited. Selectivities of ~6 for InGaP and AHnP 
over AlGaP are obtained at high Cl2 compositions. We observed that the threshold rf power for 
etching AlGaP (~100W) was higher than that for the other two materials (~40W) and this may be 

1.5mTorr 

1000W ECR          y 12000 - 

ISOWrf     «^ 

8000- • InGaP 
■ AHnP 
A AlGaP 

4000- 

0-  1 1   1  1  

20 40 60 80 100 

i Clj in CyAr (total flow is 15 seem) 

0 20 40 60 80 100 

% Cl2 (total gas flow is 15 seem) 

Figure 1. Etch rates of the ternary alloys Figure 2. RMS roughness of InGaP and AHnP 
as a function of Cl2 percentage in 1.5mTorr, after etching in Cl2/Ar or Cl2/N2,1.5mTorr, 
1000W (microwave), 150W rf Cl2/Ar 1000W (microwave), 150W rf discharges as 
discharges. a function of plasma composition 
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useful in situations requiring selectivity between InGaP and AllnP. A similar role is played by 
thin layers of InGaAs inserted between AlGaAs/GaAs when employing Cl2-based plasma 
chemistries. The rates are higher for InGaP and AllnP relative to AlGaP, corresponding to 
their melting points (1538K for InGaP, 2079K for AllnP, 2282K for AlGaP), which is a good 
indication of their average bond strengths. If we take the binary bond strengths, and average 
them we obtain 51.1kCal mol"1 for InGaP, 49.6kCal mol"1 for AllnP and 53.4kCal mol"1 for 
AlGaP. Since the volatilities of the etch products for AlGaP should be on average higher than 
for the In-containing materials, we conclude that the etch rate for AlGaP is limited by the initial 
bond breaking that must precede formation of the chlorine etch products. 

Very smooth morphologies were obtained for the high Cl2-content conditions. The 
dependence of RMS roughness on Cl2-to-Ar content in 1.5mTorr, 1000W(microwave), 150W rf 
discharges is shown in Figure 2. There is a clear improvement in morphology at the higher Cl 
contents where near equi-rate removal of both the group III etch products and PC13 occurs. Note 
also that when N2 was substituted for Ar, the morphologies of both InGaP and AllnP were 
significantly worsened. 

While these high ion density conditions produce stoichiometric surfaces, a lowering of 
the Cl2 content, or an increase in rf power (and hence ion energy) can tip the balance between the 
rates of etch product removal. For example, Figure 3 shows AES surface scans (top) and depth 
profiles (bottom) from an InGaP sample etched in a 2Cl2/13Ar, 1.5mTorr, 1000W (microwave) 
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Figure 3. AES surface scan (top) and depth profile (bottom) from InGaP etched in a 1.5mTorr, 
1000W (microwave), 300W rf discharges of 2Cl2/13Ar. 
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discharge with 300W of rf power. Note that both the P and Ga do not reach their bulk values 
until deeper into the sample relative to the In signal, suggesting they are preferentially lost under 
these conditions. The sputter rate in the profile of Figure 3 was ~60Ä min"1, so the depletion 
extends to -200Ä. The RMS roughness increases from 1.58nm for a sample etched in a 
10Cl2/5Ar, 1000W, 150W rf discharge to 8.7nm when the rf power was increased to 300W. 

As the microwave power, and hence ion flux , is increased at fixed plasma pressure, 
composition and rf power, then the etch rates of all these materials increase (Figure 4). This is 
typical of ECR plasma processes and results from the faster sputter rates at higher ion fluxes. 
The InGaP continues to increase in rate, while those of the other two level-off for these 
conditions. At higher Cl2 concentrations, the AllnP and AlGaP rates also continue to increase 
with higher microwave power. Thus the total ion-to-chlorine radical ratio can dramatically shift 
the etch rates, and also the surface morphology and stoichiometry. The ion density in the plasma 
increases from ~4 x 1010 cm"3 to ~3 x 1011 cm"3 between 600-1000W microwave power based on 
interferometry performed at 35GHz.<36) As previously reported by Ren et. al.(30) the morphology 
improves significantly with microwave power in InGaP and AllnP because the enhanced sputter 
rate prevents formation of a thick InCl3 selvedge layer which can poison the surface and produce 
slow, rough etching. At an optimum ion/neutral flux ratio the InCl3 is sputtered away at the same 
rate it is formed, maintaining a smooth stoichiometric surface. If the ion flux becomes too high, 
preferential loss of P (and Ga) will occur, producing rough etching. 

The pressure dependence of etch rates for the three ternary alloys is shown in Figure 5 for 
fixed plasma power and composition. As more chlorine neutrals are supplied to the surface at 
higher pressure the rates increase monitored by optical emission, and since the ion density 
decreases due to the reduced microwave coupling efficiency, then the morphologies are observed 
to undergo a rough-to-smooth transition for AllnP and InGaP at > 5mTorr. We believe this is the 
reason for the difference in behavior from Figure I,where the rates also increase with Cl2 partial 
pressure. We ascribe these results to the balance between formation and removal of the least 
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Figure 4. Etch rates of the ternary alloys in 
2Cl2/13Ar, 1.5mTorr, 150W rf discharges, as 
a function of microwave power. 
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volatile etch product, InCl3. For more Cl2-rich plasma compositions, it is not necessary to 
increase pressure, as discussed earlier. The small dip in etch rate for AllnP at 5mTorr is outside 
the experimental error and may be related to the higher Cl2-coverage reducing the etch product 
removal rate. The InGaP etch rate is less sensitive to this effect. 

CONCLUSION 

A simple Cl2/Ar plasma chemistry produces fast, smooth etching of InGaP and AllnP under 
ECR conditions, while the rates for Al0 5Gao 5P are significantly lower. Since the volatility of the 
products for the latter material are high it is logical to conclude that the high bond strengths 
reduce formation of these chlorides and hence lead to the slow removal rates. The ion/neutral 
ratio controls both the etch rates and morphologies for InGaP and AllnP, with the best results 
when formation of a thick InCl3 reaction layer is avoided. The fact that Cl2/Ar can efficiently 
etch In-containing III-V materials means that it can be employed as a universal etchant for 
compound semiconductors. 
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ABSTRACT 

Etch rates up to 7,000A/min. for GaN are obtained in Cl2/H2/Ar or BCl3/Ar ECR 
discharges at l-3mTorr and moderate dc biases. Typical rates with HI/H2 are about a factor of 
three lower under the same conditions, while CH4/H2 produces maximum rates of only 
~2000Ä/min. The role of additives such as SF6, N2, H2 or Ar to the basic chlorine, bromine, 
iodine or methane-hydrogen plasma chemistries are discussed. Their effect can be either 
chemical ( in forming volatile products with N) or physical ( in breaking bonds or enhancing 
desorption of the etch products). The nitrides differ from conventional III-V's in that bond- 
breaking to allow formation of the etch products is a critical factor. Threshold ion energies for 
the onset of etching of GaN, InGaN and InAIN are >75eV. 

INTRODUCTION 

Dry etching proceeds by formation of etch products that are either spontaneously 
removed because of their gaseous nature, or can be ejected from the surface by ion-assisted 
processes such as sputtering. For III-V materials one can form chlorides, iodides, bromides, 
metalorganic or hydride species, and thus the basic etch chemistries are based on Cl2, I2, Br2 or 
CH4/H2.[1] A table of the boiling points of various etch products is shown in Table l.[2] From 
this data, one would expect to be able to rapidly etch GaN and related alloys in Cl2 chemistries 
(with ion assistance for In containing alloys), I2 chemistries, Br2 chemistries (with ion assistance 
again to remove InBr3) or CH4/H2, i.e. the normal plasma mixtures used for conventional III-V's 
such as GaAs. 

However many different groups have reported low etch rates for GaN and the other III-N 
materials, with typical values of Sl.OOOA-min"1 under reactive ion etching conditions.[3-5] In 
higher ion density discharges, McLane et al. [6,7] and Shul et al.[8,9] have reported much faster 
rates, typically 3-5,000 Ä-min" at moderate dc biases. The rates tend to peak around l-3mTorr, 
and the fastest GaN etch rate obtained has been -O.Opm-min"1 by the Sandia group using 
Cl2/H2/Ar at high microwave (1000W) and rf (450W) powers.[10] 

In this paper we show how different plasma chemistries, and in particular the ion current 
incident on the sample, can produce vast differences in GaN etch rates. 
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Table 1: Boiling Points of III-V Etch Products 

Species Boiling Point Species Boiling Point 
CO CO 

GaCl3 201 NCI3 <71 
GaBr, 279 NIj explodes 
Gal3 sub 345 NF3 -129 

(CHj)Ga 55.7 NH3 -33 
N2 -196 

InCl3 600 (CH3)3N 2.9 
InBr3 >600 
Inl3 210 PC13 76 

(CH3)3In 134 PBr5 106 
PH3 -88 

A1C13 183 
AlBr3 263 AsCI3 130 
AII3 191 AsBr3 221 

(CH3)3A1 126 AsH3 -55 
AsF3 -63 

EXPERIMENTAL 

The etching was performed in either Plasma-Therm SLR 770 load-locked ECR systems, 
which are capable of operation in either an RIE mode (where only the lower electrode is rf 
powered) or in the ECR mode (where the microwave source and the lower electrode are both 
powered), or in a magnetron system where high ion densities are achieved through magnetic 
confinement of the discharge. Many different plasma chemistries have been employed, indicating 
HI/H2, HBr/H2, CH4/H2, Cl2/H2 and BC13, generally with additions of Ar to enhance the ion 
bombardment component. In some case N2 or SF6 was added to investigate the role of the 
additive gas. 

The samples were generally grown by Metal Organic Molecular Beam Epitaxy (MO- 
MBE)[11], although other material grown by Metal Organic Chemical Vapor Deposition 
(MOCVD) was used in some instances. Under optimized growth conditions for the two 
techniques, the MOMBE material generally etches slightly (-10-15%) faster. This is probably an 
indication that its much lower growth temperatures (<900°C for GaN) leaves more weak or 
defective bonds available for attack by the reactive neutrals in the plasma. 

RESULTS AND DISCUSSION 

We generally found that Cl2-based discharges produced the fastest rates for GaN, with 
CH4/H2 having the slowest rates. The other plasma chemistries (BC13, HI and HBr) produced 
rates that were intermediate between these extremes.[12,13] As discussed previously it is 
necessary to add either H2 or SF6 to the Cl2/Ar mixture in order to achieve the maximum etch 
rates, best morphology and to retain the stoichiometry of the near-surface.[14,15] 

Figure 1 shows GaN and A1N etch rates in a 1.5mTorr, 0 or 1000W (ECR) plasma of 
10Cl2/5Ar, as a function of rf power applied to the sample chuck. The rates are about a factor of 
3 higher for the microwave-enhanced discharges and, are always higher for GaN relative to A1N. 
Since Table 1 shows that the volatility of the etch products are actually slightly higher for A1N, 
the rate-limiting step is the initial breaking of the group Ill-nitrogen bonds that must precede etch 
product formation. Further support for this idea comes from the fact that there is very little 
temperature dependence to the etch rates up to 300°C. If the rate-limiting step was etch product 
desorption then one would expect an exponential dependence of rate on sample temperature. 
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Figure 1. Etch rates of GaN and AIN in 10Cl2/5Ar, l.SmTorr RIE or ECR discharges. 

Figure 2 shows similar data for RIE and ECR etching of InN and InGaN. Note that the 
rates under RIE conditions are extremely low which is most likely due to the involatile InCl3 etch 
product. Under ECR conditions there is more efficient sputter desorption and consequently much 
higher rates. Note that the rates are lower for InGaN, which again is consistent with the idea that 
bond-breaking is the critical step in these etch processes, since the average volatilities of the etch 
products for InGaN are actually lower than for pure InN. 

10000 

E 
o5 

x 
o 

8000 

6000 

4000 

2000 

Cl.,/Ar 

100 
—i 1— 

200 300 400 500 

rf POWER (W) 

Figure 2. Etch rates of InGaN and InN in 10Cl2/5Ar, 1,5mTorr RIE or ECR discharges. 
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The dependence on rf power of GaN and AIN etch rates in 5CH4/15H2/10Ar discharges at 
1.5mTorr is shown in Figure 3. The first thing to notice is that the rates are much lower for GaN 
compared to the Cl2/Ar data. Secondly, the rates for AIN are similar for the two chemistries, 
suggesting again that bond-breaking is the main impediment to the achievement of faster rates. 
Once again ECR conditions produce much higher etch rates compared to RIE. 
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Figure 3. Etch rates of GaN and AIN in 5CH4/15H2/10Ar, 1.5mTorr RIE or ECR discharges. 

The most dramatic difference between ECR and RIE conditions was observed for 
CH4/H2/Ar etching of InN and InGaN (Figure 4). The rates are negligible for both materials until 
very high rf powers in the RIE discharges, so that at moderate dc voltages one would be able to 
use InGaN or InN as an etch stop layer when removing GaN in CFLt/Fb/Ar. A similar result could 
be observed with AIN (Figure 3). Note also that the rates under ECR conditions are fairly similar 
to those obtained for InN and InGaN with CVAr. 

SUMMARY 

The Ill-nitrides have slower etch rates than the more conventional compound semiconductors 
such as GaAs, GaP and GaSb. We have observed similar trends with the ternary compounds 
InGaP, AllnP and AlGaP. The average bond strength for AlGaP is higher than for the other two 
materials, and consequently it displays much lower etch rates in Cb-based plasma chemistries, 
even though the volatilities of the products are actually higher on average than for the InGaP and 
AllnP. We believe a similar explanation applies to the nitrides, because their etch products are 
volatile. The rate limiting step appears to be actually the initial bond-breaking which must precede 
etch product formation. Since the nitrides have high bond strengths, a high ion current is needed 
to enhance bond breaking and thus magnetically-enhanced discharges produce much higher rates 
than RIE conditions. 
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ABSTRACT 

Electron Cyclotron Resonance (ECR) plasma etching with additional rf-biasing produces etch 
rates > 2,500A/min for InGaP and AllnP in CHi/Hb/Ar. These rates are an order of magnitude or 
much higher than for reactive ion etching conditions (REE) carried out in the same reactor. N2 

addition to CHi/H2/Ar can enhance the InGaP etch rates at low flow rates, while at higher 
concentrations it provides an etch-stop reaction. The InGaP and AllnP etched under ECR 
conditions have somewhat rougher morphologies and different stoichiometries up to -200Ä from 
the surface relative to the RIE samples. 

INTRODUCTION 

The ternary semiconductors InGaP and AllnP are becoming increasingly important in both 
electronic and photonic devices. In both high electron mobility transistors and heterojunction 
bipolar transistors InGaP can be employed as a replacement for AlGaAs.[l-5] The advantages of 
this substitution include reduced problems with oxidation, fewer deep level centers (especially of 
the DX center-type which leads to current-voltage collapse at low temperatures) and improved 
carrier confinement because of the larger valence band offset. Similar advantages accrue in 
employing InGaP cladding layers in 980nm strained InGaAs quantum well laser. [6] AllnP is less 
well developed but can also be used in a variety of both electrical and optical devices.fl] While a 
number of wet chemical etching solutions have been developed that are both selective and non- 
selective for these materials relative to GaAs,[2,7-9] much less work has been done on the dry 
etching of InGaP and AllnP. It is generally difficult to use Ch-based plasma chemistries for In- 
containing EQ-V semiconductors because of the relatively low volatility of InClx species, unless 
elevated etching temperatures can be tolerated. [10] 

The other main plasma chemistry for DI-V materials is based on CH4/H2, usually with 
addition of Ar to enhance sputter-induced desorption of the etch products.[ll-13] The etch rates 
reported to date for InGaP and AllnP in CHi/H^Ar are quite low, <400A/min. The two main 
techniques employed have been reactive ion etching (RLE) and Electron Cyclotron Resonance 
(ECR) plasma etching. While the ion densities and plasma dissociation efficiencies in the latter 
technique are at least an order of magnitude higher than in RLE systems/14' the reports to date 
have not fully exploited the capabilities of ECR reactors because only relatively low microwave 
powers were used. 

In this paper we detail experiments on high ion density ECR plasma etching of InGaP and 
AllnP in CHj/tVAr. Etch rates >2,500Ä/min with relatively smooth, stoichiometric surfaces can 
be obtained at 1000W of microwave power with additional rf biasing of the sample position. We 
have directly compared ECR and REE techniques in the same reactor, and find the former has etch 
rates an order of magnitude higher. The CH4/H2/A1 plasma chemistry is non-selective for InGaAs 
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and AllnP, although one might expect that addition of a fluorine-containing gas would provide an 
etch-stop reaction when removing InGaP from an underlying AUnP layer.[ll] 

EXPERIMENTAL 

The Ino.51Gao.49P and Alo.4sIno.52P layers were grown lattice-matched to GaAs substrates by 
either Metal Organic Chemical Vapor Deposition (MOCVD)[6] or Metal Organic Molecular 
Beam Epitaxy (MOMBE).[16] The layers were typically ~lum thick and were nominally undoped 
with n-type carrier concentrations of <1016cnf3. In a few experiments we also used Alo.sGaojP 
epitaxial layers grown by MOMBE for comparison with the other two materials. Samples were 
lithographically patterned with AZ 5209E photoresist and etched in a Plasma-Therm SLR reactor. 
This is a load-locked system in which gases enter through electronic mass flow controllers into 
either an Astex 4400 low profile ECR source, or into a gas ring above the sample position. The 
CH4 is injected into the gas ring because if it is cracked in the ECR source there is a prohibitive 
amount of polymer deposition within the chamber. The He back-side cooled sample electrode is 
powered with rf (13.56 MHz) power to induce a negative dc bias. The microwave power was 
varied from 0-1000W, while the rf power was changed from 0-300W, corresponding to dc biases 
of-15 to -325V. The process pressure was varied from 1.5-10mTorr, and standard gas flows of 
5 seem CH4, 15 seem H2 and 2 5 seem Ar were employed. 

The etch rates were obtained from stylus profilometry of the features after removal of the 
photoresist in acetone. Surface morphologies were examined by both scanning electron 
microscopy (SEM) and tapping mode atomic force microscopy (AFM), while the near-surface 
stoichiometry was measured by Auger Electron Spectroscopy (AES). 

RESULTS AND DISCUSSION 

Figure 1 shows etch rates for InGaP and AllnP in ECR CH4/H2/AJ discharges at 1.5mTorr 
and 1000W of microwave power, as a function of rf power applied to the cathode. There is 
basically a linear dependence on power, suggesting that sputter-enhanced desorption of the etch 
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products is one of the key factors limiting the etch rates. Note that there is a substantial threshold 
if power required (~75W) before the commencement of etching of AllnP. Since this corresponds 
to an average ion energy larger than is present in an ECR-only discharge (typically ion energy 
~15eV) this result suggests that, as in virtually every other situation we have encountered ion EH- 
V materials processing, ECR etching without additional rf-biasing does not have any practical 
applications for patterning. [17] The results of Figure 1 also suggest the metalorganic Ga species 
formed in CH4/H2 discharges are more volatile than their Al counterparts, as reported previously 
under RIE conditions. [17] 

The pressure dependence of etch rates at 150W rf, 1000W microwave are shown in Figure 2. 
There is a similar functional dependence for all three of the ternaries, with the etch rates peaking 
around 5mTorr. This is also a fairly typical result for ECR systems,[13] and results from a 
competition between the higher rates expected at higher pressures because of the increased 
neutral species density available, and the fact that the coupling efficiency of the microwave power 
to the discharge decreases at higher pressure. Note also that AlGaP has the slowest rates over the 
entire range of pressures investigated, indicating that the Ga products are less volatile than the In 
species. 

The addition of N2 to CH4/H2 discharges has recently been reported to provide smoother 
surfaces in reactive ion beam etching (REE of InP).[18] We investigated the role of N2 on InGaP 
etch rate, as shown in Figure 3 for 1000W microwave, 1.5 mTorr, 150W rf CWtytyAi 
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Figure 3. Etch rate of InGaP in 1000W microwave, 
150W rf CH4/H2/N2/Ar discharges as a function 
of N2 flow. 

0 100 200 300 
RF power (W) 

Figure 4. Etch rates of InGaP in 1.5 mTorr 
CHi/IVAr discharges using three different 
techniques. 

discharges. The CH4 and Ar flows were held constant at 5 and 25 seem, respectively, while the 
total H2 + N2 flow was fixed at 15sccm. The etch rate of InGaP initially increases with N2 

addition, which may be related to increased dissociation of CH4 and H2 by formation of NH3 in 
the discharge. Above 5 seem N2 flow, however, the etch rate decreases rapidly, and this could 
result from formation of nitride species on the semiconductor surface which have much higher 
sputtering thresholds than the corresponding phosphides. It has previously been reported that 
InGaN has much slower ion milling rates than InGaAs and other conventional HJ-V's.fl!)] This is 
a useful result from the viewpoint of producing selectivity when etching through to an InGaP 
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layer on which one wants to terminate the etch. 
A direct comparison of etch rates for InGaP obtained with three different techniques is shown 

in Figure 4. In this case rf power is applied to the cathode, and either no ECR power and no 
magnets are used (i.e. RIE conditions), the lower magnet is operated and no ECR power is used 
(i.e. magnetron-like conditions), or ECR power is used and the magnets are operated (i.e. ECR 
conditions). Figure 4 clearly indicates the advantages of the ECR approach, with etch rates 
typically 10-30 times higher than for the other techniques. This is a result of the much higher ion 
densities and active neutral species concentrations, leading to a faster reaction and desorption 
rate at the InGaP surface. 
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Figure 5 AES surface scan (top) and depth profile (bottom) from InGaP sample etched 
under ECR conditions. 

AES surface scans and depth profiles from the same two samples are shown in Figure 5 (for 
ECR) and 6 (for RIE). There is a P and In deficiency to a depth of -150Ä-200Ä in the ECR 
sample, based on our sputter rate calibration for the AES system. By contrast in the RIE sample 
the elemental profiles reach their bulk values within 25-50Ä of the etched surface. In the case of 
AllnP, the near-surface of the ECR sample is again slightly deficient in P (and Al). 
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Figure 6 AES surface scan (top) and depth profile (bottom) from InGaP sample etched 
under RIE conditions. 

SUMMARY AND CONCLUSIONS 

The etch rates for InGaP and AllnP are much higher in ECR CH4/H2/Ar plasmas, compared 
to conventional RIE conditions. The faster rates are accompanied by some deterioration of the 
surface morphology, and an alteration of the near-surface stoichiometry of both InGaP and 
AllnP. Depending on the specific application, one can improve surface smoothness by reducing 
the microwave power and accepting a lower etch rate. Addition of N2 to the CH4/H2/Ar plasma 
chemistry can either enhance the etch rate of InGaP, or at higher concentrations provide an etch- 
stop reaction. AllnP requires a threshold if power to initiate etching and is removed at slower 
rates than InGaP. 
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ABSTRACT 

InGaAs (C) grown by gas-source MBE is found to contain significant concentrations 5 
x 101 cm" of hydrogen that is incorporated from the source gases. Subsequent deposition of 
ECR-CVD SiNx films as surface encapsulation produces additional hydrogen incorporation 
from the SiD4/N2 precursors, but actually reactivates C acceptors that were passivated in the as- 
grown InGaAs. Further thermal treatments produce substantial hydrogen in-diffusion from the 
SiNx film into the InGaAs, causing changes in sheet resistance and contact resistance. These 
processes simulate several steps in the formation of the base mesa of an InGaAs-based 
heterojunction bipolar transistor, and show how subtle changes in the temperature of these 
processes can affect subsequently device performance and apparent reliability. 

Introduction 

Heterojunction bipolar transistors in the InP/InGaAs and AlInAs/InGaAs systems have 
shown remarkably good dc, rf and microwave power performancefl]. In the GaAs/AlGaAs 
devices it has been shown that unintentional hydrogen passivated of the base dopant that occurs 
during epitaxial growth[2] or during subsequent device processing steps such as proton implant 
isolation alters the dc gain achieved[3]. Moreover, during operation of these devices, minority 
carrier injection causes de-bonding of neutral C-H complexes and an increase in effective base 
doping. This leads to a time-varying current gain as the electrically active C acceptor 
concentration slowly increases [2]. 

While most InGaAs-base HBTs have employed Be, Zn or Mg doping, there are 
advantages in the use of carbon due to its low diffusion coefficient and high solubility [4-6]. In 
self-aligned processing of these devices, a dry etch step to the base layer is often followed by 
deposition of a SiNx sidewall for passivation of the emitter-base junction periphery. The 
traditional source chemistry for this deposition is SiH4/NH3 or SiH4/N2] and there is a question 
of whether hydrogen from this plasma is incorporated into InGaAs (C) during this step. 
Subsequent annealing may also be carried out for ohmic content alloying or optimization of the 
resistance in implant-isolated regions. Therefore there is the possibility of further hydrogen in 
diffusion from the SiNx. 

In this letter we show that atomic hydrogen is readily incorporated into InGaAs(C) 
during both SiNx deposition and subsequent annealing steps, but the sheet resistance of the 
InGaAs is a strong function of the process temperatures. We employ a SiD4/N2 plasma 
chemistry to allow for differentiation of the origin of hydrogen found in the InGaAs at various 
stages. 
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Experimental 

The InGaAs was grown lattice-matched to semi-insulating (100) InP (Fe) substrates by 
gas-source MBE at 500 °C using triethyl indium, trimethyl gallium and AsH3 as the source 
chemicals. The layers were ~0.5 um thick. CC14 was used as the C-doping source-Hull 
measurements showed a p-type doping level of ~3 x 10 cm" in the 0.2 urn thick upper layer 
grown on a 0.3 urn thick undoped buffer. 

SiNx films were deposited in a Plasma-Therm SL 770 ECR system using 750W of 2.45 
GHz power, a process pressure of 2 mTorr and 50W of no rf power applied to minimize the 
incident ion energy. Deuterium-substituted silane (SiD4) was employed so that with isotope- 
selective SIMS measurements we could identify the origin of hydrogen species found in the 
InGaAs. The 1000 Ä thick SiNx films were removed by CF4/02 barrel etching after annealing 
for 5 min at temperatures up to 500 °C. Hydrogen depth profiles in the InGaAs were obtained 
from SIMS measurements using a Cameca system and a Cs+ ion beam, while the electrical 
properties were obtained from TLM measurements using TiPtAu non-alloyed contacts. 

Results and Discussion 

Figure 1 shows SIMS measurements of C, 'H and 2H in the InGaAs for 3 cases. In the 
as-grown material (a), there is a significant hydrogen concentration whose profile follows that 
of the carbon, and therefore is assumed to result from formation of ~5 x 10 cm" C-H neutral 
complexes by trapping of residual hydrogen from the metalorganics onto substitutional carbon. 
After deposition of the SiNx, and then removing if immediately afterward. Figure 1(b) shows 
that deuterium is incorporated into the top 1000 Ä of the InGaAs. This clearly originates from 
the SiD4/N2 plasma. If the nitride film is annealed at 500 °C prior to its removal the deuterium 
is incorporated throughout the InGaAs layer, as shown in Figure 1(c). 
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Figure 2 shows the sheet resistance of the InGaAs as-grown, and after deposition with 
SiN4 and annealing at different temperatures. 
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Fig. 2. Sheet resistance of InGaAs (c) layer before and after SiNx deposition, as a 
function of annealing temperature. 
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The deposition step actually decreases the sheet resistance, because the number of C acceptors 
reactivated by the annealing received by the InGaAs during this procedure is greater than the 
additional number passivated by the deuterium introduced. The reactivation can occur as a 
result of both the temperature increase, and by minority carrier injection during the initial 
exposure of the sample to the intense illumination from the ECR plasma [7]. Annealing up to 
400 °C does not produce any major change in sheet resistance, but at 500 °C the reactivation of 
acceptors leads to a further -10% decrease. This is despite the fact that there is a much higher 
total H + H concentration under this condition. Above 400 °C reactivation of the acceptors 
becomes dominant, leaving C acceptors and hydrogen in an inactive form (probably molecules 
or larger clusters). Similar trends are observed in the contact receptivity, shown in log form in 
Fig. 3. The changes track those in sheet resistance, and therefore show that the variations result 
from the reactivating of the carbon dopiness. 

-Passivated with SiNxDy 

-As Grown 

0 100 200 300 400 500 

Anneal Temperature ('C) 

Fig. 3. Contact receptivity of TiPtAu on InGaAs (C) that was either as-grown, or had been 
deposited with SiNx that was subsequently removed after various annealing steps. 

Since the gain of an HBT containing the InGaAs(C) base layer is inversely dependent 
on the base doping level, then our results show that the apparent gain will be determined by the 
exact temperature cycles undergone during processing. Importantly, if a significant density of 
C-H complexes remain in the completed device, one could expect to observe a time-dependent 
decrease in gain until reactivation of the C acceptors was complete. 
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MOVPE OF INP AND GAAS BASED OPTOELECTRONIC 
MATERIALS IN A MULTIWAFER PRODUCTION REACTOR 

USING TBA AND TBP EXCLUSIVELY 
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AIXTRON GmbH, Kackertstrasse 15-17, D-52072 Aachen, Germany 

ABSTRACT 

In this paper a study of the growth of GaAs and InP based materials using the alternative 
precursors TBAs and TBP is presented. For this purpose mass production multiple wafer 
reactors were employed. Both long-wavelength materials such as GalnAsP on InP and short 
wavelegth like GalnP and AlGalnP on GaAs are investigated. The results demonstrate that 
ther is no loss of material quality when using these novel precursors. In all cases growth 
temperatures and V/HI ratios could be significantly lowered. 

INTRODUCTION 

After using the standard precursors arsine and phosphine in MOVPE for more than twenty 
years, there is a strong tendency today within the MOVPE production community to replace 
these highly toxic compounds by so-called alternative precursors. Among a variety of new 
precursors that have been developped in the last years, Tertiarybutylarsine (TBAs) and 
Tertiarybutylphosphine (TBP) have the highest potential to replace the hydrides completely. 
Many research publications already have demonstrated the suitability of these compounds to 
grow high quality m-V material. Additionally, devices manufactured from these layers reveal 
that there is no impact on the device performance when replacing the hydrides by TBP/TB As. 
However, for many MOVPE users the decision to switch production completely to TBP and 
TBAs may still be difficult as long as it is not proven that all HI-V materials can be grown 
with TBAs/TBP in the same class of reactors. The aim of this study is to demonstrate that 
these precursors can replace arsine and phosphine for the growth of all device structures in the 
Al-Ga-In-As-P system. 

EXPERIMENT 

In this study we want to show how TBAs and TBP can be used in different types of reactors 
which are all based on the same principle. The reactors used here are horizontal reactors of 
different size: ATX 200 for 1x2" wafer, ATX 200/4 for 1x4" or 3x2" and the ADC 2400 for 
15x2" growth. All these reactors are operated at low pressure and have an optimized geometry 
to ensure laminar flow conditions and excellent uniformities of thickness and material 
composition. ADC 200 and 200/4 are reactors where the gas flows through rectangular-shaped 
liner tubes. AK 2400 is a representative of the Planetary Reactor* family where the gas is 
injected in the middle of a rotating susceptor leading to a radial gas flow with decreasing 
velocity from the center to the edge. In all growth runs described here the group HI precursors 
were trimethylgallium, trimethylindium and trimethylaluminium. In most cases hydrogen was 
used as the carrier gas; however, sometimes it was replaced by ultrapure nitrogen. 
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RESULTS 

The materials that have been grown in these machines cover the entire range of m-V alloys in 
the Al-Ga-In-As-P system. Both InP-based materials like GalnAs and GalnAsP and GaAs 
based compounds like AlGaAs, GalnP and AlGalnP have beeen grown successfully using TBP 
and TBAs. Some typical examples of m-V compounds grown with these precursors and the 
basic growth parameters are listed in table I. 

Reactor type Material T^wih PReactor V/m ratio 
200 GaAs 650 °C 20-100 20-50 
200 InP 610 °C 20-100 25 
200/4 GaAs 650 °C 100 15 
200/4 InP 610 °C 100 20-40 
200/4 GalnAs 610 °C 100 40 
200/4 GalnAsP 610 °C 100 40 
2400 GalnP 675 °C 50-200 25 
2400 AlGalnP 675 °C 50-200 25 

Table I: m-V compounds grown with TBP/TBAs in ATXTRON reactors 

There are two trends that are valid for all reactor types and all materials: 

- For all materials lower growth temperatures can be chosen in comparison with standard 
processes using hydrides. Using these reduced temperatures, no loss of layer quality was 
observed. 

- V/m ratios can be reduced significantly without any negative impact on the quality. 

Both trends can be explained by the low thermal stability of TBP and TBAs compared to PH3 

and ASH3. The high cracking efficiency leads to an increased effective P and As concentration 
at the substrate surface. 

1. InP-based material 
As a typical material to be grown in ATX 200 and ATX 200/4 systems, InP-based compounds 
shall now be discussed more in detail. As a basis material, InP was grown in these reactors. 
High quality layers could be obtained at total pressures between 20 and 100 mbar. While the 
standard growth temperature for the growth of InP with phosphine is 640 to 650 °C, it could 
be reduced to 610 °C when growing with TBP. At the same time the V/m ratio was lowered 
to 25 (PH3: 150-250). The quality of the material grown this way was very good. 77K 
electron mobilities of more than 50.000 cm2/Vs and carrier concentrations in the low 1014 cm"3 

regime reveal the high purity of TBP-grown InP. 

Using the same deposition temperature and the same reactor pressure, now GalnAs and 
GalnAsP were grown lattice matched to InP. Again a very low V/m ratio of only 40 was 
adjusted. Since the compositional homogeneity is an important issue in the fabrication of 
optoelectronic devices, now the uniformity of the TBP/TB As-grown wafers was checked. 

For industrial applications of InP based materials the uniformity of the layers is an important 
criterium. Today uniformities in thickness and composition in the percent range are necessary 
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for a reliable production of optoelectronic devices. The influence of using alternative 
precursors in combination with hydrides has been reported earlier III 

First of all, the thickness uniformity of a quaternary layer is shown (layer grown in an ADC 
200/4 system). Since the substrate was grown on a rotating susceptor, the uniformity pattern 
has a rotational symmetry. The maximum relative thickness deviation is below +2% which is 
similar to conventionally grown material (Fig. 1). 

rel. thickness 
deviation (%) 

y position (cm) 

x position (cm) 

Fig. 1: Thickness uniformity of a 2" GalnAsP wafer 

However, the thickness uniformity is not so much affected by the group V precursor since the 
growth rate is mainly determined by the total group m flux. The layer property which is much 
more influenced is the emission wavelength of the quaternary layer. 

To investigate this, quaternary layers of different compositions were grown (nominal emission 
wavelength 1.1 and 1.55 urn). Fig. 2 shows the absolute wavelength of a quaternary layer 
measured by room temperature photoluminescence. The mean wavelength was 1.55 um and 
the maximum deviation was +1.5 nm. The same investigation was made for quaternary material 
with an emission wavelength of 1.1 urn (Fig. 3). Here a deviation of only ±1 nm was observed. 
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Fig. 2: Wavelength uniformity of a 2" GalnAsP layer (X=1.55 urn) 
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Fig. 3: Wavelength uniformity of a 2" GalnAsP layer (X,=l.l urn) 
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The excellent uniformity indicates that TBP and TBAs have a more or less optimum cracking 
behaviour. The depletion profile along the gas flow direction must be very similar for both 
compounds. This seems to be much different from arsine and phosphine which have quite 
different decomposition characteristics. 

2. GaAs based compounds 

Most of the real mass products in the ni-V sector are GaAs based. These are for example solar 
cells in the GaAs/AlGaAs system. But also the GalnP/AlGalnP system based on GaAs is 
gaining more and more importance. Devices manufactured from these compounds are for 
example HBTs or ultra-high-brightness-LEDs. These materials are grown in multiwafer 
MOVPE reactors. Since these devices are produced in high numbers, the consumption of 
hydrides (and thus the cost of scrubbing and gas monitoring) is very high. Thus there is a 
strong interest in replacing arsine and phosphine by TBP and TBAs. 

TBP and TBAs have been investigated in AIXTRON Planetary Reactors®. Due to their 
sophisticated design, these reactors combine a high efficiency and excellent uniformities. The 
efficiency of the group III precursors is between 30 and 50%. However, due to the high 
thermal stability of the hydrides still rather high V/m ratios are used in the conventional 
process. By using TBP and TBAs a higher group V efficiency can be achieved together with 
reduced safety hazards. 

As an example, the growth of GalnP using TBP shall be discussed here. Table II shows the 
basic growth parameters used in an AIX 2400 reactor with 15x2" capability. 

GroupV precursor PH3 TBP 

Growth temperature 700-750 °C 675 °C 
Growth pressure 50-200 mbar 50-200 mbar 
V/m ratio 100 25 

Table II: Characteristic^ parameters for TBP- and PH3-grown GalnP 

Again the V/in ratio is much smaller compared to PH3 grown GalnP. Even a further reduction 
of the TBP partial pressure may be possible; however, the lower limit was not investigated 
here. The growth of GalnP with TBP is diffusion controlled down to 625 CC (see Fig. 4). The 
low thermal stability compared to phosphine allows this reduction of the growth temperature. 
This is quite remarkable because also the V/m ratio is very low at the same time. 
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Fig. 4: Growth rate of TBP-grown GalnP vs. growth temperature 

The uniformity of TBP-grown GalnP is also very good. The standard deviation of the GalnP 
emission wavelength was found to be below 1 nm on a 2" wafer grown in a multiwafer 
Planetary Reactor® (Fig. 5). 
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Fig. 5: PL wavelength uniformity of a 2" TBP-grown GalnP wafer 
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SUMMARY 

This study shows that mass production processes for the fabrication of m-V materials can be 
switched completely to TBP and TB As. The entire material system Ga-In-As-P can be grown 
without any loss of quality using TBP and TBAs not only in one reactor, but in a complete 
family of reactors. These reactors range from small-scale single wafer R&D reactors to 
multiwafer Planetary Reactor* systems. Both InP based and GaAs based materials could be 
grown with an excellent quality. Thus all growth processes for ni-V devices - long and short 
wavelength lasers, LEDs, high speed transistors etc. - can be switched to TBP and TBAs. This 
will drastically reduce safety hazards and lead to processes that have advantages both from the 
ecological and economical point of view. 
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VERY LONG WAVE INFRARED DETECTORS 
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ABSTRACT 

In-situ doped p-on-n devices were grown by molecular beam epitaxy, and their 
structural, optical and electrical properties were evaluated. Significant progress has been 
made toward the growth of high performance HgCdTe devices by molecular beam epitaxy. 
Long wave infrared detectors operating at 9.9 (im at 78K exhibited a mean R0A0 product 
of 1170 Dem2 at 0-fov. Very long wave infrared detectors operating at 14 (im at 78K 
exhibited a mean R0A product of 3.5 Qcm2 at f/2 fov. These values represent the state-of- 
the-art for molecular beam epitaxially grown HgCdTe detectors. 

I. INTRODUCTION 
Owing to the band gap tunability and other desirable material properties, HgCdTe 

alloys have been used for the detection of IR radiation from 1.3 (im to > 18 (im.1 Liquid 
phase epitaxy (LPE) has been used for the commercial production of these HgCdTe 
detectors, and BLIP performance has been measured in these devices.2 Owing to the 
flexibility offered by molecular beam epitaxial (MBE) growth, such as low temperature 
growth (< 200 °C), the capability to rapidly change the alloy composition, and the ability to 
tailor doping profiles in complex device structures, MBE has emerged as a promising 
technology for the growth of HgCdTe devices.3,4 In this paper we report on the structural, 
optical and electrical properties of high-performance MBE-grown detectors that operate in 
the long wave infrared (LWTR) (8-12 |xm) band, and the very long wave infrared 
(VLWIR) (> 14 |im) band. 

n. EXPERIMENTAL PROCEDURE 

Epitaxial growth of HgCdTe films by MBE was performed in a VG Semicon V-80 
system, by using CdTe and elemental Te and Hg as the source materials. The films were 
grown at a substrate temperature of =185 °C onto (211)B oriented Cdo.96Zno.04Te substrates 
at growth rates that ranged from 1.8-2 |xm/hr. As is customary in the growth of narrow 
gap HgCdTe alloys, an overpressure of Hg was employed during growth.5 The excess Hg 
re-evaporates from the surface, and the amount of Hg that is incorporated in the Hgi- 
xCdxTe film is determined by the magnitude of the incident tellurium flux. Hence the 
alloy composition (the Hg to Cd ratio) is dictated by the Te/Cd flux ratio, which is 
determined by the temperatures of the CdTe and Te effusion cells. For this study the beam 
equivalent pressures of Hg, CdTe, Te were 3-4xl0"4, 1.5xl0"6 and 2.5xl0"6 mBar, 
respectively. In this study the target composition of the base layer of the LWTR diode was 
x= 0.225 for operation at 10 urn at 78K, and that of the VLWTR diodes (x=0.204) was 
appropriate for the detection of 14 (im radiation at 78K. In and As were the donor and 
acceptor impurities,   respectively.   The compositions of the Hgi-xCdxTe films were 
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determined from infrared transmission measurements, using   the empirical expression 
provided by Hansen, Schmit and Casselman. 

The p-on-n detector structures were grown by depositing ~2 ^m thick HgCdTe:As 
(cap) layer onto 6-8 (im thick HgCdTe:In (base) layers. The alloy composition of the As- 
doped p-type layer was a wider band gap material with x = 0.28 and 0.26 for the LWIR 
and VLWIR detector structures, respectively. The structural properties of the films were 
evaluated by x-ray rocking curve measurements, and a typical x-ray scan of a LWTR p-on-n 
structure is shown in Fig. 1. The peak occurring at the higher diffraction angle arises from 
the n-type base layer, while the other peak arises from the thin p-type cap layer. The x-ray 
rocking curve full width at half the diffracted intensity maximum (FWHM) of the base layer 
is typically < 40 arcsec, and that of the thinner cap layer is between 30-45 arcsec. 

To determine the dislocation density in the base layer, the cap layer was first 
removed by a chemical etch. For LWTR layers grown on lattice matched substrates, the 
typical etch pit density is «5xl05 cm'2, and the values for the specific devices reported here 
are listed in Table 1. The etch pit density measured in the base layer was strongly 
dependent on the growth conditions, specifically the substrate temperature and the Hg/Te 
flux ratio employed for the growth of these layers. The 2 urn thick cap layers are not 
sufficiently thick to perform EPD measurements, however measurements performed on 6 
Urn thick cap layers exhibit etch pit densities in the l-5xl06 cm"2 range. 
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Fig. 1. X-ray rocking cure scan of a p-on-n LWIR device. The narrow rocking curves of 
the base and the cap layers attest to the high degree of the structural perfection. 

The concentration of the As acceptor and In donor impurities were determined by 
secondary ion mass spectrometry (SIMS) measurements. The electrical activity of the 
acceptors at a concentration of lxlO18 cm"3 is estimated to be -60%, and that of the In 
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donors doped at l-3xl015 cm"3 is nearly 100%, based on Hall effect measurements, as 
reported previously.7 

III. RESULTS AND DISCUSSIONS 

LWIR Detectors 
The p-on-n device structures were fabricated as mesa diodes. A test structure 

assembly with various detector structures including mini-arrays diodes were fabricated with 
the LWIR devices. The diode dimensions in the mini array were 28 lim x 38 urn. The test 
structure diodes were hybridized to a fan-out and tested in a dewar to evaluate the electrical 
and optical properties. Fig. 2 illustrates the spectral response of a typical diode with a steep 
cutoff at 9.91 Jim. The mean R0A0 product of the diodes in the mini array was = 1170 
ßcm2 at 0-fov and 389 iicm2 at f/2 fov at 78K for wafer 1783. (Here R,"1 = (dI/dV)v=0, A0 

is the optical area of the diode determined from spot scan measurements and A is the diode 
junction area. For these diodes the ratio A/A was 1.3) Similar results were also obtained 
for wafer 1784 that exhibited a cutoff of 9.88 (xm at 78K. The results of these devices 
along with the material properties are listed in Table 1. The R0 A values reported here are 
on par with the best grown by LPE,2 and represent the state-of-the-art for MBE devices.7 

1.0 «^J^-'-^N^-J     '     I     '     I I 

0.9 V - 
c 
o 
-C 
Q. 

0.8 

0.7 \ - 
0J 
CO c o a. 
to 
CD 

0.6 

0.5 

0.4 I - 

CD > 0.3 I - 
*-; 

0.2 - T = 78K 
rr 0.1 

0.0, 

- #1784 

i ,     I  i  

) 4        6        8       10      12 14 

Wavelength (urn) 

Fig. 2. Spectral response of a typical LWIR diode at 78K. 

Table. 1. Properties of the MBE-grown LWIR diodes. 

Wafer 

# 

[In] in base 

layer (cm"3) 

[As] in cap 

layer (cm3) 

EPD in base 

layer (cm~!) 

R0A0at 0-fov 

(Qcm!) at 78K 

R„A„ at f/2 fov 

(£2cmz) at 78K 

Cut-off at 78K 

(urn) 

1783 
1784 

2E+15 
3E+15 

3E+18 
3E+18 

1.4E+06 
1.3E+06 

1170 
605 

389 
505 

9.91 
9.88 
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VLWIR Detectors 
The p-on-n VLWIR (Xco = 14 |im at 78K) structures were also fabricated as mesa 

diodes and a 5x5 mini array of 50 um x 50 urn diodes was hybridized to a fan-out and 
tested in a dewar. The detector cutoff of these diodes was 14 |0.m at 78K. The diodes 
exhibit a high degree of uniformity, and the distribution of the R„A values (where A is the 
diode junction area) of the individual diodes is shown in Fig. 3. The mean RQA at 78 K 
was 3.5 Qcm2 at f/2 fov and the standard deviation was 0.4 ßcm2. 
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Fig. 3. Plot of the distribution of R„A values in a 5x5 mini array of VLWIR diodes shows 
the high degree of performance uniformity in the mini array. 

Fig. 4 shows the I-V characteristics of representative diodes from wafer 1641-A. 
These values are comparable to that reported in LPE-grown VLWTR diodes.9 Previously, 
detector results for HgZnTe VLWIR diodes were reported by Patten et al.10 , however as 
detectivity measurements were not performed for the devices reported here, it is not 
possible to make a direct comparison between the two. Although 40 K spectral response 
measurements were not performed, the spectral response cutoff of these diodes is expected 
to be > 16 |im at 40K based on the temperature dependence of detector cutoff provided in 
Ref. 6. 
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Fig. 4. I-V characteristics of representative VLWIR diodes measured at f/2 fov at 78K. 

IV. CONCLUSION 

In-situ doped p-on-n LWIR and VLWIR HgCdTe detectors structures were grown 
by MBE. X-ray rocking curve measurements showed that base and the cap layers 
exhibited a high degree of structural perfection with FWHM typically < 40 arcsec. Mini 
arrays of mesa diodes were fabricated and tested by hybridizing the detectors to a fan-out. 
Long wave infrared detectors operating at 9.9 urn at 78K exhibited a mean R0A0 product 
of 1170 Qcm2 at 0-fov. Very long wave infrared detectors operating at 14 um at 78K 
exhibited a mean R0A product of 3.5 Qcm2 at f/2 fov. These values represent the state-of- 
the-art for molecular beam epitaxially grown HgCdTe detectors. 

V. REFERENCES 

1. D.A. Scribner, M.R. Kruer, and J.M. Killiany, Proc. IEEE, 79, 66 (1991). 

2. T. Tung, L.V. DeArmond, R.F. Herald, P.E. Herning, M.H. Kalisher, D.A. Olson, 
R.F. Risser and S.J. Tighe, SPIE 1735. 109 (1992). 

3. O.K. Wu, D.M. Jamba, G.S. Kamath, G.R. Chapman, S.M. Johnson, J.M. Peterson, 
K. Kosai, and C.A. Cockrum, J. Electron. Materials, 24, 423 (1995). 

4. J.M.  Arias, J.G.   Pasko, M. Zandian, L.J.  Kozlowski,  R.E.   DeWames,  Opt. 
Engineering, 33, 1422 (1994). 

339 



5. O.K. Wu, D.N. Jamba, and G.S. Kamath, J. Crystal Growth, 127, 365 (1993). 

6. G.L. Hansen, J.L. Schmit, and Y.N. Casselman, J. Appl. Phys. 53, 7099 (1982). 

7. R. D. Rajavel, D.M. Jamba, O.K. Wu, J.A. Roth, P.D. Brewer, J.E. Jensen, C.A. 
Cockrum, G.M. Venzor, and S.M. Johnson, to be published in J. Electron. Materials 

8. G.N. Pultz, P.W. Norton, E.E. Kruger and M.B. Reine, J. Vac. Sei. Technol. B9, 
1724 (1991). 

9. E.A. Patten, M.H. Kalisher, GR. Chapman, J.M. Fulton, C.Y. Huang, P.R. Norton, 
M. Ray, and S. Sen, B9_, 1746 (1991). 

340 



POLARIZATION CONTROL OF VERTICAL-CAVITY SURFACE- 
EMITTING LASERS BY TILTED-ETCHING OF CAVITY 

HYE YONG CHU, BYUENG-SU YOO, MIN SOO PARK*, AND HYO-HOON PARK 
Electronics and Telecommunications Research Institute, Yusong P.O. Box 106, Taejon 305-600, 
Korea, hychu@idea.etri.re.kr 

ABSTRACT 

We performed a polarization control method for vertical-cavity surface-emitting lasers by 
tilted-etching of the air-post. Circular laser posts were etched by tilting the substrate toward 
[110] or [110] direction with an angle of 15 ° ~ 20° using reactive ion beam etching. For the 

laser devices with a diameter of 7 - 10 (J.m, we observed outstanding selectivity of the 
polarization state. We found a dominant polarization perpendicular to the tilted direction. The 
maximum orthogonal polarization suppression ratio was about 25 dB. The selectivity of 
polarization in the tilted laser post devices is interpreted to be originated from the difference of 
optical losses of the two waves polarized to the [110] and [110] directions. 

INTRODUCTION 

Vertical-cavity surface-emitting lasers (VCSELs) are considered promising light sources 
for applications in optical parallel processing, optical communications and optical 
interconnections. [1] The control of polarization for VCSELs is the most critical issue for 
polarization sensitive optical systems. In conventional VCSEL structure, the degenerate 
orthogonal polarization states with fundamental mode are observed at and above the threshold. 
In the absence of much stronger polarization selectivity, unstable polarization switching occurs 
and may result in an excess intensity noise by mode hopping. In the future optical interconnects, 
and so on, very low bit error rates are required. Thus, a stable polarization operation over wide 
current range is needed for low noise applications. Several attempts have been made to control 
the polarization of VCSELs. [2-6] A birefringent metal/dielectric polarizer on the top distributed 
Bragger reflector (DBR) [2] and the anisotropic gain medium of fractional-layer superlattice 
structure [3] were introduced. In particular, Choquette et al .[4] proposed anisotropic transverse 
cavity geometries for polarization control of VCSELs. They reported that an anisotropic 
transverse cavity like rhombus- or dumbbell-shaped has removed the two-fold polarization 
degeneracy and selected the dominant state of the polarization. 

In this work, we propose a simple method for polarization control by tilted-etching of 
laser post for index-guided structure. This method can select a single dominant polarization state 

* Visiting from the Department of Materials Science and Engineering, Korea Advances Institute 
of Science and Technology 
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[110] or [110] 
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]    ., AlAs/GaAs 

substrate 

bottom mirror 

AuGe/Ni/Au 

- anti-reflection layers (TiOx/SiOx) 

Figure 1.    Schematic diagram of a tilted-post VCSEL 

with a perpendicular electric field to the tilted direction of the etched cavity. 

EXPERIMENT 

For this work, we used a periodic gain InGaAs/GaAs structure with a two-wavelength- 
thick cavity. The epitaxial structure was grown by metalorganic chemical vapor deposition. The 
top and bottom DBR mirrors consist of, respectively, 16 and 23.5 periods of AlAs/GaAs quarter 

(a) (b) 

l@£6i£ 28KV K6.09K 5.Bum 102610 20KV X6.00K' 

Figure 2. Scanning electron micrographs of VCSELs tilted toward (a) [110] and (b) [110] 

direction with an angle of 20°. 
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wave stacks with Alo.33Gao.67As grading layers. The detailed laser structure was described in 
previous reports [7,8]. Tilted laser posts were formed using reactive ion beam etching (RIBE) 
with chlorine, by tilting the substrate toward [110] or [llO] direction with an angle of 15 ° ~ 20° 
against the ion-beam direction. The laser posts were etched through the active region, as shown 
in Fig. 1. Au (300 nm)/Ni (160 nm) was used as p-type contact and mask layers for RIBE. The 
back side of the as-grown epitaxial wafer was first polished and antireflection (AR) layers of 
TiOx/SiOx were deposited at 350 °C. For n-type contact on back side of the substrate, the AR 
layers on the edge of the sample were removed by reactive ion etching using CF4 and He gases 
and then AuGe/Ni/Au layers were deposited. The n-type metal layers were alloyed by rapid 
thermal annealing. Figures 2(a) and 2(b) show scanning electron micrographs of VCSELs 
etched by tilting toward [110] and [110] direction with an angle of 20°, respectively. The 
micrographs illustrate clearly the tilting of the laser posts, but the tilting angle of the posts is 
some smaller than the etching angle. Two orthogonal polarization characteristics of VCSELs 
were simultaneously measured using a polarized beam splitter. The emission spectra were 
measured using a monochromater with a resolution of 0.01 nm. The device characteristics were 
measured at room temperature without a heat sink. 

RESULTS AND DISCUSSION 

Figure 3 shows the light output power against current (L-I) characteristics measured 
under continuous wave (CW) operation for 10-u.m-diameter devices with a tilted angle of 15 °. 
The solid and dotted lines represent the devices with a cavity tilted toward [110] and [110] 
direction, respectively. The polarization directions indicated by 1 and // represent 
perpendicular and parallel electric fields to the tilted direction of laser posts, respectively. We 
found that the light polarized perpendicularly to the tilted direction is dominant. This tendency 
was confirmed in the whole range of injection current and for almost all test devices with 
diameter of 7 and 10 |Xm.  For the devices with a diameter of 10 u.m, the orthogonal polarization 

Figure 3. L-I characteristics for 10-|im- 
diameter VCSEL devices with a 
tilted angle of 15° toward [110] 
and [110] directions. 
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4.   L-I characteristics for tilted-post VCSELs toward (a) [110] and (b) [110] directions 

with an angle 20° for 7- u.m- and 10-|xm- diameter devices. 

suppression ratio was around 4.5 ~ 15 dB. As the diameter of devices increased more than 15 
urn, the polarization selectivity was reduced. The switching of polarization with bias current was 
observed for large devices with diameter > 15 (im, indicating that the polarization selectivity of 
the tilted geometry is effective for smaller devices. The circularity of output beam was 
maintained although the cavity and waveguiding region were inclined. 

The polarization characteristics are improved as the tilting angle increases. Figures 4(a) 
and 4(b) show the CW L-I characteristics of VCSELs with an angle of 20 ° tilted toward [110] 
and [llO] direction, respectively. The solid and dotted lines represent the devices with the 

diameter of 7 and 10 (xm, respectively. The polarization characteristics were significantly 
improved compared those of 15 ° tilted devices and the orthogonal polarization suppression ratio 
was around 10 - 20 dB. As the diameter of the devices was decreased, the suppression ratio was 
generally enhanced. Most devices tilted toward [110] direction showed stable polarization 
characteristics. However, a few devices tilted toward [110] direction showed an opposite 
polarization with a parallel electric field to the tilted direction or a switching characteristics 
between the two polarization directions. In conventional InGaAs VCSELs, a single dominant 
polarization to a specific <110> direction was usually observed. [4, 9] 

In VCSELs with a vertically etched cavity, the linear transverse-electric polarization is 
randomly oriented in the plane of the active region [10] and the polarization direction can 
change with increasing the injection current. [9] For the lasers tilted toward [110] or [110] 
direction, we expect that the reflection and/or deflection characteristics in the vertical resonance 
of the two polarized waves will appear differently depending on the direction due to the tilting of 
waveguiding surface. Thus, the tilted laser post can induce a difference in optical losses between 
the two directions. 

Figures 5(a) and 5(b)    show the emission spectra of   VCSELs tilted toward    [110] and 
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Figure 5   Emission spectra of VCSELs tilted toward (a) [110] and (b) [110] directions with an 
angle of 20 ° and a diameter of 10 ixm. 

[110] directions with an angle of 20° and a diameter of 10 um, respectively. The spectra were 
obtained under a current of the 1.1 times threshold current. The emission spectra were composed 
of two peaks, corresponding to two degenerated orthogonal polarizations of the fundamental 
mode. For the device tilted toward [110] direction, the dominant emission peak emerged at a 
wavelength 0.025 nm longer than the weaker emission of the orthogonal state. However, for the 
devices tilted toward [110] direction, the dominant polarization state appeared at a wavelength 
0.03 nm shorter than the orthogonal state. In our index-guided structure, we expect that a higher 
optical loss should be induced in parallel surface of the tilted direction. Thus, the dominant 
polarization state seen in Figs. 5(a) and 5(b) might appear along the directions with lower optical 
loss. On the other hand, Fig. 5 shows that higher order transverse modes begin to läse 
simultaneously, which are blue shifted about 0.3 and 0.2 nm from the dominant peak of 
fundamental mode for [110] or [110] direction, respectively. These behaviors can be explained 
in terms of an amplified spontaneous emission. 

CONCLUSION 

We have proposed a simple polarization control method of VCSELs by tilted-etching of 
the laser post toward [110] or [110] direction. We found a dominant polarization with 
perpendicular electric field to the tilted direction. For the laser devices with a diameter of 7-10 
|im and a tilted angle of 15 ° - 20°, we observed outstanding selectivity of the polarization state. 
Within this range of tilted angle, the polarization characteristics were improved as the tilting 
angle is increased and device size decreased. The selectivity of polarization in the tilted-post 
VCSELs can be attributed to the difference of optical losses of the two waves polarized to the 
[110] and [110] directions in the tilted cavity. 
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ABSTRACT 

The electrical properties of the light ion impurities H, O and C in GaN have been 
examined in both as-grown and implanted material. H is found to efficiently passivate acceptors 
such as Mg, Ca and C. Reactivation occurs at >450°C and is enhanced by minority carrier 
injection. The hydrogen does not leave the GaN crystal until >800°C, and its diffusivity is 
relatively high (~10"ucm2/s) even at low temperatures (<200°C) during injection by wet etching, 
boiling in water or plasma exposure. Oxygen shows a low donor activation efficiency when 
implanted into GaN, with an ionization level of 30 - 40 meV. It is essentially immobile up to 
1100CC. Carbon can produce low p-type levels (3xlOl7cm"3) in GaN during MOMBE, although 
there is some evidence it may also create n-type conduction in other nitrides. 

INTRODUCTION 

H, O and C are the most common residual impurities in III-V semiconductors. Hydrogen 
can form neutral dopant-hydrogen complexes and dramatically reduce carrier levels. Oxygen 
introduces a deep acceptor level in GaAs and in particular AlGaAs, while carbon is an efficient 
shallow acceptor in some materials and a donor in others. 

In both Si and GaAs[l-4], injection of minority carriers either by forward biasing of a 
diode structure or illumination with above-bandgap light produces dissociation of neutral 
acceptor-hydrogen or donor-hydrogen complexes at temperatures at which they are normally 
thermally stable. While the details of the reactivation process are not clearly established, it is 
expected that for an acceptor A the reactions likely can be described by 

(AH)0 oA+H+       (1) 
H+ + e" <-» H° (2) 

The neutral hydrogen most likely forms diatomic or larger clusters with other neutral or charged 
hydrogen species.'4' 

RESULTS AND DISCUSSION 

1. Hydrogen 

There has recently been a lot of interest in the stability of hydrogen passivated Mg 
acceptors in GaN. Amano et al.[5] first demonstrated p-type conductivity in GaN (Mg) after an e- 
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beam irradiation process near room temperature and later Nakamura et al.<6) showed that simple 
thermal annealing at ~700°C also reactivated the Mg acceptors. It is clear that atomic hydrogen 
remaining in the GaN after growth by metal organic chemical vapor deposition (MOCVD) with 
NH3 and (CH3)3Ga precursors attaches to the Mg, forming neutral complexes. Currently all Mg- 
doped GaN grown by MOCVD is annealed under N2 for 20-60mins at ~700°C to achieve the full 
level of p-type conductivity. [6] The mechanism for acceptor activation during the e-beam 
irradiation process has not been studied in detail to date. To establish that minority carrier 
enhanced debonding of Mg-H complexes in GaN is responsible for this phenomenon, we 
examined the effect of forward biasing in hydrogenated p-n junctions. We find that the 
reactivation of passivated acceptors obeys second order kinetics and that the dissociation of the 
Mg-H complex is greatly enhanced under minority carrier injection conditions. 

The sample were grown an c-Al203 by MOCVD using a rotating disk reactor. After 
chemical cleaning of the substrate in both acids (H2S04) and solvents (methanol, acetone), it was 
baked at 1100°C under H2. A thin (<300Ä) GaN buffer was grown at 510°C, before growth of 
~lum undoped material, 0.5um of GaN(Mg) with a carrier density of p~1.5xl017ctrf3 after 700°C 
annealing and 0.3um of GaN (Si) with a carrier density of 5xl018cm"3. Some of the samples were 
hydrogenated by annealing under NH3 for 30 mins at 500°C. This produces passivation of the Mg 
acceptors but has little effect on the Si donors. 

Mesa p-n junction diodes were processed by patterning 500um diameter TiAl ohmic contacts 
on the n-GaN by lift-off and then performing a self-aligned dry etch with an Electron Cyclotron 
Resonance BCl3/Ar plasma to exposure the p-type GaN. E-beam evaporated NiAu was patterned 
by lift-off to make ohmic contact to the p-type material. The carrier profiles in the p-type layer 
were obtained from 10kHz capacitance-voltage measurements at room temperature. Anneals were 
carried out in the dark at 175°C under two different types of condition. In the first, the diode was 
in the open-circuit configuration, while in the second the junction was forward biased at 9mA to 
inject electrons into the p-type GaN. After each of these treatments the samples were returned to 
300K for re-measurement of the net electrically active acceptor profile in this layer. 

Figure 1 shows a series of acceptor concentration profiles measured on the same p-n 
junction sample, after annealing at 175°C under forward bias conditions. After the NH3 

hydrogenation treatment the electrically active acceptor density decreased from 1.5xl017cirf3 to 
~6-7xlO'6cnT3. If the subsequent annealing was carried in the open-circuit configuration there 
was no change in the carrier profile for periods up to 20hr at 175°C. By sharp contrast Figure 1 
shows that for increasing annealing times under minority carrier injection conditions there is a 
progressive reactivation of the Mg acceptors with a corresponding increase in the hole 
concentration. After Ihr, the majority of these acceptors have been reactivated. Clearly therefore, 
the injection of electrons has a dramatic influence on the stability of the MgH complexes. The Mg 
reactivation has a strong dependence on depth into the p-type layer, which may result from the 
diffusion distance of the injected electrons prior to recombination. We rule out heating of the 
sample during forward biasing as being a factor in the enhanced dissociation of the neutral 
dopant-hydrogen complexes. The samples were thermally bonded to the stainless steel stage and 
the junction temperature rise is expected to be minimal (<10°C). Moreover from separate 
experiments we found that reactivation of the Mg did not begin until temperatures above ~450°C 
under zero-bias conditions. 

The reactivation kinetics were found to follow second-order kinetics, according to [3]: 

d[NA-N(t)]/dt = C[NA-N(t)]2       (3) 
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where NA is the uniform Mg acceptor concentration in the non-hydrogenated sample, N(t) is the 
acceptor concentration in the hydrogenated GaN after forward bias annealing for time t and C is a 
second order annealing parameter. C was found to be 4xl0"20cm3/s 
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Figure 1. Carrier concentration profiles in hydrogenated GaN (Mg). after annealing for 
various times at 175°C under forward bias conditions. 

The fact that the MgH complexes are unstable against minority carrier injection has 
implications for several GaN-based devices. Firstly, in a laser structure the high level of carrier 
injection would rapidly dissociate any remaining Mg-H complexes and thus would be forgiving of 
incomplete removal of hydrogen during the post-growth annealing treatment. In a heterojunction 
bipolar transistor the lower level of injected minority carriers would also reactivate passivated Mg 
in the base layer, leading to an apparent time-dependent decrease in gain as the device was 
operated. 

We also investigated the susceptibility to hydrogen passivation of Ca acceptors in GaN. 
The Ca was implanted at a dose of ~5xl014cm"2, and activated by annealing at 1100°C. The 
ionization level was found to be ~169meV from transport measurements. Samples were 
hydrogenated for 30 min at 250°C. 

The initial H2 plasma exposure caused a reduction in sheet hole density of approximately 
an order of magnitude, as shown in Figure 2. No change in electrical properties were observed in 
the He-plasma treated samples, showing that pure ion bombardment effects are insignificant and 
the chemical interaction of hydrogen with the Ca acceptors is responsible for the conductivity 
changes. Post-hydrogenation annealing had no effect on the hole density up to 300°C, while the 
initial carrier concentration was essentially fully restored at 500°C. Assuming the passivation 
mechanism is formation of neutral Ca-H complexes, then the hole mobility should increase upon 
hydrogenation. This was indeed the case. If the carrier reduction were due to introduction of 
compensating defects or impurities, then the hole mobility would decrease, which was not 
observed. 

If the dissociation of the Ca-H species is a first-order process then the reactivation energy 
from the data in Figure 2 is ~2.2eV assuming a typical attempt frequency of lO'V1 for bond 
breaking processes. This is similar to the thermal stability of Mg-H complexes in GaN which we 
prepared in the same manner (implantation) with similar doping levels. In thicker, more heavily 
doped samples, the apparent thermal stability of hydrogen passivation is much higher because of 
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the increased probability of retrapping of hydrogen at other acceptor sites. This is why for thick, 
heavily doped (p>1018crn3) GaN(Mg), a post-growth anneal of at least 700CC for 60min is 
employed to ensure complete dehydrogenation of the Mg. True reactivation energies can only be 
determined in reverse-biased diode samples where the strong electric fields present sweep the 
charged hydrogen out of the depletion region and minimize retrapping at the acceptors. 

20 

16- 

12" 

8 - 

—■— before hydrogenation 
—A— after hydrogenation 

GaN (Ca) 
Hjplasma 0.5h 250"C 
iOsec anneals 

0       100     200     300     400    500     600 
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Figure 2. Sheet hole density at 300K in hydrogenated GaN(Ca) as a function of 
subsequent annealing temperature. 

2. Oxygen 

Oxygen is often assumed to be responsible for the background n-type doping in thin film 
GaN, although in bulk GaN it is more likely that nitrogen vacancies are responsible. [8] 

Figure 3 is an Arrenhius plot of the resistance/temperature product of O-implanted GaN 
annealed at 1050°C along with data for an unimplanted and annealed (1100°C) GaN sample. For 
n-type conduction, an Arrhenius plot of the resistance/temperature product is thought to be more 
appropriate to account for the potential presence of two band conduction in GaN. O is seen to 
have an ionization level of 28.7meV. Using this value, the activation efficiency can be estimated to 
be only 3.6% for O (ns=5.9xlOI2cm"2) assuming ns<=noexp(Ea/kT). The low activation of O may 
be the result of the lighter O-ion not creating sufficient lattice damage, and therefore N-vacancies, 
for the O to occupy a substitutional N-site. This situation may be improved in the future by using 
a co-implantation scheme. [9] The low apparent O activation may also be explained by the 
existence of a second deep level for O in GaN that is associated with an oxygen complex. If this 
were the case, the electrons in the deep level would remain unionized at room temperature and 
not contribute to the measured electron density. Note that the unimplanted and annealed material 
has an activation energy for conduction of 335eV. The diffusivity of O in GaN was estimated to 
be <2.7xl0"13cm2/sec at 1125°C from SIMS measurements. 
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Figure 3. Arrhenius plot of resistance-temperature product for unimplanted GaN annealed at 
1100°C and O-implanted GaN annealed at 1050°C. 

3. Carbon 

We have reported light (p=3xl017cirf3) p-type doping of GaN with CC14 doping during 
MOMBE growth. [10] We have also observed that InxGai-xN and InxAli-xN films are invariably 
strongly n-type.[l 1] One reason could be nitrogen vacancies. Another possible explanation for the 
electrical behavior is the presence of unintentionally incorporated carbon. Though carbon has 
been shown capable of producing p-type GaN, the hole concentrations obtained have been limited 
to low ~1017cm"3 even though carbon levels are measured to be 1020cm"3 or higher. It has been 
found in other III-V materials that the maximum hole concentration which can be obtained using 
carbon is related to the difference in bond strength between the group Ill-carbon case and group 
V-carbon sites. In the case of InP, the carbon actually sits on the group III site and acts as a donor 
resulting in n-type material. Based on this simple model, it is expected that carbon will be a donor 
in InN and high In concentration alloys (see Figure 4).[12] Thus at least some of the conduction 
observed in these ternary films may be due to carbon. Further, as the composition is reduced in In, 
the tendency for carbon to act as an acceptor rather than a donor increases, thus possibly 
explaining the reduction in electron concentration observed with increasing Ga or Al 
concentration. Clearly more work is needed in this area in order for the role of carbon to be fully 
understood. 

We also implanted C into GaN and annealed at temperatures up to 1100°C, but did not 
obtain p-type conductivity. Based on the results to date we find that C probably displays 
amphoteric behavior in the nitrides, with acceptor formation under some conditions (MOMBE- 
grown GaN) and possible donor action in other cases ( implantation in GaN; growth of In- 
containing alloys). 
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Figure 4. Maximum reported carrier concentrations for materials with various group Ill-carbon 
and group V-carbon bond strengths as a function of the difference between the two bonds. 

CONCLUSIONS 

In summary, we have shown that hydrogen passivated Mg acceptors in GaN may be 
reactivated at 175°C by annealing under minority carrier injection conditions. The reactivation 
follows a second order kinetics process in which the (MgH)° complexes are stable to >450°C in 
thin, highly-doped GaN layers. In thicker, more heavily doped layers where retrapping of 
hydrogen at the Mg acceptors is more prevalent, the apparent thermal stability of the passivation 
is higher and annealing temperatures up to 700°C may be required to achieve full activation of the 
Mg. Our results suggest the mechanism for Mg activation in e-beam irradiated GaN is minority- 
carrier enhanced debonding of the hydrogen. Hydrogen passivation of acceptors in GaN occurs 
for several different dopant impurities and that post-growth annealing will also be required to 
achieve full electrical activity in Ca-doped material prepared by gas-phase deposition techniques. 
The thermal stability of the passivation is similar for Ca-H and Mg-H complexes, with apparent 
reactivation energies of ~2.2eV in lightly-doped (~1017cm"3) material. O behaves as an inefficient 
shallow donor when implanted in GaN, whereas C may play a significant role in the conductivity 
of ternary alloys. 
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ABSTRACT 

A shift in the peak response wavelength and a broadening of the photoresponse spectrum is demonstrated 
for intersubband absorption in n-doped GaAs/AlGaAs multiple quantum well detectors following 
intermixing of the well and barrier layers during rapid thermal annealing. In general, a decrease in 
performance is observed for the RTA QWIPs when compared to the as-grown detectors. The peak 
absolute response of the annealed QWIPs is lower by almost a factor of four, which results in 
corresponding decrease in quantum efficiency. In addition, the noise performance results in a detectivity 
which is five times lower than that of QWIPs fabricated from as-grown structures. 

INTRODUCTION 

Infrared (IR) photodetection by intersubband absorption using GaAs/AlGaAs multiple quantum 
wells (QWs) grown on a GaAs substrate has recently become the subject of extensive investigations [1,7]. 
A detailed theoretical study of both linear and nonlinear intersubband absorptions has been reported [8]. 
The peak detector response can be adjusted to any wavelength in the 8-12 |xm range by changing the 
quantum well width and depth. These quantum well detectors have a number of potential advantages with 
respect to HgCdTe detectors, including compatibility with the relatively mature GaAs processing 
technology, the possibility of monolithic integration with GaAs electronics and the potential to make 
uniform large area focal plane arrays[9,10]. Intermixing of the well and barrier layers during rapid thermal 
annealing (RTA)[11], can also be used to adjust the peak response to any value in the 8-12 |im wavelength 
range [12]. This tunability is of interest to ER. detector applications as it would facilitate the fine tuning of 
the peak detector response of as-grown detector structures to a particular desired operational wavelength. 
The present article describes the effect of RTA on important operating characteristics of QWIPs such as 
the detector photoresponse, dark current characteristics, absolute responsivity, quantum efficiency, and 
detectivity. 

EXPERIMENTAL DETAILS 

GaAs/AlGaAs QWIPs were grown by solid source molecular beam epitaxy (MBE) on semi- 
insulating GaAs (001) substrates. The active region, sandwiched between two n-type (1018 cm"3 ) GaAs 
layers, consist of 50 periods of 300Ä undoped Alo.25Gao.75As barriers and 40Ä Si (n ~ 1018 cm'3) center- 
doped GaAs wells. The doping is confined to the center 20Ä of the GaAs well. In all studies, prior to 
annealing, the samples were first degreased by tricholoethane, acetone and methanol rinse followed by a 
light surface etch using NH4OH. A 1200Ä Si02 encapsulant was then deposited by plasma enhanced 
chemical vapor deposition. The details of the process are described in Ref.[13]. The material quality and 
optical properties of the as-grown and annealed GaAs/AlGaAs MQW samples are investigated using 
cross-sectional TEM, PL, and infrared absorption measurements. 

Quantum-well infrared detectors were fabricated from the as-grown and Si02-encapsulated RTA 
samples into 200u.m circular mesas as described in Ref.[13]. All dark current, spectral response, and noise 
measurements on these as-grown and annealed QWIPs are performed with the detectors mounted on a 
stage in thermal contact with the cold end of a continuous flow helium cryostat. The dark current I-V 
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characteristics of the QWIPs are measured at various sample temperatures. The spectral response and 
noise measurements are performed at a sample temperature of 50K. 

In order to obtain the absolute spectral response of the as-grown and RTA QWIPs, both blackbody 
and relative spectral response measurements are performed. The detectors are connected to an external 
bias circuit, and bias currents from O.OluA to 1.37pA are supplied using a battery in series with a large 
resistor to provide a constant bias current. 

The blackbody response measurement of the QWIPs is required to calculate their absolute 
response. The total absorbed optical intensity is determined by integrating the product of the normalized 
spectral response and the blackbody irradiance spectrum over wavelength. The peak absolute response is 
calculated from the absorbed optical intensity and the peak blackbody photocurrent. Once the peak 
absolute response is determined, the unity gain quantum efficiency can be calculated as shown in 
Ref.[13]. 

The noise measurements are performed at a temperature of 50K. The output noise voltage from 
the detector is amplified by an EG&G model 113 low noise pre-amplifier and measured with a Stanford 
model SR760 FFT spectrum analyzer. Both the detector and the pre-amplifier are powered by batteries to 
reduce the system noise, and all cables are of minimal length to reduce the parasitic capacitance. The 
noise spectral density is measured on the spectrum analyzer and divided by the pre-amplifier gain to find 
the true noise power spectral density at the detector. Once the absolute response and noise measurements 
are performed, the detectivity D* (cm-Hz AV) can be calculated as shown in Ref.[13]. 

MEASUREMENTS 

The cross-sectional TEM micrographs are shown in Fig. 1 for (a) an as-grown MQW and (b) an 
RTA MQW annealed at 850°C for 30 seconds. A third micrograph, Fig. 1(c), shows the MQW structure 
after an anneal at 950°C for 30 seconds. No defects or dislocations are observed in the as-grown MQW 
region, and the quantum wells (dark regions) are measured to be -45 Ä and the barriers (light regions) 
-300 Ä. A slight widening of the well width was observed in the 850°C case and an almost complete 
intermixing in the 950°C case, resulting in an effective well width of -120 Ä. The degree of layer 
intermixing is not uniform for each quantum well in the MQW stack, in fact, the wells at the top of the 
stack, near the surface of the Si02 encapsulant, are more disordered than the wells at the bottom of the 
stack. As will be discussed, this nonuniformity has a dramatic impact on the device performance of 
annealed quantum-well infrared detectors. 

In Fig. 2, the 77 K PL spectrum shows a blue shift of 0.03 um (65 meV) for the annealed QWIP 
structure in comparison to the as-grown structure. In addition, the RTA QWIP structure exhibits a 
reduction in luminescence intensity. This is attributed to the out-diffusion of Si dopant atoms from the 
well and is strongly dependent on the amount of disordering during the anneal. The room temperature 
intersubband absorption measurements are shown in Fig. 3. The absorption peak for the as-grown QWIP 
structure is measured to be 9.67 pm (128 meV), while the RTA QWIP shows a broader response with the 
absorption peak at 11.09 um (112 meV), resulting in a red shift of 1.42 pm (16 meV). The broadened 
spectral response of the RTA structure is due to the nonuniform disordering within the MQW structure. 
Each well in the RTA structure has a slightly different potential profile and yields a slightly different 
spectral response. Therefore, the total spectral response, which is a summation of spectral responses from 
each well, should be broader. 

We also note that the amount of energy shift of the intersubband transition in the conduction band 
is not in agreement with the interband energy shift, which should obey the 67/33 conduction band to 
valence band offset ratio for the AlGaAs/GaAs material system. This is due to the nature of the PL 
measurement and the depth dependence of the layer disordering during RTA. Since the pump light from 
the HeNe laser is strongly absorbed by GaAs, only the wells near the top of the MQW stack can be probed 
and measured for luminescence. Since these top wells have a larger amount of disordering and 
intermixing than the average well in the stack, the measured PL wavelength from the RTA MQW sample 
shows a much larger blue shift than expected. 

The temperature-dependent dark current versus voltage (I-V) characteristics of the fabricated as- 
grown and RTA QWIPs are shown in Fig. 4. The dark current characteristics for the as-grown detector are 
in agreement with what is reported by several authors [14-19]. At low temperatures and low biases, 
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Fig. 1  Cross-sectional TEM of the (a) as-grown, (b) RTA (850"C, 30s), and (c) RTA (950"C, 30s) MQW structures. 
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Fig. 2 Photoluminescence spectra at 77 K of the (a) as- 
grown and (b) RTA (850*0,30s) MQW structure. A blue 
shift of 65 meV is observed. 
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Fig. 3 Room temperature absorption spectra of the (a) as- 
grown and (b) RTA (850"C, 30s) MQW structure. A red shift 
of 16 meV is observed. 
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Fig. 4 (a) Dark current versus bias characteristics as 
function of temperature for the as-grown QWIP. 
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Fig. 4 (b) Dark current versus bias characteristics as a 
function of temperature for the RTA QWIP with cold 
shielding. 
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Fig. 5 Blackbody response of the as-grown QWIP (solid 
line) and the RTA QWIP (dotted line) at T = 50 K as 
function of biasing current. 

Fig. 6 Normalized photoresponse of the as-grown QWIP and 
the RTA QWIP at T = 50 K. The response is measured for 
each QWIP biased to operate at its peak performance. 

sequential tunneling through the barriers is dominant. At very low temperatures and intermediate bias, the 
as-grown detector exhibits a plateau in the dark current. At high temperatures and low biases, the dark 
current is dominated by thermionic emission of carriers from the wells and thermally assisted tunneling 
through the barriers. At high temperatures and high biases, Fowler-Nordheim tunneling is the dominant 
mechanism, with impact ionization observed at very high biases. At each temperature, the dark current of 
the RTA QWIP is higher than that of the as-grown detector, which adversely affects the noise 
performance of the RTA QWIP. At low temperatures both the as-grown and the RTA detectors exhibit a 
rapid increase in dark current at high biases. The onset of rapid noise increase occurs at a lower bias in 
the RTA detector than in the as-grown detector. At higher temperatures both the as-grown and the RTA 
detectors show a steady increase in the dark current as a function of applied bias. A lower effective barrier 
height of the RTA detector also explains the lower onset voltage for the rapid increase in the dark current 
in the RTA QWTP and the larger dark current. 

In Fig. 5, we show variation of blackbody response for both as-grown and RTA quantum-well 
detectors with biasing current. The aperture was maintained at a width of 0.05". The blackbody response 
increases with current at low bias values until it reaches a maximum value and then decreases at higher 
currents. This maximum occurs at a bias current of 0.70 uA for the as-grown detector and at 0.25 uA for 
the RTA detector. The increase in the blackbody response with bias current at low biases occurs due to 
the increase in the detector voltage with applied bias. A larger voltage creates a larger field across the 
MQW region of the detector which results in a shorter carrier transit time, higher collection efficiency, 
and higher photoconductive gain. For larger current biases, however, the response actually decreases with 
increasing current. This may be attributed to a reduction in the intersubband absorption coefficient due to 
the large amount of dark current which populates the empty states in the higher subbands. Additionally, 
there exists a reduction of the intersubband absorption coefficient when the applied fields become large 
due to a reduced overlap integral of the MQW wave functions. 

The spectral response and noise of the as-grown and RTA QWIPs were measured with each 
detector biased to operate at their peak blackbody response. In Fig. 6, we show the normalized 
photoresponse for both the as-grown and RTA detector. The peak response wavelengths measured are 8.8 
um for the as-grown detector and 9.6 um for the RTA detector. Since the ground state is higher and the 
effective barrier height is lower in the RTA detector than in the as-grown detector, the peak response 
wavelength of the RTA QWTP experiences a long-wavelength shift[12], in agreement with the room 
temperature intersubband absorption measurement in Fig. 3. 
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RESULTS AND DISCUSSION 

The peak absolute responses are calculated to be 0.571 AAV for the as-grown detector and 0.1557 
AAV for the RTA detector from the blackbody and relative spectral response measurements,. The peak 
responsivity of the RTA QWIP is reduced by nearly a factor of four from the as-grown structure. The 
unity gain quantum efficiency is calculated from the absolute response. The peak quantum efficiencies are 
8.11% for the as-grown detector as compared to 2.01% for the RTA detector. The four times reduction in 
quantum efficiency in the RTA QWIP is due primarily to its degraded peak responsivity and secondarily 
its red-shift in the peak response 
wavelength.   Although the broadened 1.6 10 
absorption spectrum of the Si02 

encapsulated RTA detector can result 
in a reduced spectral response, we 
believe that the dominant reduction is 
a consequence of the out-diffusion of 
Si dopant from the well[12] and the 
increased dark current through the 
RTA MQW structure. 

In Fig. 7, we show the voltage 
noise spectral density measured in the 
frequency range from 100 Hz to 
10 kHz for both as-grown and RTA 
QWIPs biased to operate at their peak 
performance. As expected, the noise 
of the RTA detector is higher than that 
of the as-grown detector at all 
frequencies. This is attributed to the 
increase in the trapping-detrapping 
mechanism due to layer intermixing in 
the RTA structure. The noise spectra 
show 1/f dependence at low 
frequencies, and at intermediate 
frequencies, the spectra are dominated 
by the background G-R noise of the 
detector. 

The detectivity D* for a peak wavelength of 8.8 um, a chopping frequency of 500 Hz and a noise 
bandwidth of 1Hz is calculated to be 1.445 x 1010 cm-HzI/2AV for the as-grown detector as compared to 
0.287 x 1010 cm- Hz"2AV at a peak wavelength of 9.6 um for the RTA detector [13]. Due to the increased 
dark current and noise along with a decreased peak responsivity, the D* of the RTA QWIP is five times 
lower than that of the as-grown QWIP. This reduction in detectivity may still be acceptable for focal- 
plane array detector applications.[20] 

CONCLUSION 

We have demonstrated that RTA can be employed to both shift the operating wavelength of as- 
grown detectors to longer wavelengths and to broaden the response of quantum-well infrared 
photodetectors. The dark current of the Si02-encapsulated 850°C RTA detector was higher at each 
temperature studied than that of the as-grown detectors. The spectral response and quantum efficiency 
were about a factor of four lower in the RTA QWIP. The overall reduction in the detectivity was a factor 
of five. The decrease of QWIP performance with RTA is attributed to the out-diffusion of dopant atoms 
during annealing and increased dark current. Rapid thermal annealing holds promise for adjusting the 
peak response of as-grown QWIP structures to a particular desired operating wavelength and also for 

10000 

Fig. 7 Noise power spectral density of the as-grown QWIP and the 
RTA QWIP at T = 50 K. The QWIPs were biased to operate at their 
peak performance. 
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broadening their spectral response to be sensitive over a wider wavelength range in the important 8-12 |im 
atmospheric window. The use of RTA changes the well profile of a QWIP and peak wavelength, but the 
reduced detectivity indicates that this technique is limited for sensitive IR detectors. Recent advances in 
growth, complimented by innovative structures (random gratings and reflector layers) should offset any 
degradation in performance. This makes feasible integration of multiple-colored pixels. 

ACKNOWLEDGMENTS 

The authors would like to thank the members of the Semiconductor Research group, University of 
Illinois at Urbana-Champaign as well as Drs. H. C. Liu (NRC Canada), K. K. Choi (U.S. Army Research 
Lab.) and M. Dodd (WPAFB) for their assistance and fruitful discussions. This work was supported by 
the U. S. Air Force Wright Laboratory under contract number F33615-91-C-1805. 

REFERENCES 

1. L. C. West and S. J. Eglash, Appl. Phys. Lett. 46, 1156 (1985). 
2. B. F. Levine, A. Zussman, S. D. Gunapala, M. T. Asom, J. M. Kuo, and W. S. Hobson, J. Appl. Phys. 

72,4429 (1992). 

3. J. Y. Anderson and L. Lundqvist, Appl. Phys. Lett. 59, 857 (1991). 
4. B. K. Janousek, M. J. Daugherty, M. L. Bloss, M. L. Rosenbluth, M. J. O'Loughlin, H. Kanter, F. J. 

Deluccia, and L. E. Perry, J. Appl. Phys. 67, 7608 (1990). 

5. I. Grave, A. Shakouri, N. Kuze and A. Yariv, Appl. Phys. Lett. 60, 2362 (1992). 
6. E. Martinet, F. Luc, E. Rosencher, Ph. Bois and S. Delaitre, Appl. Phys. Lett. 60, 895 (1992). 
7. J. D. Ralston, D. F. G. Gallagher, P. Bittner, J. Fleissner, B. Dischler and P. Koidl, J. Appl. Phys. 71, 

3562 (1992). 
8. D. Ahn and S. L. Chuang, IEEE. I. Quantum Electron. QE-23, 2196 (1987). 

9. C. G. Bethea, B. F. Levine, V. O. Shea, R. R. Abbott and S. J. Hsieh, IEEE. Trans. Electron Devices 

38, 1118(1991). 
10. L. J. Kozlowski, G. M. Williams, G. I. Sullivan, C. W. Farley, R. J. Aderson, J. Chen, D. T. Cheung, 

W. E. Tennant and R. E. DeWames, IEEE Trans. Electron Devices 38, 1124 (1991). 
11. I. S. Major, F. A. Kish, T. A. Richard, A. R. Sugg, J. E. Baker and N. Holonyak Ir„ J. Appl. Phys. 

68, 6199 (1990). 
12. J. D. Ralston , M. Ramsreiner, B. Dischler, P. Koidl, M. Maier, G. Brandt, P. Koidl and D. J. As ,J. 

Appl. Phys. 71, 3562 (1992). 
13. D.K. Sengupta, W. Fang, J.I. Malin, A. Curtis, T. Horton, H.C. Kuo, D. Turnbull, C. H. Lin, K.C. 

Hsieh, S.L. Chuang, M. Feng, S. G. Bishop, and G.E. Stillman, Submitted to J. Elect. Mat. 

14. K. K. Choi, B. F. Levine, C. G Bethea, J. Walker and R. J. Malik, Appl. Phys. Lett. 50, 1814 

(1987). 
15. E. Pelve, F. Beltram, C. G. Bethea, B. F. Levine, V. O. Shen, S. J. Hsieh and R. R. Abbott, J. Appl. 

Phys. 66, 5656 (1989). 
16. B. F. Levine, C. G. Bethea, G. Hasnain, V. O. Shen, E. Pelve, R. R. Abbott and S. J. Hsieh, Appl. 

Phys. Lett. 56, 851(1990). 
17. K. K. Choi, B. F. Levine, R. J. Malik, J. Walker and C. G. Bethea, Phys. Rev, B35,4172 (1987). 

18. K. Brennan and Y. Wang,. Phys. Lett. 57,1337 (1990). 
19. G. M. Williams, R. E. deWames, C. W. Farley and R. J. Anderson, Appl. Phys. Lett. 60, 1324 

(1992). 
20. C. G. Bethea, B.F. Levine, V.O. Shen, R.R. Abbott, and S.J. Hseih, IEEE. Trans. Electron. Devices 

38,1118(1991). 

360 



The Effects of Base Dopant Outdiffusion on Low Frequency 
Noise Characteristics of AlGaAs/GaAs 

Heterojunction Bipolar Transistors 

Y.C.CHOUÄNDG.P.LI 
Department of Electrical and Computer Engineering, University of California, Irvine, CA. 92717 
C.S.WU 
Microelectronics Division, Hughes Aircraft Company, Torrance, CA 90505 

ABSTRACT 

The effects of base dopant outdiffusion on low frequency noise characteristics in 
beryllium-doped heterojunction bipolar transistors (HBT's) are investigated. The beryllium 
diffusion in HBT's are induced either by growth conditions or by forward-current stress. While an 
ideal 1/f noise characteristics is observed in HBT's without beryllium outdiffusion, a low 
frequency noise spectrum showing an anomalous hump is typically detected in HBT's with 
beryllium diffusion. An activation energy of 0.2 eV is extracted from the Arrhenius plot for the 
defect associated with this anomalous hump. While base current noise intensity (Sib) dependence 
on base current is in the range of Ib1'3-Ib1'5 for typical HBT's, its dependence changes to Ib^'-Ib20 

in devices with more beryllium outdiffusion. This implies that the recombination-generation 
current is dominant in HBT's with more beryllium outdiffusion. It is speculated that the higher 
and abnormal noise in devices with beryllium outdiffusion may be related to both an enlarged B-E 
junction space charge region and an accompanying increase of generation-recombination centers 
with beryllium outdiffusion process. 

INTRODUCTION 

Recently, beryllium dopant outdiffusion induced either during MBE growth or device 
forward current stress has been widely investigated in its effects on heteojunction bipolar 
transistors (HBT's) ''2. While beryllium outdiffusion is shown to cause Vbe shift and poses a 
device reliability threat3'4, its effects on HBT low frequency noise (1/f noise) performance has not 
been studied. It is well known that 1/f noise in HBT's can limit the bandwidth and stability of 
circuit operation at high frequency 5'6. The 1/f noise also causes phase noise in local oscillators 
and upconverts into the sideband noise around the RF carrier signal to degrade the noise 
performance 7. Although a reduction in 1/f noise can be achieved in devices with AlGaAs 
passivation ledge or polyimide attributed to the reduction of surface recombination current in the 
extrinsic-base region *'9, the effects of beryllium outdiffusion on HBT's 1/f noise are still not clear. 
To further improve the noise performance of HBT's for broad band circuit applications, it is 
essential to examine the noise sources originating from the emitter-base heterojunction. In this 
paper, we investigate the base dopant redistribution effect on low frequency noise characteristics 
in AlGaAs/GaAs HBT's. It is observed that both input base current noise intensity (Sib) and its 
exponent (a) dependence on base current (Ib°) increase in devices with more Be outdiffusion. 
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EXPERIMENTS 

The HBT's layers with a Be doping concentration of 1x10" cm'3 in base layer and a 
compositionally graded layer on both sides of the emitter were grown by molecular beam epitaxy 
(MBE). The emitter geometry is 3x10 u,m2. HBT's with beryllium outdiffusion induced by 
forward-current stress at 70 KA/cm2 , 200°C for 60 hours were used in this study. Inverted 
collector current ratio (R) measured at E-B junction reverse bias at 0/2 volt was used to indicate 
the amount of Be outdiffusion 10. The higher the R value is, the more Be out diffuses in the 
HBT's. While HBT's with higher R values also have the higher Vbe turn-on voltage (measured at 
Ic=l |iA) as shown in Fig.l, the R ratio measurement does not suffer the same uncertainty caused 
by the device parasitic changes as in the Vbe shift measurement. The insert in Fig. 1 is a typical U- 
shape characteristic of R curve as described in Ref. 11. At low Vbe, the R ratio is governed by the 
reverse leakage current. At high Vbe, the series resistance dictates the R ratio value. In this paper, 
the bottom value of R ratio is used to indicate the amount of Be outdiffusion. 

Hi 

1 

1.00 1.04 1.08 1.12 1.16 
Vbe (turn-on voltage at Ic=luA) 

Fig. 1. Inverted collector current ratios in relation to the Vbe turn-on voltage 
( The insert is a typical U-shape characteristics of R curve). 

All the HBT's were mounted inside a 24-pin ceramic dual-in-line package to perform the 
DC characteristics and low frequency noise measurement. To minimize the noise from the power 
source and biasing circuit, a battery, metal resistors and wire wound potentiometers were used to 
provide the Vbe and Vce biases in the noise measurement. The whole biasing circuit was shielded 
by an aluminum box to measure the device noise. The collector current noise signal (Svc) was fed 
into a low noise transimpedance amplifier, whose low frequency noise was at least 10 dB lower 
than that from the devices. An HP3563A control system analyzer was used to acquire the 
amplified device noise spectrum. Each measurement was averaged 10 times and the noise spectra 
were normalized to a 1Hz resolution bandwidth. The Svc can be expressed as : 

Svc=RL2ß2(Sice/ß2 + Sib) (1) 
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The term SiCC/ß
2 can be ignored because ß is typically greater than unity. As a result, Svc can be 

transformed to an equivalent base current noise 

Sib=Svc/(RL2ß2) (2) 

where Ri.and ß were load resistance and current gain, respectively. Sice is the associated noise 
spectrum of noise source current ice 

9- 

RESULTS AND DISCUSSIONS 
HBT's with normal R value (»1) exhibit an ideal 1/f noise characteristics in the measured 

frequency range (lHz-100KHz) as shown in Fig.2. The corner frequency is beyond 1 MHz. 
However, higher R value devices show a noise spectrum deviating significantly from the ideal 1/f 
with an anomalous hump, whose center frequency is close to 10 KHz as shown in Fig.3. This 
anomalous noise spectra may be associated with the Be outdiffusion. Not only do we observe the 
Sib spectrum deviating significantly from the original ideal case, but the noise intensity also 
increases in higher R value devices. The noise intensity extracted at Ib=5 uA, f=10 Hz for as- 
processed HBTs is plotted as a function of their measured R value as shown in Fig.4 clearly 
showing a strong dependence of Sib on R. While R changes from 1.01 to 1.2, Sib shows one fold 
increase from 4xl0"21 A2/Hz to 4xl0"20 A2/Hz. Obviously, the low frequency noise is strongly 
affected by the base dopant outdiffusion. 

1E-23 

1E+0 1E+1 1E+2 1E+3 1E+4 1E+5 
Frequency (Hz) 

Fig.2 Input base current noise spectral density in HBT without 
Be diffusion (R»1.01) exhibiting the 1/f noise. 

In order to examine the root cause of Sib increase in HBT's with higher R value, Sib 
measured at f=50 Hz was plotted as a function of base current (lb). While Sib dependence on base 
current is in the range of lb1'3-1'5 for HBT's with R »1, it changes to Ib''7-Ib2'° in devices with 
more Be outdiffusion as shown in Fig. 5. It is well known that Sib shows an exponent of 2 
dependence on base current in the case of the surface recombination current dominant in base 
current and has an exponent of 1 dependence otherwise 12. The higher exponent dependence on 
base currents implies that the low frequency noise of HBT's with higher R value may be dominant 
by the recombination-generation current. Normally, a Vbe increase of about 1.3 mV corresponds 
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to an approximate 1 Ä Be out-diffiision from the heterojunction in HBT's 3. From Fig.l, a 
displaced p-n junction in a distance of 93 Ä can be estimated from devices with the R value of 
1.12. Accordingly, one may speculate that the higher and abnormal noise in devices with Be 
outdiffusion may be related to both an enlarged B-E space charge region resulting in an increase 
in carrier recombination n , and an accompanying increase of generation-recombination centers 
with Be diffusion process. 

tö  1E-20 

1E+2 1E+3 
Frequency (Hz) 

Fig.3 Input base noise current spectral density in HBT with Be outdiffusion 
(R»1.09) exhibiting the anomalous noise characteristics. 

R ratio 

Fig.4 Sib dependence on R ratio. 

Sibatf=50Hz 
: with Be outdiffusion 

o : without Be outdiffusion 

Sibalb 

j i [Mini i   i  i i i iii 
1 10 100 

Base Current (uA) 

Fig. 5 Sib dependence on base current 
in HBT's without and with Be diffusion. 
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The spectra in Fig.3 can be expressed as: 

Sib = ~ + 
B 

f     l + (27t/)V 
(3) 

where the first term represents the ideal 1/f noise and second term is the generation-recombination 
noise. If the Ea is the activation energy of the trap center involved in the base current noise, the 
time constant x of the Sib can be expressed as ": 

1/T xT2exp -Ea/KT (4) 

The time constant x is simply determined from the -3dB characteristic frequency from the 
expression: 

1 

2*/. 
(5) 

where fp is the cutoff frequency of Lorentzian spectra. As a result, Ea can be extracted from the 
slope of Arrhenius plot. Fig.6 shows an activation energy of 0.2 eV extracted from the Arrhenius 
plot for the defect associated with the anomalous hump shown in Fig.3. D. Costa et al. 8 also 
reported an activation energy of 0.2 eV in the emitter-base junction in Be-doped AlGaAs/GaAs 
HBT's. DX center was identified as a possible candidate for the trap with an activation energy of 
0.2 eV. In our case, it is not clear whether the Be diffusion leads to DX center formation. 
However, this trap is responsible for an increase in electron-hole pair recombination in the 
enlarged space-charge region of the emitter-base junction. Nevertheless, further investigation still 
needs to be done to identify the root cause of this anomalous trap. 

Fig.6 Arrhenius plot of activation energy of anomalous noise hump. 
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SUMMARY 

We have conducted an investigation in the effects of base dopant outdiffiision on low 
frequency noise characteristics of Be-doped AlGaAs/GaAs HBT's. While normal devices exhibit 
an ideal 1/f noise characteristics, devices with Be outdiffiision show an anomalous noise hump 
with an activation energy of 0.2 eV. HBT's with a larger R value illustrating a Be outdiffiision 
case also show a larger Sib. While Sib dependence on base current is in the range of of lb1'3-lb1'5 

for HBT's with R «1, it changes to Ib'-'-Ib20 in devices with more Be outdiffiision (R«1.09). The 
higher exponent dependence on base current implies that the low frequency noise of HBT's with 
higher R value may be dominant by the recombination-generation current. 
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ABSTRACT 

Optical bandgap thermometry is a new method for measuring the temperature of semiconductor 
substrates. In this method, the temperature of the substrate is inferred from the wavelength of the 
onset of transparency of the substrate which is a measure of its bandgap. Common configurations 
of this technique are diffuse reflectance and transmittance. In order to calibrate these spectra to 
substrate temperature and to better understand the temperature dependence of the absorption edge, 
the transmittance spectra of semi-insulating InP:Fe and n-type InP:S substrates have been 
measured as a function of temperature in a tube. The width of the absorption edge (Urbach 
parameter) is found to increase linearly with temperature from 8.7 meV at room temperature to 
15.7 meV at 595°C for semi-insulating InP:Fe while it remains independent of temperature at a 
value of about 21.5 meV for heavily doped (6.5xl018 cm"3) InP:S. For InP:Fe, the temperature 
dependent part of the width is smaller than predicted by the standard theory where the width of the 
edge is proportional to the phonon population. The values of the Urbach parameter for InP:Fe are 
higher than those of semi-insulating GaAs which is attributed to the higher ionicity of InP. 

INTRODUCTION 

Optical bandgap thermometry [1-3] is a convenient non contact method for measuring substrate 
temperatures under ultra high vacuum conditions that overcomes some of the limitations of 
thermocouples and pyrometers. A common configuration used in molecular beam epitaxy is 
diffuse reflectance spectroscopy (DRS) where the wavelength for the onset of transparency of a 
substrate can be used to determine its temperature. The onset of transparency is related to the 
optical absorption edge which, in many semiconductors, is found to increase exponentially with 
photon energy [4-7]. This exponential edge, known as the Urbach edge, is a manifestation of the 
effect of structural and thermal disorder on the electronic properties of semiconductors [4,6-8]. In 
crystalline semiconductors, the characteristic width of the Urbach edge at high temperature is found 
to be proportional to the temperature [9] and is believed to be due to band tailing associated with 
disorder produced by thermal fluctuations in the crystal lattice [4,5,8]. Precise measurements of the 
temperature dependence of this absorption edge are required in order to develop calibration curves 
for various configurations of optical bandgap thermometry. 

The temperature dependence of the optical absorption edge of semi-insulating InP:Fe and 
highly doped n-type (6.5xl018 cm"3) InP:S 350 (im thick wafers is reported in this paper. The 
measurements were done in a tube furnace which allows for temperature determination to the high 
absolute accuracy desired for calibration of the DRS technique, in addition to a precise 
determination of the temperature dependence of the Urbach edge and optical bandgap.    The 
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temperature dependence of the bandgap and Urbach edge are analyzed in terms of the structural and 
thermal disorder using a model based on the phonon occupation [5,7]. 

TEMPERATURE MEASUREMENT 

In order to achieve the best possible absolute temperatures, the measurements are done in a 
radiation cavity where the wafers are in thermal equilibrium with their surroundings. The radiation 
cavity consists of two Ta baffles with optical access slits inserted on either side of the wafer inside 
a 7 cm diameter by 20 cm long tube, as shown schematically in Fig. 1. This radiation cavity is 
heated at the center of a 7 cm (2.75 in) diameter stainless steel tube in a tube furnace. The radiation 
cavity is light-tight as it fits snugly inside the stainless steel tube. The temperature is measured by 
two calibrated type-K thermocouples inserted in the middle of the radiation cavity with one 
thermocouple in contact with the edge of the sample and the other in contact with the center of the 
wafer. The temperature uniformity across the wafer was better than 0.5° as measured both by the 
thermocouples and by the optical transmission at different positions across the wafer. 

The type-K thermocouples were calibrated against a highly accurate commercially calibrated 
Pt-Pt/Rh(13%) thermocouple by clipping both thermocouples to a holder. This is inserted in a 
crucible lightly packed with alumina powder and loaded in a furnace. Temperature measurements 
of both thermocouples were performed after the furnace temperature had stabilized. The 
measurements with the type-K thermocouple were 6°C higher than the "real" temperature at 600°C 
and within 1°C at room temperature. The intermediate temperatures scaled linearly with 
uncertainties of ± 1°C. The type-K thermocouples' possible drift with thermal cycling is not a 
problem here as the temperatures were kept below 650°C. These measurements are indicative of 
absolute accuracies in the temperature measurements of better than + 6°C and possibly as good as 
± 1°C. 

During the temperature measurements, the tube is evacuated and filled with 10 mbar of Ar gas. 
Small chunks of As are placed on each side of the wafer in order to maintain a group V over 
pressure to offset the preferential evaporation of P at high temperatures. Each end of the stainless 
steel tube is capped with a Pyrex viewport in a 4.5 inch ConFlat flange, for optical access. A 
broad spectrum W-halogen lamp is placed at one end of the tube. The W filament of the lamp is 
focused on the sample through the optical access slits of the radiation shields using a 75 mm focal 
length lens. The sample is imaged onto an adjustable aperture at the other end of the tube with 
another 75 mm focal length lens. An optical fiber bundle is used to collect the light from the 
aperture to a monochromator and a liquid nitrogen cooled InGaAs detector where it is spectrally 
analyzed using standard lock-in detection. To minimize complications caused by light scattering 
the samples are polished on both sides. 

OPTICAL ABSORPTION 

The absorption coefficient a is determined by inverting the normalized transmittance spectra, 

T={l-R)2cxp(-ad) 

1- R2 exp(-2arf) 

where T is obtained by dividing the measured light signal through the sample by the optical 
throughput of the system, d is the thickness of the wafer and R is the normal incidence reflectivity 
of the InP vacuum interface.  R = 0.29 in the wavelength region of the InP absorption edge [10]. 
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Because of the Kramers-Kronig, relations the spectral curve for the index of refraction shifts with 
the absorption edge and hence the reflectivity remains approximately constant at the absorption 
edge even though the temperature of the material is changing. 

Figure 2 shows the measured absorption coefficient of InP:Fe and InP:S as a function of the 
photon energy for different temperatures. Both samples exhibit the exponential Urbach edge along 
with a weakly energy dependent subedge absorption region at lower energies. This subedge is 
much larger in the heavily doped InP:S sample and is attributed to phonon assisted interconduction 
band transitions [11]. On the other hand, the subedge absorption in the semi-insulating InP:Fe is 
due to deep levels associated with Fe related centers [12] at low temperatures while at higher 
temperatures absorption due to free carriers becomes important. The subedge absorption of InP:Fe 
at 2Ö4°C is lower than at either room temperature or 387°C. This behavior is not understood and 
no experiments have been performed to verify the reproducibility of this feature with other 
samples. 

For the purposes of this paper, the absorption in the Urbach region can be described by the 
following expression [5]: 

a(hv) = a exp 
V    Eo    J 

(2) 

where E0 is the characteristic energy of the Urbach edge, E, is the extrapolated bandgap energy and 
Ctg is the optical absorption coefficient at the bandgap energy. The extrapolated bandgap E, is close 
to the optical bandgap, Eg, but not equal to it because Eg is defined in a different way [13]. In 
order to determine E0 from the data, it is first necessary to subtract the weakly energy dependent 
subedge absorption. This is accomplished by fitting a straight line to the absorption just below the 
exponential edge and subtracting it from the data. The resulting corrected absorption is then fitted 
by Eq. 2 from which both Ej and E0 are obtained [7]. For InP, the optical absorption in the 
vicinity of the bandgap is ocg = 11000 cm"1 [13]. From this value of ag, E, = 1.354 eV at 
297 K which is slightly higher than the generally accepted value of 1.351 eV for Eg.   For the 

7cm diameter stainless steel pipe 

2 sections 
Radiation Cavity 

^ wafer 

-Ta 
baffles 

Baffle 
section 

optical 
access 

Figure 1: Schematic diagram of the meas- 
urement cavity. The wafer is mounted in a 
radiation cavity which ensures a uniform 
temperature. 

0.9        1        1.1       1.2      1.3       1.4 
hv(eV) 

Figure 2: absorption coefficient of InP:Fe and 
InP:S at different temperatures. 
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higher temperature data, we obtain the bandgap from the room temperature offset between E, and 
Eg using Eg(T) = E,(T) - 0.003 eV. The same procedure is used to analyze the InP:S data. The 
optical bandgaps and Urbach characteristic energies are shown in Fig. 3 for both samples. The 
optical bandgap is larger in n-type material due to partial filling of the conduction band [14]. 

TEMPERATURE DEPENDENCE 

The width of the absorption edge is a manifestation of both thermal and structural, or "frozen- 
in", disorder in the material. In the standard theory for crystalline semiconductors, E0 is 
proportional to a temperature dependent term proportional to the phonon population [4,8,9] which, 
in the Einstein single oscillator model, is given by: 

E0(T)-- s0ke l + X 1 

2      exp(0/T)-l 
(3) 

where the dimensionless parameter X describes the structural disorder [5-7], 6 is the Einstein 
temperature, T is the temperature and S0 is a dimensionless constant related to the electron-phonon 
coupling. X should, in principle, be zero for a perfect crystal [5]. The temperature dependence of 
the bandgap is also proportional to the same phonon population [5,7]: 

1.50 

1.40 

> 

W    1.30 

1.20 

1.10 

-i—|—i—i—i—|—i—i—i—|—i—i—i—|—i—r- 

O 

Tr-O^-T7°-C0~ 

25 

400 600 
Temperature (K) 

Figure 3: Eg and E0 for InP:Fe and InP:S. The continuous lines are fits using a model based on 
the phonon occupation densities. 
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EJT) = EJO)-SekO 
1 

exp(0/r)-l 
(4) 

where S„ is a dimensionless coupling constant. In Eq. 4, the effect of the zero point motion and 
the structural disorder is included in the zero temperature bandgap Eg(0). Since both Eg and E0 

exhibit the same functional dependence on the phonon occupation, they are related via a 
proportionality constant G, called Cody's constant, and an Urbach focus energy Ef [5]: 

Eg(T) = Ef-GE0(T). (6) 

The fits of Eqs. 3 and 4 are shown as continuous lines through the data in Fig. 3. A negative 
slope statistically consistent with zero is obtained when Eq. 3 is fitted to the data of InP:S. The 
resulting parameters obtained from the fits are reported in Table I. 

DISCUSSION 

The width of the absorption edge in the InP:S sample is dominated by fluctuations in the band 
edges caused by the Coulomb potentials of the ionized impurities and consequently is independent 
of temperature. On the other hand, the width of the absorption edge in the InP:Fe sample is 
dominated by thermal fluctuations at high temperatures. The phonon independent or structural 
disorder part of the width in InP:Fe is believed to be due to fluctuations in the band edges caused 
by the strain fields of point defects such as interstitial and substitutional Fe impurities. 

Previously published results for semi-insulating and n-type GaAs [7] also showed that the 
temperature dependence of E0 is weaker in doped material. The n-type GaAs sample studied had, 
however, a carrier concentration about three times smaller than the InP:S sample measured here. 
Here, as in the previous work [7], a non zero X has to be introduced to explain the data of the 
semi-insulating sample. The width of the edge in InP:Fe has a stronger temperature dependence 
than semi-insulating GaAs (S0 of GaAs was 0.087 compared to 0.143 here) [7].   In general, the 

electron-phonon coupling constant S0 

increases with ionicity and is therefore 
expected to be larger in the more ionic InP 
sample [9]. 

Table I: Parameters describing the temperature 
dependence of the absorption edge. For InP:S, 
both parameters S0 and X have values 
consistent with 0 indicating that no temperature 
dependence is observed for E0. 

Parameter InP:Fe InP:S 

Eg(0) (eV) 
Eg(20°C) (eV) 
E0(20"C) (meV) 
E0(600°C) (meV) 
9(K) 

So 
Sg 
Ef(eV) 
X 

1.424 
1.351 
8.7 
15.7 
269 

0.143±0.003 
4.70 + 0.04 
1.64+0.01 
3.0 + 0.2 

1.547 
1.454 
21.7 
21.4 
269 

-0.02+0.02 
6.56 + 0.11 

N/A. 
-94 + 62 

The Einstein temperature obtained from the 
fits is in excellent agreement with the reported 
values of the Debye temperature for InP (the 
Einstein temperature is 0.75 times the Debye 
temperature). 

CONCLUSION 

The first measurements of the temperature 
dependence of the Urbach edge in InP:Fe and 
InP:S above room temperature are reported. 
For heavily doped InP:S (6.5xl0'8 cm1) the 
characteristic width of the Urbach edge is 
independent of temperature in the temperature 
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range from 20°C to 600°C while for semi-insulating InP:Fe, the Urbach width varies from 
8.7 meV at room temperature to 15.7 meV at 595°C. The stronger electron-phonon coupling in 
InP compared to GaAs is attributed to the higher ionicity of InP. Finally, these accurate 
temperature measurements of the absorption edge in InP allow the development of calibration 
curves for optical bandgap thermometry. 
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ABSTRACT 

W, WSi044 and Ti/Al contacts were examined on n+ In065Ga035N, InN and 
In075Al025N. W was found to produce low specific contact resistance (QC - 10"7 Si -cm2) 
ohmic contacts to InGaN, with significant reaction between metal and semiconductor at 
900 °C mainly due to out diffusion of In and N. WSix showed an as-deposited rjc of 4x 
10"7 Si -cm2 but this degraded significantly with subsequent annealing. Ti/Al contacts 
were stable to - 600 °C (QC - 4xl0"7 Si -cm2 at <600 °C). The surfaces of these contacts 
remain smooth to 800 °C for W and WSix and 650 °C for Ti/Al. InN contacted with W 
and Ti/Al produced ohmic contacts with QC - 10" Si cm and for WSix QC~ 10" ficm. 
All remained smooth to - 600 °C, but exhibited significant interdiffusion of In, N, W and 
Ti respectively at higher temperatures. The contact resistances for all three metalization 
schemes were > 10" ß -cm on InAIN, and degrades with subsequent annealing. The 
Ti/Al was found to react with the InAIN above 400 °C, causing the contact resistance to 
increase rapidly. W and WSix proved to be more stable with QC ~ 10" and 10" Q cm up 
to 650 °C and 700 °C respectively. 

INTRODUCTION 

Recently much progress been made in the processing of the III-V nitrides and 
their ternary alloys, resulting in nitride-based blue/UV light emitting and electronic 
devices. " The Ill-nitrides pose a problem however in the development of low resistance 
ohmic contacts because of their wide bandgaps. Most of the work done in this area has 
been focused on n-type GaN. Au and Al single metal contacts to n+ GaN and non- alloyed 
Au/Ti and Al/Ti were found to have contact resistances of - 10" to 10" Si -cm . " Lin 
et. al. reported the lowest contact resistance to n+ GaN, with Ti/Al contacts after 
annealing at 900 °C for 30 sec in a rapid thermal annealer (QC = 8x10" Si cm ). They 
suggested the formation of a TiN interface as important in the formation of the low 
resistance contact. W was found to produce low resistance ohmic contacts to n GaN (QC ~ 
10"4 Q cm ) with little interaction between the semiconductor and the metal up to 800 
°C . WSix on n+ GaN was found to be stable to 800 °C as well, with a contact resistance 
of ~10"5 fi cm2. Graded contact layers to GaN have been formed with both InN and 
InGaN with WSL.      Ohmic contacts to InN have also been investigated, with non- 

7 2 [191 alloyed Ti/Pt/Au producing specific contact resistance QC = 1.8x10" Q cm .      Graded 
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InxGa!_xAs/InN contacts have also been used on GaAs/AlGaAs heterojunction bipolar 
transistors, with oc as low as 5x10"7 Q cm2.     Ohmic contacts to the nitrides have been 

[21] reviewed previously by Smith and Davis. 
For high temperature electronics applications, or for high reliability, we would 

like to employ refractory metal contacts such as W and WSix. Moreover, the contact 
resistance could be reduced if lower bandgap In-containing alloys (or InN) were used as 
contact layers on GaN, much as the case with InGaAs on GaAs. However the In-based 
nitrides are less thermally stable than GaN, and we need to establish the trade off between 
better contact resistance and poorer temperature stability. 

In this paper we report the results of W, WSi0 M and Ti/Al contacts deposited on 
n+ Ino.g5Gao.35N, n+ InN and n" Ino75Al025N. The electrical, structural and chemical 
stability of these contacts were examined after anneals up to 900 °C, using Transmission 
Line Method (TLM) measurements, Scanning Electron Microscopy (SEM) and Auger 
Electron Spectroscopy (AES). We find that InGaN allows achievement of excellent 
contact resistances, with stability up to - 600 CC for W metalization. 

EXPERIMENTAL 

The InGaN, InN and InAIN samples were grown using Metal Organic Molecular 
Beam Epitaxy (MO-MBE) on semi-insulating, (100) GaAs substrates in an Intevac Gen II 
system  as  described  previously. The  group-Ill  sources  were  triethylgallium, 
trimethylamine alane and trimethylindium, respectively, and the atomic nitrogen was 
derived from an ECR Wavemat source operating at 200 W forward power. The layers 
were single crystal with a high density (10n - 1012 cm"2) of stacking faults and 
microtwins. The InAIN and InGaN were found to contain both hexagonal and cubic 
forms. The InN, In065Ga035N and In075Al025N were highly autodoped n-type (-10 cm" , 
- 1019 cm"3 and 8xl018 cm"3 respectively) due to the presence of native defects. 

The samples were rinsed in H20:NH4OH (20:1) for 1 min just prior to deposition 
of the metal to remove native oxides. The metal contacts were sputter deposited to a 
thickness of 1000Ä in the case of W and WSi0.44, and then etched in SF6/Ar in a Plasma 
Therm reactive ion etcher (RIE) to create TLM patterns. For the Ti/Al contacts, 200Ä of 
Ti and then 1000Ä of Al was deposited, and the TLM pattern formed by lift off. The 
nitride samples were subsequently etched in Cl2/CH4/H2/Ar in an Electron Cyclotron 
Resonance (ECR) etcher to produce the mesas for the TLM patterns. The samples were 
annealed at temperatures from 300 to 900 °C for 15 sec under a nitrogen ambient in a 
RTA system (AG-410). TLM measurements were performed at room temperature, and 
the results used to calculate the specific contact resistances. SEM was used to examine 
the surface morphology of the contact both before and after annealing, and AES depth 
profiles were acquired for selected samples to determine the amount of interdiffusion 
during annealing. 
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RESULTS AND DISCUSSION 

The contact resistance for W, WSix and Ti/Al ohmic contacts to InGaN as a 
function of annealing temperature is shown in Figure 1. All contacts had similar contact 
resistance as deposited, - 2-4xl0"7 Q cm2. After a 600 °C anneal, the W contact 
improved slightly, while the Ti/Al contact was stable, and the WSix contact resistance 
increased by an order of magnitude. Above 600 "C, the Ti/Al contacts degraded rapidly, 
and the WSix continued to degrade, while QC for both samples increased up to ~ 10"5 

Q cm at 900 °C. The W contact resistance increased to the as deposited value at 700 °C, 
but dropped steadily as the temperature increased. The error in these measurements was 
estimated to be +10 % due mainly to placement of the probes. The widths of the TLM 
pattern spacings varied slightly due to processing, (maximum of ± 5 %) as determined by 
SEM measurements, which were taken into account when calculating the contact 
resistances. These results show that W is an attractive choice for low resistance stable 
contacts on InGaN. The surfaces of the as deposited contact metals were relatively 
smooth. The W was still quite smooth even after 900°C anneal, while the Ti/Al had 
significant pitting at the lowest anneal of 500 °C even though the contact resistance did 
not degrade until > 600 °C. 
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Figure 1. Contact resistance for W, WSi0 44 and Ti/Al ohmic contacts to InGaN as 
a function of annealing temperature. 

In Fig. 2 AES depth profiles of InGaN contacted with W before and after a 900 °C 
anneal are shown. As-deposited samples show some diffusion of W into the sample. After 
annealing however there was a large out diffusion of In and N. The In has only diffused 
about 500 Ä into the W, showing a sharp peak in concentration at that point. Though 
much smaller amounts of N have diffused out, it also had a peak in concentration at that 
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point. The Ga remained stable, consistent with results that found GaN to be stable with W 
to high temperatures.1151 There is not significant diffusion of W after annealing 
emphasizing the excellent thermal stability of these contacts. 

500 1000 
o 

Depth (A) 

Figure 2. AES depth profiles of InGaN contacted with W before (top) and after a 
900 °C anneal (bottom). 
The contact resistance for ohmic contacts of W, WSix and Ti/Al to InN as a 

function of annealing temperature is shown in Fig. 3. Because of the lower thermal 
stability of InN, these contacts were annealed between 300 °C and 500 °C. As deposited 
samples again had similar contact resistances, - 2x10" ß cm . WSix contacts showed the 
most degradation at low temperature, with the resistance rising a factor of 5 after 300 °C 
annealing and then remaining constant. Ti/Al deviated little from initial values, although 
there was severe pitting on samples annealed at 500 °C while W resistance began to 
degrade at 500 CC. 

In Fig. 4 the contact resistance is shown for W, WSix and Ti/Al ohmic contacts to 
InAIN as a function of annealing temperature. As-deposited Ti/Al had the lowest contact 
resistance on this material, QC ~1X10"

4
 Q -cm2. The contact resistance rose to - 2x10" 

Si cm2 after a 500 °C anneal, and continued rising with annealing temperature. WSix was 
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stable at 500 °C at - 1x10" fi -cm2, but degraded rapidly above that. W had the highest 
initial contact resistance, (QC ~ lxlO"2 Si cm2) but the resistance remained relatively 
constant until the 900 °C anneal where it began rising. The W on InAIN remained smooth 
until 800 °C, and then begins to form hillocks, as did the WSix contact at 700 °C. The 
Ti/Al began pitting at 400 °C. As will be seen in subsequent figures, the pitting in the 
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Figure 3. Contact resistance for ohmic contacts of W, WSix and Ti/Al to InN as a 
function of annealing temperature. 
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Figure 4. Contact resistance for W, WSix and Ti/Al ohmic contacts to InAIN as a 
function of annealing temperature. 
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Ti/Al contacts was due to diffusion of the Al through the Ti into the sample. Hillocks 
appear to be formed from diffusion of In from the nitride sample into the contact layer. 

AES depth profiles of Ti/Al contact on InAIN as-grown and after a 550 CC and 
900 °C anneal are shown in Fig. 5. In the as grown, a small out diffusion of In through 
the Ti/Al contact and onto the surface was detected. The interfaces were still well 
defined. After anneal the In had diffused out significantly, with a peak in concentration 

Depth (A) 

Figure 5. AES depth profile of Ti/Al contact on InAIN before (top) and after a 550 
°C (middle) and 900 °C anneal (bottom), 

again at about 500 Ä from the surface. N and Al also diffused to a large extent and were 
lost from the surface, though it is not clear to what extent the Al diffused from the contact 
or the nitride sample. Ti was redistributed as well, both into the nitride sample and into 
the Al contact. After the 900 °C anneal the Ti has diffused throughout the sample. The In 
and N have migrated completely through the contact layer, and a large amount of Al has 
been lost from the surface. 
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Figure 6 shows AES depth profiles of InAIN contacted with WSix, as-grown and 
after 550 °C anneal. As-deposited, the interface was about 200 A wide, with minimal 
interdiffusion of all components. After anneal W and Si were found throughout the nitride 
sample, with the N reaching approximately 500 Ä in the contact layer, and In diffused 
into the contact layer with a peak concentration approximately 500 Ä from the surface. 
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Figure 6. AES depth profiles of InAIN contacted with WSix before (top) and after 
a 900 °C anneal (bottom). 

CONCLUSION 

W, WSix and Ti/Al were found to produce low resistance ohmic contacts on n+ 

InGaN and InN. W contacts proved to be the most stable, and also gave the lowest 
resistance to InGaN and InN, QC < 10"7 Q cm2 after 600 °C anneal, and lxlO"7 Q cm2 

after 300 °C anneal, respectively. Significant diffusion of In, N and Al, as well as Ti and 
W were found after anneal. The contact resistance stability varies for each material and 
degraded at temperatures > 400 °C on InN, > 500 °C on InAIN and > 600 °C on InGaN. 
W contacts remained smooth at the highest anneal temperatures. We are currently 
measuring the conduction mechanism in these contact structures in order to further 
elucidate their properties. 
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ABSTRACT 

Transmission electron microscopy has been applied to study the ordering in size and shape of 
InAs quantum dots and in their lateral distribution. InAs islands were grown by MBE on GaAs 
substrates at different As-pressures and growth temperatures. Experiments with growth 
interupption support the theoretical predictions concerning equilibrium island size, shape and 
arrangement. The stability of the equilibrium dot arrays to changing of growth conditions was 
studied by varying the deposition temperature, arsenic pressure or growth interruption time. 
Significant deviation from the optimal As-pressure towards both the lower and higher values was 
shown to supress the formation of InAs dots resulting either in mesoscopic InAs clusters or 2D 
corrugated islands. Energy benefit due to the strain relaxation at island edges explains the 
experimental results better than kinetic consideration. 

INTRODUCTION 

Spontaneous formation of self-organized nm-scale islands -quantum dots (QDs)- has been 
reported for the InAs-GaAs system.12 It has been shown that coherently strained (In.Ga)As 
islands grown by MBE on (001) GaAs substrates allow attainment of a high level of quantum 
confinement. The islanding is usually considered as a 2D-3D morphology transformation after 
deposition of 1.7-2 monolayer-thick InGaAs layer (Stranski-Krastanow mode) resulting from 
either elastic relaxation of the misfit strains3-4 or kinetics of strain-induced surface roughness.5-6 

Periodic arrays of 3D strained islands were theoretically predicted7 for a highly lattice-mismatched 
heteroepitaxy by taking into account the stress relaxation at facet edges and strain-induced 
renormalization of the surface energy. There is a quite narrow window in growth conditions to 
produce uniform quantum dots2-8 that was sometimes considered as an indication of kinetically 
limited growth.5-6 However, kinetics is shown to be efficient in providing strain relaxation even 
through formation of mesoscopic islands.2 Thus, any role of kinetics in the islanding seems to be 
secondary. The growth conditions (growth temperature, partial pressures, substrate miscut) are 
also expected to influence surface reconstruction and, hence, surface energy and stability of an 
equilibrium island array. Therefore, the study of stability of an equilibrium island array to changes 
in the growth conditions is a key point in understanding the driving forces for islanding. 

In this paper the results of a TEM study of InAs quantum dot arrays grown by MBE at various 
deposition temperature, arsenic pressure and growth interruption on vicinal (001) GaAs substrates 
are reported. 
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EXPERIMENTAL 

Samples were grown by molecular beam epitaxy (MBE) using an EP1201 system. After oxide 
desorption, a 0.5 |im-thick GaAs buffer layer was grown at 600°C, before the substrate 
temperature was reduced to desirable values (Tj) and the desired amount of InAs was deposited. 
The nominal thickness of the deposits was varied from 2 to 4 monolayers (ML). The growth rate 
was about 0.08 nm/s for InAs. The normal arsenic pressure p0 of (2-3) 10"6 Torr was varied in the 
range from 1/6 p0 to 5 p0. The growth temperature is typically 480 °C being varied from 450 to 

550°C to study the stability of QD formation. After the deposition of the In-containing layer, two 
GaAs cap layers of 5 nm and 40 mn in thickness were subsequently grown at T(j and at 600 °C, 
respectively. In a number of the samples, two cladding superlattices (SL) of (2 nm Alo^Gao.yAs fl 
nm GaAs)n were grown on both sides of the In-containing layer which is inserted into a 14 nm- 
thick GaAs quantum well. 

Transmission electron microscopy (TEM) was carried out using JEOL JEM1000 and 
JEM4000EX microscopes. Both plan view and cross-sectional specimens were prepared for TEM 
studies. Low temperature photoluminescence (8 K) was used to characterize the luminescence 
properties of the dots in the samples under consideration. 

RESULTS AND DISCUSSION 

Equilibrium size and shape of nm-scale islands 

Scattering in size and shape for quantum dots reported by different groups raises important 
questions about equalibrium the geometry of small islands grown in epitaxial systems exhibiting 
the Stranski-Krastanow growth mode. At a certain critical thickness (-1.7 ML), 3D islands are 
formed on the initially 2D InAs coverage or (wetting layer) to decrease the strain energy caused by 
the high lattice-mismatch between InAs and GaAs (7%). This results in the energy reduction due to 
the difference between the total energies of the system before and after relaxation. Total energy 
decreases for critical island size because the increase of surface energy is less than the decrease of 
strain energy due to islanding. 

[010] 

50nm 

Fig.l      InAs quantum dots in GaAs: HREM cross-sectional image of single QD (a) and plan 
view TEM micrograph of quantum dot array (b) 
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Finite element analysis shows that the top of the islands is elastically relaxed while strain is 
concentrated at the bottom of the island. Therefore, maximum energy gain due to the relaxation 
occurs for pyramidal-shaped islands. It is about 60% of the total energy of a pseudomorphic 
strained layer for an angle of side facet of 45°. For comparison, a facet angle of 5° corresponds to 
the energy gain of only 8%. This also suggests that formation of coherent pyramid-like islands is 
more energy favorable than that of truncated pyramids as the material at the top of pyramid is 
relaxed to the greatest extent.The maximum strain is located at the edges and corners of the island. 
The wetting layer is in biaxial compression. 

Under appropriate growth conditions the pyramid-like shape of islands can be maintained 
during the subsequent deposition of GaAs. A typical HREM image of an InAs quantum dot is 
shown in Fig.la. Pyramid-like InAs island with 14 nm in base length and 7 nm in hight is 
embedded in the GaAs active layer which is in between two cladding superlattices of (2 nm 
Alfl 3Gao.7As /2 nm GaAs)10. Strain-induced contrast significantly influences the image, but the 
pyramidal shape of the island is still visible. A correspondent plan view image of this 
heterostructure is shown in Fig. lb which demonstrates an ordering of the islands in both shape 
and size. Each island has a square base and they are locally arranged in a two dimensional square 
lattice with main axes along <100> crystallographic directions. The square base of the island can 
be understood by taking into account elastic anisotropy of the cubic GaAs substrate which has 
lowest stiffness along <100> and <010> crystallographic directions. Repulsive interaction of 
islands via the strained substrate results in their tendency to order. In addition, the ordering in size 
leads to high uniformity of quantum dot arrays due to reduction of surface energy of island facets 
caused by volume strain relaxation. Thus, it can be energetically favorable for strained 3D system 
to keep the characteristic size of the island because it reduces the total surface energy. According to 
our calculations, the total energy of the system has a minimum for particular size which depends 
on material parameters.7 

foil thickness 
t, nm 

22.6 

<110> t<001>   <110> '™9e 
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Fig.2.     Simulated HREM (a) and bright-field TEM images (b) of pyramidal InAs dot in GaAs in 
cross-sectional foil. 
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TEM/HREM imaging of quantum dots 

While AFM suffers from the possibility of dot shape modification during cooling, TEM 
enables us to study laser structures and to compare directly structural and luminescence properties 
of QDs. However, strain-induced contrast strongly affects the dot image on TEM micrographs, 
and optimization of imaging conditions is required to visualize a true shape and size of the quantum 
dots. Molecular Dynamics calculations have been applied to model the atomic displacement field of 
an InAs island and GaAs matrix. The calculations were carried out using the CERIUS program 
package (Molecular Dynamics Inc., Cambridge) detailed elsewhere.9 A pyramid-like InAs island 
was chosen having a base length a of 6 nm. The total number of atoms in the model is 2-104. The 
atomic displacement field has then been used for simulations of HREM images at different foil 
thicknesses and defoci shown in Fig.2a. One can see that an increase of foil thickness significantly 
affects the image due to strain-induced contrast so that the true size and shape of the island can 
hardly be resolved at foil thickness larger then 2a. Besides, the island contrast is clearly seen at a 
certain defoci range (60-70 nm for the JEOL 4000EX microscope with Cs=l mm) where the 
chemical contrast difference is most pronounced. Detuning from these optimal imaging conditions 
will result in the over or under estimation of QD size. Conventional TEM images of QDs are 
affected by strain even more strongly. Fig.2b shows calculated bright-field images taken at 
symmetrical Laue orientation for the same model. Contrast depends on foil thickness, but is 
independent on defoci. Even for thin foils, the shape of the dot can hardly be resolved. However, 
the size of the dot can be determined if the thickness of the foil is not larger then 2a. Similar results 
were carried out for plan view imaging. 

Experiments with growth interruption 

Fig.3 shows PL spectra and plan-view TEM images of the samples with 2 ML (a, c) and 4 
ML InAs (b) deposited at 480°C with standard -2-10~6 torr arsenic pressure (P^)- 

No growth interruptions were introduced in 
cases (a) and (b). Sample (c) was deposited 
with submonolayer (0.3 ML InAs) growth 
cycles separated by 100 s long growth 
interruptions. Dots formed after the critical 
layer thickness is just exceeded are small, 
mostly do not show well resolved crystalline 
shape, and exhibit large size dispersion. 
Smaller size of the dots in the case of the 2 ML 
sample agrees well with a strong shift of the 
corresponding PL line towards higher photon 
energies. 

PHOTON ENERGY, eV 

Fig.3. Plan-view bright-field TEM images 
and PL spectra of InAs quantum dots 
corresponding to 2 ML (a,c) and 4 ML (b) 
coverage without (a,b) and with (c) growth 
interruption. 
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Since the shape of the dots is different for 2 ML and for 4 ML InAs depositions one might 
question the existence of an equilibrium shape of the dots. We have found that the introduction of a 
growth interruption 40 s (10 s) after the InAs is deposited is enough to let the dot reach its 
equilibrium size for 2.5 ML (3 ML) InAs deposition. Large clusters and dislocations do not 
appear in this case. With very long growth interruptions (sample c) one can even force 2 ML dots 
to reach the equilibrium size. For this interruption time (10 min total) the wetting layer starts to 
decompose, resulting in appearance of large clusters. However, the size of the dot approaches the 
equilibrium size (see Fig. 3 c) and the PL peak coincides in energy with 4 ML InAs PL peak at 
-1.1 eV. Thus, the growth interruption experiments confirm the equilibrium nature of the dot 
array. 

Influence of As-pressure and deposition temperature on the formation of quantum dots 

Fig. 4 demonstrates the influence of arsenic pressure on dot formation and of PL spectra 
(4 ML InAs, no growth interruptions). At optimal arsenic pressure of p0~210-6 torr and growth 
temperature of 480 °C  (Fig. 4 c) equilibrium dots of high density (-5-1010 cm2) are formed. 
The dot array is stable in the range of + 50% of the arsenic pressure fluctuations (growth window). 

Increase in As pressure by a factor of 3 
(3po) results in dramatic changes of the 
growth mode (Fig. 4 d). The size of the 
dots reduces dramatically and a high 
concentration of large (-500-1000 A) 
relaxed InAs clusters appears. 
Accordingly the PL peak shifts towards 
shorter wavelengths due to increased 
carrier confinement energies in small 
coherent InAs dots. Further increase in 
arsenic pressure (5 po, Fig. 4, e) even 
completely suppresses the dot formation 
and only macroscopic InAs clusters can 
be resolved on the featureless InAs 
wetting layer. PL emission is dominated 
by the wetting layer (-1.5 ML InAs) 
peak at low temperatures and no dot 
emission may be resolved at 300K. The 
integral intensity of PL strongly degrades 
in agreement with the formation of large 
relaxed (dislocated) islands. 

1/3 P. 

1.0    1.1    1.2    1.3    1.4    1.5 

PHOTON ENERGY, eV 

Fig.4.Plan-view bright-field TEM images 
and PL spectra of InAs quantum dots 
corresponding to different As-pressure: 
5Po (a), 3Po (b), p0 (c), l/3p0 (d) and 
l/6p0(e). 

Reduction of arsenic pressure influences the dots in a different way. As shown in Fig. 4 b 
(1/3 p0), the dots undergo local "melting" and macroscopic 2D InAs islands appear. The lateral 
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size of remaining dots is weakly affected. Further reduction in arsenic pressure (l/6p0, Fig. 4 a) 
results in practically complete disappearance of dots in favor of macroscopic 2D InAs islands. For 
these growth conditions which are close to "virtual surfactant epitaxy", the RHEED pattern is 
streaky. No macroscopic 3D InAs clusters are formed in this case. The PL peak shifts towards 
higher energies and broadens as the InAs arrangement resembles a highly nonuniform corrugated 
2D layer. However, the integral PL intensity strongly drops, as it was the case for the growth at 
high As pressure. 

We emphasize that both low and high arsenic pressures result in macroscopic surface 
structures (-1000 A). For the highest arsenic pressure, InAs clusters are separated by 0.2 -1 urn. 
This indicates that growth kinetics do not play any important role, particularly not for equilibrium 
dots having a size of -120-140 A and a typical separation of 250-350 Ä. Moreover, we have 
found that the RHEED pattern converts from spotty to streaky within several seconds if the As flux 
is interrupted and 0.15 ML of pure indium is deposited even after the 3D dots are formed (4 ML 
InAs deposition under the optimal As pressure). 

An increase of substrate temperature from 480 °C to 520 °C keeping the arsenic pressure at 
p0 results in an increase of the lateral size of the dot to -180 Ä and in a strong decrease of dot 
density (down to -1.5 - 21010 cm-2). The dot lateral shape (well-defined square) is not affected. 
Large clusters appear locally. PL peak position shifts slightly (-30-50 meV) towards higher 
energy with respect to PL line for 480 °C growth indicating that the increase of the lateral size is 
compensated by the reduction of the dot height and the facet angle. 

In conclusion, our results suggest the modification of surface reconstruction with the changes 
of growth conditions which lead to a change of the facet surface energy. Since the stability of the 
equilibrium dot array strongly depends on the facet surface energy we can expect that significant 
change in growth parameters influences the stability of the dot array. Thus, energy benefit due to 
the strain relaxation at the island edges and strain-induced renormalization of the surface energy are 
the driving forces responsible for quantum dot formation. 
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ABSTRACT 

GaN films and ZnO buffer layers have been deposited on c-cut sapphire substrates 
by pulsed laser deposition (PLD) employing a KrF laser (k = 248 nm). The influence of 
the deposition parameters, such as substrate temperature and gas pressure during growth, 
have been studied. GaN films grown above 700 °C are single crystalline and the full 
width of half-maximum (FWHM) of the GaN (0002) peak decreases to 0.37° as the 
growth temperature increases to 800 °C. The optimum growth pressure for GaN is 
determined to be 0.01 torr N2. The optical transmission below the bandgap of the GaN 
film grown at this pressure is over 85%. 

INTRODUCTION 

GaN is a III-V direct band gap semiconductor with enormous potential for 
optoelectronic device applications in the blue, violet and near-ultraviolet spectra. High 
quality GaN films have mostly been prepared by metal-organic vapor phase epitaxy 
(MOCVD)1'2 and molecular beam epitaxy (MBE).3 A great deal of research has been 
done in understanding the growth kinetics and the properties of the GaN films grown by 
these two techniques. Recently, Nakamura2 has successfully demonstrated a blue laser 
diode from IJI-V nitride materials. 

Compared to the MOCVD and MBE techniques, pulsed laser deposition (PLD)4-5 

is a relatively new growth technique used widely for the growth of oxide thin films, such 
as ferroelectrics and superconductors. There has been very little III-V nitride growth6 

using the PLD technique. However, several advantages of the PLD approach for 
depositing high quality thin films make it interesting to study III-V nitrides grown by 
PLD. The congruent ablation achieved with short UV-laser pulses allows deposition of a 
multicomponent material by employing a single target. This advantage makes PLD very 
suitable for growing muitilayer structures sequentially in the same chamber and 
investigating the effect of various buffer layers. The growth rate of PLD can be varied 
from 0.1 A/sec to l|im/hr through adjusting the repetition rate of the laser, which is useful 
for both atomic level investigations and thick buffer layer growth. Moreover, the strong 
nonequilibrium growth conditions of PLD may allow a much broader range of metastable 
materials to be grown, including introduction of higher dopant concentrations and alloy 
compositions that phase segregate. 

In this paper, we have investigated the optimum growth conditions for ZnO buffer 
layers and GaN films. ZnO is chosen as a buffer layer because of the smaller lattice 
mismatch of 2% between ZnO and GaN compared to other substrates.7 
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DEPOSITION CONDITIONS 

ZnO and GaN films have been deposited on c-cut sapphire substrates using the 
pulsed laser deposition (PLD) setup described previously.8 A KrF excimer laser operating 
at a wavelength of 248 nm, a pulse duration of 20 ns and laser fluences ranging from 3.0 - 
5.0 J/cm2 was used. The laser repetition rate was 5 Hz and the target-substrate distance 
was varied from 4 to 6.5 cm. Light yellow ZnO targets were prepared by pressing and 
sintering ZnO powder of 99.999% purity at 1100 °C for three hours. ZnO films were 
deposited in an oxygen partial pressure of 0.01 torr between 400 and 650 "C. A pressed 
pellet of dark gray GaN powder with 99.9% purity was used as a target. A range of 
substrate temperatures between 400 and 800 °C and nitrogen partial pressure of 10"4 - 
0.45 torr were investigated for GaN growth. The target was rotated to ensure uniform 
ablation and the substrate was rotated to enhance the temperature and thickness 
uniformity during deposition. 

RESULTS 

ZnO/sapphire 

From x-ray diffraction studies (9-26, CO, (|> scans), the ZnO films are single 
crystalline at the growth temperature of 400-650 °C despite the high lattice mismatch 
between ZnO and sapphire. The epitaxial relationships are ZnO[0001]//Al2O3[0001] and 
ZnO[10-10]//Al2O3[[l 1-20]. The optimum growth temperature is 550 °C with a FWHM 
of ZnO (0002) peak of 0.35°. Figure 1 is the photoluminescence (PL) spectra of the ZnO 
film grown at 550 'C. The film is excited by He-Cd laser at 77K. The near-band-edge 
(NBE) emission peak appears at 3.34 eV with the FWHM of 89 meV. 

Figure 1: 77K photoluminescence spectra of the ZnO film grown at 550 °C 

GaN/sapphire 

The influence of two essential deposition parameters, substrate temperature and 
nitrogen partial pressure on the properties of GaN films have been studied. We examined 
a wide range of growth temperature from 400 to 800 °C in a nitrogen partial pressure of 
0.01 torr N2. As shown in Figure 2, the films deposited under 400 °C were found to be 
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essentially amorphous, with no sharp XRD peaks of GaN. Between 400 and 600 °C, the 
films gradually became crystalline and are mainly c-axis oriented. Above 700 °C, the 
films are single crystalline with strong GaN(0002) peaks. From <)> scans, the epitaxial 
relationship between GaN and sapphire, GaN[10-10]//Al2O3[ll-20], is found to be the 
same as the relationship of ZnO/Al2C>3. Only six (11-22) peaks are observed during 360 
degree scan, indicating single crystal GaN films. 

GaN(0002) 
Al20 3(0006) 

10000*1 I ; 

1000-, \ I j JV   JL 
Temp=700 C 

*£    1000- 

100- 

1000- 

BOO- 

600- 

400- 

200* 

Temp=600 C 

Temp=400 C 

30 35 40 45 50 

2 Theta (degree) 
Figure 2: X-ray 29-scans of GaN on sapphire indicating the effect of the substrate 

temperature on crystallinity 

In order to optimize the growth temperature, the FWHM of GaN (0002) peaks for 
the films grown between 675 to 800 °C were measured by x-ray oo scans. As shown in 
Figure 3, the FWHM is 0.58° for the films grown below 725 °C and the values decrease 
with increasing temperature. At 800 °C, best crystallinity is obtained with a FWHM of 
0.37°. This tendency suggests the crystalline quality is greatly improved at higher 
temperature growth. 

0.65 

690        730 770        810 
Growth Temperature (°C) 

Figure 3: FWHM of GaN(0002) peaks vs. growth temperatures 
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The dependence of crystalline quality, in terms of the FWHM of GaN (0002), on 
the nitrogen pressure during growth was investigated for the films deposited at 725 °C 
with nitrogen pressures varying from 10"4 to 0.45 torr. As shown in Figure 4, films grown 
over a broad nitrogen pressure range of lO^-O^ torr exhibit sharp GaN(0002) peaks in 26 
scans and the values of FWHM of GaN(0002) peaks are between 0.58° and 0.63°, 
indicating that the crystalline quality of GaN films does not strongly depend on the 
nitrogen pressure. At a nitrogen pressure of 0.45 torr, no GaN peak is observed at any 
target-substrate distance. As a result, the nitrogen pressure of 0.45 torr is the upper 
pressure limit for GaN growth by PLD. 

I   0.66 
U 

I    °'62 

Z 
3    0.58 
'S 
s 

W*       I0"5       10'2        w1 

Nitrogen pressure guring growth (torr) 
10° 

Figure 4: FWHM of GaN(0002) peaks vs. nitrogen pressure during growth 

While the nitrogen pressure has relatively small effect on the mechanical 
properties, it appears to have a very strong effect upon the optical and electronic 
properties. The color of the films grown at 10"4 torr is gray while the films grown in the 
range of 10~2 torr are more transparent. As the growth pressure increases to 0.45 torr, the 
films become yellowish and there are more particulates on the surface of the films. The 
transmission spectrum of GaN films grown at 725 °C under different nitrogen pressures 
are taken between the wavelengths of 180 nm to 3200 nm. Figure 5 is the maximum 
transmission (%) of the films vs. nitrogen pressure during growth. The GaN film grown 
at 0.01 torr nitrogen has the highest transmission of 87% and the transmission drops to 
approximately 60% at higher or lower nitrogen pressure. Therefore, we conclude that 
adding nitrogen gas with the order of 0.01 torr can improve the optical properties GaN 
films. loo.oo 

's   80.00 

10"4        10"'        10''        10'' 
Nitrogen pressure during growth (torr) 

Figure 5: The maximum transmission of GaN films vs. nitrogen pressure during growth 
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GaN/ZnO/sapphire 

A thin ZnO film with a thickness of 15 nm was deposited at 550 °C at 0.01 ton- 
oxygen pressure as a buffer layer. After pumping out oxygen, GaN is sequentially grown 
at 750 °C under 0.01 torr nitrogen pressure. Figure 6 shows a 0-29 pattern for a 
GaN/ZnO/sapphire multilayer structure. The theoretical 29 position of GaN(0002) is 
only 0.183° from the ZnO(0002) peak, thus the peaks of both films are not resolved in 
this scan. From the rocking curve analysis, the FWHM of GaN(0002)/ZnO(0002) is 
found to be 0.51°. Phi scans of the GaN(l 1-22) and Al2C>3(l 1-23) peaks are shown in 
Figure 7. The GaN films grown on ZnO/sapphire is rotated 30° with respect to the 

sapphire substrate. ^giflfSM 

AI2O 3(0006) 

>k000- 

1 1 

2 Theta (degree) 

Figure 6: X-ray 29-scan of GaN grown at 750 °C under 0.01 torr nitrogen pressure 
on ZnO/sapphire 
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Figure 7: X-ray phi scans on the (11 -22) plane of GaN and the (11 -23) plane of sapphire 

The transmission spectra of the GaN/ZnO/sapphire multilayer is given in Figure 
8. The interference fringes mainly come from the GaN film, since the ZnO film is too 
thin to produce interference fringes. A steep fall-off at 368 nm gives an estimated band- 
gap energy for GaN at 3.37 eV. Taking n = 2.35 for GaN, the thickness (t) of the film 
can be estimated to be 420 nm from the relationship t=l/2nA, where n is the refractive 

index and A is the fringe period. The corresponding growth rate of GaN is approximately 
0.12 A/pulse. 
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Figure 8: The transmission spectrum of the GaN film between 180 nm and 3200 nm 

CONCLUSIONS 

Single crystalline ZnO layers are grown on a c-cut sapphire substrate by PLD at a 
temperature of 550 °C and oxygen partial pressure of 0.01 torr. From the PL 
measurement at 77K, near-band-edge emission is observed at 3.34 eV with a FWHM of 
89 meV. 

Substrate temperature and nitrogen partial pressure are found to be critical for the 
growth of GaN films on sapphire substrates by PLD. Below 400 °C, the films are 
amorphous but the crystallinity is greatly improved with increasing substrate temperature. 
Single crystal GaN films are obtained above 700 °C. The FWHM of GaN(0002) peak 
decreases with increasing temperature and 0.37° is obtained for a film grown at 800 °C 
and 0.01 torr nitrogen. From the transmission spectra, the optimum nitrogen pressure 
during growth appears to be at 0.01 torr. For growth pressures as low as 10'4 torr, the 
GaN films are of poor quality. For the films grown at 725 °C under a nitrogen pressure of 
0.01 torr, greater than 80% transmission is obtained At 0.45 torr, the films are yellow 
with more particulates on the surface of the films . 

At 750 °C and 0.01 torr nitrogen, a single crystal GaN film was grown on a 
sapphire substrate with a thin ZnO buffer layer. The transmission spectra estimates the 
band-gap energy of 3.37 eV and the thickness of 420 nm for the GaN film, which 
corresponds to the growth rate of 0.12 Ä/pulse. 
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ABSTRACT 

We propose a novel superlattice (SL) InAsySbi.y/InxTli.xSb lattice matched to InSb for a 
potential application as an infrared detector material in the 8-12 urn wavelength range. We 
report on the results of energy band calculations for this SL using the modified Kronig-Penney 
model. Our preliminary calculations indicate that InAso.07Sbo.93/Ino.93Tlo.07Sb would exhibit a 
type-I SL with conduction band offset of 34 meV and valence band offset of 53 meV at OK. 
Due to the lack of accurate information on material parameters, namely, energy offsets and 
effective masses of InTlSb, these were estimated by comparison with the behavior of HgCdTe 
system. The theory predicts three heavy hole subbands and one partially confined electron in 
the 30Ä InAso.07Sbo.93/lOOA Ino.93Tlo.07Sb SL. The band gap of the SL was computed to be 
0.127 eV (9.7 urn). It is expected that this SL will allow improvements in the InTlSb epilayers' 
structural quality as it will be sandwiched between higher quality zincblende InAsSb layers. 

INTRODUCTION 

There is currently an increasing research interest for a III-V based semiconductor 
materials as an alternate candidate to HgCdTe for long wavelength (8-12 urn) 
infrared detectors. One possible series of alloys based on InSb, where the lattice could be 
dilated by heavier elements such as Bi and Tl, are being considered as potential material 
systems. Alloying with Bi has posed severe problems in the growth due to the equilibrium alloy 
miscibility for Bi concentration necessary to achieve narrower band gap [1]. Alloying with Tl is 
reported [2] to exhibit similar miscibility problem, however the concentration of Tl required to 
go beyond 10 um is comparatively smaller. Preliminary work [3,4] on the growth of these alloys 
by MOCVD are quite encouraging. Hence, of the two, Tl appears to be a more promising 
element for alloying. 

Though the material parameters for TISb are not well established, the available data and 
the preliminary calculations of the band structure [5] strongly suggest a marked similarity 
between HgTe/CdTe and TISb/InSb systems. Here we propose a new InAsSb/InTlSb 
superlattice structure on InSb substrate. Many of the physical parameters needed for the 
computation of hetrostructure such as band offsets and effective masses were estimated from the 
comparison of the above two alloy systems. 

Our preliminary calculations indicate that the proposed structure would exhibit a type I 
superlattice. The subband structures in InAsySbi.y/InxTli.xSb system were calculated by using the 
modified version of Kronig-Penney model developed by Cho and Prucnal [6] where Bastard's 
boundary condition was adopted. Calculations have been made for the heterostructure 
compositions of y = 0.07 and x = 0.93, which corresponded to the band gap in the wavelength 
region of 10 um. 
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ESTIMATION OF THE PHYSICAL PARAMETERS 

In this section a brief review of the similarity between HgCdTe and InTlSb system is 
presented. The choice of the compositions constituting the superlattice, and the estimation of 
different parameters required for the energy band calculations of the InAsSb/InTlSb superlattice 
is described below. 

Similarities Between HgCdTe and InTlSb System 

Although TISb has been predicted to slightly favor the CsCl over zincblende structure, 
alloys of InTlSb towards InSb corner of the phase diagram with Tl content less than 15%, are 
expected to exhibit a stable zincblende phase with a direct band gap at the T point [2,5]. TISb 
with zincblende phase is predicted to exhibit a negative band gap. Chen et al. [5] calculated the 
band gap using local density approximation (LDA) which was found to be in good agreement 
with the estimated value obtained from tight binding calculations. The inversion to negative gap 
was found to be -1.5 eV, and the valence band offset in the InSb/TlSb system was predicted to 
be 20% of the band gap difference, which correlates well with that observed in HgCdTe system. 
The difference in the band gap between the two end binary compounds in the two alloy systems 
is also the same -1.8 -1.9 eV. Chen et al. [5] also calculated the energy band structures for 
HgCdTe and InTlSb alloys at both compositions corresponding to an energy gap of 0.1 eV at 
zero temperature by using a hybrid psuedopotential tight-binding method. It was found that the 
two alloys have very similar band structures at this band gap, with similar band gap variation as 
a function of alloy concentration. Approximately linear shift in band gap with concentration has 
been predicted for both of these alloys [5]. Thus, all the available evidences suggest strong 
similarity in the electrical and optical properties of these two systems. 

Composition and Thickness of the Epilayers 

The composition of the InTlSb alloy was chosen for an energy gap corresponding to a 
wavelength of 10 um. This composition corresponded to a Tl content of 7% which was 
estimated from the linear interpolation of the band gap from TISb (Eg xisb = -1.5 eV [2,5]) to 
InSb (Eg Mb = 0.236 eV). 

The thickness of the well (Ino.93Tlo.07Sb) and the barrier (InAso.07Sbo.93) were calculated 
so that the entire superlattice is lattice matched to InSb. The thickness of the well and the barrier 
were thus determined to be 100 A and 30 A, respectively. 

The Effective Mass 

The effective mass variations with band gap are predicted to be similar for both Hgi. 
xCdxTe and InxTli.xSb [5]. The effective mass in HgCdTe decreases with x up to a zero band 
gap, thereafter increases linearly with composition shift towards CdTe [7]. The zero band gap 
composition in InTlSb was thus predicted to occur at x = 0.884. We assume that the effective 
mass of InTlSb alloy interpolate linearly between the end points x = 0.884 and x = 1. Thus the 
effective mass at the desired composition of x = 0.93 was determined (m*/m = 0.0139 at OK). 
This calculated electron effective mass in InTlSb is very close to that of InSb. Hence, the hole 
effective mass in InTlSb has been assumed to be the same as that of InSb. 
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Band Offsets 

Finally, the band offsets were determined from estimating the band offsets of the two 
individual alloys with respect to InSb independently as discussed below and thereby calculating 
the band offsets between the two desired alloy system. 

The valence band maximum of InAso.13Sbo.g7 has been reported [8,9] to be 47 meV lower 
than that of InSb. Assuming that the same fraction of the band gap decrease will be 
accommodated by the valence band offset in InAso.07Sbo.93/InSb system, the latter is determined 
to be 29 meV with the valence band maximum of InAso.07Sbo.93 being lower. The valence band 
offset of InTlSb/TnSb is small ~ 20% as per the predictions of Chen et al. [5] and hence the 
conduction band offset should account for the most of the band gap difference. The valence 
band maximum of Ino.93Tlo.07Sb was thus determined to be 24 meV above that of InSb. As the 
transitivity property is a common feature and well proven for this class of materials, the valence 
band offset between InAso.07Sbo.93 and Ino.93Tlo.07Sb was estimated to be approximately 53 meV. 

Figure 1 illustrates the energy positions of the these two alloys with respect to InSb. As is 
evident from Fig. 1, InAsSb/InTlSb energy band should be a type I configuration. 

Although these are just estimates on the band offsets of InAso.07Sbo.93/Ino.93Tlo.07Sb, we 
believe that the nature of the superlattice will remain unaltered and the basic conclusion derived 
thereof will remain valid. Further, HgCdTe/CdTe superlattice with similar band gaps is also 
type I superlattice. 

InSb 
A 

InAsoo7Sbo93     Ino.93Tlo.07Sb 

236 meV InAso.13Sbo.s7 

A 

179 meV 

A" 

34meV 

201 meV 114 meV 

47meV 

\U_4l 

$24 meV 
53meV 

Fig. 1. Energy levels of the conduction and valence bands of the different alloys relative to InSb. 

RESULTS 

Modified Kronig-Penney formalism [6] with only one boundary condition (Bastard's) at 
the substrate epilayer interface has been used for the subband energy calculations. This formalism 
yields envelope wave function corresponding to the minimum and maximum energies of each 
band. The computations of the band edges by this method are considerably simpler and in the 
case of GaAlAs/GaAs superlattice, it has been shown [6] to yield results in good agreement with 
those obtained by conventional Kronig Penny model. 

As shown in Fig. 2, calculations on InAsSb/InTlSb superlattice yielded confinement of the 
first three heavy hole subbands. These subbands were located at 4.9 meV, 19.1 meV and 40.6 
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meV respectively, deep in the valence band, with a corresponding increasing band width of 0.09 
meV, 4.1 meV and 11.2 meV.   Only partial electron confinement was obtained in the conduction 
band with the minimum energy of 7.7 meV. The resultant energy gap of the superlattice thus 
determined was 127 meV corresponding to 9.7 urn in wavelength. 

Due to the presence of high quality InAsSb layers in this lattice matched SL, it is expected 
that the structural quality of the system should be superior to that of bulk InTlSb, as latter is 
reported [10] to be a difficult material to grow. Though our focus was on the wavelength close to 
10 urn, wavelength over somewhat wider region could be achieved in principle, by varying the 
layer thickness and the composition of the alloys. 

I  

 i 

; ' 

inAso.07Sbo.93 

ino.93Tio.07Sb 

Fig. 2. Conduction and valence subband profiles of the InAsSb/InTlSb type I superlattice. 

CONCLUSIONS 

In conclusion, InAsSb/InTlSb SL lattice matched to InSb is predicted to exhibit a type I 
energy band configuration, a desirable result. The SL band gap falls well into the 8-12 urn 
infrared wavelength region. Three valence subband confinements and a partial conduction 
subband confinement have been predicted in this SL. 
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ABSTRACT 

Surface passivation is a key issue in compound semiconductor device technology. The 
high density of surface states on unpassivated surfaces can lead to excessive non-radiative 
recombination at the surface, affecting optical devices, or provide leakage and low-field breakdown 
in electronic devices. Our previous studies on low energy, low-dose hydrogen ion treatment 
carried out at room temperature showed long-term improvement in the optical properties of near 
surface quantum wells. We have accordingly applied this process to GaAs-based pseudomorphic 
HEMTs (PHEMT) in order to improve their power performance. Although our process is designed 
so that the hydrogen reactions are confined to the surface of the substrate, a critical factor in the 
success of this treatment is the extent of in-diffusion of the hydrogen, and the possibility of dopant 
passivation. PHEMT structures were hydrogenated at various conditions and both Hall mobility 
and carrier density were monitored. For a low hydrogen ion dose (3 xlO16 cm"2) at 80 eV energy, 
some degradation of Hall mobility and carrier density was noted after the treatment, but full 
recovery of both parameters was achieved after a 400°C thermal anneal. Much higher hydrogen 
doses resulted in severe degradation of mobility and carrier density, which were only partially 
recovered after thermal anneal. Measurements on actual PHEMT devices showed an 
approximately 15% decrease in the transconductance, and in addition, a 60% decrease in the gate- 
to-drain leakage current after irradiation with 80 eV hydrogen ions at a dose of 3 xlO16 cm"2. The 
decrease of the leakage current indicates that passivation is taking place. The decrease of the 
transconductance suggests that hydrogen may be diffusing into the regions of the dopants. 
Optimization of the hydrogenation parameters should allow leakage reduction without sacrifice of 
transconductance. 

INTRODUCTION 

GaAs-based pseudomorphic HEMTs (pHEMTs) have been pursued for both low noise and 
high power device applications. The device has met with limited success as a power device, 
largely due to irreproducible high gate-drain breakdown voltages [1] and "power slump" 
phenomena [2]. Both of these effects have been attributed to the presence of surface states[2,3] 
which change the potential between gate-drain and gate-source electrodes. Although a variety of 
wet and gas-phase passivation treatments have been proposed and demonstrated , the results of 
such treatments have generally been short-lived and difficult to reproduce [4,5]. 

Our earlier studies of hydrogen ion passivation involved luminescence measurements of 
undoped, near-surface quantum wells such as that shown in the inset of Figure 1. Our assessment 
of passivation was linked to the enhanced photoluminescence of the hydrogen ion treated-QWl. 
Such an enhanced luminescence was found to be stable over a period of 3 years[6, 7]. Based on 
numerous studies of those structures, using in situ Auger [8] and Temperature Programmable 
Desorption (TPD)[7], we believe that the role of the hydrogen ions is to react with excess arsenic 
in the material, removing it in the form of arsine.   Such excess arsenic can form ASQ, antisite 
defects, with characteristic energies situated mid-bandgap.   The antisite defects are likely to be 
responsible for the degradation of pHEMT devices[3]. Since the hydrogen should desorb from the 
material with the excess As, effective passivation should not require that the hydrogen remains 
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bound to the surface of the semiconductor, this provides hope for longer-term stability of the 
passivation process and its applicability to passivation of devices. This paper describes such an 
application of the hydrogenation process to fabricated GaAs-based pHEMT devices and device 
structures. 

EXPERIMENT and RESULTS 

Optimal hydrogen ion dose 

A critical determinant for successful hydrogen passivation is the amount of hydrogen being 
introduced into the sample. Too low a dose may not be sufficient for removal of the As antisite 
defects, leaving the surface unpassivated; exceeding the optimal hydrogenation dose may 
introduce excess hydrogen into the material structure, which can lead to a degradation of material 
quality. This is evident from Figure 1, which plots the normalized luminescence intensity of a 
near-surface quantum well as a function of hydrogenation dose. The peak intensity first rises, then 
declines, with the maximum luminescence observed for a hydrogen ion dose of 3 x 1016 cm"2. 
Data like these were used to determine the appropriate hydrogen ion dose to be used in the actual 
device passivation. 
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/                           \ '- 
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Figure 1. Normalized PL efficiency vs. hydrogen ion dose. The PL intensity for upper 70Ä QW1 
(see the inset) is normalized to that of deep, 100Ä QW2. That value is subsequently divided by 
the normalized intensity for a reference sample (as-grown). That is, we plot 
[IQWI/^QWII 

y r°8ena  /[IQwi^IQW2]"! as function of hydrogenation dose. 

Hydrogenation of pHEMT Devices 

The pHEMT structure used in this work is shown in Figure 2. The structure is a double 8- 
doped Alo.24Gao.76As/Inoj5Gao.85As/GaAs heterostructure grown by MBE. The room temperature 
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Hall sheet charge and mobility were measured to be 2.0 x 10   cm"   and 7,800 cm2/V-s, 
respectively. The gate recess process was performed by a two-step non-selective etch process 
using a citric acid-based etchant; the 0.25 £im gates were then formed by e-beam lithography and 
deposition of Ti/Pt/Au metalization. A source-drain spacing of 3 |im and channel recess width of 
1.5 |jm were found to result in the best combined dc and RF performance for application as 
microwave power amplifiers [9]. 

SiSDoping x 

n+ GaAs (50Ä) 

AlGaAs (350Ä) 

Spacer AlGaAs (25Ä) 

Channel InGaAs(150A) 

Spacer AlGaAs (25Ä) 

Buffer Layer 

GaAs Substrate 

Figure 2. Schematic Drawing of Pseudomorphic HEMT Structure. Al mole composition of all 
AlGaAs layer is nominally 0.24 and In mole composition in the InGaAs channel is nominally 0.15. 

Hydrogenation was carried out in a load-locked hydrogenation chamber with a base 
pressure of a few times 10"8 Torr. The pressure in the chamber rises to 6.5 x 10"4 Torr after 
introduction of hydrogen gas with a flow rate of ~25 seem. Hydrogen ions are generated using a 
Kaufman type ion source, operated at 80 eV with typical beam current density - 40 uA/cm2. The 
hydrogen ion dose attaining the sample surface was measured through a Faraday cup. All 
hydrogenation was carried out at room temperature. Device parameters for a typical device, before 
and after hydrogenation at a dose of 3 x 101 cm", are summarized in Table 1. We note the 
reduction in transconductance and maximum source-drain current However, there is also a 
significant drop in gate-drain 'leakage' current, Ig(j, that is, the reverse current at a fixed 

Hydrogenation Gm 
(ms/mm) 

*max 
(mA) 

Igd 
(UA) 

Before 345 15.7 -1.10 
After 334 14.0 -0.25 

Table 1. Summary of characteristics of pHEMT devices before and after hydrogenation at a dose of 
3 x 1016 cm"2. 

bias (-15V). On the average, the transconductance is reduced by -20% and the maximum source- 
to-drain current by -15%, while the gate-drain current is reduced by as much as -60%. The 
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hydrogen treatment has therefore been successful in reducing the leakage current of the device, but 
apparently also introduces an undesirable reduction in transconductance and 1^. 

Hydrogenation of pHEMT Device Structures 

In order to better understand these results, and how to improve them, we carried out a 
series of experiments on device structures, rather than the fully-fabricated devices; van der Pauw 
patterns fabricated into the pHEMT material were used to monitor the mobility and carrier 
concentration before and after the hydrogenation treatment. Figure 3 shows those date for 
structures irradiated at 3 x 10   cm" (the conditions used for the devices) and at the much higher 
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Figure 3. Carrier density and mobility of pHEMT structure vs. temperature prior to and after 
hydrogenation at different doses (a: 3 x 1016 cm"2; b: 1.1 x 1018 cm"2). 

dose of 1.1 x 10   cm". Mobility and carrier density both decrease after hydrogenation, with a 
more severe decrease at the higher dose. Annealing the samples at 400°C for 5 minutes in a 
forming gas ambient, restores both mobility and carrier density for the low dose hydrogenation, 
while at high dose, only the mobility is fully recovered.  These data are shown in Figure 4. For 
hydrogenation at low dose, although the electron mobility (\i) drops slightly at low temperatures, 

"a 
1.9b —L.-J—J.. '    '   '  ■ 

f\(a)   '■ 
1.9 

1.85 
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Figure 4. Annealing effects on carrier density and mobility of the hydrogenated pHEMT structure. 
The hydrogen ions exposures for (a) and (b) are 3 x 10   cm" and 1.1 x 10   cm" , respectively. 
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the dependence of \x on temperature remains flat Ionized impurity scattering produces a greater 
degradation on the mobility at lower temperatures. The fact that the mobility does not further 
degrade at low temperatures suggests that the hydrogen ions may have penetrated into the material, 
located primarily in the region of the 8-doped layer, but not in the InGaAs channel itself. Those 
hydrogen ions may passivate the Si donors and cause a reduction in the number of carriers made 
available to the channel. Such a reduction in donor activity upon exposure of n-type bulk GaAs to a 
hydrogen plasma has been well studied, and it has been found that donors can be reactivated by 
annealing at temperatures as low as ~400°C [10].  These data motivated our choice of 400°C as the 
annealing temperature, and our post-annealing results accord well with the earlier studies. On the 
other hand, the degradation of carrier density and mobility are more severe in the high dose case 
(1.1 x 10   cm"). The continued decrease in mobility at low temperatures indicates the importance 
of impurity scattering, perhaps due to H interstitials present in the channel itself. 

Posthvdrogenation Anneal of the Devices 

Posthydrogenation anneal of the actual devices was carried out at 400°C for 5 minutes in a 
vacuum system of-mTorr with nitrogen ambient in the hope of restoring the electrical 
characteristics of the devices without losing passivation effect on the surface. Although the 
transconductance of the device improved, Igd also returned to its pre-hydrogenation value. Earlier 
studies of the thermal stability of the hydrogenation treatment showed that at 400°C annealing 
temperature, a degradation in the passivation (i.e. degradation in luminescence) appeared after only 
a few seconds annealing. The loss of the surface passivation effect may be attributed to the in- 
diffusion of oxygen or other impurities (present in the poor annealing ambient) through the 
overlaying oxide layer [7]. There may be reappearance of Asc. antisite defects as a result of 
oxidation of the underlying substrate instigated by this in-diffusion of oxygen and creation of the 
other impurity defect states. Both the in-diffusion and oxidation could be facilitated by the elevated 
temperature. Ultimately, this could be addressed through the proper choice of a capping material 
for anneal. 

DISCUSSION and CONCLUSIONS 

These initial experiments on pHEMTs clearly show that hydrogen ion treatment can 
produce a significant reduction in surface leakage. The issue to be addressed is achieving the 
proper balance between surface passivation and prevention of hydrogen in-diffusion into the 
material which can produce reduced mobility and carrier density. Capping the substrate during the 
post-hydrogenation anneal may provide one solution. Optimizing the hydrogenation process to 
minimize hydrogen at the outset provides other avenues to explore. The in-diffusion of hydrogen 
has been found to be greatly enhanced by plasma radiation [11]; shortening exposure the time, 
using a larger ion current (to maintain the equivalent dose) may be a strategy that will limit 
hydrogen penetration into the substrate. 

Pearton et al. have found that a shallow n+ layer inhibits the in-diffusion of deuterium in 
GaAs during plasma exposure[12]. A carefully designed structure with a proper placement of a Si 
8-doped layers near surface should circumvent this in-diffusion problem without sacrificing 
device's performance. 

In summary, we have found that gate-drain reverse leakage current of pHEMT devices is 
reduced by approximately 60% after irradiation with low energy (80 eV) hydrogen ions at a dose 
of 3 x 10   cm" . The inadvertent reduction of the transconductance and maximum source-drain 
current (to less degree, about 15%-20%) was correlated with reduced carrier density and mobility 
due to deactivation of Si dopants in the top 8-doped layer by hydrogen, as evidenced in Hall 
measurements of the pHEMT structure. The exact distribution of hydrogen ions in the device 
remains to be elucidated and the Secondary Ion Mass Spectroscopy (SIMS) measurement of 
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deuterated sample is currently being pursued. We believe that it is possible to determine conditions 
in which reduced device leakage can be obtained without an accompanying reduction in 
transconductance and Ids- 
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A DEFECT MAP FOR DEGRADATION OF InGaAsP/InP LONG WAVELENGTH 

LASER DIODES 
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ABSTRACT 

We summarize the characteristic defect structures associated with gradual-degradation, rapid- 

degradation, catastrophic (mirror-facet) optical damage (COD), electric static discharge (ESD) 

and electric overstress (EOS) damages to provide a defect-map for device failure mode analysis. 

The generation mechanisms of these lattice defects are discussed which pinpoint the weak links in 

the device structures. 

INTRODUCTION 

Degradation of photonic devices during operation occurs at the weak links of the device 

structurc[l-18]. These weak links are usually associated with the structural imperfections of the 

materials constituting the device. In principle, a laser diode consists of an active semiconductor 

region surrounded by passive structures of semiconductor, metal and dielectric materials such as 

current blocking structure, ohmic contacts, wire and die bonding, dielectric isolation and heat sink 

to provide electrical and thermal conduction to the active region of the device. Degradation of 

these structures deteriorate the device performance and often results in permanent damage inside 

the active region. Characteristic defect structures are generated by different degradation 

mechanisms. A careful failure mode analysis (FMA) of degraded devices reveals the characteristic 

defect structures inside the damaged active region and thereby identifies the possible degradation 

mechanism. In this study, we summarized the various types of crystalline defects associated with 

five commonly known degradation mechanisms for semiconductor lasers, i.e. gradual- 

degradation, rapid-degradation, catastrophic (mirror-facet) optical damage (COD), electric 

overstress (EOS) and electric static discharge (ESD) damages, to provide a defect-map for 

identification of device failure modes. 

EXPERIMENTAL 

Laser diodes were stressed under various temperatures ranging from 25 to 125°C and current 

ranging from 20 to 400 mA for 24 -100 hrs. The optical power of the devices were monitor 

continuously as a function of time under constant operating current during stressing or vice versa. 
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The characteristics of the devices were measured and compared before and after stressing and 

optical degradation mechanisms were identified. The degraded devices were debonded from the 

header and the back side of the chip lapped to remove the metal contact following by a mirror 

surface polishing. The crystalline defects generated inside the active region of the lasers were first 

characterized by electroluminescence imaging and then by transmission electron microscopy. Both 

top and cross-sectional views of the active stripe were examined to obtain a precise picture of the 

defect generation mechanisms. A defect map for the various degradation mechanisms is then 

compiled for FMA uses. 

RESULTS AND DISCUSSIONS 

1 .Gradual-degradation 

Gradual degradation is one of the most commonly observed degradation mechanisms, where the 

optical properties of the laser degrade gradually with time during operation. Typically the devices 

show a combination of the following changes, an increasing in lasing threshold current, a 

decreasing in slope efficiency, peak power and peak power current, and a degradation in the p-n 

junction characteristics. Each of these changes can be due to several factors. To the first order, 

we correlate optical degradation with the defect structure generated inside the active region. A 

more general view of gradual degradation of laser diodes will be discussed elsewhere! 19]. 

There are basically four types of the dislocations generated inside the active region during gradual 

degradation. They are '/2<100> sessile dislocation loops, '/2<11()> slip dislocations, '/2<11()> 

misfit dislocations, and for distributed-feedback buried heterostructure (DFB) lasers, dislocations 

may also generated at the grating waveguide interface which thread through the active layer and 

form complicated dislocation structure due to non-radiative recombination assisted dislocation 

climb. We will discuss each cases separately in the following. 

I.   '/2<100> Sessile Loops. 

The V2<100> extrinsic sessile dislocation loops are usually generated at the active stripe sidewall 

interface (SWI) or bottom interface [1,2]. These loops grow rapidly into the active region during 

devices purging by continuous condensation of self interstitials onto the extra plane of dislocation 

loops. Detailed trace analysis confirmed that the Burgers vectors of the {100} loops are 

a/2<100>, where a is the lattice constant, and the loops were extrinsic in nature [2], Figure 1 

shows an example of such <100> types dislocation loops. 
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Figure 1. TEM micrograph of a topview of degraded active region (lower part) of a 1.3 um wavelength 

buried heterostructure, bulk active, Fabry-Perot laser diode showing a/2<100> sessile dislocation loop 

originated at the sidewall interface (SWI) and grown into the active stripe. 

Under electroluminescence imaging, the loops reveal as <100> darkline delects oriented at 45° 

with respect to the [Oil] oriented active stripe, and darkspot defects lying in the (100) growth 

plane. Since {100} planes are not slip planes in a zincblende structure, the {100} dislocation 

loops can be grown only by dislocation climb. The presence of these extrinsic loops therefore 

indicates that there are excess interstitials inside the active region. The growth of the loops are 

expected to stop when the interstitials are exhausted and hence the associated optical degradation 

will be saturated. Indeed this has been observed in a stepped-purging test where the gradual 

degradation process saturates when the {100} loops stop growing [3]. 

II. !/2<l 10> Slip Dislocation 

60° dislocations with Burgers vectors a/2<l 10> and slip planes {111} are the commonly observed 

slip dislocations generated under stress in zincblende structure. These types of dislocations have 

been observed in as-grown laser structures containing strained layers. They are also be responsible 

for the gradual degradation during device purging test in devices containing strained active layer. 

As shown in Figure 2, they are generated at the active stripe sidewall interfaces and propagated 

along the {111} slip planes into the active region forming complex dislocation structures. 
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Figure 2. TEM micrograph of a lopview 

of degraded active region of a 1.3 |xm 

wavelength buried heterostructure, bulk 

active, Fabry-Perot laser diode showing 

complex a/2<110> slip dislocation loops 

originated at the sidcwall interface and 

gliding on {111} slip plane into the 

active stripe. 

-ACTIVE STRIPE- 

SWI 
/ 

0.2 |im 'it 

Since the slip dislocations are driven by the internal and thermal stresses, once generated, they 

continue to propagate and multiply through dislocation interaction along the slip planes during 

device operation. The associated optical degradation of the devices therefore will not be saturated 

as long as the stresses are present. Detailed correlation with the optical degradation characteristics 

will be discussed elsewhere [19]. 

III. '/2<()11> Misfit Dislocation 

Misfit dislocations of pure edge type generated at the bottom hetero-interface of active stripe 

during device purging test have been observed, which are shown in Figure 3(a) and (b) using two 

perpendicular diffraction vectors. The fact that only one set of the dislocations which is 

perpendicular to the !/2<()l 1> diffraction vectors is in contrast indicates that they arc pure edge 

dislocations. 

0.2 mm 
Figure 3. TEM micrographs of a topview of degraded active region of a 1.3 |im wavelength buried 

heterostructure, bulk active, Fabry-Perot laser diode taken under two perpendicular diffraction conditions 

showing a/2<011> pure edge misfit dislocations lying in the bottom interface of the active stripe. Arrows 

indicate diffraction vectors. 
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Since pure edge dislocations with Burgers vectors of '/2<011> lying on the (100) plane are also 

sessile dislocations in zincblende structure, these misfit dislocations are more likely formed by 

condensation of point defects. Although it is possible to form such dislocations by interaction of 

two 60° slip dislocations gliding along two symmetric {111} slip planes through the following 

dislocation reactions, 

Vatl 1 0] + VzflOl] -> V2[01 1] (1) 

and 

Vi[T 10] + V4[101] -> V4L011], (2) 

as also illustrated in Figure 4, it is most unlikely that the intersection line of the two slip planes 

where the above reactions takes place will He exactly at the interface. On the other hand, if 

reactions (1) or (2) took place, one expect to see some unreacted segments remaining on the 

{111} planes. However, no such segments were seen in Figure 3. 

Pure Edge:   b3= b,+b2 

Figure 4. Schematic diagram of 

the dislocation reactions to form 

a/2<110> pure edge misfit 

dislocations at the bottom 

interface of the active stripe. 

Interface 

IV. Threading Dislocations in DFB Lasers 

A DFB laser structure consists of a grown-in Bragg diffraction grating under the active stripe. 

The waveguide layer grown over the grating involves epitaxial growth over a corrugated surface. 

The waveguide/grating interface as well as the materials grown inside the grooves of the gratings 

usually contain a significant amount of strain due to changes in composition and growth rate over 

the multi-faceted grating surface. Under the accelerated aging condition, dislocations nucleate in 

the grating region and propagate up through the entire structure as shown in Figure (a) and (b). 

The segments of dislocation line which thread through the active region will further grow into 



complex dislocation structures, see in Figure 5(b), due to climb of dislocations assisted by the 

strong non-radiative recombination of injected carriers in the active region. 
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Figure 5. (a) TEM topview shown grating lines and dislocation nucleation from the bottom of the gratings, 

and (b) a tilted view of XTEM micrograph showing dislocations grown from the waveguide/grating 

interface and threading through the active region. The segment inside the active region further grown 

sideways due to nonradiativc recombination assisted climb of dislocations. 

2.   Rapid Degradation 

Rapid degradation involves massive generation of dislocations or even localized melting at the 

weak points inside the active stripe. It differs from COD which initiates at the mirror facet. In 

electroluminescence imaging, it often reveals as multiple dark sections along the active stripe as 

shown in Figure 6. 

Figure 6. Electroluminescence imaging of heavily damage active region showing large dark section inside 

the lasing cavity. The length of the stripe is 250 urn. 
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The corresponding defect structure is shown in Figure 7. Massive dislocation tangles indicating a 

heavily damage region inside the active stripe. 

TO!|Im 

Figure 7. TEM micrograph of a topview of heavily degraded active region of a 1.3 um wavelength buried 

hcterostructure laser diode showing complex dislocation tangles associated with the rapid degradation. 

3. Catastrophic Optical Damage (COD) 

The classical COD initiates at the mirror facet interface and propagates along the lasing stripe into 

the center of cavity. It is believed that strong non-radiative recombination of injected carriers at 

the dielectric mirror/semiconductor interface results in a localized heating of the semiconductor in 

the vicinity of interface. The shrinkage of energy bandgap of semiconductor in the heated region 

leads to an absorption of laser light inside the cavity. This positive feedback of light absorption 

process thus trigger a catastrophic melt down of the semiconductor at the interface [14]. The 

melting process continues on the side of melt/solid interface facing the impinging laser light, while 

the back side of the melted region rapidly solidifies. The net effect is propagation of a melted 

region from the mirror facet into the center of the cavity. The epitaxial regrowth of semiconductor 

on the back side of melted region forms a tunnel of defective materials as shown in Figure 8. 
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Figure 8. TEM micrograph of a topview of melt track generated inside the active stripe due to COD. The 

mirror facet is on the left side. 

Since the melt/solid interface scatters laser light inside the cavity, it reveals as a bright spot along 

the lasing stripe in electroluminescence imaging. The growth of melted region during COD can be 

monitored in real time as a bright spot moving along the lasing stripe from the mirror facet into 

the center of cavity. Sometime more than one bright was seen as shown in Figure 9. 

Figure 9. Electroluminescence imaging of melt droplet shown melting and regrowth process in real time. 

Detailed TEM analysis confirms that the melted region lies on a (lll)P plane in the shape of a 

circular patch. It is conceivable that the localized melting initiates on (lll)P plane where the 

lattice spacing between the molecular layers is the largest. 
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4.   Electrostatic Discharge Damage (ESD) 

ESD usually regards electrostatic discharge in the kilovolt range [18]. A typical discharge voltage 

used in a human body model ESD test is around 5 kV. Tn electrostatic discharge damaged 

devices, an unique defect structure is generated inside the active stripe by a high transient current 

zapping through the weak spots of the active region. These weak spots can be p-n junction spikes, 

current leakage paths and spatial non-uniformity in electrical conductivity. The fact that the defect 

structure only generates inside the active region of a buried heterostructure indicates the 

activation process may involve both optical and electrical energies. Figure 10 shows the 

characteristic defect structure associated with ESD. 

0.5 (xtfl 

Figure 10. TEM micrograph of a topview of ESD generated characteristic defects inside the active stripe of 

a 1.3 um wavelength buried heterostructure laser diode showing high density of small dislocation loops 

bounded by two parallel dislocations. 

It consists of large dislocation loops filled with small loops. Depending upon the strength of 

electrical discharge, the large dislocation loops may further grow into long rectangular shape 

along the active stripe and reveals as two parallel dislocation lines lie symmetrically along the 

central axis of the cavity. In general, there are less damage outside the region bounded by the two 

parallel dislocation lines indicating that the current distribution during discharge is concentrated 

around the central axis of the active stripe. Furthermore, the damage occurs discontinuously along 

the length of the cavity as revealed by the electroluminescence imaging in Figure 11. Presumably 

these are the weak spots along the active stripe. 
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Figure 11. Electroluminescence imaging of a ESD damaged active stripe showing discontinuous dark 
sections. 

5.   Electrical Overstress Damage (EOS) 

EOS covers a voltage range from few tenth to several hundredth volts. It can be regarded as a 

lower level ESD. The defect generation mechanism is believed to be similar to ESD but at a lower 

driving force. Therefore, the nature of the dislocation loops, as shown in Figure 12, are similar but 

much less in density in comparing to ESD. There arc fewer and narrower long rectangular shaped 

dislocations with less tiny loops inside. 

0.5 j»m 

Figure 12. TEM micrograph of a topview of EOS generated defects inside an active stripe of a 1.3 |im 

wavelength buried heterostructure laser diode showing less damage than ESD. 
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CONCLUSIONS 

We have summarized the major defect structure generated during device degradation either in 

accelerated purging test or under normal operation to provide a defect map for device failure 

mode analysis use. It is particularly useful for identifying system related problems such as EOS 

and ESD versus device degradation such gradual and rapid degradation and COD during normal 

operation. 
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ABSTRACT 

Threshold current density in GaN-based UV double-heterostructure lasers is predicted in the range of 2- 
4 kA/cm2 using theoretical calculation of optimized heterostructure for various types of devices. Free- 
carrier (FC) and Coulomb-enhancement (CE) models are compared. Results are given for different combi- 
nations of effective masses. The minimum threshold current is not strongly influenced by the choice of ef- 
fective masses. The FC model predicts lower than CE threshold in edge-emitting lasers, whereas the CE 
model predicts lower than FC threshold in thin VCSEL devices. 

1. INTRODUCTION 

Gallium nitride and related alloys AlGaN and InGaN are perspective optoelectronic materials 
emitting in the UV and in the visible spectrum. Optically pumped stimulated emission in GaN-re- 
lated materials has been reported [1-9]. Recent demonstrating of electrically pumped diode laser 
[10] illustrates the present need for formulating the design guidelines for low-threshold GaN- 
based lasers. 

In this paper, a theoretical analysis of radiative recombination and optical gain in bulk GaN is 
described. The influence of certain material parameters is estimated. Also, different interband 
transition models are compared. The analysis includes spontaneous emission spectra, optical gain 
spectra, radiative recombination rate in function of the carrier density N. 

2. THEORETICAL MODELS 

Optical gain in GaN and related materials has been recently calculated by several groups [11- 
20]. However, it is not clear to what extent the results may suffer from uncertainties associated 
with present poor knowledge of various material parameters. Here, we use a non-parabolic band 
model with several values of electron and hole effective masses (mjm0 from 0.18 to 0.27 and 
mh/m0 from 0.8 to 1.6) and intraband relaxation times x^ (from 26 to 500 fs). Two approaches are 
used, namely, free-carrier (FC) model, which is quite traditional for other III-V-compound based 
lasers, and Coulomb-enhancement (CE) model. This enhancement of the transition probability due 
to an electron-hole interaction can be more important in short wavelength laser materials than in 
GaAs [16, 19]. The radiative characteristics are calculated for bulk GaN using the conventional 
approach [21,22], which was already applied to GaN earlier [15,18]. The first step is to calculate 
the spectral distribution of the spontaneous emission rate rsf(E,N) by means of integration over 
the entire interband transition range. Here, E stands for the photon energy and N stands for the 
excess carrier density. The intraband relaxation is taken into account assuming the Lorentzian line 
broadening. In the traditional FC model, the transition matrix element is assumed to be 
independent of energy. Its estimate in terms of the optical transition strength parameter Et is 
taken as Ep » (m0lme - 1)ES [15]. For the wurtzite-type GaN, assuming mc = 0.22ma and Eg = 
3.4 eV, we obtain £p « 12 eV, which is in a satisfactory agreement with recent theoretical 
calculations (13 - 14 eV) [23], We neglect a weak anisotropy of Ep. The same approach is valid 
for zincblende-type GaN with an estimate of Ef = 14.6 eV, me = 0.18/w0 and Es =3.2 eV. 

419 

Mat. Res. Soc. Symp. Proc.Vol.421 ®1996 Materials Research Society 



In the CE model, we include the energy dependence of the transition matrix element using a 
normalized correction factor F(E). For the direct-bandgap semiconductor [24] it is equal to 

F(E) = z exp z I sinh z, (1) 

where z = iz[Ry/(E - Es)]
m, Ry = m^lltfi is an effective Rydberg energy, and mKi = 

memj(me + mk) is the reduced effective mass. The value of Ry can be found from the free exciton 
binding energy, which is ~ 27 meV in GaN [25,26], or can be calculated using assumed effective 
masses. The factor F(E) gives an enhancement of the transition probability just above the band 
edge. This is rather important for calculation of laser gain because of the involvement of these 
transitions in the stimulated emission process. Uncertainty of this calculation is associated with as- 
sumption of the same factor (1) in a wide range of carrier densities. At large N, carrier screening 
and other many-body effects can alter F(E). 

Integration of the spontaneous emission spectrum gives us the total radiative recombination 
rate Rsf(N). The radiative component of the injection current follows immediately from the ex- 
pression jrad(A0 = edRsp(N), where d is the active layer thickness. The spectral distribution of the 
material gain coefficient is expressed as follows [21,22] 

g(E,N) = (£Vc7 n2E2)rs?(E,N){ 1 - exp[(£ - AF)/kBT]}, (2) 

where AF = Fc -Fk is the separation between the quasi-Fermi levels of electrons (Fe), and holes 
(Fh), respectively, kB is the Boltzmann constant. 

3. RADIATIVE RECOMBINATION COEFFICIENT AND LIFETIME 

Radiative recombination coefficient B = R^ßfJ/N2 is numerically calculated. Over a wide range 
ofN, the following analytical approximation is found to describe very well the B(N) dependence 
B(N) = B0/[l + (N/N*Y ], where B0, N* and p are fitting parameters. The coefficient ß0 is valid 
for the bimolecular regime of recombination at low carrier densities, whereas when N approaches 
N* the recombination rate is close to linear. The radiative lifetime iai of the excess carriers is 
determined as 

xrad = N/B(N) = [ 1+ (N/N*Y ]/BoN (3) 

and it decreases along with an increase in N. Provided that p > 1, the minimum lifetime is equal to 
To[l + (p -i)llp], where x0= 1/BoN*. The minimum is reached at N = N*l(p -l)Vp. Dependence of 
the Xrad on N for FC and CE models is shown in Fig. 1. 

100 

u 

10 

\                    GaN 
N.           T = 300 K 

\   ^» fc 

a^^ 

Fig. 1. Calculated  radiative  lifetime 
in GaN  according to FC  and CE 
models with following assumptions: 
electron effective mass is 0.27mO) hole 
effective mass is 0.8mo, broadening 
time is 500 ns,  effective Rydberg 
energy is 27meV. Points are obtai- 
ned by numerical integration, curves 
are obtained using expression (3). 
Fitting parameters are given in text. 

M+17     1E+18     1E+19     1E+20 
Carrier density, N [cm-3] 
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The approximation (3) is shown by curves. The value ofp is found close to unity for FC model 
through the whole ranges of T and N (up to 5xl019 cm"3). For the CE model, p changes from 
1.247 at 100 K to 1.106 at 400 K. A minimum radiative lifetime, for example, at 300 K is 0.339 
ns as it is predicted by the CE model at N = 7.4xl019 cm"3. Near this point, RS?(N) is proportional 
to N rather than to N 2. Temperature dependence T ' is found for the calculated low-density co- 
efficient Bo in the FC model where q = -'ill, whereas for the CE model a law T "1,8S seems to 
be more adequate. Values of N* in the CE model are also temperature-sensitive and N* in- 
creases from 3.28xl018 cm"3 at 100 K to 1.86xl019 cm"3 at 400 K. The deviation from the bimol- 
ecular law is larger at low temperatures. 

4. OPTICAL GAIN AND THRESHOLD CHARACTERISTICS 

Spectral distribution of the material gain for a particular case of N = 1019 cm"3 (CE model) is 
shown in Fig. 2. It is seen that the peak value is strongly influenced by the broadening time vm. In 
Fig. 3, it is demonstrated how a choice of effective masses influences the peak gain plotted versus 
N. This effect is seen also in Table 1 where the differential "effective cross-section" dg/dN is 
evaluated above the inversion threshold. In contrast, when the peak gain is plotted versus J„om, the 
influence of the effective masses on the curve slope is rather weak as shown in Table 1 (the slope 
ß=dg/dJnom is the differential gain). There is a compensating influence of effective masses on the 
differential gain parameter ß via the gain magnitude and via the carrier lifetime. As a result, the 
differential gain differs by a few percent only while the calculated gain cross-sections differ by a 
factor of ~2. The CE model predicts much higher B0 and dg/dN than the FC model. The parame- 
ter ß is sensitive to the value of the nominal current density. 

Table 1. Calculated parameters in GaN for assumed effective masses at zm = 26 ps. 
Model mjm0 mh/m0 Bo, 10"u cmVs N*   cm"3 dg/dN, 10"16cm2 ß, 10"2 cm.um/A 

FC 0.18 0.8 7.83 2.26xl019 1.38" 1.03c 

FC 0.22 0.8 6.18 2.18xl019 1.23" 1.02c 

FC 0.27 0.8 4.38 2.37xl019 1.05" 1.02c 

FC 0.27 1.6 1.80 5.0xl019 0.66" 0.98" 

CE 0.27 0.8 28.80 1.27xl019 5.55" 0.35c 

\.2d 

"atN- :2xl019cm"3:   "at JV=1019 cm"3; 'at Jnom= 50 kA/cm2u,m;   ''at Jno = 200 kA/cnrum. 
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Fig. 2. Calculated spectra of material gain in 
bulk GaN according to the CE model with 
following assumptions: electron effective 
mass is 0.27mo, hole effective mass is 0.8mo, 
broadening time is 26 fs (line 1), 100 fs 
(line 2), and 500 fs (line 3); excess carrier 
density is 10  cm   . 
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Fig. 3. Calculated material gain coefficient 
in bulk GaN at 300 K according to FC 
and CE models with assumption of effective 
masses as indicated, and of broadening time 
equal to 26 fs. 

10        20        30 40        50 
Carrier density [1018 cmf3] 

The modal gain is determined using a simplified model of the double heterostructure. The 
active layer is assumed to be sufficiently thin in order to neglect a non-uniformity of the carrier 
density across the layer. It was assumed also that 1) potential barriers between active medium and 
cladding layers are sufficiently high to neglect the carrier leakage over the barriers at both hetero- 
junction interfaces, 2) refractive index steps at both interfaces are efficient for an optical confine- 
ment. The index steps are not much influenced by carrier-induced depression of the refractive in- 
dex. Such a confinement condition can be met in GaN/AlGaN or InGaN/AlGaN double het- 
erostructures with the aluminum mole fraction in the AlGaN alloy of 0.10-0.15. For instance, 
according to [4], the refractive index step between GaN and Alo.1Gao.9N at the lasing wavelength 
of 370 nm is 0.19, therefore the step As is ~1 in this case. The modal gain is taken as 

G(N) = rg(N)-aiR, (4) 

where ai„ is the total internal loss coefficient, /"is the optical confinement factor. For the latter a 
simple approximation [27] may be used, r= D2/(D2 + 2), where D = (2nd/X)As is the dimension- 
less thickness of the waveguide layer, and X is the free-space wavelength. The threshold current 
density is calculated from the condition of modal gain G balancing the external losses in the laser 
cavity. We use the lasing threshold equation G = (l/2Z,)ln(l/Äi7J2), where L is the cavity length, Ri 
and R2 are cavity end reflectivities. External losses are controlled by the cavity end reflectivity 
which in EE-laser equals to 0.21 for GaN/air interface. Thus, total optical losses in EE cavity are 
estimated as -60 cm"1. In VCSELs, the mirror reflection is to be higher by use of distributed 
Bragg reflectors. It is assumed as ~ 0.99. 

An example of the modal gain curves calculated according to both FC and CE models is 
given in Fig. 4. The same effective masses and broadening times are utilized. At low current den- 
sities (< 5 kA/cm2) the FC model predicts a steeper growth of the modal gain, and lower thresh- 
old for inversion from attenuation to amplification (~ 1 kA/cm2 in the FC model and ~ 2 kA/cm2 

in the CE model). Then, along with the increase of the current density, the CE model predicts a 
steeper growth. Both curves are crossing near 8.5 kA/cm2. Above this point the CE model gives 
higher mode gain. The lasing threshold is expected at lower currents in low-gain cavities (most of 
EE lasers) if the FC model is used. In high-gain cavities (short cavity VCSELs), the CE model 
predicts lower threshold currents. The calculated threshold current density (radiative component) 
for EE-lasers is shown in Fig. 5. In this example, the FC model predicts a minimum of ~2 kA/cm2 

at an optimal thickness of the active layer near 40 nm. The CE model predicts a little higher mini- 
mum threshold current density, ~4 kA/cm2, at smaller optimum thickness of 12 nm. 
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Fig. 4. Calculated modal gain in 
GaN-based double heterostructure 
with 30-nm thick active layer at 300 K 
according to FC and CE models. 
Assumptions: electron effective mass 
is 0.27mo, hole effective mass 0.8n^, 
Ry = 27 meV, broadening time is 26 
fs, relative dielectric permittivity step 
is Ae = 1, no carrier leakage and non- 
radiative recombination losses are 
included. 

Current density [kA/cm ] 

Similar calculations for the VCSEL predict monotonic lowering of j± with a decrease of 
the active layer thickness. This again suggests that quantum-well structures are preferable. How- 
ever, if we include some restriction on the cavity parameters, it is possible to analyze a thickness 
optimization for a certain combination of parameters. The idea is to minimize the length/- in order 

to reduce the optical loss in the passive part of the vertical cavity. We assume L = d + 2 um in- 
cluding passive layers and multilayer reflector at both cavity ends. The dependence of the thresh- 
old current density on the active layer thickness passes a minimum, as shown in Fig. 5. The FC 

model predicts a minimum of-16.5 kA/cm2 near d = 0.1 um. It is interesting that the CE model 

predicts lower minimum, which is about 12.9 kA/cm2 (with the broadening time vm =26 fs). This 
reflects the higher gain in the CE model at a stronger pumping. 

In conclusion, the radiative recombination rate and optical gain are calculated in GaN as- 
suming different theoretical approaches and different values of effective masses (spanning the 
range of available data). The radiative recombination rate can be described in a wide range of car- 
rier density in a compact form with three or, in simple cases, with only two fitting parameters. It is 
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Fig. 5. Calculated dependence of 
threshold current density (radiative 
component) in GaN-based DH 
edge-emitting (EE) laser diodes 
and vertical-cavity surface-emitting 
laser (VCSEL) on the active layer 
thickness at 300 K according to FC 
and CE model. It was assumed: 

internal losses of 20 cm-1, 
R = 0.21 in EE lasers and 
A = 0.99inVCSELs. 
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shown that the choice of basic model and values of effective masses influences the gain and 
threshold characteristics, however, this influence is more pronounced in gain curves versus carrier 
density than in gain curves versus current density. The FC model predicts lower threshold cur- 
rent in low-gain cavities (compared to the CE model), while in high-gain cavities, for example, 
VCSELs with a thin active layer, the FC threshold current is higher than the CE one. 
Preliminary optimization of GaN-based double-heterostructures for laser action in the UV range is 
obtained with reasonable accuracy; the calculated material and modal gain characteristics are 
presented. The threshold current density 2-4 kA/cm2 may be expected in such a structure at room 
temperature if nonradiative recombination losses could be reduced to a negligible level. 
Theoretical minimum for a threshold current density in double-heterostructure GaN-based 
VCSEL is estimated in the range of 12-16 kA/cm2 at room temperature for a short vertical cavity 
with high reflectivities (99%) at both ends. 

This work was supported by the New Energy and Industrial Technology Development Or- 
ganization (NEDO) of Japan and the Advanced Research Project Agency. 
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ABSTRACT 

The temperature dependence of the Hall voltage and resistivity of highly carbon 
doped GaN were measured. From the sign of the Hall voltage, the material 
appears to be p-type. Charge transport takes place in an impurity band and the 
valence band. The effective activation energy as estimated from the maximum in 
the temperature versus Hall voltage relation is 10-30 meV. 

INTRODUCTION 

Research on GaN has been performed for more than sixty years [1]. The 
usefulness of the material in semiconductor devices, however, was for a long time 
limited by the absence of a good p-dopant. Since the discovery that Mg-doped 
GaN can be made p-type by a de-hydrogenation treatment [2], the field has 
flourished. The successful application of GaN in blue photonic devices [3,4] 
opened up several new markets for the compound-semiconductor industry. 
Within a short time span, new products are to be expected in the areas of 
illumination, information technology, and high contrast screens and displays. 

The relative large ionization energy of Mg (-160 meV), makes it an inefficient 
acceptor at room temperature, with only 1 % of the acceptors ionized. It has been 
predicted on the basis of d-state relaxation effects that C may be a shallower 
acceptor than Mg, Zn and Be [5]. Carbon has become the most commonly used p- 
type dopant in GaAs and related materials because of its high incorporation 
efficiency and low diffusivity [6]. In this paper we report about the electric 
transport properties of carbon doped GaN. 

Several investigations have been performed on carbon doped GaN. Pankove et 
al. measured the photoluminescence of carbon implanted GaN and found a large 
peak near 2.17 eV [7]. Ogino et al. doped GaN by adding carbon grains to the Ga 
boat [8]. They also found a large peak around 2.2 eV in the photoluminescence 
spectra and suggest that a carbon gallium-vacancy complex forms a deep acceptor 
level (860 meV) in their films. The exact origin of the photoluminescence 
spectra, however, is still under discussion [9]. Abernathy et al. prepared carbon 
doped GaN by the Metal Organic Molecular Beam Epitaxy (MOMBE) method 
[10]. Their films appear to be p-type and have excellent mobility values at room 
temperature relative to other p-GaN films [11]. 
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EXPERIMENTAL PROCEDURE 

The films were prepared by MOMBE in an Intervac Gen II system with a 
background pressure in the 10"7 Torr range. The samples were grown on 2" semi 
insulating (100) GaAs substrates. An Electron Cyclotron Resonance (ECR) N2 
(10-13 seem) plasma source operating at 2.45 GHz and 200 Watt forward power 
provided the reactive nitrogen flux. High purity He was used as a transport gas 
for triethylgallium (TEG). The substrate temperature during deposition was 1000 
Kelvin. Under these conditions the grown GaN appears to be p-type with a hole 
concentration of 2xl016 cm"3. The p-type doping level was increased by adding 
CCI4 to the growth chemistry during deposition. More details about the growth 
procedure can be found in reference [10]. Secondary Ion Mass Spectroscopy 
(SIMS) showed that the C-concentration exceeded 1018 cm-3. The exact lattice 
positions of the carbon is not known. In other III-V's, carbon can occupy the 
group V site where it is a single acceptor, or forms Cm-Cy neutral pairs, or be 
in an interstitial site. Carbon donors have not been observed [6]. The difference 
in bonding energy between the C-III and C-V bond is for GaN much smaller than 
for example for GaAs [10]. This implies the difficulty for preferential 
incorporation of carbon on the V-sites and suggests a large sensitivity on the 
chemistry and physics of the deposition process [12]. Standard X-ray analysis 
indicated that the crystal structure was hexagonal. Table I gives an overview of 
the film parameters. 

The transport properties were determined by Van der Pauw geometry Hall 
measurements [13] using alloyed (annealed at 700 K for 180 seconds) Hgln 
contacts. The ohmic behavior of the contacts was checked by measuring the I-V 
relation over several decades. The typical size of the samples and the contacts 
were 5x5 mm and 0.5x0.5 mm respectively. Measurements were performed for 
both directions of the current and for both directions of the field. The current 
was kept low in order to avoid heating of the sample. The electric field was also 
kept low in order to assure that impact ionization or Poole-Frenkel type of effects 
would not occur and influence the free carrier concentration. Corrections were 
made for the asymmetry of the samples but not for the contact sizes and not for 
the possible depletion effects near the surface and substrate interface. The latter, 
if present, is expected to be small because of the large carrier/doping 
concentrations and the absence of any Fermi-level pinning at GaN surfaces. In 
order to exclude any effects from parasitic conduction channels through the 
substrate, we determined the transport properties of the SI-GaAs we used. The 
following necessary conditions appear to be valid over the complete investigated 
temperature range: 

(Pfilm/tfilm) « (Psub/tsub) (1) 

(tfilm-RHfilm/pfilm2) » (tsub-RHsub/psub2) (2) 
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where: p is the resistivity, t is the thickness, RH is the Hall coefficient, "film" 
refers to the GaN film, and "sub" refers to the SI-GaAs substrate. 
The electrical properties at low magnetic field were measured by using an 
MPMS-5S Squid from Quantum Design. This system provides a convenient 
platform for applying a magnetic field (0-5.5 Tesla) and controlling the sample 
temperature (1.7-400K). A Keithley 220 programmable DC-current source and a 
Keithley 2000 multimeter (input impedance >50 Gohm) were connected by IEEE 
bus to the system computer. The whole setup was controlled via the External 
Device Control (EDC) option of the MPMS software. 

Table I: characteristics of carbon-doped GaN films 
layer thickness: 0.4 nm deposition temp.:   1000 K 
p(70K): 3.8 1017 [cm-3]      ji(70 K): 46 [cm2/V.s] 
crystal structure: a 

RESULTS AND DISCUSSION 

From the sign of the Hall voltage it appeared that the GaN was p-type (hot 
probe measurements also indicated p-type conductivity). The temperature 
dependence of the Hall coefficient and the resistivity are presented in Fig. 1. 
Measurements were performed on two separate samples from the same wafer. 

For low temperatures the electrical properties are almost independent of the 
temperature. This indicates the existence of a metallic impurity band [14]. For 
larger temperature the Hall voltage increases. This is not related to a decrease in 
carrier concentration, but is caused by the transition of electrons to states with a 
higher mobility. As the average velocity of these carriers is larger, a larger 
Lorentz field will cause a larger Hall voltage. The Hall voltage will no longer be 
inversely proportional to the carrier concentration. The occurrence of a 
maximum in the Hall voltage versus temperature curve has in fact been observed 
for a wide range of different semiconductors [15]. 

A maximum in the temperature dependence of the Hall voltage occur in all 
systems in which the mobility depends on the electron energy. A detailed analysis 
of this problem was given by Look in reference [16]. He distinguishes between 
single band effects and mixed band effects. The former have been calculated for 
the conduction band of intrinsic GaN by Rhode [17]. He found that the 
temperature dependence of the Hall factor shows a maximum of 1.25 near 400 K. 
Calculations on single band effects of the valence band have not been performed 
yet. The small spin orbit splitting (160 meV) [18], however, suggests a 
complicated temperature dependence of the Hall factor. Mixed band effects of 
unintentionally doped n-GaN have been investigated by Molnar et al. [19]. They 
calculated the mobility of carriers in the impurity band and conduction band 
from the electrical transport data. Similar to them, we calculated the mixed band 
effects of our p-GaN. The results suggest that the carbon doped GaN is heavily 
compensated. The ratio between the mobility in the impurity band and that in the 
valence band was approximately a factor 10. More details can be found in [20]. 
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Fig. 1: Hall voltage and resistivity as a function of the 
temperature for p-GaN. 

Several general calculations have been performed on the temperature 
dependence of the electric transport properties of heavily doped semiconductors 
[21, 22]. Fukuyama et al. [23] calculated the mobility as a function of the Fermi 
level and impurity concentration for heavily doped semiconductors. They found 
that the mobility in the impurity band hardly depends on the impurity 
concentration or compensation of the material. This is in contrast with the large 
change of mobility in the conduction band as a function of the donor 
concentration. Similar effects are expected for p-type material: i.e. we anticipate 
a low mobility which depending on the acceptor concentration is separated from 
the valence band by an energy interval in which carriers have a lower (or zero) 
mobility and state density. Using their results Saitoh [21] calculated the 
temperature dependence of the Hall voltage. Figure 2 gives a summary of his 
calculation. The ratio of the maximum Hall voltage over the Hall voltage at low 
temperature versus the temperature for which this maximum occurs (which is 
related to the ionization energy for a single acceptor) is plotted for several values 
of the compensation (K) and the relative impurity concentration (cO is the 
concentration for which the impurity band merges the valence band). The 
investigated GaN had a maximum of log(Rmax/R(T=0))=0.5 at 130 Kelvin (see 
Fig. 1). This value was used to determine the value of the activation energy, AE, 
from Fig. 2. In [20] we found that the ratio of valence band and impurity band 
mobility was approximately a factor 10. According to Fig. 2 of reference [23], 
this corresponds to relative impurity concentration, c/cO, of 2.5. Extrapolating 
the results of Fig. 2 and taking into account the large noise on this data, results in 
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Fig. 2: Position of the maximum in the Hall voltage versus 
temperature curve for several values of the relative impurity 
concentration (c/cO) and the compensation (K). 

an activation energy, AE, somewhere in the interval 10-30 meV. This is in 
agreement with the value reported in reference [20]. We emphasize that this is not 
the ionization energy of a single well-defined acceptor, but the effective 
activation energy of conduction in a heavily compensated system. 

CONCLUSIONS 

The temperature dependence of the Hall voltage and resistivity of highly 
carbon doped p-GaN was measured. Both resistivity and Hall data show 
characteristics of two-band conduction. At low temperature charge transport 
mainly takes place in the impurity band, while at higher temperatures also the 
valence band forms a conduction path. The effective activation energy estimated 
from the maximum in the Hall voltage curve was 10-30 meV. Although this value 
is not expected to be very accurate, it is definitely much lower than the 860 meV 
suggested by the photoluminescence results of Pankove [7] and Ogino et al. [8]. 
The high carbon concentration [12] and the relative low carrier concentration at 
low temperatures, suggest that the material is highly compensated [20]. This may 
be related to the small thermodynamic advantage to incorporate C on a V-sites 
over Ill-site incorporation [10,12]. Improvements may be expected with better 
control of the carbon incorporation during growth. In the current material, 
carbon can be incorporated from a number of sources including the metalorganic 
precursors in addition to the CCI4. 

The role of carbon as a dopant was not addressed in this paper and has to be 
solved in the future. It is not clear at the moment whether or not carbon directly 
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acts as an acceptor or that it forms a complex with a defect or vacancy which can 
create a hole in the valence band. Although the electrical properties are excellent 
of C-doped GaN [11], the currently grown material appears to have less favorable 
optical properties [8]. A systematic study to produce C-doped GaN with a smaller 
yellow band luminescence is desirable. 
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ABSTRACT 

Inductively Coupled Plasma (ICP) sources are extremely promising for large-area, high- 
ion density etching or deposition processes. In this review we compare results for GaAs and GaN 
etching with both ICP and Electron Cyclotron Resonance (ECR) sources on the same single- 
wafer platform. The ICP is shown to be capable of very high rates with excellent anisotropy for 
fabrication of GaAs vias or deep mesas in GaAs or GaN waveguide structures. 

INTRODUCTION 

Inductively coupled plasma (ICP) etching offers an attractive alternative dry etching 
technique. ' The general belief is that ICP sources are easier to scale-up than ECR sources, 
and are more economical in terms of cost and power requirements. ICP plasmas are formed in a 
dielectric vessel encircled by an inductive coil into which rf-power is applied. A strong 
magnetic field is induced in the center of the chamber which generates a high-density plasma due 
to the circular region of the electric field that exists concentric to the coil. At low pressures (< 10 
mTorr), the plasma diffuses from the generation region and drifts to the substrate at relatively 
low ion energy. Thus, ICP etching is expected to produce low damage while achieving high etch 
rates. Anisotropie profiles are obtained by superimposing a rf-bias on the sample to 
independently control ion energy. 

In this paper we report the first etching results for GaAs and GaN in an ICP tool. It is 
found that ICP sources are capable of producing the extremely high rates needed for producing 
via holes on 4"3> GaAs substrates, and have the high ion density needed to obtain high etch rates 
for strongly bonded material such as GaN, where the rate-limiting step is usually the initial bond 
breaking that must precede etch product formation. GaN has a bond energy of 8.92 eV/atom, 
compared to 6.52 eV/atom for GaAs, and the low rates reported with reactive ion etching are 
due to the low rate of bond breaking in RIE discharges. 

EXPERIMENTAL 

A typical ICP system (Plasma Therm 790 series) is shown schematically in Figure 1. 
Power at 2MHz is inductively coupled into the plasma volume to create a high ion density 
(> 10ucm~ ) discharge, while the sample sits on a He backside-cooled, rf (13.56MHz) powered 
chuck, which controls the ion energy. This is a prototypical single-wafer, high density system, in 
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which there is separate control of ion density (via the ICP power) and ion energy (via the rf 
biasing of the sample position). We directly compared the performance of the ICP and ECR 
sources, by placing them on a Plasma Therm SLR 770 platform that is designed for an ECR 
source. 

2 MHz-1000 Watt 
RF Coil Power 

ww 
/\j )     13.56 MHz-500 Watt RF 

Substrate Bias 

V\W 
Figure 1. Schematic of ICP reactor. 

The principle of the ICP source operation is shown schematically in Figure 2. The electric 
field produced by the coils in the horizontal plane induces an oscillating B field in the vertical 
plane, trapping electrons and producing high ionization and excitation efficiencies without 
leakage of the electrons to the chamber wall. Therefore, as in an ECR source, the ion density is 
high while the induced self-bias on the cathode is low. 

Inductively Coupled Plasma 

E-Field 

Y     Y     V    Y 
B-Field 

Figure 2. E- and B-field configurations in ICP. 
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RESULTS AND DISCUSSION 

The self-bias developed on the sample chuck was measured as a function of applied rf 
power on the SLR 70 platform with the ICP or ECR (Astex 4400 low profile source) sources in 
place. Figure 3 shows that these self-biases are almost identical when the high density sources 
are not powered. 

450 

— DC Bias ICP 
— DC Bias ECR 

o 200 o. 
| 150 

% 100 

■-H 

600 0 200 400 

Applied RF Bias - Watts 

Figure 3. DC self-bias as a function of rf power in an ECR and ICP reactor. 

As the ICP power is increased and hence the plasma density increases, there is a 
suppression of the cathode self-bias, as shown in Figure 4. Therefore it is possible to achieve 
very high ion densities while retaining low acceleration voltages. This is an important result 
when considering the etching of device structures where mask integrity or ion-induced damage 
can be an issue, such as in III-V semiconductor structures like heterojuction bipolar transistors or 
laser diodes (10,11) 
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Figure 4. DC self-bias as a function of ECR or ICP power. 
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There was basically no dependence of self-bias on process pressure with either high 
density source, as shown in Figure 5. Thus both sources have a wide operating pressure, although 
the coupling efficiency of microwaves to the ECR plasma decreases above -10 mTorr. It is 
expected that the ICP is capable of higher pressure operation and thus the cost of ownership 
should be lower because one can employ smaller pumps. This is a major consideration for 
manufacturing processes, where multiple reactors may be needed to produce a sufficiently 
throughput of wafers. 
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Figure 5. DC self-bias a function of pressure in an ICP tool. 

For controlled rate etching of GaAs/AlGaAs for HBT mesas or laser diode waveguides, 
BC13 plasma chemistries are attractive since they are non-selective for GaAs over AlGaAs for 
BCI3 or BCl3/Ar. If a fluorinated gas such as SF6 or SiF4 is added to the chemistry , then it is 
possible to achieve high selectivities (>200:1) for GaAs over AlGaAs.<1213) These etches are 
highly anisotropic even at moderate rf bias, in part because the BClx residues aid in sidewall 
protection. Figure 6 shows the GaAs etch rate and selectivity over photoresist at 750W or ICP 
power. The rate is controllable between 25-450 nm/min for fixed ICP power and rf powers 
between 50-350W. The selectivity over resist varies from 1-5. 

The etch uniformity measured on 2"<I> GaAs wafers was strongly dependent on ICP 
power, as shown in Figure 7, which displays etch rate and uniformity percentage as a function of 
the ICP power. The rf chuck power up to 1000W (maximum rate -500 nm/min) and decreases at 
1500W , which may be due to one or both of the following factors: either sputter-enhanced 
removal of the chlorine neutrals before they can react with the GaAs surface, or a further 
decrease in self-bias at very high ICP powers. Note however that the uniformity degrades rapidly 
over 750W of ICP power. This effect is still under investigation, and it is not clear if this is due 
to non-uniform suppression of the self-bias or non-uniformities developing in the discharge 
itself. 
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Figure 6. GaAs etch rate and selectivity over resist in a BCl3 ICP discharge with 750W 
ICP power, as a function of rf chuck power. 
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Figure 7. GaAs etch rate and uniformity in a BCl3 discharge with 150W rf chuck power, 
as a function of ICP power. 

If necessary the etch rate can be increased by addition of Cl2. Figure 8 shows the 
dependence of etch rate on discharge composition at 1000W ICP power and 350W rf power. The 
etch rate of GaAs stays above ~2.3 um/min for BC13 percentages < 25%. The uniformity of 
etching is better than 5% for BCl3 percentages above 50%. This may be due to the well-known 
efficiency of BCl3 for removing the native oxide on III-V materials. For Cl2-rich discharges the 
breakthrough of this oxide may be non-uniform, and with such a high etch rate, the overall etch 
rate uniformity suffers. 
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Figure 8. GaAs etch rate and uniformity in BCl3/Cl2 discharges with 1000W ICP power and 
350W rf power, as a function of plasma composition. 

Figure 9 shows the pressure dependence of GaAs etch rate and selectivity over 
photoresist for pure BCl3 discharges (1000W ICP power, 350W rf power). The selectivity is 
between 3-6 over the pressure range 1-20 mTorr. The maximum in etch rate around 2-3 mTorr is 
also typical of ECR processes'14' and is related to an absence of ion collisions and recombination 
at low pressures. 

500   1  r 10 

0 5 10 15 
Pressure (mTorrt 

Figure 9. GaAs etch rate and selectivity over resist in a BCl3 discharge with 1000W ICP power 
and 350W rf power, as a function of pressure. 

A scanning electron micrograph (SEM) of features etched into GaAs with 750W ICP 
power, 100W rf power, 2 mTorr BC13 discharge (40 seem of gas) is shown in Figure 10. The 
photoresist mask has been removed. The etch rate under these condition is 230 nm/min, and the 
surfaces are smooth with anisotropic sidewalls. The resist mask generally showed facetting at its 
edge, but the GaAs sidewalls were very smooth and straight. This is a critical requirement for 
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laser mesas or waveguides where any sidewall roughness will lead to scattering of light as it 
traverses the stripe, and hence to a decreased optical output.'15,16' 
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Figure 10. SEM micrograph of features etched into GaAs with a 750W ICP BC13 discharge. 

As mentioned earlier, addition of Cl2 to BC13 can produce high rates for GaAs and related 
alloys. A benchmark for backside via-hole processes is to achieve an etch-rate of greater or equal 
to 4 um/min for 4"<I> GaAs wafers. For this process one will require both high ICP and rf power, 
and active wafer cooling (i.e. clamping to the He backside cooled chuck, the sidewalls must be 
relatively anisotropic and smooth because they will be plated with metal to complete the 
through-wafer via. 

Figure 11 shows the pressure dependence of GaAs etch rate and photoresist selectivity in 
25%C12:75%BC13 discharges at 750W ICP power as a function of rf power (5 mTorr pressure). 
There is little dependence on rf bias, since the etching is not strongly desorption-limited under 
these conditions, but the rate does increase from ~1 um/min at 50W rf to 1.7pm/min at 350W, 
and the selectivity decrease from -3.8 to ~2. 
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Figure 11. GaAs etch rate and selectivity over resist in a 1:3 C12:BC13 discharge with 750W ICP 

power as a function of rf chuck power. 
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The GaAs etch rate and selectivity over photoresist is shown in Figure 12 as a function of 
ICP power. Once again the etch rate increases over the range 250-1000W from -0.8 um/min to 
-1.3 um/min as the ion and neutral density both increase at higher power. The selectivity over 
photoresist is in the range 2-3 over this set of conditions. 
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Figure 12. GaAs etch rate and selectivity over resist in a C12/BC13 discharge as a function of ICP 

power. 

As etch rate of slightly higher than 4 um/min was achieved and 10 mTorr pressure, as 
shown in Figure 13. The selectivity is still only 3-5, which is barely sufficient for a typical 75pm 
etch depth with 12-16um of resist. In these applications a Ni mask has proven effective. 
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Figure 13. GaAs etch rate and selectivity over photoresist as a function of Cl2 composition in a 

750W ICP, 250W rf BC13/C12 discharge. 

As expected, the etch rate depends strongly on process pressure since the chemical 
component is enhanced at higher pressure. The neutral density is 3xl014 cm-3 at 10 mTorr, and 
with a gas such as Cl2 a higher pressure should increase the etch rate. This is confirmed by the 
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data in Figure 14, where the GaAs etch rate is seen to increase from 0.8 um/min at 2 mTorr to 
2.3 um/min at 20 mTorr. An extremely anisotropic GaAs via-type feature is shown in the SEM 
micrograph of Figure 15. This was produced with a 80%C12:20%BC13, lOmTorr, 750W ICP, 
250W rf discharge. Note the excellent sidewall morphology, even in the absence of a photoresist 
mask. 
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Figure 14. GaAs etch rate and selectivity over resist as a function of pressure in BC13/C12 ICP 
discharges. 
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Figure 15. SEM micrograph of feature etched into GaAs using a 4:1 C12:BC13, 750W ICP, 250W 
rf discharge. 
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RIE-lag is relatively minor in this low pressure tool, as shown in the SEM micrograph of 
Figure 16, which has closely-spaced via-type features (diameter of 20 or 60 urn) that were etched 
under the same conditions as the previous figure. There is a 10-15% lower effective etch rate in 
the smaller features due to the difficulty in getting reactants into, and etch products out of, these 
vias. This type of difference is typical of that reported previously for ECR-etched vias.(18> The 
anisotropy and smoothness of the sidewalls can be controlled by careful control of pressure, rf 
power and C12:BC13 ratio. 

Run # 23« 
Ni mask 
1CI* power = 75« w 
CI2 « 32 seem 
20 and 60 «m wide vias 

(»aAs Via   ***** 
Pressure = 10 mTorr 
rf-powcr « 250 W 
BC13 « 8 seem 

Figure 16. SEM micrograph of feature etched into GaAs using 4:1 C12:BC13, 740W ICP, 250W rf 
discharge. 

As mentioned previously the difficulty in finding practical wet etch solutions for GaN has 
placed a strong emphasis on developing dry etching methods. ECR etch rates up to an order of 
magnitude faster than for RIE are typical.09"22' We have employed 22.5 seem Cl2, 2.5 seem H2, 
5 seem Ar, 1 mTorr pressure, 500W ICP power, 150W rf power (dc bias of -190V) discharges 
for etching of MOCVD grown GaN. Figure 17 shown the rf power dependence of GaN etch rate. 
The increase at higher powers can be attributed to enhanced sputter desorption of the etch 
products. The root-mean-square roughness as measured by atomic force microscopy remained 
fairly constant at -2 nm (10x10pm2 analysis area). 
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Figure 17. GaN etch rate as a function of rf power in a 00W ICP Cl2/H2/Ar discharge. 

The dependence of GaN etch rate on ICP power is shown in Figure 18. Since the rf power 
was held constant at 150W, the self-bias decreased at higher ICP powers. The etch rate initially 
increased due to a higher density of reactive species, but beyond -500W, the rate falls off 
somewhat due either to lower ion energies or sputter desorption of the reactants at the surface 
prior to reaction. Etch rates as a function of pressure are shown in Figure 19. During these runs 
the rf power was again held constant at 150W, resulting in an increase in self-bias at higher 
pressure. The GaN etch rate increased up to -5 mTorr due to an increased reactant supply, and 
remained constant beyond that, as expected. Once again the RMS surface roughness remained 
essentially constant over the entire pressure range investigated. 
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Figure 18. GaN etch rate as a function of ICP power in a 150W rf Cl2/H2/Ar discharge. 

A comparison of ICP and ECR etch rates as a function of percentage Cl2 in Cl2/H2/Ar is 
shown in Figure 20. The rates increase in both cases as the C12:H2 ratio increases, due to the 
higher reactive chlorine density. The ICP rates are slightly higher for the ICP source at the same 
source power, rf power and pressure, indicating a slightly higher plasma density for the former. 
An SEM micrograph of a GaN sidewall produced by ICP etching with a 5 mTorr, 500W ICP, 
150W rf, Cl2/H2/Ar discharge at room temperature is shown in Figure 21. The etch rate was 
-6900 Ä/min under these conditions, and produced smooth, vertical sidewalls. 
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Figure 19. GaN etch raie as a function of pressure in a 500W ICP, 150W Cl,/H,/Ar discharge. 
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Figure 20. Composition of GaN etch rates in ICP or ECR Cl2/H,/Ar discharges under the same 
conditions, as a function of Cl2-to-H2 percentage. 

SUMMARY AND CONCLUSIONS 

An ICP source has proven to be as effective tool for high ion density etching of GaAs, 
GaN and related materials in applications ranging from waveguide mesa formation to via holes. 
In basically all respects the ICP appears to perform as well as an ECR source under the same 
conditions, and has lower cost of ownership and should be scaleable to larger diameter while 

retaining excellent uniformity. 
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