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Dear Dr. McKenna:

Following is the final technical report
Hebbian Synapses on Hippocampal Neurons”
normally describe the work in much too great
way back.
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on the grant "Self-Organization of
(N00014-90-4136). 1 realize that 1
detail, so this time I have pruned it

of the brain it is necessary to
logical neurons and neural circuits
This requires defining the device
the mechanisms of use-dependent

s a function not only of the training
dividual neurons—especially their

electrotonic architecture, active membrane properties, and synaptic modification
(leamning) mechanisms. We have made great strides in unearthing basic neuronal
mechanisins and speeding up Lmplementations of neuronal models. This last effort
was done in collaboration with computer scientists and a local company that

specializes in circuit simulations using fast parallel implementations.

The research has produced numerous publications and abstracts plus
presentations at several meetings. There have been major technical, theoretical,
and experimental break-throughs. The new technology will result in commercial
developments and significant scientific advances. Transitions to industry have
been numerous.

The near-term_objective of this onginal proposal was to create models of
the key types of hippocampal neurons and be able to implement these on a
sufficientlv fast platform that we could extract some of their key features. This
etfort involved a collaboration with Dr. Brenda Claiborne, who was principally
responsible for the anatomical aspects of this project.

@ As promised, we developed computational models of ail of the principal
tvpes of hippocampal neurons—CA3 pyramidal neurons, CAl pyramidal neurons,
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and granule cells of the dentate gyrus. Several papers on these model neurons
have been published already (1, 2] (3-15] and several more have been submitted
or are about to be submitted. A masters thesis was completed on this and is being
readied for publication along with three Ph.D dissertatons. Together, these will
result in 8 - 10 additional publications. In addition, one of my new students is
creating models of the inhibitory interneurons, which we know to be critical at
the circuit level. which is our current interest (see below).

@ Also as promised, we also succeeded in accelerating the implementation
of these models, via parallel software that runs on parallel supercomputers of
workstation clusters. This is been done using LINDA. In concert with this effort,
the Yale Advanced Technology Center, which I founded, hired several relevant
scientists to work on aspects of this work. One was Michael Hines, who had
made very impressive advances on the development of NEURON, which you
probably know now runs on PCs. From my previous progress reports, you realize
that we have had significant interactions with and technology transfers to
industry.

Much of the initial work centered on the effects of the passive cable
propertes. but more recent efforts have begun to incorporate various types of
nonlinear dynamics and to examine how these interact with various types of
synaptic learning rules (16, 17]. There are numMerous practical implications for this
initial work. which we are continuing under current ONR support. The goal of
building silicone brains that learn is no longer far-fetched. Since the ultimate
purpose of much work on intelligent systems is to create learning systems, this has
been my focus.

® In ONR grant 00014-90-4136, the creation and simulation of model
neurons gave me an intimate intuition about how neurons compute. Under the
present ONR grant, [ have been building on these intuitions to create a
completely novel mechanism for associative spatio-temporal learning. Actually, it

is not completely novel, as this may be the mechanism that the brain actually uses.

@ The wransition has been a gradual one—irom trying to understand self-
organizing systems (the topic of the ONR grant that has just ended) to using this

]

information but also including the objective of accounting for goal-directed or
supervised learning. At the synaptic level, of course, weé have a good idea that
something like a Hebbian mechanism is probably involved (16, 18-27] and this is
not hard to implement. The real challenge is to understand how this comes
together at the circuit-level. In particular, we need to know how space and time

encoded using neuron-like elements.

Until recently, 1 have been doing these simulations in my head, and they
have been working. [ now have students collecting the key data and running the
circutt stmulations to verify my intuitons in this regard, but 1 am rarely wrong in
these matters—that is, usually the simulations simply specify the exact numerical
values of the parameters necessary to achieve the intuited result. In the past we
have delivered on some key relevant discoveries—demonstrating the existence of
Hebbian synapses, showing how they self-organize as a function of their input
and electrotonic structure, and devising a whole new theoretical approach to

cable theory.

® Now I believe we can bring all of this plus non-linear membrane
dynamics into the circuit level in a way that is not hard to implement and can
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capture key aspects of supervised spatio-temporal learning in a novel and
fascinating manner. I am hoping 10 have the first simulation of this done within
the next year along with the experimental data demonstrating that the postulated
mechanisms actually exist in just the right places. Educating myself further in
animal learning theory and interactions with the laboratories of Nelson Donnegon
and Alan Wagner have been very useful in imposing a top town structure on this
collection of devices and microcircuits that we have come to understand.

@ Regarding other matters, a final financial report was previsously sent
under separate cover by our Office of Grants and Contracts. Similarly, they have
or will soon send the signed ventions i form (#882)
ind the Augmentation Awards form (#A2-2). In regard to the latter, the
supported graduate student, Anders Greenwood, has completed his Ph. D work
1nd will do his final dissertation defense on September 26. 1995. He has lined up
1 Postdoctoai Fellowship at U.C San Francicco Mediza! School, which will entail
werking with Robert Malenka and Roger Nicoll. both top neuroscientists.

@ Rescarch supported by this grant includes the following as well as
several papers that have been submitted or are now being written up for
publication. Anticipated publication costs are going to be high, as several of
these papers quite long and will include color figures. :

. Brown, T.. Zador, A., and Maien, Z., eds. (1991) Self-organization of Hebbian

v napses in kippocampal neurons. Advanceds in Neural [nformation Processing Systems,

-4 R Lippmann, ¢ral Vol. 3. 1991, Morgan Kaufmann. 39-45.

: Brown, T. H.. Zador, A. M., Mainen, 7 F. and Claiborne, B. J. (1992)

{{zon1an computauons in hippocampal dendriies. In Single neuron computation, T

\ickenna, J. Davis, & S.F. Zometzer (Eds). Academic Press: San Diego. pp. 81-116.

3 Camevale. N. T, Tsai, K. Y, Gonzales, R., Claiborne, B. 1., and Brown, T. H.

1944y Biophysical accessibility of mossy-fiber synapses in rat hippocampus. Soc

Neurosc: Abstr 200 715,

s Carnevale. N. T., Claibomc. B. J., Tsai. K. Y., and Brown, T. H. (1995) The

clacuotonic transformaton: a tool for relating neuronal form to function., In Advances in

Newral Information Processing Systems, G. Tesauro, D.S. Touretzky, & J. Alspector

FJds; Morgun Kaufmann: San Mateo, CA. pp. 69-76.

b Camevale. N., Tsai, K., Claiborne, B.. and Brown, T. (1993) Qualitative

slectrotonie comparnisons of three classes of hippocampal neurons in the rat, In

curobielogy of Computation, 3. BOwet (Ed). Kluwer. pp. 67-72.

6 Kainss. E. W.. Mainen, Z. F., Claiborne, B 1. and Brown, T. H. (1991)

Dendnite control of hebbian computations. Analysis and Modeling of Neural Systems .

- \{anen. Z. F.. Claiborne. B. J.. and Brown, T. H. (1991) A novel role for

sy fuplic cormpenuon in the development of cortical lamination. Soc Neurosci Abstr 17:
Ny

X O'Bovle. M., Gonzales, R., Brown. T. H., and Claiborne, B. J. (1992) Three-

4. menstonal analyses of granule neurons in the rat dentate gyrus labeled with fluorescent

dvas  Soc Neurosci Abstr 18: 967

Y O'Bovie. M. P, Rabimi. O., Brown, T. H., and Claiborne, B. J. (1993)

¢ nlocal microscopy allows for improved dendritic diameter measurements and higher

\~5 40 12sistances 1n modeled dentate granules. Soc Neurosci Abstr 19:799.

L Tsai. K. Y., Carnevale, N. T., Claiborne. 8. J.. and Brown, T. H. (1993)

\erphoclectrotonic ranstonms in three classes of rat hippocampal neurons. Soc Neurosci

Abstr 19 1522

1 Tsai. K. Y., Carnevale. N. T., and Brown, T. H. (1994) Hebbian learning is

jondy contrelled by electrotonic and input structure. Nerwork 5:1-19.
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17 Tsa. K. Y., Camevale, N. T., and Brown, T. H. (1994) Efficient mapping from
neuroanatomical to electronic space. Nerwork §:21-46.

13, Zador, A., Koch, C., and Brown, T. H. (1990) Biophysical model of a Hebbian
svnapse. Proc Natl Acad Sci (USA) 87: 6718-6722. _

14 Zador. A., Claiborne, B., and Brown, T.. eds. (1992) Nonlinear pattern
separation in single hippocampal neurons with active dendritic membrane. Advances in
\eural Informauon Processing Systems, ed. J. Moody, S. Hanson, & R. Lippman. Vol.
4. 1992, Morgan Kaufmann. S1-38.

15.  zador, A. M., Claborne, B. J., and Brown, T. H. (1991) Electrotonic transforms
of hippocampal neurons. Soc Neurosci Abstr 17: 1515.

16.  Jaffe. D. B., Fisher, S. A.. and Brown, T. H. (1994) Confocal laser scanning
microscopy reveals voltage-gated calcium signals within hippocampal dendritic spines. J
Neurobiol 25: 220-233. _ ’

17 Fisher, S. A., Jaffe, D. B., Claiborne, B. I., and Brown, T. H. (1993) Self-
orgamuzation of Hebbian synapses on 2 bicphysical model of a hippocampal neuron. Soc
Neurosci Abstr 197 808.

18 Brown. T. H. and Chatarj1, S. (1994) Hebbian synaptic plasticity: Evolution of
the contemporary concept. In Models of Neural Nerworks II, J.L. Domany, J.L. van
Hemmen. & K. Schulten (Eds). Springer-Verlag: New York. pp. 287-314,

19  Brown, T. H. and Chattarji, S. ( 1995) Hebbian Plasticity, In The Handbook of
Brain Theory and Neural Nenvorks, M_.A. Arbib (Ed). MIT Press: Boston.

20 Koch. C.. Zador. A.. and Brown, T. H. (1992) Dendritic spines: convergence of
theory and expenment. Science 256: 973-4.

91, Jaffe. D. B. and Brown, T. H. (1993) High-spatial resolution imaging of Ca2+
transients in living hippocampal neurons using confocal microscopy. Soc Neurosci Abstr
19- 1515,

22, Jarfe, D. B. and Brown, T. H. { 1994) Metabotropic glutamate receptor activation
‘nduces calcium waves within hippocampal dendrites. J Neurophysiol T1: 471-474.

53 Jaffe, D. B. and Brown, T. H. (1994) Confocal imaging of dendritic Ca2+
transicnts in hippocampal bramn shees during simultaneous current- and voltage-clamp
cecording. J Micrascopy Rsrch and Tech 29: 279-289.

24, Jaffe, D. B. and Brown, T. H. (1994) Activity-dependent decay of Ca2+ in
hippocampal neurons. Soc Neurosci Abstr 20: 892,

7S Greenwood, A. C., Xiang. Z., Landaw, E. M., and Brown, T. H. (1993)
kagelihood surfaces illuminate uncertainty in quantal analysis. Soc Neurosci Abstr 19
908.

26 Greenwood. A. C., Xiang, Z., Landau, E. M., Kairiss, E. W., and Brown, T., H.
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Sincerely,

Thomas H. Brown, Ph. D
Professor of Psychology and Cellutar and Molecular Physiology




