g
Ex
O
al
pr
(a4
|
LLl
X
%
U

Temporal Weather Impacts Upon
Exterior Infrusion Detection Systems

Charles C. Ryerson and Lindamae Peck December 1995

' P
Distribution




Abstract

Fundamentally, an electronic exterior infrusion detection system (IDS) cannot
directly detect infruders; it detects a variation in the condition being monitored,
extracts characteristics of that variation, and assesses whether such a variation
probably is caused by an infruder. However, exterior IDSs do not operate in
a benign natural environment. Their environment is constantly changing as
a result of solar-driven energy and moisture fluxes that create the weather.
These weather changes often cause variations in the conditions being monitored
by IDSs. The challenge, therefore, is fo recognize how and when IDSs are
responding fo some change in their natural environment, rather than to
intruders. This report is a technical analysis of causes of weather-driven
temporal changes in the environment that impact the operational efficiency
of IDSs. The report is infended to assist security designers in selecting
suitable IDSs for a site and fo assist security managers in operating IDSs at
the required level of reliability. This is accomplished by identifying temporal
variations in weather that are sufficiently general fo be identified as patterns,
and by identifying how different IDS phenomenologies respond to these
patterns. The result is an understanding of how weather conditions influence
the ability of types of IDSs to detect reliably activities representative of an
intruder while successfully discriminating against weather-created conditions
within a detection zone. The main body of the report is organized by temporal
scale: diurnal, quasi-periodic, and seasonal. Within each temporal scale,
weather processes common at that scale are explained Topics covered
include air and soil temperature, soil moisture, precipitation, snow cover,
winds, fog, storms, urban and fopographic effects, vegefation effects, and
solar radiation. Appendixes include a summary of weather impacts on IDSs,
extensive indexes by IDS and weather fopics, cloud and fog illustrations,
explanations of the relationship of weather paiterns to forecasts, suggestions
about how to perform environmental site surveys, and sources of additional
weather information.

Cover: Driffing snow burying a 2-m-high security fence.

For conversion of SI units to non-SI units of measurement consulf ASTM
Standard E380-93, Standard Practice for Use of the Infernational System
of Units, published by the American Society for Testing and Materials,
1916 Race St., Philadelphia, Pa. 19103.
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Temporal Weather Impacts Upon
Exterior Intrusion Detection Systems

CHARLES C. RYERSON AND LINDAMAE PECK

INTRODUCTION

Ambient weather at any given site is the net
result of regional energy exchanges modified by
local topography. When assessing whether a
change in operating environment has influenced
an electronic sensor system, both short-term and
long-term temporal (time) variations in weather
must be considered. This report is a technical
analysis of the causes of diurnal (daily), quasi-
periodic, and seasonal weather changes that af-
fect the operational efficiency of exterior intru-
sion detection systems (IDSs). Temporal varia-
tions in weather that are sufficiently general and
repeatable to be considered as weather patterns
are identified and explained. The report is in-
tended to assist security designers in selecting
IDSs suitable to a site and to assist security man-
agers in operating those IDSs at the required level
of reliability.

This report may be used in several ways. Read-
ers who want a full understanding of temporal
weather patterns and processes and their impact
upon IDS operations should read the full text of
the report. Those who wish a brief synopsis of
weather effects upon IDSs should read Appendix
A, Environmental Influences on Exterior IDSs.
Security designers and IDS managers who wish
to find all weather impacts upon a specific type
of IDS should refer to Appendix B, Indexing from
an IDS Perspective, to locate the appropriate ex-
planations in the main report. Readers wishing
to determine the weather conditions associated
with a specific change in site environment, such
as soil freezing, should refer to Appendix C, In-
dexing from a Weather Perspective, to locate the
proper explanations. Those who wish to deter-
mine how to translate everyday weather fore-
casts to expected local weather conditions ex-
plained in the report should refer to Appendix E,

Relationship of Weather Forecasts to Weather Pat-
terns. Appendix F, Environmental Site Surveys of
IDS Zones, explains how to map locations of
weather-related impacts at an IDS installation.
Finally, additional sources of weather informa-
tion, such as forecast information and consult-
ants, may be found in Appendix G, Weather and
Climate Information Sources.

Weather-related damage to IDSs is considered
only marginally in this report. Equipment failure
is distinct from environmentally dependent but
recoverable changes in detection capability. For
example, temperature-related changes in the stiff-
ness of a security fence are relevant, because as-
sociated differences in the motion of the fence
under dynamic loading by a climbing intruder
may cause the detection capability of a fence-
mounted IDS to vary. However, low-temperature
embrittlement, such as may lead to structural fail-
ure of IDS hardware or fences, is not.

Statements regarding changes in an IDS’s de-
tection capability implicitly relate to a given, con-
stant alarm threshold. Some or all of the instances
of reduced probability of detection caused by a
change in site conditions might be compensated
for by lowering the alarm threshold of the IDS.
The question, then, is whether security personnel
would be aware that a change in IDS sensitivity
was needed to maintain a required probability of
detection. For this report, the impact of the envi-
ronment on IDS reliability is expressed as a change
in detection capability (because the report is un-
classified, the actual change in probability of de-
tection is unspecified), with the assumption that
the alarm threshold of the IDS has not been ad-
justed in compensation. Cited changes in detec-
tion capability are based on controlled intrusions
and long-term monitoring of IDSs at SOROIDS
(SOuth ROyalton Intrusion Detection Systems),
the CRREL IDS research facility in South Royalton,




Vermont, and pertain to properly installed and
well-maintained IDSs. Weather-related changes
in detection capability may well be different for
poorly installed or poorly maintained IDSs.

Background

Variations in the detection capability of exte-
rior intrusion detection systems as the result of
changes in their operating environment have been
investigated through a collaboration between
CRREL and the Air Force Electronic Systems and
Communications Center. The outcome is an
understanding of how certain site conditions in-
fluence the ability of types of IDSs to reliably
detect activities representative of an intruder
while successfully discriminating against other
causes of disturbances within a detection zone.
Ideally, an IDS would have a high probability of
detection and a low nuisance alarm rate under
the full range of operating conditions encoun-
tered at a site. This is probably an unrealistic ex-
pectation except at sites with extremely low varia-
tion in weather. Generally, it is necessary to main-
tain an awareness of changing site conditions, to
assess their impact on IDS detection capability,
and to take compensatory measures as required.

Depending on the design of an IDS, an in-
truder-caused disturbance that occurs slowly
enough or that does not repeat frequently enough
(in a specified time period) will not result in an
alarm no matter how strong or extensive that
disturbance is. It may be that the disturbance is
not sensed by the IDS because of a mismatch
between the temporal variability of the distur-
bance and the response characteristics of the IDS’s
sensor (e.g., thermal detector, microwave radar,
vibration transducer, etc.). Or it may be that, in
an attempt to exclude sensor response to non-
intruder activity, the IDS only acts upon sensor
output that repeats a certain number of times
within a certain time period. In either case, by
design, time is a factor in whether an IDS re-
sponds to a change in its operating environment.
Relatively slow changes of large significance, such
as the freezing of soil, may not be too detrimental
to IDS performance while they are occurring, but
the contrast in conditions (unfrozen vs. frozen
soil) may cause great differences in detection ca-
pability. Conversely, it may be the variability of a
condition, rather than its severity, that determines
its impact on an IDS. For example, a steady, strong
wind or constant heavy rainfall may be less
troublesome to a particular IDS than either wind
gusts or rapid changes in precipitation rate.

The most direct way of determining when site
conditions have adversely affected the perfor-
mance of an IDS is to monitor that IDS’s proxim-
ity-to-alarm status. This is a method of knowing
exactly what margin exists between the current
excitation of the IDS and its alarm threshold, and
therefore if the IDS is presently prone to environ-
mentally caused nuisance alarms or if it is too
insensitive to the level of disturbances typically
caused by an intruder.

A less absolute method of determining IDS-
environment interaction is to monitor the IDS’s
operating conditions. As discussed in this report,
it may be difficult to characterize adequately the
conditions pertaining to a particular IDS’s perim-
eter zone if the perimeter is so large and the varia-
tion in terrain and exposure so significant that
environmental conditions differ substantially
along the perimeter.

The least specific approach to determining
when the detection capability of an IDS has been
affected by changes in its operating conditions is
to extrapolate from a general knowledge of
weather patterns and resultant changes in near-
surface conditions. Although the accuracy of this
approach is less than that obtained through real-
time monitoring of IDS proximity-to-alarm or site
conditions, it often is the only information avail-
able, especially at a temporary site or during IDS
design and installation. It is also relevant when
employing the particular brands of IDSs that have
been designed to self-adapt to changes in their
operating environment; automatic adjustments to
the alarm criteria of such IDSs occur indepen-
dently of action by security personnel. For these
reasons, weather patterns—their causes and geo-
graphic variability—in daily, intermediate, and
seasonal time scales, and weather-related changes
in near-surface conditions—the operating envi-
ronment of IDSs—are compiled and explained in
this report. These changes are related to their im-
pact on the detection capability of various classes
of IDSs. Therefore, the specific goals of this re-
port are to identify the IDS meteorological envi-
ronment and to explain how it fluctuates and
may affect the operation of IDSs over diurnal,
quasi-periodic, and seasonal time scales.

Overview

Electronic intrusion detection systems operate
in a wide diversity of spatial and temporal
weather scales. They are located, at the macro-
spatial scale, in meteorological regimes ranging
from frigid polar and alpine locations to tropical




wet or arid regimes. Within these macrometeor-
ological (continental-scale) regimes, they operate
in diverse environments that are dependent on
local terrain and elevation. Individual IDSs also
experience a multitude of mesometeorological
(covering thousands of square kilometers), as well
as micrometeorological, conditions that, in com-
posite, comprise the local meteorology of the IDS
site. The micrometeorological regimes, usually a
few hundred square meters to less than a meter
in area, may be caused by security systems them-
selves, such as shadows cast by perimeter fences
or walls, or by minor differences in soil compac-
tion and ground cover due to a recent excavation
for the installation of sensor cable, or even by the
changing color of grass along a sidewalk as it
wears due to foot traffic by guard patrols.

Weather experienced by IDSs also varies widely
over several temporal scales. On a diurnal scale,
most meteorological variables change as solar en-
ergy fluctuates with the sun’s position in the sky.
Weather conditions continue to change through
the night, without the sun’s presence, as a result
of nonsolar energy exchanges.

Some IDSs have a diurnal variation in reliabil-
ity. Both passive infrared and video-motion IDSs
tend to have fewer nighttime nuisance alarms
(excluding ones caused by animals) than day-
time alarms. For the passive infrared IDS, this is
because the surface temperature of the ground
cover or pavement in the IDS’s detection zone is
more uniform at night, when solar heating is not
occurring (Peck 1993b). At night, video-motion
IDSs require artificial lighting, which provides
more uniform and stable illumination than sun-
light.

The magnitude of diurnal change observed on
any given day is also a function of quasi-periodic
weather changes caused by the passage of syn-
optic-scale (thousands of square kilometers in
area) storm systems. These quasi-periodic sys-
tems, operating typically on a scale of days, but
occasionally hours to weeks, deliver their own
weather signatures and also modify or enhance
diurnal patterns depending upon the type, size,
and strength of the synoptic system in place.
Therefore, quasi-periodic synoptic weather sys-
tems, with their own unique patterns, superim-
pose themselves upon diurnal patterns to either
enhance or suppress diurnal changes.

Seasonal weather changes are the longest pe-
riod fluctuations affecting IDSs. Caused by the
revolution of the earth in its solar orbit, change
occurs on the scale of months, repeating annu-

ally. Seasonal change is superimposed upon the
quasi-periodic and diurnal fluctuations that oc-
cur at all IDS sites, further complicating the
weather conditions and the magnitude of their
changes at any time. Whereas diurnal and sea-
sonal changes have a relatively high degree of
repeatability, quasi-periodic fluctuations introduce
both temporal and magnitude variabilities that
are more difficult to anticipate and adequately
compensate for in advance.

UTILITY OF STANDARD
WEATHER REPORTS

In general, “weather is the condition, or state,
of the atmosphere at a given place and time”
(Ahrens 1982). This means, effectively, that the
state of the atmosphere, as indicated by the mag-
nitude of variables such as temperature, wind
speed, pressure, and precipitation, is constantly
changing with place and with time. Weather ob-
servers concentrate on changes in weather with
time and location to provide current conditions
for aviators, for example, but also to aid weather
forecasting. As a result, observers are usually con-
cerned with a limited number of easily measured
weather variables that are ready indicators of
large-scale, usually quasi-periodic weather
changes. These measurements are typically made
with standardized instruments in standard expo-
sures at standard times and are intended to avoid
unique local micrometeorological influences.
Minimizing local effects allows ready compari-
son of weather among stations separated by large
distances, allowing large patterns to become vis-
ible. Accordingly, the primary goal of weather
forecasters is often not to maximize observation
and prediction of highly localized and diurnal
effects, though these are often incorporated into
public and military forecasts, but to maximize
their ability to recognize regional quasi-periodic
weather events. This limits the usefulness of stan-
dard weather observations for anticipating
weather-related changes in IDS performance.

IDSs do not experience weather conditions
identical to those observed by instruments for
weather forecasting, even when the instruments
may be located on a facility protected by the IDSs.
First, weather instruments are intentionally ex-
posed in a standardized manner to avoid repre-
senting micrometeorological conditions that may
not be representative of the region. Second,
weather instruments may not report factors that




affect IDSs. For example, rain gauges report only
a net effect, such as rainfall quantity (mm) or rate
(mm hr1), although the size of the drops is rel-
evant to IDSs affected by raindrop impact or by
transmission loss in rain. Third, the distribution
of weather instruments will be much more lim-
ited than the exposure of IDSs that circumscribe
a perimeter of many kilometers. Even if weather
instruments were fortuitously collocated with an
IDS zone, the information obtained would not
necessarily assist in determining environmentally
related changes in IDS detection capability.
Weather variables measured for aviators and fore-
casters are often not those that most affect an
IDS. In fact, variables affecting an IDS may often
not be considered meteorological, but more prop-
erly climatological, because they are a result of
interaction of the weather with the earth’s sur-
face. This is consistent with the general defini-
tion of weather given earlier, as the state of the
“atmosphere.” Weather forecasters are primarily
concerned with the atmosphere rather than the
interactions of the atmosphere and the earth’s
surface.

IDSs experience weather “at the earth’s sur-
face.” As a result, they often experience weather
conditions that are different from those observed
by meteorologists, and the variables that affect
IDSs are not usually measured by weather ob-
servers.

DIURNAL WEATHER EFFECTS

Diurnal weather is driven primarily by the
daily solar cycle, which is determined by the path
of the sun through the sky. Though modified by
periodic changes in regional weather and by the
seasons, daily weather at every location exhibits
generally repeatable patterns. The following dis-
cussions identify those daily-changing weather
conditions that most affect IDS operations and
explain how and why they change and their rela-
tionship to other conditions.

Energy budget

Without the sun there would be little varability
in weather. Weather is driven by the differential
availability of heat energy throughout the atmo-
sphere. The atmosphere is essentially a heat en-
gine, responding to heat excesses in some loca-
tions and deficits in others. Since weather is the
state of the atmosphere at a given place and time,
it expresses the condition of the gases that com-

prise the atmosphere. The density of atmospheric
gases is controlled by energy through the univer-
sal gas laws. Warming of unconfined gases makes
them expand in volume and decrease in density.
Cooling causes them to contract volumetrically
and increase in density. Cool, dense air sinks,
whereas warmer, less dense air in the same vicin-
ity rises. This vertical motion, or convection, even-
tually creates advection, or wind, as air masses
flow laterally to replace the risen air. On the small-
est scale, this is responsible for local winds, but
on the large scale it is the cause of general global
circulation.

Energy is transported throughout the atmo-
sphere by four mechanisms; radiation, conduc-
tion, convection, and phase changes (principally
evaporation and condensation). Among the four
transport methods, radiation is solely responsible
for providing all energy from the sun. And since
the earth must continually lose as much energy
to space as it gains from the sun to maintain a
relatively constant terrestrial temperature, radia-
tion is the mechanism releasing energy back to
space.

Some radiative energy is converted to heat en-
ergy and transported throughout the atmosphere.
Heat is used to change the temperature of objects
and to change the phase of water. Together, ra-
diation and heat comprise the total energy bud-
get of the earth-atmosphere system.

To explain the energy budget, we first explain
its most important component, solar energy. Then
we trace the operation of the energy budget to
illustrate how energy is exchanged throughout a
typical day.

The energy budget has the following processes
operating (Fig. 1). Shortwave solar radiation prop-
agates through the atmosphere to the surface, with
losses due to reflection by clouds and scattering
or absorption in the atmosphere. Absorbed short-
wave radiation heats the atmosphere and the
earth’s surface. Warm objects deliver their heat to
cooler objects in the vicinity and to the atmo-
sphere through longwave radiation, conduction,
convection, and phase changes. Air overlying
warm soil is heated by longwave radiation and
conduction from the soil, and in turn rises. This
convection eventually creates wind, which, on
the large scale, is a mechanism for distributing
heat energy globally.

Shortwave solar radiation
The largest component of the energy budget is
solar energy. It provides all of the incoming en-
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Figure 1. Mean global energy budget. The arrow width
represents the relative magnitude of energy flow. Though a
simplification of reality, the diagram includes all major
mechanisms involved in transporting heat at any given geo-
graphic location. Not included here are processes that trans-
port heat from one place to another, including advection of
sensible and latent heat by winds and ocean currents, freez-
ing and melting phase changes, and the Greenhouse Effect.

ergy that drives the weather and heats the earth’s
surface.

The amount of solar radiation absorbed at a
site, and therefore how warm exposed surfaces
become, depends on several factors, including re-
flection, day length, sun angle, and the surface
area of objects exposed to the sun. The percent-
age of solar radiation reflected to space by clouds
and thus denied to the earth’s surface varies with
the amount of cloud cover, cloud thickness, and
cloud type.

The most significant cause of solar attenuation
by clouds is reflection (Fig. 1). Approximately 50%
of the planet is covered with cloud at any time,
and the average reflectivity, or albedo, of clouds
is 50%. Therefore, about 25% of solar radiation
entering the atmosphere is reflected to space. On
a clear day at any given location little radiation is
reflected to space by the atmosphere, whereas
about 50% is reflected on an overcast day. In gen-
eral, fog and thick stratus clouds reflect the most
sunlight, followed by nimbostratus, thinner stra-

tus, and stratocumulus, with the least reflected
by thin stratus and high, frozen cirrus (Table
1) (Houghton 1985) (Appendix D). This is why
temperatures drop so rapidly when scattered,
low-level, thick clouds pass over as well as
why temperatures do not warm rapidly until
morning fogs “burn off.”

Clouds also scatter light (Fig. 1). On a com-
pletely overcast day only scattered sunlight
reaches the surface as generally shadowless
diffuse light. Since video-motion IDSs respond
to changes in visual contrast in the scene being
monitored, diffuse illumination, which reduces
visual contrast, generally results in fewer nui-
sance alarms that are due to wind-induced
motion of objects or of the camera itself (Peck
1989a). Adversely, lack of direct sunlight im-
pedes visual detection of a camouflaged in-
truder who casts no shadow by which to be
located. Intermittent cloud cover is a primary
cause of nuisance alarms by video-motion IDSs
as portions of the scene alternate between be-
ing shadowed and sunlit. Under diffuse illu-
mination, aboveground IDSs, security fences,
and their surroundings experience less signifi-
cant solar warming because little direct solar
radiation is available to heat objects at the
earth’s surface.

Occasionally the opposite effect, a tempo-
rary increase in the amount of solar radiation
received at the ground above what can be de-
livered directly from the sun, occurs due to

cloud cover. This probably would not affect tem-
peratures at a site, but could momentarily affect
visual systems because of its transient nature. Very
high solar irradiances can occur just before or
just after occlusion of the sun by a cloud. This is
especially effective if the ground surface is cov-
ered with snow or other highly reflective materi-
als. The process occurs when sunlight strikes the
surface and is reflected to the cloud. The sunlight

Table 1. Measured cloud albedos of various
cloud types (from Houghton 1985).

Albedo
Cloud form (%)

Stratus (152 m thick)
Stratus (152-305 m thick
Stratus (305-610 m thick)

5-85 (average 30)
9-77 (average 60)
50-73 (average 70)

Stratocumulus 35-80
Subtropical cumulus 38-45
Nimbostratus 64-70
Cirrostratus 44-59
Cirrus 15-20




Table 2. Albedos of various surfaces (from Shapiro 1982).

Wetness unspecified

Dry Wet or indifferent
Soil
Dark 0.13 0.08
Light 0.18 0.10
Dark ploughed 0.08 0.06
Light ploughed 0.16 0.08
Clay 0.23 0.16
Sandy 0.25 0.18
Sand 0.40 0.20
White sand 0.55
Surface
Asphalt 0.10
Lava 0.10
Tundra 0.20
Steppe 0.20
Concrete 0.30
Stone 0.30
Desert 0.30
Rock 0.35 0.20
Dirt road 0.25 0.18
Clay road 0.30 0.20
Verdure unspecified
Growing Dormant or indifferent
Fields
Tall grass 0.18 0.13 0.16
Mowed grass 0.26 0.19 0.22
Deciduous trees 0.18 0.12 0.15
Coniferous trees 0.14 0.12 0.13
Rice 0.12
Beet, wheat 0.18
Potato 0.19
Rye 0.20
Cotton 0.21
Lettuce 0.22
Snow
Fresh 0.85
Dense 0.75
Moist 0.65
Old 0.55
Melting 0.35
Ice
White 0.75
Grey 0.60
Snow and ice 0.65
Water surface
Solar elevation above horizon (degrees)
72 58 49 41 33 27 20 15 9 3
Direct radiation
albedo 0.03 0.03 0.03 0.04 0.06 0.08 0.13 0.23 0.41 0.76




is then reflected a second time, back to the sur-
face, by the cloud base to a location that is receiv-
ing direct solar radiation between the clouds. The
amount of radiation is momentarily increased
above cloudless values. Visual systems that react
slowly to changes in light intensity could mo-
mentarily lose contrast and become ineffective.
This would impair the use of surveillance cam-
eras both for assessing intruder activity and for
video input to video-motion detection systems.

Upon reaching the surface, most sunlight is
either absorbed or reflected by objects at the sur-
face, though some scattering occurs within the
leaf canopy of forests and dense plant covers
(Chang 1968). The ratio of reflected to incident
solar radiation, a surface’s albedo, is a function
of surface color, texture, transparency, and orien-
tation to the sun. The albedos of clouds are listed
in Table 1, and albedos of common substances
found at the earth’s surface are found in Table 2
(Shapiro 1982). In general, darker materials with
rough textures reflect less solar radiation than do
smooth, light-colored materials. In addition, al-
bedo typically increases as the angle of the sun
above the horizon decreases. This is especially
true for water, where albedo increases rapidly as
the sun drops below 20° above the horizon. At
high sun angles the albedo of water drops to about
3% (Shapiro 1982). Reflected energy may be lost
to space, or it may be lost to other objects that
either reflect it themselves or absorb it.

Nonreflected solar radiation is absorbed and
used for heating. This is one reason for large dif-
ferentiations in surface temperatures on sunny
days, as materials with low albedos absorb more
solar radiation that is converted to heat.

A second factor affecting the solar warming of
an object is the length of time that sunlight strikes
it. An IDS or security fence that is affected by
solar loading, either of itself or its background,
has a period of potential vulnerability that is
dependent on the local day length. Day length is
dependent on the latitude of the site, the season,
and the existence of solar shadows created by
surrounding landforms, structures, and vegeta-
tion. Day length increases with latitude in the
summer hemisphere and decreases with latitude
in the winter hemisphere. A location with no re-
lief, such as a body of water that reaches to the
horizon in all directions, experiences a day length
that is completely a function of the season and
the latitude. As examples of day-length changes
with season and latitude, at 25°N latitude, near
Key West, Florida, day length is about 10.5 hours

on 22 December at the winter solstice, 12 hours
on 21 March and 23 September at the equinoxes,
and 13.3 hours on 22 June at the summer solstice.
Farther north, at 45°N in Minneapolis, Minne-
sota, day length is about 1.8 hours shorter than
Key West on 22 December, and about 2.4 hours
longer on 22 June (Brown 1973). On the equi-
noxes, day length everywhere is 12 hours.

Day length at a site is often shorter than that
calculated on the basis of site latitude and the
date because surrounding relief, structures, and
vegetation all modify day length, usually short-
ening it by blocking the sun (Fig. 2). IDSs at
SOROIDS are located within a deep valley at
about 43°N latitude. Surrounded by hills reach-
ing about 10° above the horizon in all directions,
on 22 June day length is shortened by 1.7 hours,
and on 22 December by 2.7 hours. Sunrise does
not occur until the sun rises above the hilltops,
and sunset occurs when the sun disappears be-
hind the hills.

An IDS or security fence on a south-facing slope
could be in full, intense radiation, whereas those
on north slopes could be immersed in deep
shadow even in the middle of the day. Since the
sun’s altitude is always changing from day to
day at any given solar azimuth, the solar shadow
pattern will change each day and so present a
different set of conditions to an IDS (Mateer and
Godson 1959). Depending on the orientation of a
perimeter fence, the solar shadow pattern may
progress along it, moving from one IDS’s zone to
the next (Fig. 3). This is obviously a more serious
problem on clear days than on overcast days when
scattering by clouds reduces or eliminates shad-
ows. Security designers and IDS managers can
map expected solar shadow patterns along fence
lines for any date using a sun chart and simple
instructions (List 1958, Ryerson 1984). Shadow
mapping can also be accomplished with most
computerized geographic information systems
(GISs). Structures and trees cause shadow prob-
lems similar to those caused by relief, though
they are generally not as severe as relief-caused
shadows.

The angle of incidence of solar radiation, or
sun angle, is the third factor that impacts the
solar warming of IDS hardware, security fences,
and terrain through its effect upon radiation in-
tensity. As with a flashlight aimed at a wall in a
darkened room, the more directly, or closer to
90°, the solar beam intercepts a surface, the more
intense the radiation (Fig. 4). At low sun angles,
vertical objects such as security fences receive far




Figure 2. Topographic shadows cast in late afternoon (St. Elias Mountains, Alaska).

more radiation than horizontal surfaces because
the fence is nearly 90° to the solar beam, the situ-
ation for greatest intensity of radiation. On a mid-
winter day, for example, the intensity of radia-
tion received by a security fence panel facing
south can be 100% greater than the amount of
radiation received by the horizontal surface upon
which the fence is mounted (Fig. 5). Since the
stiffness* of a security fence can vary significantly
with the magnitude of solar heating through ther-
mal expansion and contraction, there may be sub-
stantial differences in a fence’s resistance to wind-
induced motion from sector to sector of an IDS
depending on the time of day. The magnitude of
a temperature-related change in fence stiffness
may lessen with time, however, as the fence loos-
ens under the effects of thermal cycling and over-
all relaxation (Peck 1993a). All types of security

* See section on fence-mounted IDSs in Appendix A for
an explanation of stiffness.

North

Morning Afternoon
"; \\.

- N

f;/ oon \
PRI

A
Sunset Zone3 Zone Sunrise
West East

Zone 2 \

Perimeter Fence

No'on
South

Figure 3. Shadow cast by a symmetrical hill onto a
perimeter fence by morning, noon, and afternoon sun.
As the day progresses, the shadow moves continuously from
west to east, changing shape and size as the sun’s altitude and
direction change. This diagram applies only to the Northern
Hemisphere.
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Figure 4. Relative intensity of solar radiation on inclined
surfaces. Solar elevation is 50°.

(45%)

Figure 5. Solar angles to horizontal and verti-
cal surfaces on 22 December at 40° north
latitude at solar noon. The fence fabric receives
approximately twice as much direct beam solar
radiation as the soil surface.

fences experience heat-induced expansion and
contraction. The resulting displacement of struc-
tural elements, once frictional resistance is over-
come, may be more abrupt with, for example,
weld mesh fences bolted to fence posts than it is
with chain-link fences, for which the tension of
the panel is distributed over a large area of con-
tinuous fence fabric.

The area of an object exposed to solar radia-
tion is a fourth factor determining the amount of
radiation that is received. Because security fences
typically completely surround compounds, on a
sunny day at least part of that fence is probably
receiving maximum intensity radiation over its
surface, while simultaneously another part is re-
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Figure 6. Relative diurnal solar intensity
changes on fence fabric as a function of solar
azimuth and elevation. (a) North-south-ori-
ented fence and morning and afternoon solar
peaks, with a solar noon minimum. (b) East—
west-oriented fence with major radiation peak at
solar noon and minor peaks immediately after
sunrise and before sunset.

ceiving minimal radiation. The portions of fence
being highly radiated or minimally radiated at
any one time change throughout the day as solar
altitude and solar direction change. If a security
fence is oriented in a north—-south direction, at
solar noon the sun is aligned with the fence’s
longitudinal axis. Only the top of the fence is
exposed to the sun, and minimal radiation is strik-
ing its fabric (Fig. 6). Solar heating of the fence
fabric is therefore least at this time when the sun
is highest in the sky and the solar beam is theo-
retically strongest. Although the direct solar radia-
tion on a security fence may be least at midday,
that is usually the warmest portion of the day, so
the fence is warmed primarily by contact with




hot air rising from the heated ground surface.
North-south-oriented portions of the fence re-
ceive two solar radiation peaks each day, one
when the fence is exposed to the morning sun
incident from the east, and again in the afternoon
when the western side of the fence is exposed to
the setting sun (Fig. 6). Fences oriented in an
east-west direction may receive only one peak of
radiation, near solar noon (although they could
receive three peaks: near sunrise, at solar noon,
and near sunset) (Fig. 6).

The complexity of the surface geometries,
coupled with the changing position of the sun
through the day, causes a myriad of solar micro-
climates along security fences that affect the tem-
perature-related tension of the fence and any at-
tached IDS sensor cables. This complex pattern
of solar microclimates may render some portions
of the fence more resistant to motion imparted by
an intruder’s activities (cutting, climbing) at any
one time. In addition, these complex solar expo-
sure patterns affect the reliability of IDS electron-
ics because of the potential for repeated thermal
shock due to solar loading patterns through the
day. Mapping and understanding fence solar en-
ergy patterns could explain patterns of nuisance
alarm occurrences and identify when the detec-
tion capability of fence-mounted IDSs is dimin-
ished.

Longwave radiation

Heated materials at the earth’s surface radiate
more strongly at the far-infrared wavelengths than
at the visible and near-infrared wavelengths of
the much hotter sun. Longwave radiation (3-50
micrometers) interacts differently with the atmo-
sphere and with objects at the earth’s surface than
does shortwave (0.3-3 um) solar radiation. The
atmosphere is nearly transparent to shortwave
radiation, and thus it is not heated very effec-
tively by direct absorption of shortwave solar ra-
diation. The atmosphere is, however, an effective
absorber and reradiator of longwave radiation.
In addition, most objects in the environment are
strong absorbers of longwave radiation. That is,
there is almost no reflection of longwave radia-
tion. For example, snow reflects 40% to 90% of
incident shortwave radiation, but it absorbs nearly
all longwave radiation. This means that snow
warms and melts slowly in the presence of strong
visible sunlight (provided it is not in contact with
warm air). However, snow responds quickly to
longwave energy radiated from tree trunks, for
example, contributing to the snow-free ring often
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found at the base of tree trunks.

A classic example of longwave radiative ex-
change occurs on cold, clear nights. Automobile
windshields are canted considerably from the ver-
tical, whereas the side windows are often nearly
vertical. Automobile windows have little mass
and thus change temperature rapidly. On cold,
clear nights, the windshield is exposed to the night
sky, which often has a temperature well below
freezing. The side windows are exposed to warm-
er surrounding objects such as vegetation or struc-
tures. As a result, the windshield loses more en-
ergy radiatively to the night sky than it receives
in return, cools rapidly, and may drop below the
dew point or frost point and become coated with
dew or with hoarfrost. The side windows are ra-
diating to and receiving radiation from warmer
objects. As a result, they do not cool as deeply as
the windshield and usually, therefore, do not dew
or frost as heavily.

IDSs experience these same radiative environ-
ments. Objects exposed directly to solar radiation
and the warm daytime sky receive an abundance
of both shortwave solar radiation and longwave
sky radiation, and therefore heat. Fence panels,
for example, often absorb large quantities of ra-
diation and heat rapidly, particularly those made
of thin wire or welded mesh with relatively small
heat capacities. They radiate, convect, and con-
duct heat away strongly as they heat during the
day, but more energy is often received radiatively
than is lost. By early afternoon, under the joint
effects of solar warming and contact with warm
air, the fence panel has heated to its warmest
temperature of the day and may be loosest at this
time.

After sunset the sky cools rapidly, especially if
it is cloudless. The fence continues to lose heat to
the air by radiation, convection, and conduction
without any offsetting heat gain from solar radia-
tion. An exposed fence on a hilltop, for example,
may radiate so much energy to the very cold sky
that its temperature drops below the temperature
of the local air and surrounding objects. The fence
then becomes a heat sink and receives energy by
conduction, convection, and radiation from the
soil, vegetation, and nearby buildings or other
objects.

A fence located in a valley, especially if sur-
rounded by vegetation and buildings, is oriented
broadside to objects warmer than the sky. As a
result, its radiative cooling is not as rapid and,
were no other cooling mechanisms occurring, it
would remain warmer through the night than




would the fence on the hilltop. As a result, the
fence in the valley experiences a smaller radi-
ative temperature change through the diurnal
cycle than does the hilltop fence.

Cloudy skies and cloudless, hazy, humid skies
are warmer at night than are clear skies because
the abundant water vapor and liquid water cloud
droplets absorb longwave radiation readily and
heat and reradiate the energy. In addition, grow-
ing clouds are a source of heat as water vapor con-
denses to water and releases latent heat of con-
densation. Clear skies found in the winter are
relatively devoid of water vapor, so longwave
radiation from the surface escapes readily to
space. The amount of heat loss from exposed IDSs
such as microwave antennas, passive infrared
units, or exterior-mounted processors can affect
IDS performance, depending on the temperature-
sensitivity of electronic components and their re-
sponse to thermal shock conditions.

Convection

Air warms through direct contact (conduction)
with heated surfaces and through radiational heat-
ing. Surfaces heated by exposure to shortwave
solar radiation emit longwave radiation that in
turn heats the air and adjacent objects. The verti-
cal motion, or convection, of air that results from
warm air rising and cool air descending eventu-
ally creates advection, or wind, as air masses flow
laterally to replace the risen air. The occurrence
of these local, convective winds is dependent on
the heat available at the ground surface. They
rarely form over snow-covered ground because
the maximum potential surface temperature (0°C)
cannot adequately heat the overlying air (Dewey
1977). This is a beneficial circumstance for IDSs
that are adversely affected by wind-induced mo-
tion, such as fence-mounted IDSs or line-of-sight
IDSs with low tolerance for misalignment. Bare
surfaces, particularly highly absorptive asphalt
or freshly plowed soil, that have no natural con-
straint on heating will more than likely be the
source of convectively generated wind activity.

Phase change

Phase changes are important for transporting
heat to, from, and within the atmosphere. The
change of water molecules from solid to liquid to
gas and reverse requires heat to be consumed or
released, respectively. Heat consumed, for exam-
ple, is used either to raise the temperature of the
material (sensible heating) or to change the phase
of the material through evaporation or melting
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(latent heating). Damp or wet surfaces do not
heat under solar loading until the available mois-
ture has been evaporated. If moisture is present
as either water or ice, energy is always consumed
first to change its phase before energy is used for
sensible heating of the atmosphere or soil. This is
one reason why IDSs sensitive to thermal radi-
ance may be less troubled by nuisance alarms
until after evaporation of morning dew or melt-
ing of frost is completed and the background,
particularly if it is spatially heterogeneous, be-
gins to heat. Adversely, a dampened intruder may
escape detection because his thermal contrast with
a wet background may remain below the alarm
threshold of a passive infrared IDS until after his
clothing has dried.

A snow cover in contact with warm air in-
creases in temperature at the surface from below
freezing to 0°C through sensible heating, but then
remains at that temperature while undergoing
melting, a phase change. The stability of a snow
cover’s surface temperature under conditions of
melting is the reason it is a favorable background
for passive infrared IDSs (Peck 1993b). Similarly,
sensible heating of ice-coated or wet surfaces is
inhibited until the ice is melted and any water
(dew, rain, meltwater) is evaporated. Wet sur-
faces are a favorable background for passive in-
frared IDSs because backgrounds that are thermal-
ly heterogeneous when dry become thermally uni-
form backgrounds when wet (Shushan et al. 1991).

Temperature

Diurnal temperature changes—of the air, soil,
and all objects in the environment—have poten-
tially large impacts upon the effectiveness of IDSs.
Temperature affects the tension of fences by caus-
ing the materials to expand or contract and may
also cause movement of fence posts through heav-

ing of the soil as it freezes and settling as it thaws.

The relative rate and magnitude of temperature
changes that are distributed across a thermally
heterogeneous background determine whether
passive infrared IDSs will be subject to nuisance
alarms (Peck 1993b). The difference in tempera-
ture between an intruder and the detection zone
background is the basis of passive infrared IDSs,
which respond to the magnitude and rate of
change of thermal radiance. Lacombe (1993, 1994)
investigated how the detection capability of pas-
sive infrared IDSs would vary over 24 hours be-
cause of differences in the thermal contrast of an
intruder with a variety of backgrounds (concrete,
asphalt, gravel, sand, grass) under the same




Table 3. Thermal properties of assorted materials (from Geiger 1965).

Heat Thermal Thermal

Type of Density capacity conductivity diffusivity

material (g cm™) (cal cm™3 °C1) (cal cm™1 571 oC-1) (cm?s71)
Iron — 0.82 210 260
Concrete — 0.5 11 20
Rock 2.5-2.9 0.43-0.58 4-10 6-23
Ice 1.7-2.3 0.46 5-7 11-15
Wet sand —_ 0.2-0.6 2-6 4-10
Wet clay 1.7-2.2 0.3-0.4 2-5 6-16
Old snow (density 0.8) 0.8 0.37 3-5 8-14
Still water —_ 1.0 1.3-1.5 1.3-1.5
Wet moorland 0.8-1.0 0.6-0.8 0.7-1.0 0.9-1.5
Dry clay — 0.1-0.4 0.2-1.5 0.5-2.0
Dry sand 14-1.7 0.1-0.4 0.4-0.7 2-5
New snow (density 0.2) 0.2 0.09 0.2-0.3 2-4
Dry wood 0.4-0.8 0.1-0.2 0.2-0.5 1-5
Dry moorland 0.3-0.6 0.1-0.2 0.1-0.3 1-3
Still air — 0.00024-0.00034 0.05-0.06 150-250

weather conditions. His study made use of model
predictions of passive infrared sensor response
(Lacombe 1992, Lacombe and Peck 1992) and in-
truder surface temperatures (Lacombe 1993). Tem-
perature also affects the operation of buried sys-
tems through related changes in the elastic proper-
ties and moisture content of the soil. Buried
ground-motion IDSs have diminished detection
capability in frozen or dry, hard-packed soil com-
pared with less firm thawed (e.g., damp) soil (Peck
1994b, d). Conversely, buried electromagnetic IDSs
respond to the presence of an intruder with a
larger margin of reliability when the soil’s electri-
cal conductivity is less (e.g., dry or frozen soil),
because the electromagnetic field that defines the
detection zone is stronger (Peck 1992b, 1994b).
The transmission loss experienced by bistatic mi-
crowave IDSs is greater for microwaves propa-
gating over wet soil or vegetation, so periods of
high temperature that promote surface drying are
favorable to these systems, but if contact with
warm air causes melting of a snow cover, the
increased wetness of the snow is detrimental (Peck
1991, 1992a).

The rate and amount of temperature change a
material experiences is a function of its specific
physical characteristics and its ability to store and
gain or lose heat via the various heat transport
mechanisms. The physical properties of a mate-
rial affect how rapidly it changes temperature
(thermal lag or thermal diffusivity), how much it
changes temperature (heat capacity), and the vol-
ume of the material that is heated or cooled (ther-
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mal conductivity). These physical characteristics
are most effectively demonstrated and contrasted
by water and dry soil.

Heat capacity is a measure of a material’s abil-
ity to change temperature as a result of a given
change in caloric heat content, with low heat ca-
pacity materials experiencing a larger tempera-
ture change for a given heat change. The volu-
metric heat capacity of water is 2.5 to 10 times
larger than the heat capacity of soil minerals (Table
3) (Geiger 1965). Therefore, for a calorie of energy
gained, a cubic centimeter of dry clay or sand soil
minerals will warm 2.5 to 10°C, whereas water
will heat only 1°C. Furthermore, thermal conduc-
tivity, or the ability to transport heat conductively,
is 2 to 6 times greater in motionless water than in
dry soil, so energy is conducted through water
more readily. Accordingly, water bodies heat and
cool slowly, demonstrate large thermal lags, and
undergo small temperature ranges (also because
of the ease of convective overturn of the water),
and heating or cooling generally involves a large
volume of water. In comparison with water, dry
soil heats and cools rapidly, has small thermal
lag, experiences a large range of temperature, and
heating and cooling generally involves only a
small volume near the soil surface.

Two dramatic examples of the effect of land
vs. water on local climate are illustrated by two
California cities located only 140 km apart: San
Francisco and Sacramento. San Francisco is lo-
cated within a highly marine climate, sandwiched
between the Pacific Ocean and San Francisco Bay.




Table 4. Daily temperature ranges (°C) in marine
and arid climates (from Ruffner and Bair 1979).

San Francisco Sacramento
Daily minimum—TJan 7.7 29
Daily maximum—]Jan 134 11.8
January daily range 57 8.9
Daily minimum—TJuly 11.9 14.3
Daily maximum—TJuly 17.8 34.1
July daily range 59 198

The airport weather station is located 3 m above
sea level. Sacramento is in the arid Napa Valley
directly east of San Francisco. Its airport weather
station is 7 m above sea level. However, despite
their closeness and similarity in elevation, there
are large differences in their daily temperature
regimes (Table 4). January daily temperature
ranges in Sacramento average about 1.6 times
those of San Francisco, and July temperature
ranges in Sacramento are 3.4 times larger. In ad-
dition, the minimum daily January temperature
in Sacramento is lower than San Francisco’s, and
the Sacramento July daily maximum is higher.
The larger range and higher and lower extreme
temperatures in Sacramento are due to its dis-
tance from water and its location within an arid
climate.

Most wet surfaces cannot warm to a tempera-
ture above about 26°C because, at the maximum
natural rates of short- and longwave radiation
and convective transport possible to a water sur-
face, water rapidly converts the absorbed radia-
tion to latent heat and evaporates rather than
sensibly warming (Deacon 1969). On the other
hand, temperatures can reach as high as 82°C at
the surface of soils in warm deserts (Griffiths and
Driscoll 1982). The impact of this on intruder de-
tections by passive infared IDSs is that a wet in-
truder may have a radiative temperature similar
to that of a damp background and lack sufficient
thermal contrast for detection. Alternatively if the
intruder is cool because of evaporation from his
clothing, then the thermal contrast with a dry,
heated background may be large. A second con-
sequence is that backgrounds that are not uni-
formly wetted—such as soil that remains damp
due to localized pooling of water or perhaps cin-
der block retaining walls that retain moisture in
the block cores—will heat differentially under
thermal loading, leading to a background that
may be troublesome for passive infrared IDSs be-
cause of its nonuniform temperature distribution
and the consequent spatial variation in tempera-
ture changes under identical solar loading.
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Soil temperatures

The thermal response of soil varies with mois-
ture content: heat capacity increases as pores fill
with water, but thermal conductivity increases
only until adjacent soil particles are connected by
a continuous water film (Lowry 1967). At very
low soil moisture, soil particles are in poor con-
tact with one another and thermal contact resis-
tance is high (Carson 1969). As soil moisture in-
creases and bridges the contact between soil par-
ticles, thermal conductivity increases. For ex-
ample, in a silt loam soil in central Ohio (Ryerson
1979), soil thermal conductivity nearly doubled
when soil moisture content increased from about
10 to 43%. Increasing soil moisture beyond that
of a moderate moisture content does not increase
soil’s ability to conduct heat because soil mineral
particles are better conductors of heat than is wa-
ter. Additional water only increases heat capacity
and thus slows the progress of thermal waves
through soil. Although moist soils do have a lower
albedo, averaging about 10% less than that of
bare, dry soils (Chang 1968), the larger amount of
solar radiation absorbed by muoist soil is consumed
as latent rather than sensible heat. Therefore,
moist soils never change temperature as rapidly
as dry soils, despite their larger thermal conduc-
tivity and smaller albedo, nor do they reach the
extremes of temperature that dry soils do. Under
freezing conditions, however, frost penetration is
more rapid and the depth of the freezing front is
greater in moderately moist soil (Ryerson 1979).
For example, an increase in moisture content ofa
silty soil from 10 to 17% by weight results in the
soil’s latent heat, heat capacity (unfrozen soil),
and thermal conductivity (frozen soil) increasing
by ~66%, 22%, and 57%, respectively. The net re-
sult is that, although more heat must be released
in cooling the soil to ~0°C (heat capacity) and
then freezing the soil (latent heat), that heat is
transported away more readily (thermal conduc-
tivity) in frozen soil having the higher moisture
content, so freezing proceeds more rapidly in the
moister soil (Peck and O’Neill 1995).

Frost penetration along a buried IDS’s detec-
tion zone will be nonuniform if the moisture con-
tent of the soil varies laterally, all other factors
(weather, exposure, soil type, etc.) being the same.
Soil freezing promotes reliable detection capabil-
ity of buried electromagnetic IDSs, but reduces
the detection capability of buried ground-motion
IDSs (Peck 1994b, d).

Soil density also has a major impact on soil
temperature. Low-density soils, such as those rich




in organic material, sand, and freshly
plowed soils, conduct heat poorly if dry
(Chang 1968). Lower-density soils change
temperature rapidly at the surface and con-
duct heat only slowly into deep soil hori-
zons, causing them to experience large tem-
perature extremes at the surface. Higher-
density soils, such as clay, or compacted
soils subjected to heavy foot or vehicular
traffic conduct heat readily, have smaller
temperature extremes at the surface, and
transport heat into and out of greater depths
(Chang 1968). A foot path along a fence, or
replacing clay soils with sand when trench-
ing along a fence, will increase and decrease
the rate of heat transport into and out of
the soil, respectively.

Other characteristics affecting thermal
conductivity are soil particle size, mineral
type (Sartz 1970), and bulk density, which
is closely related to particle size and pore
space. In general, soil thermal conductivity
increases with increase of soil moisture, tem-
perature, density, and particle size (Kersten
1966).

Temperature changes in soils are damped
by vegetation cover and litter (duff) layers
at the soil surface. Forest humus has a low
thermal conductivity, similar to that of snow,
and shades the soil surface from direct so-
lar radiation (Satterlund 1972). As a result,
duff-covered soils are cooler during the day
because they are not exposed to direct solar
radiation. They are also insulated from cool-
ing at night because the low thermal con-
ductivity of the duff layer keeps the soil
surface warmer, preventing loss of energy
to the atmosphere by longwave radiation.
Overall, the diurnal temperature amplitude
of a litter-covered soil is smaller, or damped,
and it responds more slowly to changes in
external factors than does a bare mineral
soil (Bouyoucos 1913, MacKinney 1929). How-
ever, since radiant energy is not being used to
heat the soil, it instead heats the duff layer, which,
if dry, can warm significantly (Reifsnyder and
Lull 1965).

Differential damping of soil temperature
changes at the soil surface can be particularly
troublesome for passive infrared IDSs. During the
transition period between being snow-covered in
winter and the establishment of a complete veg-
etation cover in summer, the ground cover may
consist of thatch (duff), new-growth grass, and
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Figure 7. Typical summer and winter diurnal temperature
changes in the air at 2 m, at the soil surface, and at depth within
the soil. (a) Midsummer diurnal soil temperature amplitude at 15 cm
depth is about 25% of the 2-m air temperature amplitude, and it is
progressively time-lagged with depth within the soil. The thermal lag
at 15-cm depth is about 6 hours. (b) Winter diurnal soil temperature
amplitude at 15-cm depth, and under a snow cover, is only about 17%
of the 2-m air temperature change, and it is lagged about 5 hours.

exposed soil (where foot or vehicle traffic earlier
churned the surface to mud). This is a difficult
background for passive infrared IDSs because the
spatial heterogeneity of the soil, thatch, and grass,
together with their different rates of response to
solar heating and radiative cooling, cause spatial
thermal heterogeneity at the soil surface and nu-
merous nuisance alarms (Peck 1993b). Since a pas-
sive infrared IDS is designed to alarm at differen-
tial changes in thermal radiance, such as would
be caused by an intruder moving through its de-
tection zone, nonuniform heating and cooling of




the ground cover within its detection zone can
readily satisfy its alarm criteria.

Damping of soil temperature changes by snow,
vegetation, or duff layers is beneficial if freezing
of the soil is to be delayed or avoided, but it is
detrimental if drying or warming of the soil is
desirable. For example, the detection capability
of a buried electromagnetic IDS is highly depen-
dent on the liquid moisture content of the soil
(Peck 1992b, 1994d). It is better that the soil re-
main either unfrozen or frozen (i.e., relatively high
or low liquid moisture content) instead of fluctu-
ating between the two states. Similarly, if the sys-
tem’s detection capability were set for dry, low
moisture content soil, a rain storm can lead to
poor detection capability that persists beyond the
storm, i.e., until the wet soil dries. Buried IDSs
that detect intruders on the basis of ground mo-
tion are more reliable in wet soil, which is less
resistant to displacement under contact loading,
than in soil that is firm because it is frozen or dry
(Peck 1994b, d). Variation in the retention of soil
moisture along a perimeter because of different
degrees of vegetation cover can cause location-
dependent differences in buried IDS performance.
This is true also in winter, when frost penetration
depends on the moisture content of the soil and
so may be variable within an IDS’s detection zone
(Ryerson 1979, Peck and O’Neill 1995). Security
personnel trying to sort out why a buried IDS is
more responsive in one zone than another might
understandably overlook subtle differences in
ground cover.

Soil temperature is also damped with depth
within the soil because of soil’s generally poor
ability to conduct heat and its general high heat
capacity. Examples of soil temperature damping
and lag with depth are illustrated by profiles at
SOROIDS. Figure 7a is a summer situation under
a grass cover, and Figure 7b demonstrates a win-
ter situation under a 24 cm snow cover. Air and
soil temperatures lag and diminish in amplitude
in the air and with depth in the soil compared
with temperature changes at the soil surface.

Generally, soil temperature fluctuations are
larger for the cases of higher daytime insolation
on cloudless days, low soil surface albedo, orien-
tation to the equator in the midlatitudes, and bare,
moderately moist soils with a high thermal dif-
fusivity. Thermal fluctuations are minimized by
very high or very low soil moisture, cloud cover,
insulating snow or organic material at the sur-
face, full vegetation cover, and orientation
poleward in the midlatitudes.

Freeze—thaw cycles. Soil freezing is not gener-
ally considered a diurnal event because penetra-
tion of frost into the soil, and subsequent thaw-
ing, is a multiday, if not seasonal, event. How-
ever, diurnal freeze-thaw cycles do occur that
affect surface soil temperatures and change the
mechanical characteristics of the soil surface. The
middle latitudes and mountains experience more
frequent freeze-thaw cycles than warmer and
colder climates (Fig. 8). A freeze-thaw cycle is
defined as a drop in temperature of the soil sur-
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Figure 8. Freeze—thaw frequency; the number of times per year when a temperature of —2.2°C or
lower is followed by a temperature of 0°C or higher (after Visher 1954).
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Figure 9. Needle ice, about 4 cm long, growing from a moist, unfrozen soil surface. Needle ice growth
occurs from the soil surface, therefore ice atop the ice columns, immediately below the lifted soil particles, is
oldest. The soil particle caps were lifted from the soil surface.

face to below freezing, with a subsequent rise
above freezing, at least once per day.

Diurnal freeze-thaw cycles affect air and soil
thermal regimes in unique ways. Diurnal freez-
ing usually results from the invasion of a cold air
mass that allows extreme chilling due primarily
to loss of surface longwave radiation to space on
calm nights. As soil begins to freeze and frost
begins to nucleate at the soil surface, 80 calories
of latent heat are released for each cubic centime-
ter of water frozen. Though frost may only pen-
etrate a few centimeters into the soil in one night,
the large release of latent heat tends to cancel
deeper cooling of the air and soil surface, pre-
venting temperatures from dropping significantly
below 0°C. The influx of strong solar radiation
the following morning begins the thawing pro-
cess. Again, however, air and soil temperatures
generally do not warm significantly above 0°C
until after thawing has occurred. These thermal
plateaus at 0°C, “zero curtains,” though most ob-
vious in the fall and spring in seasonal frost re-
gions, are observable in the daily cycle.

The bearing capacity and shear strength of bulk
soil increase as soil freezes, which improves the
traction of vehicles and personnel traversing the
surface. However, the soil surface can become
more delicate as a result of diurnal freeze~thaw
cycles and can collapse with considerable noise
under certain conditions from loading by a ve-
hicle or person. This occurs when columns of ice
have grown vertically into the atmosphere or im-

16

mediately below the soil surface during the night
(Washburn 1973). This needle ice, columnar frost,
or piprake (Fig. 9) grows as a result of radiational
cooling at the surface of moist, bare, and sparsely
vegetated loam and silt soils (Price 1972). Slow
moisture transport in clay soils, because of their
smaller pore structure, and in sandy soils, be-
cause of the large pore spaces, inhibits needle ice
growth in these soils because insufficient water is
transported to the surface. Needle ice grows ver-
tically to produce slender columns 0.5 to 3 ¢cm
long most commonly, though extreme lengths of
30 to 40 cm have been observed (Washburn 1973).
Needle diameters are typically less than a few
millimeters. Several tiers of needles can develop
if growth from the previous evening does not
completely melt or if the freezing process halts
and resumes several times during the night. Small
soil particles and rocks are often lifted from the
surface on top of the needles, in part because
these mineral materials cool rapidly and have
high thermal conductivities, thus causing freez-
ing at their bases. The soil surface is heaved as a
result of a night of needle ice formation, and the
surface often appears rough and pocked. Under
the weight of a person, needles usually collapse
with a deep crushing sound, producing a poten-
tially noisy surface for intruders to traverse.
Frost cracks are another soil phenomenon at
low temperatures in seasonal frost regions. Con-
traction of the soil may lead to the development
of a network of visible ground fractures as the




soil fails in tension under thermal stress. The
cracks persist through the winter, possibly rees-
tablishing themselves in the same locations dur-
ing succeeding winters. The abrupt motion as a
crack incrementally deepens may be a source of
nuisance alarms for buried IDSs that respond to
ground motion. More certainly, buried sensor
cables that are exposed by frost cracks are more
vulnerable to damage. If water infiltrates the
cracks and then freezes, the associated IDSs may
have inconsistent detection capability.

Snow cover and rainfall. Snow is one of the most
effective natural insulators, with thermal conduc-
tivity tied directly to its density. Newly fallen,
low-density snow may have a thermal conduc-
tivity similar to that of still air, whereas snow
that is warm, dense, and old may attain a ther-
mal conductivity equivalent to that of wet soil
(Table 3) (U.S. Army 1956). The generally low
thermal conductivity of snow makes it an effec-
tive insulator. Snow-covered soil is thermally iso-
lated from diurnal temperature changes occuring
in air above the snow surface. In general, the
thermal isolation of soil from air temperature fluc-
tuations increases when snow depth is greatest
and snow density is least (Anderson 1947). Be-
cause of its insulative characteristics, snow de-
lays cooling of the soil if the cover is in place
before temperatures drop significantly. Snow also
delays warming of the soil surface in the spring
because of its albedo, insulative capabilities, and
the latent heat required to melt it.

Since snow density is the primary control of
snow thermal conductivity, compaction by traffic
can have a large effect on the temperature of the
snow cover and the temperature of the soil below
the snow cover. When an initially undisturbed,
0.25-m-deep snow cover was compacted by driv-
ing an Army tank across it, the surface tempera-
ture increased by up to 10°C at air temperatures
of -5 to -35°C (Jordan et al. 1989). The surface of
the undisturbed snow is colder because its lower
thermal conductivity prevents soil heat from
reaching the snow surface. Compacted snow al-
lows soil heat to be transported more readily to
the snow surface, heating the snow surface and
cooling the soil below. Snow compaction can in-
crease the complexity of thermal scenes observed
by passive infrared IDSs. Even after a new snow-
fall leaves a visually uniform snow surface, it
may still be a thermally nonuniform background,
with higher localized surface temperatures above
compacted snow. Snow compaction encourages
more rapid soil cooling than is experienced un-

der an undisturbed snow cover, while soil be-
neath uncompacted snow gradually warms as
heat flowing from greater depths is retained at
the base of the snow cover due to the snow’s low
thermal conductivity. Buried IDSs may experi-
ence changes in detection capability as the soil
warms in this manner because of increased un-
frozen water content (electromagnetic IDSs) or
decreased soil rigidity (ground-motion IDSs).

Snowmelt, which is usually greatest during the
day and smallest in volume at night, and rainfall
are surges of uniform-temperature water that can
produce rapid and dramatic changes in soil tem-
perature, with the largest and most rapid changes
occurring at the soil surface (Crawford 1952,
Chang 1968). Decreases in soil temperature as
large as 4-5°C have been recorded in the upper
centimeters of the soil surface within 2 minutes
of the beginning of a heavy rainfall, with de-
creases of about 3°C at a depth of 2 cm within 20
min, and a decrease of 1°C at 10 cm within 1 hour
of the start of rainfall. These changes are extreme
because 20.8 mm of rainfall fell within 1.4 hours
(Geiger 1965). Van Wijk (1963) observed similar
changes after an 8-mm rainfall lasting about an
hour. Bare soil and pavement surfaces could
readily experience similar, or perhaps larger, mag-
nitude decreases in temperature during an after-
noon thunderstorm following a clear day of in-
tense solar radiation in an arid environment. The
effect of infiltrating rainfall or snowmelt water is
to homogenize the surface soil thermally and re-
duce thermal contrast at the surface and in the
near-surface atmosphere above the soil. This is
because water has a very high heat capacity; there-
fore, if rain or snowmelt infiltrate soil, the soil
temperature will trend toward that of the infil-
trating moisture. This change occurs most rap-
idly in dry, low-density soils with high infiltra-
tion capacities.

Vegetation effects. Vegetation, like litter, de-
creases the rate and range of diurnal temperature
changes in soils. It shades the soil surface, allow-
ing only diffuse solar radiation or patches of di-
rect solar radiation, known as sunflects, to reach
the soil surface. The amount of solar radiation
available to heat the soil surface beneath a canopy
is primarily a function of the inclination and the
arrangement of leaves, with vertical-leaved crops
blocking about 30 to 50% of insolation and crops
with horizontal leaves blocking 70 to 100% (Chang
1968). Taller crops also intercept more sunlight
than shorter crops and, as solar elevation de-
creases, less light reaches the soil surface below.




from the sky by interception, but it causes more
longwave terrestrial radiation to be returned to
the soil because of the reduced sky view factor

Even grass with a height of 0.20 m allows only
(Oke 1978). Both also tend to reduce fluctuation

10% of incident solar radiation to reach the soil
surface (Oke 1978). Most green vegetation either
absorbs solar radiation for evapotranspiration and
photosynthesis, or reflects it, with some trans- in temperature below the canopy.
mission of radiation through the leaves. Cloud cover effects. The most significant fluc-
Leaf motion and changes in the sun’s position tuations of temperatures at the surface typically
cause sunflects to move. Their rate of movement occur under clear sky conditions because of the
and the solar intensity are a function of the height intensity of incident shortwave solar radiation
of the canopy opening. Solar intensity within during the day and the extreme loss of longwave
flecks is seldom more than 20% of the above- radiation from the surface to space. Clouds are
canopy solar intensity (Reifsnyder and Lull 1965). moderators of surface temperature. Overcast skies
Despite their lower intensity, sunflects momen- reduce insolation and scatter insolation transmit-
tarily warm the soil and can produce wide tem- ted through the clouds, thus causing diffused,
perature variations in the litter, as much as 16°C shadowless light at the surface. Overcast skies
in 20 min (Reifsnyder and Lull 1965). are also stronger radiators of longwave radiation
than clear skies. Clouds are warmer than the clear
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Figure 10. The effects of cloud cover upon daily temperature range, illustrated by a sequence of days recorded

at Burlington, Vermont, in September 1981. A low pressure cell arrived over Burlington on the 23rd and
departed late on the 24th, The sky was completely overcast, and temperatures changed by only a few degrees

Fahrenheit during both days. High pressure built over the area on 25 and 26 September, skies cleared, and air
temperature reached its maximum near and after 1200 hr, and minimum temperatures occurred near sunrise,

producing diurnal temperature ranges of about 12-18°F.

18




sky, and they contain liquid water and water va-
por, which are both strong longwave absorbers
and radiators. Generally, lower, thicker, and
warmer clouds intercept and return the most
longwave radiation. High cirrus clouds, for ex-
ample, return only about 4% more atmospheric
longwave radiation than does a clear sky, whereas
altostratus return 20% more than a clear sky and
fog returns 25% more (Oke 1978) (Appendix D).
Clouds, therefore, keep the surface cooler during
the day by reducing shortwave radiation inten-
sity, and they keep it warmer at night by reduc-
ing loss of longwave radiation to space. Four days
of clear and overcast weather at Burlington, Ver-
mont, demonstrate that the daily temperature
range is highly damped on overcast days when
compared with clear days (Fig. 10).

On a cloudless night, metallic objects radiate
strongly to the clear sky and so often are colder
(as viewed by a thermal imager or as sensed by a
passive infrared IDS) than the air temperature.
This can result in levels of thermal contrast in the
background that are greater than those anticipated
on the basis of air temperature. On overcast
nights, the difference in air temperature between
the cloud base and ground is less, and the back-
ground may be more thermally uniform.

Partly cloudy days with scattered cumulus or
altocumulus clouds may be the most thermally
variable of all. Frequent heating and cooling cycles
occur as moving clouds produce traveling shad-
ows that can cause rapid cooling at the surface as
a cloud passes overhead, an event that may last
only a few minutes. The resulting, but shortened,
thermal heating and cooling patterns are similar
to those on a clear day, but intensities are sub-
dued. The thermal landscape changes rapidly
from one of intense solar radiation between
clouds, if the sun is high in the sky, to one of only
diffuse solar radiation. This sudden change causes
objects with high heat capacities to remain warm
when in shadow, but other surfaces begin to cool
more rapidly. Such rapid changes may cause a
passive infrared IDS to alarm due to localized,
abrupt increases or decreases in thermal radiance,
but alternatively the IDS’s proximity to alarm will
be lower while the background is cloud-shad-
owed (Peck 1993b). Video-motion IDSs also have
high rates of nuisance alarms on partly cloudy
days because the same portion of the scene will
alternate between being sunlit and shadowed
(Peck 1989a). Detection capability will be highest
during sunlit periods, as it will be most difficult
then for an intruder to avoid casting a shadow.

Nonsoil surface temperatures

Except for conditions during and immediately
after rainfall, nearly all energy reaching a pave-
ment or rock surface is used to heat the surface;
subsequently it is conducted into the material,
convected into the atmosphere, or radiated into
the atmosphere. No energy is used for latent heat.
Pavement and rock surfaces have albedos of 10
to 35% (Geiger 1965, Arya 1988), similar to soil
and vegetation surfaces (Table 2). However, pave-
ments and rocks have high thermal conductivi-
ties, much higher than water or bulk soils, and
heat capacities similar to wet soils. Therefore, their
thermal diffusivities are high, giving them the
ability to heat or cool quickly (Table 3). The result
is that pavement and rock surfaces usually heat
to temperatures much higher than the air on
sunny days, but cool to only slightly below the
air temperature at night because of their ability
to conduct heat from the soil below. This effect is
most pronounced during the winter when snow
is compacted on a pavement or completely re-
moved, thus allowing soils beneath pavements
to be rapidly chilled, perhaps freezing and heav-
ing, as heat is conducted to the atmosphere.

On days with discontinuous cloud cover, pave-
ments and rocks heat and cool rapidly with the
fluctuations in incident solar radiation. Such a
dynamic thermal background scene can cause a
high number of nuisance alarms by passive in-
frared IDSs if the changes in temperature are not
spatially uniform on the scale of the IDS’s ther-
mal detectors. Lowering the IDS’s sensitivity, to
reduce the number of nuisance alarms, may al-
low an intruder to pass through undetected.

Landsberg (1981) recorded temperatures 14°C
warmer at the surface of asphalt pavements than
in the air above at a height of 2 m, near noon on a
summer day in Columbia, Maryland. He also re-
corded temperatures 3°C warmer than the air over
grass, 4°C warmer than the air over bare soil, and
1°C cooler than the air over a lake. At night, the
air and the lake surface were the same tempera-
ture, but asphalt, grass, and bare soil were all
cooler than the air by 2°C, 10°C, and 7°C, respec-
tively (Landsberg 1981). Similar dramatic tem-
perature differences occur for rock surfaces, even
at high elevations. Geiger (1965) reports the sur-
face of a 0.25 m? gneiss rock reaching tempera-
tures about 19°C warmer than the air on a clear
September day at 3050 m in Europe. Rock surface
temperatures dropped to about 3°C cooler than
the air at night. Lesser extremes were reported
over smaller, thin rocks. On overcast days and
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Figure 11. Surface and air temperatures during three days
in January and July 1992 in New Hampshire over (a)
concrete and (b) asphalt (Lacombe 1993). Air temperature
was measured at about 2 m with a thermistor. The temperatures
of concrete and asphalt surfaces (2.1 m x 2.1 m in-ground
rectangular test cells) were measured with a radiometer. Clr =

clear, PC = partly cloudy, Ovcst = overcast.

days with precipitation, rock surface and air tem-
peratures are similar.

Changes in the difference between surface and
2-m air temperatures with daily weather condi-
tion and season are illustrated for three days in
July 1992 and January 1992 (Fig. 11). Differences
between surface and air temperatures are always
greater on clear or partly cloudy days than on
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overcast days. This is best demonstrated over as-
phalt pavement in July where surface tempera-
tures were about 25°C warmer than the air on
partly cloudy days, but less than 5°C warmer
than the air on overcast days. During the winter,
day-to-day variations in surface and air tempera-
ture differences as a function of cloud cover were
small because of the lower solar elevation and
thus less intense insolation, and perhaps because
of the shorter day length. This demonstrates that
air temperature measured at about 2 m above the
surface is often not a reliable indicator of surface
temperatures, especially on sunny days.

Air temperature

Since the lower atmosphere is heated prima-
rily by the conversion of radiation to sensible
heat at the earth’s surface, the largest tempera-
ture fluctuations always occur at the surface. Tem-
perature fluctuations generally decrease with
height above the surface because the atmosphere
is heated through thermal transport processes
only after the surface has been heated radiatively.
As a result, air temperatures have a smaller daily
range and show increasing thermal lag with
height above the ground (Lowry 1967, Griffiths
and Driscoll 1982). Thermal lag generally also
increases with height above the ground because
of the time necessary to heat the air convectively
and radiatively by the surface. In relatively dry
locations, surface temperature coincides closely
with solar noon (Sellers 1965). However, 1.5 m
above the surface, maximum temperatures are
typically delayed up to 2 hours (Miller 1978).

Air temperature at weather stations is typi-
cally measured at a height of about 2 m above the
ground surface. Thermometers are shaded by an
instrument shelter, and the shelter is usually lo-
cated over a grass surface. Temperatures within a
few centimeters of the grass surface may be 5°C
or more warmer than the air temperature at shel-
ter height (Geiger 1965; Fig. 12). Much larger tem-
perature differences occur between the surfaces
of objects at the earth’s surface and shelter tem-
perature (Fig. 11). Deserts appear to have the larg-
est temperature difference, or lapse, between the
surface and shelter height. Oke (1978) reports tem-
perature decreases of 28-29°C between desert sur-
faces at midday and air temperature at shelter
height in Southern California, and temperature
decreases of up to 27°C in the lowest 50 mm of
the atmosphere over a sandy desert in Saudi
Arabia. Deacon (1969) has reported midsummer
shelter air temperatures 25-32°C cooler than tar-
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Figure 12. Temperature changes with height as mea-
sured at SOROIDS on 5 June 1992. The day was
overcast and morning winds were less than 5m s71. (a)
Early morning air temperature at 200 cm was 2 to 3°C
warmer than at 5 cm because radiative cooling occurs
most strongly from the surface at night. At 1250 hr, air
temperature at 5 cm is about 5°C warmer than at 200
cm because of surface heating by insolation. (b) The
rate of change of temperature with height is the thermal
lapse rate. Cooling temperatures with height, negative
lapse rates as observed between approximately 0600 and
1530 at SOROIDS on 5 June 1992, indicate that air
temperature at 5 cm is warmer than at 200 cm. Cooling

at this rate indicates that there is strong

Lapse Rate (°C m-1)
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T surface heating by solar radiation and
that the lower atmosphere is extremely
unstable. During this period wind
speeds might increase at the surface due
to convection coupling surface air with
faster moving air aloft. Before 0600 and
after 1530 hr the lapse rate is positive,
indicating that air at 5 cm is cooler
than air at 200 cm. This indicates that
an inversion exists and the air is
stable—warmer air overlies cooler air.
Decoupling occurs at this time because
convection has slowed or stopped, caus-
ing wind speeds at the surface to di-
minish. Lapse rates of #2°C m™1 are
L1 very large and demonstrate large tem-
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mac at the surface, and 20-26°C cooler than the
surfaces of railroad rails. Even on a warm De-
cember day in New Jersey, during otherwise un-
specified weather conditions, a temperature
decrease of 4°C was found 22.5 cm above the
surface at midday when compared with the tem-
perature of the snowless surface (Mather 1974).
These measurements all indicate that at midday,
especially on sunny days, temperature measure-
ments at shelter height often strongly underesti-
mate air temperatures near the surface.

Over frozen or very wet surfaces, the vertical
change of temperature will be only a few degrees
because energy absorbed at the surface is con-
sumed by latent heat for thawing or evaporation.
Since the thermal gradient between the surface
and shelter height is small over exposed frozen
or wet surfaces, the shelter temperature provides
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perature changes with height.

a reasonable approximation of the surface tem-
perature.

Temperature changes with height are also no-
ticeable at night, but air temperatures typically
increase rather than decrease with height above
the surface, and differences are typically less than
50% of those observed at midday (Fig. 12). Be-
cause of this it is possible that the air tempera-
ture measured at shelter height may overestimate
the near-surface temperature and consequently
may not be a reliable indicator of when the soil
surface is freezing, for example. On clear, calm
nights, snow surface temperatures are often 5 to
20°C colder than the standard shelter air tem-
perature. These differences are all smaller under
overcast skies and may disappear completely dur-
ing precipitation. The differences also disappear
at least twice a day as the gradient changes from




cooling with height during the day to warming
with height at night (Fig. 12).

Air temperature, and particularly its rate of
change, potentially influence IDS reliability
through any temperature-dependent variation in
the functioning of sensor or processor electron-
ics. One example of this from SOROIDS was a
severe reduction in detection capability of a fence-
mounted, optical-fiber IDS on a day that was char-
acterized by rapidly increasing air temperature
(-=18°C to 5°C in 8 hours). This IDS previously
had been reliable (good detection capability for
fence taps—a nondestructive substitute for cut-
ting the fence) in the range of air temperatures it
experienced on that March day, but it had not
been subjected to such a high rate of temperature
change during prior controlled intrusions (Peck
1994b).

Relief effects on air temperature. The shape of the
land surface, or relief, can have a large impact
upon daily air temperature. Several mechanisms
responsible for the effect of relief upon diurnal
temperatures include lapse rates, cold air drain-
age, inversions, and fogs.

The atmosphere typically cools with elevation
above the general regional land surface because
most atmospheric heating occurs at the surface.
The “normal” rate of cooling as one rises through
the atmosphere in a balloon or climbs a moun-
tain is about —-0.65°C per 100 m because of the
dominance of surface heating. Therefore, assum-
ing no effects from winds advecting warmer or
cooler air, IDSs and security fences distributed
about a large area with relief of several hundred
meters will experience higher or lower tempera-
tures simply because of the effects of elevation.
This is an average, or “normal,” decrease of tem-
perature with elevation, referred to as the normal
thermal lapse rate. Many relief-related factors are
more important controls of diurnal temperature
and dominate the lapse rate effects.

Midday temperatures tend to be higher on
west-facing slopes in the midlatitudes than on
slopes facing other directions. On all slopes the
morning sun must often evaporate dew, frost, fog,
and clouds before radiant energy can be used for
sensible heating. As a result, by the time easterly
slopes have begun to experience significant sen-
sible heating, it is often midday, and the intensity
of direct radiation has diminished. Westerly
slopes, on the contrary, receive their strongest ra-
diation in the afternoon and benefit from the
warmer air temperatures at this time and the ab-
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sence of fog or dew in the afternoon. One excep-
tion is that regions with frequent cumulus cloud
development in the afternoon, especially from
upslope flow of air, may occasionally have cooler
westerly slopes than easterly slopes (Geiger 1965).
Another is that warm air advected from south-
erly latitudes, such as air following a warm front,
may completely obliterate diurnal heating effects,
enabling the warmest temperature to occur at any
time of the day.

As a result of these processes, in the mid-
latitudes southwesterly facing slopes are gener-
ally the warmest and northeasterly facing slopes
the coldest (Geiger 1965). In the midlatitudes,
south-facing slopes are also generally warmer
than north-facing slopes because of the greater
intensity of radiation on southerly slopes. North-
facing slopes usually are more moist, frequently
have more lush vegetation in arid regions, gener-
ally retain snow covers longer, and freeze deeper
in the winter (though they do not necessarily have
more numerous freeze—thaw cycles). Fences cross-
ing from southerly and westerly facing slopes to
northerly and easterly facing slopes may experi-
ence significant differences in the magnitude and
timing of daily thermal regimes.

Cold air drainage is probably the most dra-
matic relief-related temperature effect. According
to Charles’ gas law, cooling air by 10°C increases
its density by about 4% (Geiger 1965). Air masses
with low atmospheric water vapor, such as a cold
air mass that has invaded from polar continental
areas, allow longwave atmospheric and terres-
trial radiation to readily escape to space with lit-
tle return radiation. The greatest cooling from
these radiative losses occurs in the atmosphere
high above valleys and from the surfaces of hill-
tops and mountaintops. The most intense cooling
near the land surface occurs within a layer of air
only a few tens of meters thick. This air layer
increases in density as it cools and slowly moves
downslope at speeds of a few meters per second
(Barry 1992). Cold air over valleys also sinks slow-
ly. This draining air accumulates in valley bot-
toms and along inflections and basins on the sides
of hillslopes (Hogan and Ferrick 1993).

Temperatures often reach their lowest value at
night in small hollows and valley bottoms, which
accumulate cold air drainage, rather than on
mountaintops. After intrusion of continental po-
lar air masses into central Vermont, for example,
early morning air temperatures of -35°C have
been observed near sea level, but 1000 m higher,




temperatures were only —18°C on a mountaintop.
Hogan* has observed changes of temperature, on
clear, calm mornings in New Hampshire, of 11°C
with 60 m change in elevation and 400 m hori-
zontal distance. He also observed cold air layers
only 20 m thick. Hogan and Ferrick (1993) found
the most dramatic temperature changes over con-
tinuous and deep (>30 cm) snow covers. Strong
topographic effects have even been observed on
relatively low relief. Mather (1974) cites observa-
tions made across Toronto, Ontario, on a winter
night with temperature changes of 17°C over ver-
tical distances of 50 m and a horizontal distance
of 8 km. Temperature decreased in valley bot-
toms and increased on ridges.

Cold air drainage temperature effects are di-
minished by cloud cover, winds more than a few
meters per second, or shallow (rather than deep)
snow cover. They are also diminished by cold air
dams along hillsides, such as buildings and wind
breaks, that prevent air from freely flowing
downslope. If the cold air drainage is sufficiently
vigorous, however, air can pile up behind barri-
ers, drain as a pulse, and then build again. Drain-
age typically is oriented by gravity directly down
slopes, but it is occasionally directed by small
valleys, buildings, and vegetation (Geiger 1965,
Yoshino 1975). Active cold air drainage occasion-
ally begins as early as about one hour before sun-
set in clear, calm conditions and typically ends
20-30 min after sunrise (Yoshino 1975). In large
valleys, cold air drainage can become sufficiently
organized to create a general down-valley wind,
called a mountain wind, that can reach speeds of
34 m s (Barry 1992). In some locations, these
valley winds can be much stronger. They are docu-
mented, for example, to have been strong enough
on Whiteface Mountain in the Adirondacks of
New York that sufficient snow cover was stripped
from ski slopes to force relocation of a ski area.*

Pooling of cold air in valley bottoms forces
warmer, less dense air to rise. Air temperature
thus increases with elevation in these situations
rather than decreases. This reversed, or inverted,
temperature change with elevation from the nor-
mal is an inversion. A fence line located on a
hillside and thus passing through a valley inver-
sion would experience increased temperatures
with elevation until the top of the inversion was

* A.Hogan, 1994, CRREL, Hanover, N.H., personal com-
munication.
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reached, then decreasing temperatures with el-
evation. Since warm air is less dense than cold
air, and naturally wants to remain above cold air,
an inversion is stable. That is, the air does not try
to rise or sink, but remains stationary in the verti-
cal. Therefore the coldest air tends to remain at
the surface and does not mix with the warmer air
above until they are mixed by some outside fac-
tor. Mixing can occur as a result of winds from
aloft causing turbulence that mixes and warms
the surface air, or from solar heating of the earth’s
surface, which heats the cold air from below, pro-
ducing mixing as parcels of warm air rise through
the cooler air.

Since inversions typically form in valley bot-
toms and there is usually considerable moisture
at the ground surface in the form of streams, moist
soil, and water vapor from exhaling animals and
combustion, often the air humidifies sufficiently,
and cooling is great enough that fog forms. Air
temperatures within fog often stabilize near the
dew point because of the release of latent heat as
the fog condenses, and cooling ceases or contin-
ues at a decreasing rate.

Daytime temperatures are usually warmer in
valley bottoms than on mountain tops simply be-
cause of normal thermal lapse rates (Anthes 1976).
However, during clear days with intense solar
radiation, valley bottoms often become consider-
ably warmer than mountaintops and hilltops. This
is most true if the valley is deep and its sides are
steep. Solar radiation enters the valley and heats
the valley floor. Longwave radiation is emitted
by the surface but often does not escape readily
because it is intercepted by the valley sides due
to the restricted sky view factor. In addition, the
valley has a large land surface area with a rela-
tively small volume of air above the valley to
heat. These processes create the fourneaux, or fur-
nace, effect (Peattie 1936) because the valley walls
and floor heat the air volume within the valley
much as occurs within a furnace. This often leads
to the formation of valley winds. The fourneaux
effect during the day, and cold air drainage at
night, cause valley bottoms to have larger diur-
nal temperature ranges than hilltops or moun-
taintops.

Vegetation effects on air temperature. The overall
result of vegetation blocking solar radiation from
reaching the surface and the near-surface air layer
during the hottest part of the day, as well as pre-
venting thermal loss from the soil surface and
near-surface air layer at night, is that the largest




diurnal temperature changes occur near the top
of the leaf canopy (whether it is grass, a corn
crop, or a mature forest canopy) and the smallest
changes occur near the bottom (Geiger 1965, Oke
1978). Geiger (1965) observed a 13°C diurnal
change of temperature near the ground surface
in a young fir plantation near Munich, whereas
temperatures at the top of the canopy ranged over
19°C. Most vegetation surfaces respond similarly,
and it is acceptable in most respects to view for-
est cover as larger versions of crop or low-growth
vegetation cover (Oke 1978). The temperature pro-
file within a vegetation cover can lead to a ther-
mally heterogeneous background that a passive
infrared IDS or a thermal imager responds to, but
that is not visually apparent to an observer.

The above descriptions refer largely to closed-
canopy, healthy vegetation covers. Open vegeta-
tion covers allow considerably more shortwave
radiation and longwave sky radiation to reach
deeper within the canopy, and they allow long-
wave radiation from the surface to exit the canopy
because of the increased sky view factor of an
open canopy (Oke 1987). Long droughts change
the color of leaves, reduce evapotranspiration, and
open the canopy as leaves curl, wilt, or drop, all
of which change the vegetation cover’s thermal
characteristics.

Seasonal changes in the vegetation cover also
affect its thermal regime. Leaf-out of tree cano-
pies and the growth of annuals in the spring pro-
duce a vegetation cover that increases in density
and/or height as the season progresses. Similar
changes occur in the fall as leaves change color
and are shed from deciduous trees and annuals
die, dry, and eventually fall and decompose
(Frodigh 1967). During these periods diurnal ther-
mal regimes transition from a bare soil, or bare
soil with a debris layer, to a mature vegetated
canopy, and finally revert again to a bare soil
with an open canopy. Each creates a different di-
urnal thermal environment.

An IDS located within a canopy will experi-
ence different thermal conditions at different lo-
cations within the canopy. A passive infrared IDS
directed at the edge of a forest canopy or at the
top of a low vegetation canopy, even one as low
as mowed grass, will observe the greatest diur-
nal changes. Much more rapid changes occur if
the vegetation blows in the wind so that lower,
cooler portions of the vegetation are momentarily
exposed to the thermal device; this is a likely
cause of nuisance alarms by a passive infrared
IDS viewing a grass cover on sunny summer days
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(Peck 1993b). A passive infrared IDS within a
partially open forest canopy will observe small
flecks of direct solar radiation moving within the
canopy and along the forest floor as leaves blow
in the wind and as the sun’s position changes.
The flecks move, change shape, and appear and
disappear. For example, mature red pine and red
beech stands typically allow less than 25% of in-
cident solar radiation to reach the surface, with
the largest amounts reaching the surface when
the sun is directly overhead (Reifsnyder and Lull
1965). Finally, an even larger diversity of tem-
peratures will be observed if drought dries the
canopy, which curls leaves and allows even more
sunlight through.

Urban areas. Temperatures are warmer in ur-
ban areas than in rural areas, especially at night.
This urban “heat island” effect is a result of the
preponderance of dry, rock-like surfaces in the
urban landscape, the rapid removal of water by
storm drains that could cool the area by evapora-
tion, and the abundant release of heat by indus-
try, automobiles, heating and air conditioning sys-
tems, and people (Landsberg 1981). Urban areas
need not be large for this thermal effect to be
noticed. Even small groupings of buildings have
measurable heat islands that can elevate evening
temperatures above those of surrounding rural
areas. Clusters of structures on most IDS-protected
installations will create some heat island effect.
Walls and building surfaces, especially those of
stone or brick, show the largest contrast in tem-
perature, which is usually most noticeable 2-3
hours after sunset (Landsberg 1981). For small
clusters of buildings the effect often disappears
after midnight, but for larger clusters of build-
ings, and structures where heating systems and
industrial activities operate all night, the effect
persists.

Poorly insulated buildings during the winter,
and thick masonry walls exposed to the sun for
long periods, also show as thermal anomalies,
especially to passive infrared IDSs. Buildings with
inadequate insulation lose large amounts of heat
through walls and roofs. Thermal infrared cam-
eras are usually used to detect “hot spots” in
walls and roofs to evaluate a building’s thermal
efficiency (Tobiasson et al. 1977, Flanders 1987).
A passive infrared IDS will also detect heat leaks
through building exteriors. Depending on the spa-
tial distribution and the rate of change in the
intensity of the heat leaks with changes in air
temperature, or change in the structure’s interior
temperature as usage varies over 24 hours, this




could produce IDS nuisance alarms. Thick ma-
sonry walls can also produce thermal patterns
that could cause a passive infrared IDS to alarm.
For example, cinder block walls are composed of
mortared joints with high thermal mass and hol-
low cavities. Material surrounding the cavities
will heat and cool more rapidly and will reach
higher daytime temperatures than will the mor-
tared and thicker areas of block. However, if the
cavities in a block fill with water, they will re-
main cooler than solid block areas during the
day due to higher thermal mass and evaporative
cooling as moisture seeps through the porous
block. Conversely, the cavities may appear
warmer at night because of the large thermal mass
of the water and block. A wall that visually ap-
pears to be a uniform background may be a com-
plicated background for a passive infrared IDS or
a thermal imager.

Wind effects

Wind can have a dramatic impact on IDS op-
erations and can significantly modify thermal re-
gimes by promoting mixing, which reduces tem-
perature contrasts. Wind is a result of atmos-
pheric pressure differences from one location
to another. Winds of concern to IDS operations
are those that arise from local convective systems
on diurnal time scales and macroscale winds that
are driven by the passage of large, regional pres-
sure systems.

Diurnal winds form, change in speed and di-
rection, and subside as a result of daily heating
and cooling patterns. They usually do not carry
over continuously from one day to the next, al-
though they can occur on consecutive days. That
is, diurnal winds rarely last longer than the pe-
riod of daylight or darkness, depending upon
the thermal regime driving them. Nuisance alarms
by fence-mounted IDSs may duplicate diurnal
wind patterns, although this is modified by tem-
perature-related changes in fence stiffness that
may not coincide with the wind patterns. Nui-
sance alarms with ground-motion IDSs caused
by wind-induced motion of above-ground objects
coupling into the ground also follow diurnal wind
patterns. Video-motion IDSs will have wind-re-
lated nuisance alarms on sunny days if move-
ment of sunlit objects, such as flags or tree leaves,
changes the distribution of shadows in the cam-
era scene. If standing water is nearby, wind-in-
duced ripples will cause the reflection of visible,
microwave, or infrared radiation to vary, which
may cause nuisance alarms by video-motion, mi-
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crowave, and passive infrared IDSs, respectively.
Moving water above buried electromagnetic IDSs
may also cause them to alarm.

Diurnal winds are geographically local and are
typically not as strong as regional winds created
by synoptic-scale weather patterns. In fact, diur-
nal winds usually only appear when synoptic-
scale winds are weakest. Occasionally, exception-
ally strong and destructive local diurnal winds
occur, such as katabatic (downslope) winds off
glaciers, but they are relatively uncommon. Diur-
nal winds are thus most evident during calm,
clear conditions typical of the center of regional-
scale high pressure cells that often produce clear
skies and weak pressure gradients.

Local winds are driven by changes in the tem-
poral and spatial heterogeneity of energy bud-
gets, which are evident through surface tempera-
tures. As a result, local winds are strongly depen-
dent upon the local weather, local geographical
patterns of vegetation, relief, and land and water
bodies, and preceding weather conditions that
modify soil moisture and any snow cover.

As discussed in the context of the diurnal en-
ergy budget, heating of the earth’s surface, due
primarily to solar radiation, warms by conduc-
tion the layer of air immediately at the surface.
That air then rises (convects) if it is warmer and
less dense than surrounding air (positively buoy-
ant or unstable). Air that sinks because it is colder,
and thus more dense, than surrounding air is
negatively buoyant and stable. Parcels of air at
the same temperature as surrounding air are neu-
trally buoyant and also stable, and so do not rise
or fall because of density differences. Thus, air
that rises is unstable, whereas neutrally or nega-
tively buoyant air is considered stable. Stability
and instability are of major importance in driv-
ing winds at all scales in the atmosphere, but
they are particularly obvious in local winds.

As unstable parcels of air rise from the earth’s
surface, they become entrained within air that is
moving horizontally—the higher-altitude regional
winds. The regional wind consumes energy in
accelerating the air parcel, slowing the regional
wind in the vicinity of the convecting parcel and
accelerating further the parcel of rising air. Since
the top of the rising parcel of air is immersed
within higher-speed regional winds, the top ac-
celerates, effectively dragging the bottom of the
parcel along. That is, momentum is transferred
from the higher-altitude regional winds down to
the surface. Rising parcels of air, through convec-
tion, thus accelerate surface air and decelerate
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Figure 13. Increase of 2-m wind speed during hours of sur-
face heating due to rising parcels of warm air convecting from
the surface and coupling surface winds with winds aloft. Noc-
turnal decoupling occurs because convection ceases shortly after
sunset and surface winds slow. Measurements were made at

SOROIDS on 29 April, 1992.

regional winds aloft because the parcels couple
the regional winds to surface air. High-speed sur-
face winds created by this process are favored by
cloudless skies, which allow strong daytime sur-
face heating by intense solar radiation. These
winds begin several hours after sunrise because
of the time necessary for the surface to heat and
the coupling process to become established.

Wind speeds at night are generally low be-
cause heating at the surface, and thus convec-
tion, ceases. As surface cooling occurs at night,
inversions often form near the surface and en-
hance stability. Air at the surface becomes either
neutrally or negatively buoyant, and surface
winds decouple from the regional winds. The sur-
face winds thus decelerate and may even calm
when convection ceases. In contrast, nighttime
regional winds that are many meters above the
surface accelerate because there is no drag on
them by rising air parcels.

Mather (1974) cites 13 years of comparisons
between wind speeds at 67 m above sea level at
San Francisco and wind speeds at 794 m eleva-
tion on Mt. Tamalpais 15 km away. At 0600 hr,
wind speeds at San Francisco averaged 3 m s,
whereas on Mt. Tamalpais winds averaged about
8.5 m s7l. After sunrise, wind speeds converged
until about 1300 hr, when speeds at both loca-

tions became approximately equal, about 5 m s7L.

2400 (hr)
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[«]
Wind Gust (ms™')

Arya (1988) cites measurements of 40-day av-
eraged wind speeds at 8 m, 50 m, 100 m, 200
m, and 500 m at a smooth rural site in Aus-
tralia. Wind speeds at 8 m showed a night-
to-day increase from about 4 to 6 m s™1. At 50
m, wind speeds changed from about 7 m s7!
at night to 6 m s™! during the day. From 100
to 500 m, wind speeds averaged between 8.5
and 10.5 m sl at night to between 6.5 and 7.5
m s~! during the day.

Wind speeds at SOROIDS are measured
at heights of 2 and 4 m. The diurnal pattern
described above is very evident at the site,
even in April, a time when soils are typically
quite wet (Fig. 13). Surface winds remain less
than 2 m s7! throughout the night, but in-
crease to maximum gusts of about 12 m s7!
at midday; they decline again to less than 2
m s7! within 2 hours of sunset. Gustiness is
often observed midday at SOROIDS because
of the discontinuous nature of convective ac-
tivity. Wind speeds increase and decrease as
parcels of air rise one after another. This di-
urnal cycle of wind activity causes a corre-
sponding variation in the wind loading of
the fence (see Appendix A, Fence-mounted IDSs)
and consequent wind-induced fence motion.
Fence-mounted IDSs are more prone to nuisance
alarms during the windy portions of the day, with
the frequency as well as speed of wind gusts in-
fluencing proximity to alarm, although the tem-
perature-related stiffness of the fence and the ri-
gidity of the fence posts are also factors (Peck
1992b, 1993a).

Urban winds

IDSs located in urban areas may experience a
subdued diurnal wind regime, or perhaps even a
reversal from the rural patterns discussed above,
because of the structure of cities and because of
the urban heat island, which is most pronounced
at night. As in rural areas, during daylight hours
wind speeds often increase at the surface in cit-
ies, but to a lesser extent because of friction at the
surface. However, at night the thermal contrast
between urban and rural areas increases. Less
nocturnal cooling occurs in cities than in the coun-
try (Landsberg 1981). The urban heat island often
produces a thermal plume that rises from the city
surface into the regional winds, coupling the sur-
face at night to higher-speed regional winds above
the city. As a result, wind speeds in the city often
decrease less at night than in rural areas or may
even increase. This is especially true of larger




urban areas where the heat island is more pro-
nounced and where tall buildings and deep, nar-
row canyons can cause significant turbulence and
acceleration of wind through the streets. Conse-
quently, fence-mounted IDSs close to clusters of
buildings or in urban areas may show a different
pattern of nuisance alarm activity than do simi-
lar IDSs in more open locations.

Topographically driven winds

Land and sea breezes are local winds usually
found only along the shores of large bodies of
water, such as sea coasts and lakes with more
than 250 km? of water surface (Griffiths and
Driscoll 1982). As with most diurnal effects, land
and sea breezes are most prominent when solar
radiation is strongest and regional wind speeds
are weakest. On many low-latitude coasts where
solar radiation is strong, sea and land breezes are
regular patterns of the daily weather. In the
midlatitudes, they are generally weaker and less
frequent. They are also principally a summer phe-
nomenon.

Sea breezes occur only along narrow strips of
coastline and usually extend inland a few kilo-
meters along lakes, but perhaps several tens of
kilometers along the ocean (Oliver and Hidore
1984). The strongest sea breezes are reported to
extend up to 60 km inland (Smith 1975). Sea
breezes are simple thermal winds. Due to ther-
mal differences between land and water, convec-
tion begins over the land. As heated air rises, a
pressure gradient is established between the warm
land and the colder water where convection is
not occurring. Cool, dense air is drawn from the
water to the shore as a sea breeze front that pro-
gresses inland at a rate of 1 to 7 m 571 (Barry and
Chorley 1970, Smith 1975). The depth of a sea
breeze circulation is typically less than 1 km (Barry
and Chorley 1970, Smith 1975, Griffiths and
Driscoll 1982). Sea breeze fronts generally begin a
few hours after sunrise, though they may initiate
later in the day, depending upon soil moisture
and cloud cover. Though the primary driving
mechanism typically ends at sunset, sea breeze
fronts have been observed to continue inland well
after sunset (Smith 1975). The sea breeze not only
produces a change in wind direction and an in-
crease in wind speed, but it also lowers air tem-
perature, increases humidity, and may trigger af-
ternoon thunderstorms at the frontal boundary
where warm air is pushed aloft.

The land breeze occurs at night and is much
weaker than the sea breeze. Air moves from land
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to water because land surfaces chill more quickly
and to a lower temperature than do water sur-
faces, thus establishing a pressure gradient re-
versed from the sea breeze. Wind speeds are typi-
cally lower in a land breeze, 0.5 to 1.4 m s,
because land-water temperature differences are
smaller at night and because there is greater fric-
tion onshore where the breeze originates (Griffiths
and Driscoll 1982).

Sea breezes can cause rapid and dramatic cool-
ing in coastal areas. For example, at Chicago the
sea breeze has been observed to develop on 36%
of summer days. Temperatures occasionally are
16°C lower than inland values after the sea breeze
front arrives, and temperatures can cool by 4°C
in one hour (Smith 1975, Oliver and Hidore 1984).

Mountain and valley winds are diurnal rever-
sals of airflow along valley sides and longitudi-
nally along valley axes. Valley breezes occur dur-
ing daylight hours during clear summer weather,
and generally begin within an hour after sunrise
(Barry 1992). They result from intense solar heat-
ing of the valley sides, which heats air adjacent to
the valley walls, lowering the air density and in-
creasing its buoyancy. This air rises up the valley
sides as upslope winds. The upslope winds even-
tually turn and flow up the longitudinal axis of
the valley along both the valley walls and the
valley floor. Upvalley wind speeds are usually
stronger along the valley longitudinal axis than
along the slopes, with the highest speeds usually
in a jet several hundred meters above the valley
floor (Barry 1992). Maximum upvalley wind
speeds several hundred meters above the surface
are frequently about 3 to 4 m s™!, with some peak
gusts of 10 to 11 m s7! reported (Yoshino 1975).
The upvalley wind typically ends within an hour
after sunset (Barry 1992).

Mountain winds blow at night, typically be-
ginning about an hour after sunset at the end of
the valley wind and ending at about sunrise (Barry
1992). They flow from the mountain sides down
to the valley and result from rapid radiative cool-
ing of the high-elevation ground surface and chill-
ing of the air above it. The air eventually cools
sufficiently to become more dense than air at lower
elevations, and so, because it is negatively buoy-
ant, it sinks. Though adiabatic heating occurs as
the air sinks, it remains sufficiently cold to con-
tinue flowing as a downslope wind. When the
sinking air travels the longitudinal axis of the
valley, it is called a downvalley or mountain wind.
Maximum wind speeds are typically up to 4 m s7!
at heights of 100 to 400 m (Barry 1992). Mountain




winds frequently flow in pulses downslope as
the downward-draining air encounters obstacles
and periodically overtops them. These surges are
reported to occur with varying frequency, from
25 minutes between pulses to several hours (Barry
1992).

Though the speeds of mountain and valley
winds are low, especially near the ground sur-
face, their daily reversal of direction and their
changing velocities could shake IDS fences, espe-
cially if the fences are on the valley sides.

Leaf whirls and dust devils

Local diurnal heating, especially during clear,
dry weather in late summer and fall in the
midlatitudes and arid regions, can create leaf
whirls and dust devils. Leaf whirls are small, ro-
tating windstorms that are approximately 1 to 2
m in diameter and a few meters high. They rotate
at about 0.8 to 1.4 m 571, move across the ground
at speeds up to 0.5 m s7, and last from a few
seconds up to a minute.* They are usually ob-
served in the fall in the midlatitudes as leaves are
whirled in the air. Leaf whirls are rotating low-
pressure systems, like tornadoes and hurricanes,
though much smaller. In addition, they are not
necessarily caused by heating at the earth’s sur-
face; instead, eddies and turbulence on a gusty
day can cause them. As a result, they are most
common on windy and gusty days rather than
during calm weather. Though not significant
storms, they can shake security fences, perhaps
causing fence-mounted IDSs to alarm, and may
cause loss of alignment of bistatic microwave or
beambreak IDSs, making them more prone to nui-
sance alarms.

Dust devils are larger than leaf whirls and of-
ten appear to be small tornadoes. They are small
rotating systems that are produced where the
ground is heated to a very high temperature, such
as over deserts and dry, plowed fields. As a re-
sult they occur frequently during cloudless, sunny
weather instead of the thunderstorm conditions
that spawn tornadoes. Dust devils typically are
10 to 20 m in diameter, rotate at 8 to 14 m s71,
move at speeds of 1.6 to 5.6 m s™! over the ground,
and last 5 to 12 minutes* (Sinclair 1964). They
usually do not extend more than 2000 m above
the ground. Dust devils are sufficiently powerful
to pick up large amounts of dust, and often tum-

* D.L. Jones, 1977, Southern Illinois University—
Carbondale, personal communication.
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bleweeds and other small debris, and roll a per-
son along the ground. Consequently, they are cer-
tainly able to severely shake or even damage se-
curity fences and IDS hardware.

Moisture patterns

Though some moisture-related diurnal phe-
nomena have been discussed, there are a number
of diurnal condensation patterns that are note-
worthy because of their potential deleterious ef-
fects on IDS performance. These include patterns
of cloud cover, precipitation, and fog. As noted
several times earlier, diurnal effects are most pro-
nounced within regional high pressure when the
atmosphere is calm and generally clear. This is
also true of all of the following phenomena.

Cloud cover effects

Clouds often have distinct diurnal patterns un-
der regional high pressure. This is especially true
in the summer. Clear or hazy humid days allow
abundant solar radiation to reach the surface,
causing parcels of air to rise convectively. These
parcels contain large amounts of water vapor if a
humid air mass has settled over the region, as is
common on the trailing side of a high pressure
cell in the midlatitudes. The rising air expands
and cools adiabatically. If the parcel of air cools
to the dew point, condensation begins and liquid
cloud droplets form. The latent heat released
warms the air parcel within which the condensa-
tion is occurring, thereby increasing its positive
buoyancy and allowing it to rise higher than it
may have, had condensation not occurred.

Once condensation begins within the rising air
parcel, a cumulus cloud forms that will grow un-
til it reaches neutral buoyancy (see Appendix D).
If neutral buoyancy is reached before the cloud is
about 1000 m thick, precipitation is unlikely and
the cloud is what is commonly called a fair
weather cumulus cloud. Fair-weather cumulus
typically have bases less than 2000 m above the
ground and grow in patterns, with the distance
between clouds nearly equal to the width of the
clouds. Drifting fair weather cumulus reach maxi-
mum size in mid- to late afternoon and cast cool-
ing shadows along the ground that can cool the
temperature of the air quickly by 3°C or more.
Thus IDS systems are often alternately heated
and cooled as these drifting clouds pass over-
head on warm afternoons. This has an adverse
effect on performance if the IDS’s electronics can-
not rapidly adjust to the prevailing temperature.

Occasionally, if the upper atmosphere is suffi-




ciently cold or if sufficient latent heat is released,
these cumulus will continue to grow vertically.
This may allow the cloud to grow to thicknesses
much greater than 1000 m; in extreme cases, cloud
tops may reach 10,000 m above ground level with
bases still within 2000 m of the surface. These
may become afternoon air mass thunderstorms,
which can be severe, with strong, gusty winds
and downbursts, heavy downpours, lightning,
and hail. Tornadoes are occasionally spawned by
these storms, but they are more common within
well-organized storm systems created by regional
low-pressure cells. Though severe, air mass thun-
derstorms usually are not long-lived and do not
remain active long after sunset. They can survive
for hours after sunset, however, if there is suffi-
cient residual heat at the surface following a warm
day. These afternoon storms are also common
along coasts where the local sea breeze front may
trigger the storms. Air mass storms are rare in
the morning.

Convective activity creating fair weather cu-
mulus clouds and air mass storms weakens at
night and ceases by early morning because there
is no longer a heat source at the surface to encour-
age convection. As a result, the cloud tops cool
radiatively to the cold upper atmosphere and to
space, becoming dense and negatively buoyant.
By morning the previous day’s cumulus have of-
ten sufficiently contracted vertically and evapo-
rated that they have become stratus clouds, or
they may have completely evaporated.

Dew and frost

Another common diurnal moisture pattern is
the formation of dew or frost on a surface. Dew
and frost nearly always form at night and sur-
vive until shortly after sunrise when the surface
has been heated by the sun sufficiently to melt
and/or evaporate the moisture. Dew is the con-
densation of water vapor from a gas to the liquid
form. Frost, however, is the direct deposition of
water vapor to ice, without passing through the
intermediate liquid form (Ryerson et al. 1994).
Frost forms fine, often delicate, ice crystals rather
than clear, frozen drops as would occur if dew
had simply frozen.

Dew and frost only form when objects at the
earth’s surface cool to below the dew point or the
frost point. The two conditions that encourage
this to occur are moderate levels of atmospheric
water vapor and an effective nocturnal cooling
mechanism. Water vapor sources can be advected
humid air or evaporation of water from local
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sources. The latter situation is most common in
autumn when the soil is still warm from the sum-
mer and the air is cold, especially at night. Warm,
moist soil and warm water bodies such as lakes
and ponds evaporate large quantities of water
vapor into the air as the result of the large vapor-
pressure gradient between their moist surfaces
and the dry air.

The nocturnal cooling mechanism is radiative.
Escape of longwave radiation to space allows
rapid cooling at the surface. Low to moderate at-
mospheric water vapor promotes cooling, for wa-
ter vapor blocks the escape of longwave radia-
tion. Therefore, the requirements of water vapor
and loss of thermal energy radiatively are mutu-
ally exclusive conditions. Since the cause of cool-
ing is nearly always radiative, dew and frost are
favored by clear nights that allow ready loss of
surface energy to the atmosphere radiatively.

Frost and dew are spatially heterogeneous,
forming with greatest intensity on objects that
cool the most. Objects exposed directly to the
night sky lose energy most rapidly. Although ex-
posure to the night sky is usually necessary to
form dew and frost, it is often not sufficient. At
some locations, heat lost through rapid radiation
to space may be replaced from another source.
For example, bare soil exposed to the atmosphere
often conducts heat from depth to the surface
nearly as rapidly as it is lost radiatively, produc-
ing little cooling at the soil surface. Dew and frost
rarely form on pavements in the fall and early in
the winter for this reason. On the other hand,
leaves and stems of plants, even if lying on the
ground, are often separated from the soil surface
by a highly insulating litter or duff layer. Since
soil heat cannot reach the surface, the vegetable
matter exposed to the night sky chills rapidly
and becomes thickly covered with large deposits
of frost or dew. A spatial pattern of deposited
dew and frost eventually forms as a result of the
varying exposure of objects to the sky and their
ability to receive heat from other sources. Secu-
rity fences, for example, often become coated with
dew before the bare ground or the concrete fill
that anchors the fence posts does. Dark-colored
or black surfaces usually radiate heat more effec-
tively than smooth, metallic-colored objects.
Therefore, a black-painted fence will cool more
deeply at night and frost more heavily than will a
galvanized fence.

Dew or frost that evaporates in place probably
is unlikely to cause nuisance alarms with fence-
mounted IDSs because the weight loss would be




gradual, not leading to an abrupt rebound of the
fence or sensor cables. Water that drains to low
points on the fence panel and drips off, however,
may cause nuisance alarms when it hits the sen-
sor cables of fence-mounted IDSs. Whether water
that collects on a sensor cable itself is a source of
nuisance alarms as it drips from the cables should
depend on how firmly the cables are attached to
the fence panel and on how taut the cables are.
Placing the sensor cables of fence-mounted IDSs
in conduit would avoid this potential source of
nuisance alarms. A disadvantage is that the con-
duit itself would be a larger collecting surface for
snow, which when it dropped from the conduit
(perhaps during wind-induced motion of the
fence) could in turn cause nuisance alarms upon
hitting IDSs installed lower on the fence.

Conditions during which dew forms vary
somewhat with season and location. Measure-
ments in the Netherlands in September and Octo-
ber indicate that dew formed when relative hu-
midity was 94% or higher, air temperature and
dew point temperatures were separated by a de-
gree or less, and wind velocities were 1 to 1.6
m s~ (Janssen and Rémer 1991). Dew did not
form when relative humidity dropped to 80-85%,
the dew-point temperature spread increased to
2°C or greater, and wind velocities increased to
over 2.5 m sL. In general, too much wind causes
mixing of the air and does not allow the surface
to cool to the dew point. In addition, higher winds
mix dry air from aloft down to the surface, thus
reducing humidity. Yet, some air movement is
necessary for dew formation because moist air
must be carried to cold objects for sufficient con-
densation to occur. Therefore, dew and frost usu-
ally form under only a narrow range of wind
conditions.

Once dew or frost forms, air temperatures
will not rise significantly in the morning until
most of the moisture has evaporated away
(Baram and Azar 1992). When moisture is
present at the earth’s surface, nearly all of the
solar radiation received will be consumed
evaporating that water until it is gone. Usually
evaporation or sublimation takes less than an
hour for dew or frost, with a similar delay in
daytime heating of the surface. Consequently,
the thermal appearance of the background is
uniform and remains so until the dew or frost
has evaporated. Once that has occurred, the
background objects heat differentially accord-
ing to their different thermal properties.
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Fog

Fog by definition is a cloud that forms along
the ground; it is identified by its method of for-
mation. There are several types of fog, but only a
few recur diurnally and then only during the clear
and calm conditions associated with high pressure.

Steam, or convection, fog is a nocturnal fog
that is most common in the fall in the midlatitudes,
but it can occur whenever cold, dry air moves
over a warm water body. The warm water surface
heats the layer of cold air contacting it, making
the surface air less dense and causing it to rise,
carrying water vapor with it. However, the rising
air is immediately chilled by contact with the cold
air above. The rising air cools below the dew
point and produces wisps of rising fog that look
like the streamers of steam that rise off a pot of
water being heated on a stove (Appendix D).
Steam fog does not require wind, but it can form
in much higher winds than most fogs. Steam fog
has been observed at sea in winds of 5 m s™! and
higher. Winds rarely carry it for any distance on-
shore, and thus it has little effect on IDSs unless
they cross or are on the shore of water bodies.
Steam fog is strongest at night when the air is
coldest. It does occur during the day, but with
less intensity than at night. Occasionally the
morning evaporation, or sublimation, of dew
and frost from solar heating will also produce a
thin steam fog that persists until all of the de-
posit has vanished.

Radiation fog is the most common diurnal fog,
forming at night under clear and nearly calm skies
but becoming most obvious in the morning after
having cooled during the entire previous night.
Radiation fog forms as a result of nocturnal radia-
tion cooling. Generally, a cold, dry air mass exists
over the location before the fog forms, allowing
radiation to freely escape the surface. Moisture
from the surface evaporates into the air only to be
cooled below the dew point, forming a usually
thin, horizontally banded fog near the surface
(Appendix D). Radiation fogs can be very shal-
low, perhaps only a few meters deep. They gener-
ally form most intensely over stands of high grass
and often over swampy ground where convec-
tion fog occasionally contributes. Radiation fog
rarely forms intensely over roads or other sur-
faces where subsurface soil heat can readily re-
place heat lost radiatively. As a result, radiation
fog is geographically dispersed over surfaces that
are thermally isolated from soil heat and have
moisture available for humidifying the air.




Valley fog also forms at night and dissipates
within a few hours after sunrise, depending upon
its thickness (Appendix D). It forms because of
drainage, or katabatic flow, of air that has been
cooled on mountainsides or hillsides at night.
These mountain breezes gradually fill the valley
bottoms with cold air that continues to chill radi-
atively (see Wind Effects above). This process gen-
erally produces a temperature inversion, with
warmer air in the valley bottom being forced to
rise as it is displaced by cold air. Water bodies
and moist soil in the valley then humidify the
cold air below the inversion. When the air mass
below the inversion reaches the dew point through
a combination of cooling and humidification, a
fog forms that fills the valley bottom. Valley fogs
are often deep and thick and, depending upon
the valley’s orientation to the rising sun, may not
dissipate for several hours after sunrise. Winds
are generally light in valley fogs with sufficient
air movement only to thoroughly mix air below
the inversion.

As a general rule, fogs are expected to form
whenever the air temperature and dew point tem-
perature are separated by less than 2°C. This pro-
duces a high relative humidity that can spontane-
ously form a fog within only a few minutes. Once
a fog forms, especially if it is thick, the air tem-
perature generally does not drop significantly be-
low the dew point temperature, because the la-
tent heat that is released continuously as the fog
forms keeps the air warm but at the dew point.
Weather forecasters often use this phenomenon
to predict the nighttime low temperature.

Horizontal visibility within a fog is usually 1
km or less. However, visibility within a fog varies
considerably depending upon the direction of
view. Fogs are thickest when they are viewed
parallel to the ground, even though they are often
thin at the ground surface. However, they often
appear thin, or appear to disappear when viewed
from below or, occasionally, from above. This is
particularly true of radiation fogs. This is because
fogs are typically thin in the vertical, but cover
large horizontal distances. Visibility also varies
with time, as the size and quantity of water drops
change during the formation and dissipation of
fog. The evolution of a fog is evident when its
liquid water content (total volume or mass of
droplets per unit volume of air) is monitored.

Depending on its severity, fog may adversely
affect several types of IDSs. Reduced visibility in
fog diminishes the detection capability of video-
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motion IDSs and reduces the effective range of
surveillance cameras. Although an intruder’s ther-
mal contrast with his background may be high in
fog, attenuation of that contrast over the distance
separating the intruder and a passive infrared
IDS may render the thermal contrast insufficient
for detection by the IDS.” Lacombe combined re-
sults from models of thermal infrared transmit-
tance (Electro-Optical Systems Atmospheric Ef-
fects Library [EOSAEL] [Duncan et al. 1987]) and
detection capability of a particular passive infra-
red IDS (Lacombe 1992, Lacombe and Peck 1992).
He determined that fog had a minor impact on
intruder detection for ranges less than 50 m, pro-
vided visibility was greater than 500 m. If the
intruder were to make use of any of several simple
countermeasures that are effective in fog, then he
would probably pass undetected. For an active
system, such as a near-infrared beambreak IDS,
transmission loss in fog is a major cause of nui-
sance alarms and may place a maximum limit on
the practical length of the detection zone in fog-
prone areas (Peck 1994a). Because fog density can
vary with height, the level of obscuration at a
person’s eye level may be significantly different
from that nearer the ground or at the top of a
fence. This means that, for example, a near-infra-
red beambreak system located at the ground sur-
face to detect crawling intruders may not be ex-
periencing the same transmission loss as a second
beambreak system mounted on top of a fence to
detect climb-over intrusions (Peck 1994a).

QUASI-PERIODIC
WEATHER EFFECTS

Quasi-periodic weather changes occur over
periods of days and are neither primarily season-
al nor diurnal in nature, though their intensity
and certain other characteristics do change diur-
nally and seasonally. Quasi-periodic weather
events are driven by perturbations in the global
weather circulation system, which are evident on
weather maps as migrating pressure systems.
These migrating pressure systems are large
storms, typically the lows on weather maps, and
large areas of fair weather, typically the highs on
weather maps. The frequent perturbations in glo-

* J. Lacombe, 1994, CRREL, Hanover, N.H., personal
communication.




bal circulation that give rise to quasi-periodic weath-
er are most common in the midlatitudes. Under-
standing the reasons for this requires a basic un-
derstanding of global atmospheric circulation.

General circulation

The atmospheric circulation system is thermal-
ly driven and modified in its structure by the
earth’s rotation and the distribution of land and
water over the planet. As a result, an understand-
ing of general circulation draws upon the discus-
sion of the daily energy budget presented earlier.

Since the earth is a spheroid with the equator
on the plane of the ecliptic, the sun’s rays inter-
cept the earth’s surface more directly at the equa-
tor than at the poles on the average over the year.
The intensity of the solar flux is a function of the
trigonometric sine of the elevation of the sun
above the horizon. As a result, considerably more
solar flux is intercepted by the earth-atmosphere
system in the equatorial latitudes than in the po-
lar regions. Consequently, the earth-atmosphere
system gains more energy from shortwave solar
radiation equatorward of 35° north and south lati-
tudes than it loses radiatively to space, resulting
in a net gain of energy over the year. The reverse
is true of latitudes poleward of 35° (Musk 1991).
If there were no processes for redistributing ther-
mal energy throughout the atmosphere, the trop-
ics would continually grow warmer and high lati-
tudes would cool to very low temperatures. This
does not happen.

The atmosphere moves in response to excesses
and deficiencies in thermal energy from one loca-
tion to another. Heating causes air to expand,
decreasing its density and increasing its buoy-
ancy. Cooling causes air to contract, increasing
density and decreasing buoyancy.

In the tropics air is heated, expands, and rises
vertically because of its buoyancy. As it rises, the
total mass of air in the atmospheric column
changes little, but the mass is stretched over a
great height, from the surface to about 15,000 m.
In addition, as the air is rising, more air is leaving
the column at the top than is entering at the bot-
tom. There is little friction at high altitudes hin-
dering air from leaving the column, but high fric-
tion at the earth’s surface slows the entrance of
replacement air into the column. Thus, at the
earth’s surface air pressure decreases as more air
exits the top of the column than enters the bot-
tom. In the tropics the center of the atmospheric
mass is at about 6000 m, with ~50% of the atmo-
spheric mass below and ~50% above.

32

In the polar regions, the atmosphere is much
colder on the average than in the tropics. Nearly
the same total mass of air exists in the polar atmo-
spheric column as in the tropical column (the
total mass of air in the atmospheric column rarely
varies by more than +5% over time and from
place to place). However, the cold polar air is
more dense, so the same mass of air occupies a
smaller volume; that is, the height of the air col-
umn is less, approximately 12,000 m, and the cen-
ter of the atmospheric mass is at about 5000 m.
The air in the column is trying to sink and di-
verge at the surface. Air pressure increases at the
surface as more air enters the top of the column,
where friction is less, than exits the bottom at the
earth’s surface where friction is greater. Since air
pressure is the mass of air pressing down from
the atmospheric column above any location, air
pressure at 6000 m in the tropics is higher than
air pressure at the same altitude in the polar re-
gions (where the overlying mass is less at that
altitude). As a result, the pressure surfaces are
inclined, and at high altitudes the pressure gradi-
ent is from the tropics to the poles, and warmer
air at higher pressure at high altitudes in the trop-
ics moves poleward to replace colder air leaving
the poles. Conversely, at the earth’s surface, air
moving down the pressure gradient (high to low)
flows from the poles to the tropics, thus advecting
cold air to the tropics (Fig. 14).

If there were no other factors, then circulation
in the Northern and Southern Hemispheres would
each consist of one large convection cell with air
moving equatorward at the surface, and poleward
aloft. Though this could occur, and does in con-
cept, the overall motion is complicated consider-
ably by the earth’s rotation (the Coriolis effect)
and the distribution of land and water. The gen-
eral movement of air poleward and equatorward,
and these other complicating factors, are respon-
sible for the quasi-periodic traveling pressure
systems characteristic of weather in most parts
of the world, but primarily in the midlatitudes.

The surface area of the earth becomes smaller
poleward. This is graphically evident on globes
because the meridians converge toward the poles
and the parallels become shorter. As a result, air
moving poleward at higher altitudes from the
tropics is compressed into a smaller and smaller
area, whereas air moving equatorward spreads
out into a larger surface area. Since, when mov-
ing poleward, area is decreasing and volume is
constant, then the vertical dimension must in-
crease. This effect is most noticeable at 25 to 30°
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Figure 14. Profile of baroclinic atmosphere demonstrating general cause of pole-
ward flow of winds aloft and equatorial flow at the surface.

north and south latitude, where poleward-mov-
ing air converges and “piles up.” This is espe-
cially true over the oceans, where temperatures
at the surface are colder on average than over
land masses at the same latitudes. Since this
converging air cannot escape to outer space, it is
forced to sink. As the air sinks it is compressed
and heats adiabatically, the reverse of cooling with
expansion. The result is that the sinking air warms
adiabatically, becoming positively buoyant, but
is forced to continue sinking because of the mass
of air converging from above. This increase of air
mass in the atmospheric column creates higher
pressure at the earth’s surface at these locations,
called the subtropical highs. Whereas the tropical
surface low and polar surface high are primarily
thermal in origin, the subtropical surface high is
primarily dynamic in origin. That is, the subtropi-
cal highs are produced primarily as a result of
masses of moving air and not primarily as a re-
sult of heating or cooling.

When this slowly sinking air reaches the earth’s
surface, it spreads, or diverges, with some of the
air mass moving equatorward to feed the equa-
torial low and the remainder moving poleward.
The poleward-moving air is warm and dry if it
descended over a land mass (the desert regions
of the planet are at 25-30° north and south lati-
tude for this reason), but if descent occurred over
an ocean, the air is greatly humidified at the ocean
surface as it begins movement poleward or
equatorward.

Masses of warm air move poleward from the
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subtropical highs at the earth’s surface and en-
counter cold air moving equatorward from the
poles. These warm air/cold air encounters occur
generally in the midlatitudes, between approxi-
mately 30° and 60° north and south latitude. Since
warm and cold air masses are of different densi-
ties, they do not readily mix but form boundaries
between themselves, called fronts, with warm air
typically on the equatorial side and cold air on
the poleward side.

Movement of the air masses does not cease
after they meet and form a front. The process
cannot be likened to two automobiles that collide
and stop. Instead, if cold air is moving equator-
ward more vigorously than warm air is moving
poleward, the cold air mass pushes beneath the
warm air mass and replaces warm air at the sur-
face. Although some warm air rises over the cold
air due to the warm air’s lower density, this is a
cold front because cold air is displacing warm air
at the surface. If the warm air mass is moving
poleward more vigorously than the cold air mass
is pushing equatorward, then the warm air pushes
the cold air poleward and replaces it at the sur-
face. This is a warm front. The warm front is gen-
erally less vigorous than the cold front because
the warm air cannot efficiently move the denser
cold air, which tends to hug the earth’s surface,
so it overrides the cold air as it slowly pushes it.
Another difference is that the warm front also
spreads the process, and the weather it creates,
over a larger geographic area than that associ-
ated with a cold front. Clouds and precipitation




typically form in both cold and warm fronts where
warm air is forced to rise above cold air.

In areas where fronts are moving rapidly or
upper atmospheric conditions are encouraging air
to rise, such as when general weather movement
is from southwest to northeast, warm air rises
over both warm and cold fronts more vigorously.
As the warm air rises, one can think of it as rising
as a column of air. Rising warm air enters the
bottom of the column more slowly than air exits
at the top because topography and vegetation
create more frictional resistance to air movement
at the earth’s surface. This results in a decrease in
the mass of air in the column and thus less mass
pressing on the earth’s surface below the column,
reducing the air pressure or the weight of the air
column resting on the earth’s surface. This pro-
cess, in greatly simplified form, creates the trav-
eling extratropical low pressure cells, identified
with Ls on weather maps, and their attendant
warm and cold fronts. They are responsible for
most of the adverse weather in the midlatitudes.

The weather setting in the midlatitudes is, in
synopsis, generally organized by warm and cold
air masses that are usually within high pressure
cells, interacting and producing warm and cold
fronts along their boundaries. Where this interac-
tion is most vigorous, cells of low pressure form
along the fronts. These traveling extratropical low
pressure cells are the storm systems of the
midlatitudes and produce the weather, occasion-
ally violent, that on intermediate time scales de-
termines an IDS’s operating conditions. These
storms overpower and obliterate the diurnal pat-
terns discussed earlier, which usually only form
within the high pressure cells between storms.

High and low pressure areas generally form as
localized cells of pressure rather than as broad
bands of high or low pressure. The air within
these cells rotates around the center of the high
or low as the air tries to move from the high to
the low. This rotation is imparted by the earth’s
rotation (decrease of earth’s rotational velocity
from equator to poles) and is a result of the so-
called Coriolis effect. The earth’s rotation imparts
rotation to all pressure cells, large or small, from
tornadoes to hurricanes and the large air masses
and extratropical cyclones. However, lows and
highs rotate in opposite directions, and are re-
versed in their rotation in the Northern and South-
ern Hemispheres because, when viewed from the
respective poles, the earth apparently rotates in
opposite directions. When viewed from above the
North Pole, the earth rotates counterclockwise,
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but when viewed from above the South Pole, it
appears to rotate clockwise. As a result, low-pres-
sure cells rotate counterclockwise in the North-
ern Hemisphere and clockwise in the Southern
Hemisphere. Highs are reversed from this, rotat-
ing clockwise in the Northern Hemisphere and
counterclockwise in the Southern Hemisphere.

The midlatitudes, as a result, are where maxi-
mum transfer of heat from the tropics to the poles
occurs, since this is where air masses are ex-
changed. About 70 to 90% of all tropical-to-polar
energy exchanges occur in the form of sensible
and latent heat during atmospheric circulation
(Musk 1991). The remainder of exchange is by
ocean currents. This need for energy to be trans-
ported poleward and for cold air to be returned
to the tropics is the basic reason that the atmo-
sphere moves.

Extratropical cyclone structure

The organization of extratropical cyclones, first
recognized by the Norwegians, is generally con-
sistent enough to identify and predict repeatable
weather patterns as they traverse a region. Extra-
tropical cyclones are a product of diversity, occur-
ring when cold, dense, and dry air masses meet
warm, less dense, and usually moist air masses.
This meeting usually spawns an organized storm
system with a life cycle and a sequence of weather
that is unique to the portion of the storm travers-
ing an area.

Extratropical cyclones form, or strengthen, in
readily identifiable areas known as regions of cy-
clogenesis. Cyclogenesis is most vigorous where
contrasts between warm and cold air are great-
est. These areas of large contrast are a result of
the position of high pressure cells (the subtropi-
cal highs), the polar highs, and the distribution
of land and water in the middle latitudes.

The subtropical highs are generally strongest
over oceans and weakest over land masses, espe-
cially in the summer hemisphere, because air that
is dynamically forced to sink from aloft is chilled
at the ocean surface. As a result, the highs tend to
be centered over the ocean basins, with circula-
tion from the highs extending well over adjacent
continents. Since highs rotate clockwise in the
Northern Hemisphere, cooler and usually drier
air is pulled equatorward on their eastern sides.
On their western sides, conversely, warmer and
usually more moist air is pulled poleward from
the tropics. Since the subtropical highs extend
over the continents, warm, moist air is advected
over the eastern sides of the continents, and colder




Figure 15. General region where most cyclogenesis oc-
curs in North America, situated between the permanent
subtropical highs located in the Atlantic and the Pacific
Oceans.

air is advected over the western sides (Fig. 15).
Within the continents, therefore, warm air from
the southeast often collides with cold air from
the northwest. This is the fundamental pattern
that occurs in North America and the other conti-
nents crossing the midlatitudes, though there is
extensive modification by the size of the land
masses, such as Asia, and the blocking effects of
mountain massifs.

Warm and cold air from adjacent highs meet
within the continents. Where this activity is great-
est, which in North America is the Great Plains,
warm air is forced to rise most vigorously over
cold air. This is where low pressure forms at the
surface and cyclogenesis occurs (Fig. 15).

The organization of a subtropical cyclone is a
further result of the location of the high pressure
cells around the low. On the eastern side of the
low, where cyclogenesis is occurring in Figure 15,
warm air is being vigorously pushed poleward
by the high to the east (over the Atlantic Ocean
for North America), and the push of cold air from
the north is relatively weak, especially in the sum-
mer months. Since warm air is pushing poleward
more vigorously on the eastern side of the low, a
warm front typically forms on the east side. In
contrast, on the western side of the low, cold air
is being pulled more vigorously from the north-
west than warm air is being pulled from the south.
On the west side a cold front usually forms as a
result of the more vigorous push of cold air from
the northwest. The result is that most extratropi-
cal cyclones produce warm fronts on their east-
ern sides and cold fronts on their western sides.
The center of the low is usually between the two
fronts (Fig. 15 and 16).
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The sequence of weather within warm and cold
fronts is logical and, within a mature cyclone,
very identifiable. Before the passage of a warm
front, the air at a site is cool. As the front ap-
proaches, warm air overruns the cool air at the
surface and occupies the top of the column. As
the front approaches, it progressively occupies
more of the column as it erodes the cool air at the
earth’s surface. Once the warm front has passed,
all of the cool air has been eroded away, and
warm air completely occupies the column. This
persists until the first effects of the cold front are
felt, when cold air begins to progressively under-
run and replace the warm air from the surface
upward.

The track of a cyclone and its fronts can be
plotted on a weather map, and the location-de-
pendent weather events that an IDS will experi-
ence in the course of the storm can be predicted.
Weather conditions are typically most changeable
and severe on the equatorward, or tropical, side
of the storm; they are discussed first.

Weather on equatorward side of cyclones

The idealized, Norwegian model of a typical
extratropical cyclone is organized geographically
with a warm front on the eastern or leading edge
of the storm and a cold front trailing the storm to
the west (Fig. 16a). The lowest air pressure is
located where the warm and cold fronts meet,
and the path of this lowest pressure, traced on
the earth’s surface, is the storm track. Air pres-
sure at the surface increases radially but asym-
metrically from the center of the low, with slight
“valleys” of low pressure radiating away from
the storm center where the warm front and the
cold front contact the earth’s surface. Lower pres-
sure along the fronts indicates that these are ar-
eas of rapidly rising air and more vigorous storm
activity.

Warm fronts. As a storm approaches from the
west, the earliest indication of its approach is of-
ten provided by slowly falling air pressure and
the appearance of thin, wispy cirrus clouds (Ap-
pendix D) at distances of up to 1600 km ahead of
the storm (U.S. Army 1976). The falling barom-
eter and the cirrus clouds result from warm air
rising away from the surface. In a warm front,
cold air at the surface is pushed poleward and
usually eastward by warm air, an inherently inef-
ficient process because lower-density warm air is
pushing higher-density cold air. As a result, the
warm air overrides the cold air and produces a
gently sloping ramp upon which the warm air




rises (Fig. 16b). The slope of a warm front surface
is very small, typically ranging from 1:100 to 1:200,
or 0.6° to 0.3° of slope (Musk 1991). At a distance
of 100 to 200 km ahead of the surface front (the
intersection of the frontal surface with the earth’s
surface), the warm air may be only 1000 m above
the earth’s surface. Therefore, high mountains
and hills often intercept the warm front long

before the frontal surface reaches locations in
lowland areas. Security fences that traverse
large ranges in elevation may experience warm
frontal weather at higher elevations before the
lower elevations experience the same weather.
This may cause location- and time-dependent
variations in IDS detectability in the course of
the same weather event.
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Figure 16. Idealized extratropical cyclone showing fronts, air mass temperature and humid-
ity, wind directions, clouds, and precipitation for the Northern Hemisphere. (Top) Warm
fronts are typically located on the eastern side of these storms, and cold fronts on the west. Broken
arrows indicate the motion of cold air at the surface, and solid arrows indicate motion of warm-sector
air into the storm at the surface, and hence its rising over the cool surface air of the warm front.
(Bottom) East—west profiles of an extratropical cyclone equatorward of the storm center (A-A’),
showing positions of warm and cold fronts, precipitation, and clouds, and poleward of the storm
center (B—B’). The vertical scale is exaggerated approximately 80 times.
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As air rises, pressure decreases, causing the air
to expand and cool adiabatically. Warm, moist air
rising over the colder surface air along the three-
dimensional warm frontal boundary slowly cools
to the dew or frost point and produces clouds.
Generally, little moisture reaches the leading edge
of the storm, but when it does, it is at high alti-
tudes and temperatures are well below the freez-
ing temperature of cloud droplets, so cirrus clouds
form—harbingers of the arriving storm.

As the warm front approaches, cloud cover
thickens and the cloud base decreases in height.
Clouds evolve sequentially from cirrus to cirro-
stratus, to altostratus and eventually to nimbo-
stratus (stratus with precipitation), and the fron-
tal surface overhead lowers in height (Fig. 16b).
Before the front passes, cloud cover is typically
completely overcast and frontal fog often forms
immediately before passage, usually within pre-
cipitation. Temperatures rise slowly, perhaps ac-
companied by a slow increase in humidity, though
changes in both temperature and humidity are
most rapid at frontal passage. Winds are usually
easterly, but may vary to southerly and increase
in speed as the front approaches. Strong, gusty
southerly winds are not uncommon several hours
before the front passes, though it can be quite
calm. Gustiness, rather than wind strength, may
be more troublesome to fence-mounted IDSs, to
IDSs for which alignment is important (beam-
break, bistatic microwave), and to buried IDSs
that respond to motion of above-ground objects
that couples into the ground.

Precipitation within warm fronts varies con-
siderably with the season and normally begins
up to 500 km ahead of the surface front (U.S.
Army 1976). Many warm fronts are weak, pro-
ducing little or no precipitation. Strong fronts dur-
ing warm weather may produce up to several
days of dark, gloomy weather with light, con-
tinuous drizzle or rain that increases in intensity
as the front approaches. Thunderstorms are occa-
sionally observed within warm fronts, but they
are not typical. Warm-front rains often drop con-
siderable volumes of water, but they are usually
steady rains that infiltrate and produce little sur-
face runoff from bare soils. These soaking rains
allow water to penetrate deeply into the soil, pos-
sibly affecting buried IDSs that are sensitive to
the moisture content of the soil. Electromagnetic
IDSs have reduced detection capability in moist
soil (high electrical conductivity), and ground-
motion IDSs have improved detection capability
in moist soil (low rigidity) (Peck 1994d). The
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greater the moisture content of the soil, which is
often wetted deeply by warm frontal rains, the
longer the delay in sensible heating of the soil
surface once precipitation has ceased and the
ground is absorbing solar radiation. This is con-
ducive to a low rate of nuisance alarms from the
passive infrared IDSs, provided that the surface
temperature of the soil is stabilized throughout
the IDS’s detection zone. However, it is an unfa-
vorable situation for bistatic microwave IDSs,
which experience greater propagation loss aris-
ing from interaction of the microwaves with damp
ground and wet vegetation (Peck 1992a).

Warm frorital precipitation during the winter
is usually far more complicated. A warm front is
an inversion because warm air is overlying colder
air. Well ahead of the surface front (where the
warm front contacts the earth’s surface), warm
air has typically risen high enough (as it over-
rides cold air) that temperatures in the warmer
air within the inversion are below freezing. If
precipitation occurs, it is in the form of snow
because all temperatures in the air column are
below freezing. The warm air aloft increases in
temperature over time because latent heat is re-
leased as condensation occurs to produce clouds
and precipitation and because, as the front ap-
proaches more closely, overriding air becomes
warmer. If the air warms above freezing, the pre-
cipitation turns to rain aloft, but the air below the
inversion is still quite deep and cold. Raindrops
may thus freeze as they fall through the cold air
below the inversion and produce sleet (frozen
raindrops). Sleet typically does not have a long
duration, if it occurs at all, but occasionally it can
accumulate to depths of several centimeters.

Eventually the layer of cold air below the in-
version becomes thin enough that raindrops pass-
ing through it do not freeze before striking the
ground. However, they may supercool—cool to
below freezing but remain liquid (Bennett 1959).
Glaze is then deposited when these supercooled
drops strike objects at the surface. Glaze thick-
ness depends upon the orientation and thermal
characteristics of surfaces and commonly ranges
from a trace to several centimeters. Glaze can
reside on objects for days if temperatures do not
warm, such as on the polar side of cyclones. How-
ever, it may begin to melt shortly after accretion
because of the conditions described below.

With the approach of the surface front, the cold
air underlying the inversion becomes so thin that
raindrops no longer supercool, and freezing ceases
at the surface. However, this warm rain occasion-




ally falls onto an impermeable frozen surface if
sufficient glaze icing has already occurred. This
can cause local pooling of water and even flood-
ing if rainfall is intense. Radiation (visible, ther-
mal infrared, microwave) that reflects from mov-
ing water surfaces can cause nuisance alarms by
video-motion, passive infrared, and microwave
IDSs, respectively. Frontal fog also often occurs
at this time because warm rain is falling through
cold air. The warm rain evaporates into the cold
air and, as with steam fog, causes humidification,
producing fog. Near-infrared beambreak IDSs are
vulnerable to nuisance alarms in fog, while the
detection capability of video-motion and passive
infrared IDSs may be diminished because of re-
duced visual and thermal contrast.

Warm sector. After the warm front passes, all
cold air has been removed and the entire column
of air from the earth’s surface to high altitudes is
warm. This is referred to as the warm sector of
the storm, a region of warm air that penetrates
the storm between the warm front and the cold
front (Fig. 16). It is actually the same warm air
mass that produced the warm front, but once the
warm front has removed all cold air, it becomes
the warm sector. Temperatures rise, humidity in-
creases, and winds become generally southerly
or southwesterly. Partial clearing of cloud cover
may occur, but often the sky remains overcast
because of instability of the encroaching warm
air. Clouds are typically stratus or stratocumu-
lus. Occasional showers or air mass thunder-
storms may occur, though typically in late after-
noon in the warmest months because of the
greater instability at that time from solar heating.

Cold fronts. Though the sequence of weather
conditions through a warm front and into the
warm sector can be dramatic, the changes are
usually not as great as those observed during a
cold frontal traverse. Cold fronts are noted not
only for the magnitude of change in conditions
that occurs as they pass, but also by the rapidity
of change. Cold fronts generally move faster than
warm fronts and, because cold, dense air is push-
ing beneath or underrunning warm air, they cre-
ate a more effective “ramp” for pushing warm
air aloft. The slope of a cold front is typically
about 1:30 to 1:140, or about 2.0° to 0.4° of slope
(Musk 1991) (Fig. 16b). As a result, warm air rises
more rapidly, and storm conditions generated
along the frontal surface typically are more vio-
lent and cover a smaller geographical area than
those within a warm front.

There is usually little obvious warning that a
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cold front is about to traverse a location. There
are no gradual changes in temperature, wind
speed, or wind direction. The only indication is
air pressure, which continues to drop until the
surface front is overhead and rises rapidly there-
after. During the winter, the passage of a cold
front is often accompanied by snow squalls with
whiteouts, followed by drifting snow that pro-
duces blizzard conditions. The primary visual evi-
dence of the imminent passage of a cold front
occurs during the summer. If a cold front is vig-
orous, a squall line (a line of often severe thun-
derstorms) may precede the surface front by 100
to 300 km or coincide with the surface front pas-
sage (Ahrens 1982). These storms are identified
by their towering cumulonimbus clouds, which
often reach heights of 10,000 m. Strong winds,
hail, intense rainfall, lightning, and occasionally
tornadoes may be associated with these storms.
Severe, destructive downbursts also accompany
such storms, producing gust fronts with wind
speeds often exceeding 50 m s7. The weather is
most severe if the front passes in the afternoon at
the time of maximum heating. Though these
storms typically occur in a narrow band less than
80 km wide and are short lived, usually lasting
less than a few hours, their destructive winds
and lightning could completely disable above-
ground IDSs or their supports and destroy por-
tions of a security fence. Intense rainfall may cause
fence-mounted IDSs and microwave systems to
generate nuisance alarms. Because cold frontal
rainfall is often intense, it does not sink into the
soil as effectively as long, slow warm frontal rains.
Therefore, the background does not become as
thermally homogeneous. Accordingly, there may
be less reduction in nuisance alarms by passive
infrared IDSs; moreover, the detection capability
of infrared systems may be decreased if the ther-
mal contrast between a wet intruder and the back-
ground is insufficient. Wind-induced motion of
water that pools at the surface can cause nui-
sance alarms from microwave and buried elec-
tromagnetic IDSs.

Passage of the surface cold front is character-
ized by a sharp rise in air pressure, rapid drops
in air temperature and humidity, and dramatic
shifts in wind direction from southerly to west-
erly or northwesterly (Fig. 16). Skies usually clear
rapidly after the passage of a vigorous cold front
with cumulonimbus clouds followed by altocu-
mulus and wind speed increases if the following
high pressure is strong (Appendix D). A day or
two after frontal passage, skies generally clear




completely, winds calm, and cooler, drier weath-
er settles in as high pressure moves in.

Weather on poleward side of cyclones

Weather changes on the poleward sides of trav-
eling extratropical cyclones are typically less dra-
matic than those occurring on the equatorward
side because the warm sector, and thus the sur-
face fronts, are not present (Fig. 16). Though an
IDS escapes the direct effects of surface fronts
when the storm center passes equatorward, the
large weather changes occurring over the time of
cyclone passage (24 to 36 hours) have the poten-
tial to alter IDS performance.

As the cyclone approaches from the west, the
warm front again is marked by a shield of high
cirrus clouds (Fig. 16b). The sequence of events
through the warm front as it approaches is simi-
lar to the situation on the storm’s tropical side
except that winds change from being easterly or
southeasterly to being northeasterly and north-
erly as the front nears. Cloud cover increases and
lowers, as before, but the sequence of winter pre-
cipitation may not occur as fully, with all precipi-
tation being snow or perhaps transitioning briefly
through freezing rain. In warmer weather, rain-
fall may be continuous without clearing after the
warm front passes. There is no surface warm front
passage, and thus no warming, no warm sector,
no clearing, and no southerly winds occur.

As the center of the low passes to the east, the
weather resembles that of the cold front, but again
without rapid changes in temperature and wind
direction (Fig. 16). Temperatures cool more slowly,
and thunderstorms or snow squalls (depending
on the season) may occur, but changes are not
sudden. As before, winds eventually change
through northerly to perhaps westerly. Through-
out this entire sequence, precipitation may occur
for a longer period of time because there is no
warm sector present (Lydolf 1985).

Quasi-periodic weather features

The weather conditions described here accom-
pany cyclones and may significantly affect IDS
performance.

Precipitation is classified by type and by form.
Precipitation types refer to the dynamic processes
causing the air to cool and produce precipitating
clouds, which are cyclonic or frontal, orographic,
and convective (Musk 1991). Cyclonic precipita-
tion was discussed under Extratropical Cyclone
Structure above. Convective precipitation was ad-
dressed in the discussion of diurnal weather, be-
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cause convection typically reaches its maximum
in mid- to late afternoon on days with abundant
sunshine. Orographic precipitation is locally gen-
erated when air cools as it is lifted over elevated
terrain features. Orographic precipitation is usu-
ally strongest during cyclone passages and dur-
ing instability, but it can occur whenever there is
sufficient moisture for rising and expanding air
to reach the dew point.

The frequency of precipitation types varies by
season and location. Convective precipitation
dominates in low latitudes in all seasons. Though
large low-pressure areas that are often precursors
to hurricanes, called easterly waves, do cause
some precipitation in the equatorial latitudes,
most precipitation is the result of local convec-
tion resulting from intense solar heating.

Convective precipitation is extremely localized,
typically consisting of storms only a few kilome-
ters to a few tens of kilometers in diameter. Con-
vective storms are usually isolated and spaced
apart, with the distance between storms similar
to the width of the storms. Convection is most
vigorous in the afternoon during the warmest
portion of the day. Though often violent, the du-
ration of the strongest portion of convective
storms is limited, with activity generally decreas-
ing significantly near and after sunset.

In the midlatitudes, summer precipitation is
typically a combination of cyclonic and convec-
tive. Convective storms are similar to those found
in the tropics. Cyclonic precipitation is usually
well organized and covers large areas. However,
its duration varies considerably, depending upon
location within the storm, from over 24 hours
within warm fronts to as little as one hour within
a cold front squall line. Cyclonic rainfall can also
occur at any time of the day, depending on the
timing of the cyclonic passage.

Winter precipitation in the midlatitudes is al-
most all cyclonic. Cyclonic activity is generally
most vigorous during the winter, with stronger
and more frequent storms. The primary winter
exception to this is lake-effect storms. These are
strong, local convective systems that grow as cold,
dry air moves over warm unfrozen lakes between
cyclonic storms. Lake-effect storms produce high
winds, low visibility, heavy snowfall, and drift-
ing and occur on the lee shores of large lakes in
the fall and early winter when water tempera-
tures are still warm and cold air is beginning to
penetrate from the north. Lake-effect storms are
common on the southeastern shores of the Great
Lakes and can occur over sea water and impact




downwind coastlines, such as western coastal Ja-
pan and along the Adriatic Sea.

Orographic precipitation is highly localized
and can occur in any season, being a product of
surface relief. Precipitation amount and intensity
typically increase with elevation, though the el-
evation of maximum precipitation varies with lo-
cation. On some mountains, maximum precipita-
tion occurs near the summit, whereas in other
locations precipitation maximums may be near
the cloud base, with amounts decreasing with
elevation thereafter (Barry 1969).

Precipitation forms include, but are not lim-
ited to, rain, drizzle, sleet, hail, snow, snow pel-
lets, snow grains, ice pellets, and graupel. Each
has its associated weather condition. The most
common of the forms potentially disruptive to
IDSs are described here.

Rainfall

Rainfall may be classified as rain or drizzle
depending upon drop size. Rainfall is usually
composed of liquid drops larger than 0.5 mm in
diameter, whereas drizzle typically ranges in di-
ameter from 0.02 to 0.5 mm. Rainfall and drizzle
are also classified by intensity. Light rainfall de-
posits less than 2.0 mm hr™!, and light drizzle
less than 0.2 mm hr! (Barry 1969). Heavy rain-
fall deposits more than 7.0 mm hr~!, whereas
heavy drizzle deposits more than 0.5 mm hrl.
The rainfall rate of a typical afternoon convective
thunderstorm is about 25.0 mm hrL.

Mean rainfall intensity is inversely related
to storm duration (Barry 1969). Short-duration
storms produce the highest mean intensity rain-
falls. For example, in Washington, D.C., a 10-
min rainfall will typically deposit about 2.5 cm
of water, whereas a 60-min rainfall will deposit
5 cm of water on the average (Barry 1969). The
10-min storm thus deposits water at three times
the rate of the 60-min storm. Though this ratio
changes with location, it does indicate that con-
vective or frontal thunderstorms and squalls,
for example, which are generally of short dura-
tion, produce the most intense rainfall, where-
as warm frontal rainfall, which is of compara-
tively long duration, is deposited at a low in-
tensity. Since a large portion of summer rain-
fall is convective, summer rainfall is generally
more intense than winter rainfall.

Rainfall intensity affects atmospheric extinc-
tion (loss of radiation through scattering and ab-
sorption by airborne particles such as water drops;
see Appendix A) in both the visible and infrared

spectra; the effective range of surveillance cam-
eras is reduced and detection ranges of video-
motion and passive infrared IDSs are less. Ex-
tinction is primarily a function of the rainfall rate
and the drop size distribution, with drop sizes
generally increasing as rainfall rate increases; e.g.,
Laws-Parsons or Marshall-Palmer drop-size dis-
tributions for various precipitation rates. Values
of extinction coefficients in rain as a function of
precipitation rate have been published for vis-
ible (0.63 pm) and thermal infrared (10.59 pm)
(Rensch and Long 1970), near-infrared (0.94 pum)
(Nedvidek et al. 1986), and microwave (10 GHz)
radiation (Pendleton and Niles 1994, Ulaby et al.
1981). For rainfall in the range of 8-12.5 mm/hr,
the extinction coefficients are: 4.0 (0.63 um), 5.9
(0.94 um), 4.6 (10.59 pm) and 0.2 (10.6 GHz). Over
a 100-m path length, these equate to transmis-
sion losses of 9%, 13%, 10%, and <1%, respec-
tively. For a given rainfall rate, the extinction co-
efficient in drizzle is approximately three times
that in a thunderstorm (Duncan et al. 1987). Rain-
fall rates are generally much higher during a thun-
derstorm, however, so the net effect is that ex-
tinction is commonly greatest within a thunder-
storm. Occasionally, however, widespread rain
events can generate higher extinctions than a
thunderstorm, because at intermediate rainfall
rates the distribution of smaller drops falling in
the rainstorm will cause more extinction than the
larger drops associated with the thunderstorm. A
quantity of small droplets in a volume of air may
have a larger cumulative cross section to inter-
cept visible and infrared radiation relative to that
associated with fewer, larger droplets in an
equivalent volume of air.

High rainfall rates, such as in driving thunder-
storms, also shake fences and cause detection sys-
tems to vibrate because of the larger drops, which
may approach extreme diameters of 6 mm (Rogers
1976). Fence-mounted IDSs at SOROIDS often
alarm during the onset of heavy rainfall, although
whether this is caused by rain striking the fence
or the sensor cables attached to the fence, or both,
is not known. Ulaby et al. (1981) conclude that
extinction of microwaves by water droplets (fog
or rain), which depends on the quantity and size
distribution of the drops relative to the wave-
length of the radiation, is not significant during
most atmospheric weather conditions if the radar
frequency is less than 10 GHz. At higher frequen-
cies, extinction of microwaves by rain will cause
a bistatic radar to alarm when scattering and ab-
sorption sufficiently disrupt the microwave trans-




mission (between transmitter and receiver) that
the variation in signal at the receiving antenna is
similar to that caused by an intruder moving
through the detection zone. Backscattering (the
return of radiation toward the transmitting an-
tenna) will cause a monostatic radar to alarm
when the return from the raindrops is sufficiently
strong and time-varying as to be equivalent to
the typical return from a moving intruder. Al-
though microwave (10.525 GHz) IDS alarms dur-
ing rainfall at SOROIDS were not common, the
monostatic radar IDS had more alarms during
rainfall than did a bistatic radar IDS operating at
the same time, with the former more prone to
alarm at the onset of rainfall than throughout a
rainstorm. A factor in the microwave alarm oc-
currences may have been disruptions of the mi-
crowave field by movement of nearby chain-link
fences under the impact of the rain or accompa-
nying wind. (Manually induced movement of
panels of the SOROIDS chain-link fence had been
shown to cause alarms by nearby microwave
IDSs.) This type of nuisance alarm with micro-
wave IDSs depends in turn on the temperature-
dependent stiffness of the fence panels: a colder,
stiffer panel moves less under wind loading or
rain impact, so for a given wind speed, there
were fewer nuisance alarms by the microwave
IDSs at lower air temperatures (Peck 1992b).

Rainfall rate also affects the amount of water
that puddles on the ground surface, which af-
fects the thermal regime at the soil surface. Soil
infiltration capacity is a function of soil type, soil
surface conditions, preceding soil moisture
amount, and rainfall rate (Morgan 1969). Clays
and soils have infiltration capacities of about 2.5
to 15.2 mm hr~1, whereas loamy sands have maxi-
mum infiltration capacities of up to 50.8 mm hr!
(Morgan 1969). Soils that have been compacted
by foot or vehicular traffic, and soils without veg-
etation cover, have overall lower infiltration ca-
pacities for their respective soil types. Large rain-
fall amounts and rains that persist for long peri-
ods of time also eventually saturate the near-sur-
face soil horizons, causing puddling at the sur-
face. Until the puddles dry, they are a potential
cause of nuisance alarms by microwave IDSs and
buried electromagnetic IDSs whenever the water
surface is disrupted, as by traffic through the
puddles or wind-induced motion.

Hail
Hail is associated with strong summer thun-
derstorms and usually not with subfreezing
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weather. During the winter, cumulonimbus clouds
are often completely below freezing, preventing
hail from forming. Hail forms when raindrops
falling through cumulonimbus clouds are caught
by updrafts and carried back up into the cloud
and above the freezing layer. After the droplets
freeze, they fall and are coated with liquid water
in the warmer air below. They are again carried
by updrafts above the freezing level and the coat-
ing of water is frozen over the drop much like the
layers of an onion. The hailstone falls repeatedly,
and the coating—freezing process recurs, until the
weight of the hailstone is sufficient to overcome
the drag of the updrafts. Eventually the hailstone
falls to the ground, sometimes as large as a golf
ball, but more typically marble sized. Hail fre-
quently dents automobile sheet metal, causes of-
ten severe aircraft damage, and certainly will
cause fences to vibrate. If the hailstones are large
enough, IDS hardware may be damaged. The oc-
currence of hail is usually very localized in area
and of short duration, typically preceding the
storm creating it by a few minutes.

Snowfall

Snow is precipitation resulting from the cre-
ation of ice crystals by direct deposition of water
from the vapor phase to the solid phase. Snow
crystals form when supercooled liquid cloud
droplets and either ice crystals or ice nuclei within
clouds coexist (Schemenauer et al. 1981). At tem-
peratures below 0°C the vapor pressure of the
surface of supercooled water droplets is higher
than the vapor pressure at the surface of ice crys-
tals, or ice nuclei, at the same temperature. As a
result, as with all gases, water vapor flows down
the pressure gradient and evaporates from the
droplets and deposits onto existing ice crystals or
ice nuclei. Crystals form in a myriad of shapes
depending upon air temperature and moisture
conditions within the clouds (Schaeffer and Day
1981). As crystals fall, they also intercept super-
cooled cloud droplets and thus often increase in
mass through this process, called riming.

Falling snow is detrimental to many IDS op-
erations. Fence-mounted IDSs alarm when wet
snow that has adhered to the fence or sensor
cables drops off, shaking the fence and cables
(Peck 1993a, 1994b). The visible range of surveil-
lance cameras is reduced. The extinction of vis-
ible and infrared wavelengths within snowfall is
controlled primarily by snowfall intensity and the
area-to-mass ratio of the snowflakes, with ther-
mal infrared and midinfrared transmission being




less than that of visible radiation, and near-infra-
red transmission being comparable (Koh 1989).
The aperture diameter of the sensors of a near-
infrared beambreak IDS influences how sensitive
the IDS is to transmission loss due to scattering
by falling snow. A near-infrared system with a
sensor lens approximately 2 cm in diameter was
very susceptible to nuisance alarms during fall-
ing snow at SOROIDS, with the frequency of
alarms varying with the snowfall rate. In con-
trast, a beambreak system with a 9-cm-diameter
lens, which was designed to alarm when trans-
mission fell below 1.5% (i.e., when more than
98.5% of the sensor area is blocked), did not alarm
during any snowfall events. It did alarm, how-
ever, during blowing snow events, which are char-
acterized by high concentrations of small snow
particles entrained in the air near the snow sur-
face. In addition, because blowing snow is con-
centrated near the ground, pre-existing partial
obstructions of a close-to-the-surface sensor
would increase the probability of nuisance alarms
by the beambreak IDS during blowing snow
events (Peck 1994b). The transmitter and receiver
units of a near-infrared beambreak IDS with 9-
cm-diameter sensor lenses were aligned on an
east-west line-of-sight at SOROIDS, where the
predominant wind directions are northerly and
southerly (the range of wind directions is re-
stricted because the site is located in a river val-
ley). Each transmitting and receiving sensor was
fitted with a snow cover, a metal tube extending
outward ~20 cm from the sensor faceplate. No
snow accumulated in front of the lenses (within
the snow covers) to block the near-infrared beam
and cause nuisance alarms. When the same type
of IDS was installed on a north-south line-of-
sight at SOROIDS, without snow covers, falling
snow usually filled the slight recess in front of
the sensor faceplate (for those sensors looking
into the wind) enough to cause nuisance alarms
that persisted until the snow melted (Peck 1994a).
The use of snow covers in this situation would
not have eliminated the snow blockage, but only
made it more difficult to remove the accumu-
lated snow manually. The problem was corrected
by fitting a clear Plexiglas™ disk, provided by
the IDS manufacturer, in front of each sensor’s
faceplate, across the housing of the sensor, to
eliminate the recess. Although this type of nui-
sance alarm results more from a design flaw than
from snowfall by itself, it is cited here as being of
practical interest.

Snowfall intensity. Airborne snow disrupts vis-
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ible and infrared transmission to a greater degree
than rainfall does, for a given precipitation rate,
because of its larger area-to-mass ratio. The area-
to-mass ratio of airborne snow depends upon the
type of snow crystal and the size distribution of
the snowflakes, but these are not commonly mea-
sured. There are empirical relationships between
precipitation intensity and extinction, with the
scatter in the relationships related to differences
in snow crystal type, area-to-mass ratio, size, etc.
(Hogan et al. 1990, summary in Peck 1989b). De-
pendence of transmission on wavelength of the
radiation when the particles (snowflakes) are so
large relative to wavelength that the scattering
efficiency is a constant is in part due to the differ-
ences in the amount of radiation that is scattered
in the forward direction by the snowflakes (see
discussion in Appendix A). Lacombe and O’Brien
(1982) present the variation in transmission of
visible and infrared radiation during a single
snowstorm in terms of changes in the type of
snow crystal that predominates. When all snow
crystal types are included in the regression analy-
sis for a relationship between the extinction coef-
ficient, key; (km™), and snow mass concentration,
C (g m™), of the form key = a * C, the following
values of a resulted: 13.41 (0.55 um radiation),
14.16 (1.06 pm), 19.21 (3.0 um), and 19.05 (10.37
pum). From these expressions for extinction coeffi-
cient, the relative impact of falling snow on vi-
sual systems (surveillance cameras, video-motion
IDSs), near-infrared beambreak IDSs, and pas-
sive infrared IDSs can be approximated. As an
example, over a 100-m path through falling snow
with a mass concentration of 0.4 g m™ (which
Lacombe [1983] relates to a moderate-intensity
snowfall), visible contrast is reduced 42%, near-
infrared (1.06 um) transmission is reduced 43%,
and thermal-infrared contrast is reduced 53%.
Near-infrared and thermal-infrared extinction
during a snowstorm also have at times been re-
ported as being less than that of visible radiation.
In this case, the cause may be the concurrent exis-
tence of fog, which is more detrimental to visible
radiation because the sizes of water droplets com-
prising fogs are closer to the wavelengths of vis-
ible radiation. When snowfall is intense, extinc-
tion by snowflakes dominates, so the extinction
of radiation is independent of wavelength (or ap-
parently greater at longer wavelengths because
of forward scattering), but if fog is also present,
then extinction by water droplets dominates dur-
ing periods of low-intensity snowfall (Koh 1986).
The effect of airborne snow on microwave IDSs
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Figure 17. Asnowfall that deposited 20 cm of snow at Camp
Ethan Allen, Vermont, 1600-2000, 31 January 1982. The
upper panel shows the continuous snowfall mass accumulation
rate expressed as mm of equivalent melted water. The lower panel
provides visible and infrared extinction coefficients during the

storm (after Ryerson 1991).

also depends on the wetness of the snow. Scatter-
ing and absorption of microwaves by falling, dry
snow are slight, and the net effect is that for dry
snow the extinction coefficient is approximately
20 to 50 times smaller than that of rain for the
same precipitation rate (mm of melted water per
hour) (Ulaby et al. 1981). This means that micro-
wave transmission through falling dry snow is
less of a problem than through rain, so bistatic
microwave IDSs should have fewer nuisance
alarms during dry snowfall than during rain. The
extinction coefficient of melting airborne snow,
however, is much larger than even that of rain, so
a heavy fall of wet snow (air temperature 2 0°C)
is likely to cause nuisance alarms. Ulaby and his
colleagues also show for microwaves that the vol-
ume backscattering coefficient of falling, dry snow
is comparable to that of rain for the same pre-
cipitation rate, while that of wet snow is much
higher. The implication of this for monostatic mi-
crowave IDSs is that, at a given (liquid water
equivalent) precipitation rate, wet snow would
be more of a problem (higher nuisance alarm rate,
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perhaps decreased detection range) than rain or
falling dry snow. Precipitation rates are gener-
ally higher in rain, however, so the net result is
that rainfall generally is more troublesome for
monostatic microwave IDSs than is falling snow,
wet or dry. Precipitation intensity can be deter-
mined with a weighing rain gauge.

Comparison of snowfall intensity within one
storm measured at Camp Ethan Allen, Vermont,
and concurrent extinction coefficient measure-
ments in visible and infrared wavelengths show
strong correlations (Fig. 17) (Ryerson 1991). The
extinction coefficient equals about 3 km™! at a
water-equivalent precipitation rate of 1 mm hrl,
which corresponds to a light to moderate snow-
fall (Lacombe 1983). For an active visible or in-
frared IDS with a transmitter/detector spacing
of 50 m or a passive infrared system attempting
to detect an intruder at the same distance, this
translates into a 15 to 20% signal loss.* Several
empirical relationships for the extinction coeffi-
cient of visible light as a function of precipita-
tion rate are summarized in Peck (1989b), to-
gether with a discussion of visual contrast and
visibility.

Snowfall intensity varies considerably with
time throughout a storm, storm to storm, and
by geographic location. The snowfall rate
within the Ethan Allen storm varied by 300%
over a period of 30 min. Storm-to-storm varia-
tion can be as large as within-storm variation,

especially if the synoptic situation creating each
storm is different.

Maps derived from four years of snowfall data
indicate that snowfall intensity varies geographi-
cally within the United States (Ryerson 1991).
Higher snowfall intensities occur in mountain-
ous regions and in coastal areas of the Northeast
(Fig. 18). The lower Mississippi River valley also
experiences occasional high-intensity storms, per-
haps because it lies in an area of frequent winter
cyclogenesis where storms are young and vigor-
ous. Snowfall intensity is generally low in the
northern plains, largely because the area is domi-
nated most of the winter by dry, polar air masses
and weak, cold lows along the polar front.
Strangely, snowfall intensity is also moderate to
low in some lake-effect areas south of the Great
Lakes. Though lake-effect storms are often intense
and visibility is often low, the cause may not be

* J. Lacombe, 1995, CRREL, Hanover, N.H., personal
communication.




Figure 18. Percent of winter snowfall hours (1984-1987) with snowfall intensity greater than
1 mm hrL water equivalent, the snowfall rate above which extinction becomes significant.

snowfall intensity alone. Lake-effect storms are
produced by steam fog rising from the warm lakes
into cold, continental air as it advects to the south-
east. As a result, fog can accompany snowfall
within these storms near the lake shores. In addi-
tion, strong, gusty winds associated with these
storms blow considerable snow, further reducing
visibility (Eichenlaub 1979, Ryerson 1991).

Snow adhesion. Snow, as a material, is typically
considered a dry substance that simply accumu-
lates on the ground surface. In many geographic
locations, however, and in some types of storms,
snow is sticky and readily adheres to surfaces of
any orientation, shape, or surface texture. This is
commonly referred to as wet snow, because the
condition is most often observed when snow has
some liquid content, but dry adhesive snow has
also been observed to 