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Aerodynamics of Store Integration and Separation 
(AGARD CP-570) 

Executive Summary 

Airframe/store capability is of major importance to the aircraft and weapon designer. Weapon system 
capability and aircraft performance are directly affected by the problems associated with store 
integration and separation. Improved weapon integration can improve the air vehicle effectiveness by 
orders of magnitude. The aerodynamic problems associated with the carriage of stores and their release 
from military aircraft are numerous and very complex, making this a most difficult task for the aircraft 
designer. Improvements in the integration process can lead to significant reductions in the air vehicle 
development costs. 

The aim of this symposium was to bring together engineers in the fields of theoretical and experimental 
aerodynamics, as applied to the store integration problem, to review and discuss the state of the art in 
the prediction, methodology and experimental techniques currently being developed and applied to the 
aerodynamics of store carriage and release, and to assess new design concepts. The program included 
35 papers from North America and Western Europe and was organized in 6 technical sessions. 

The previous AGARD conference on this subject was held in the mid 1980's and significant progress 
has been made since then in the design and integration of modern weapons. At that time, the principle 
of an integrated weapon system design was only just being accepted into practice. The weapon 
design/clearance process was largely experimental based with theoretical methods only just being 
accepted as part of the process. A recommendation from this Symposium was that integrated weapon 
systems be pursued more vigorously. 

Although significant limitations remain, the symposium demonstrated that considerable progress has 
been made in the decade since the previous symposium on this subject. The topics covered 
demonstrated that the principle of integration has been widely accepted and that the design of the stores 
is considered as an integral part of the aircraft. Improvements in the development and application of 
Computational Fluid Dynamics to the design of Weapon Systems were demonstrated and it was shown 
that the limiting factor was available computing power. 

The importance of both experimental and semi-empirical techniques was emphasized and it was 
demonstrated that the use of theory and experiment in combination leads to a design and clearance tool 
box of high integrity. The symposium provided a unique forum for publicizing new developments and 
an appreciation of the importance of the constraints imposed on weapon carriage concepts by aircraft 
signature requirements. 

Overall, the conference was very successful, as attested to by the high attendance figures and lively 
discussion at the conclusion. Several areas that require emphasis in future research and development 
programs were identified and an excellent exchange of ideas/experiences occurred. 

C.D.S. Clarkson 
Programme Committee Chairman 



L'aerodynamique de Fintegration et du 
largage des charges externes 

(AGARD CP-570) 

Synthese 

La capacite du couple cellule/charges externes est d'une importance capitale pour le concepteur 
d'aeronefs et de systemes d'armes. Les performances d'un aeronef, tout comme la capacite d'un 
Systeme d'armes, sont directement influencees par les problemes associes ä Fintegration et au largage 
des charges externes. L'efficacite globale des vehicules aeriens peut etre amelioree de facon 
exponentielle par une meilleure integration des systemes d'armes. Les problemes aerodynamiques 
associes ä l'emport des charges externes et ä leur largage ä partir d'aeronefs militaires sont nombreux et 
tres complexes, et presentent des difficultes particulieres pour le concepteur. Les ameliorations des 
techniques d'integration pourraient permettre des economies considerables au niveau des coüts de 
developpement des vehicules aeriens. 

Le symposium a eu pour objectif de rassembler des ingenieurs travaillant dans le domaine de 
l'aerodynamique theorique et experimentale dans la mesure oü cette derniere s'applique au probleme 
d'integration, de definir et de discuter de Fetat actuel des connaissances technologiques dans le 
domaine de la prevision, la methodologie et les techniques experimentales en cours de developpement, 
en vue de leur application a l'aerodynamique de l'emport et du largage des charges externes, et 
d'evaluer les nouveaux concepts de construction. Le programme comportait 35 communications 
presentees par des auteurs originaires de FAmerique du Nord et de l'Europe occidentale, organise en 
six sessions: 

La precedente conference AGARD sur ce sujet a ete organisee pendant les annees 80 et depuis lors, des 
progres considerables ont ete realises dans le domaine de la conception et de Fintegration des systemes 
d'armes modernes. A Fepoque, le principe de la conception integree des systemes d'armes etait loin 
d'etre universellement accepte. La procedure de conception/homologation reposait largement sur des 
bases experimentales, les methodes theoriques ne faisant qu'ä peine partie de la pratique ä suivre. L'une 
des recommandations du symposium a ete de poursuivre plus activement la question des systemes 
d'armes integres. 

S'il existe encore des limitations non negligeables dans ce domaine, le symposium a mis en evidence 
les progres considerables qui ont ete realises au cours de la decennie qui separe le present symposium 
du precedent sur le meme sujet. Les sujets abordes temoignent de Facceptation generalisee du principe 
d'integration. A F evidence, la conception des charges externes peut desormais etre considered comme 
faisant partie integrante de la conception globale de F aeronef. La demonstration a ete faite de certaines 
ameliorations en ce qui concerne le developpement et Fapplication de l'aerodynamique numerique ä la 
conception des systemes d'armes et il a ete constate que la puissance de calcul disponible demeure le 
facteur limitatif dans ce domaine. 

L'importance des techniques experimentales et semi-empiriques a ete soulignee et il a ete demontre que 
Femploi combine de la theorie et de Fexperimentation debouche sur une «boite ä outils» de conception 
et d'homologation de grande fiabilite. Le symposium a servi d'unique occasion pour Fannonce des 
derniers developpements et a permis une appreciation de l'importance des contraintes imposees aux 
concepts de l'emport des armes en raison des considerations de signature radar. 

Generalement la conference a ete tres reussie, comme en temoigne le nombre eleve de participants et le 
caractere anime des discussions qui ont precede la cloture. La conference a pu identifier un certain 
nombre de domaines dans F elaboration de futurs programmes de recherche et developpement, qui 
meritent une attention particuliere. Le symposium a egalement permis de nombreux echanges d'idees et 
d'experiences. 
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AERODYNAMICS OF STORE INTEGRATION 
AND SEPARATION 

Technical Evaluation Report 
Cliff Bore 

Research & Innovation 

41 Kelvedon Close, Kingston upon Thames, KT2 5LF, UK 

1.0 SUMMARY 

This TER sets the achievements of the symposium in the 
perspective of concepts of airforce value that were agreed 
by the AGARD Working Group which reported in 1977. 
This started the push towards designing stores and aircraft 
with full allowance for their strong mutual interactions: a 
process now known as integration. 

Reduction of installed store drag, and assessment of the 
effects of drag on range, warload, and vulnerability due 
to reduced agility were barely considered, so further 
action on drag and its effects should be worthwhile. 

FIGURE 1   WHY SHOULD AERODYNAMIC CLEANLINESS STOP AT THE PYLON? 

Broadly, the papers divided into two main groups: 
(1) the experienced and competent "engineering" groups 
who gave state-of-the-art reviews of their latest improve- 
ments in techniques, and (2) a range of approaches to 
using Computational Fluid Dynamics (CFD), stimulating 
searches for faster forms of space lattices and solvers to 
predict strong aerodynamic disturbances with less time 
and computer use.   A small but informative third 
category (3) illuminated yet more complex store inter- 
actions for future fighters, such as computer-stability 
systems for unstable fighters, aircraft flexibility and buffet, 
ERUs, and low observability. 

As result of integration techniques, catastrophic separations 
of stores have been eliminated. Good progress is being 
made in CFD, but good experiments remain their final test. 
"Engineers need plenty of tools in the toolbox, and good 
tools should not be discarded simply because colourful new 
tools are being developed." 

2.0   INTRODUCTION 

An important part of an evaluation report is to re-examine 
our basic objectives, so that we can see how progress 

measures up to the aims.   Then we can consider how 
more progress yet may achieved. As it is 10 years since 
the previous symposium, let us recall the beginning of 
the Fluid  Dynamics   Panel' s   adoption of this  topic, 
about 21 years ago. 

After finding that the aerodynamic drag of a typical 
array of under-wing stores, with excrescences 
everywhere, could far exceed the total drag of the 
clean aircraft, I pressed the question: "Why should 
aerodynamic cleanliness stop at the pylons?" 

At the time, the attitude was that aerodynamically dirty 
stores were standard things that a fighter was required 
to carry. The assumption was that stores are meant to be 
destroyed when released, so they had to be cheap (and by 
implication, nasty!). That did not stand up to examination, 
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FIGURE 2    APPROXIMATE LIFE—CYCLE COSTS OF C.A.S AIRFORCE 

at least for "dumb" stores, for in total they cost only 
roughly half as much as the aircraft, which in turn cost 
around 20% of the life-time cost of a typical airforce 
(figure 2), whereas excessively draggy stores could 
reduce the operational value of an airforce by far more 
than half (for those sorties), through their effects on range, 
area coverage, and extra vulnerability of the aircraft 
when loaded. 

Figure 2 shows that the R&D costs for a typical 
airforce are around only 0.1% of the lifetime costs. So 
"economising" by  eliminating R&D might save 0.1% of 
the lifetime costs, while of course ensuring that the 
airforce will be ineffective! A less value-effective way of 
"saving money" than cutting out the "thinking" is 
inconceivable. Similar arguments apply to other industrial 
situations, but of course with different proportions, and it 
depends on whose costs! 

That was only the start of the thinking, for in some 
cases, stores may fly so wildly when jettisoned that 
they may damage or destroy the aircraft. If stores 
could be so wildly disturbed when released, what sort 
of target-destroying probability did the airforce possess 
after all the expense, effort and risks of flying to the 
target? 

Some 20 years ago, it was proposed that the Panel 
should study this in a co-ordinated manner, and a 
7-nation Working Group, with co-operation of FMP and 
SMP, worked for two and a half years to produce 
Reference A. It reported on drag, flying qualities of the 
aircraft, airload prediction, store separation, structural 
integrity, performance and manoeuvrability. 

We concluded that by considering all such aspects of 
aircraft and store together, and standardisation within 
NATO,   it  was possible  to  more  than   double the 
overall value of NA TO airforces. 

2.1 Formulas for Airforce Value 

In order to assess changes in airforce value, I constructed 
simple equations for lifetime airforce value. The basic 
equation states that the value is proportional to the 
Warload carried (W), the Availability of the aircraft in 
wartime (A), and the target Killing effectiveness (K). 
Thus: 

Value (V) 

W A C K 1 

where C is the constant of proportionality, assumed to 
be not less than the overall lifetime cost. 

Further equations were devised (ref.A) to show the 
dependence of the factors W, A, K on performance 
parameters. Such equations show how the lifetime value of 
an airforce depends sensitively upon performance 
improvements, most of them strongly influenced by store 
installation improvements. From a national point of view, 
any group that improves one of these factors by 1% 
contributes that increase in a large lifetime value. 
Increasing value has far more leverage than reducing 
costs. 

The technological community tends to concentrate 
properly upon new technological areas according to the 
practical benefits sought, but decisions on less technical 
matters or policy, such as reducing excrescence drag on 
existing stores, tend to be actioned (or not!) by official 
admin departments. Unfortunately, sometimes they 
choose the path of reducing cost, and thus fail to increase 
value, so some orders may be needed?  For example, 
why shouldn't the most rugged excrescences on draggy 
stores be replaced by low-drag modifications, unless it can 
be demonstrated that the discounted cost will exceed a 
substantial fraction of the value benefit: say (25 %?). 
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3.0 HOW MUCH OF THE AIMS ADDRESSED? 

The drag-reduction objective (in the context of improving 
range, area coverage, performance, and reducing 
vulnerability due to lower drag) was barely discussed, but 
related topics of drag prediction, and aerodynamics of 
cavities intended to convey stores, were major topics. 

The topics covered demonstrate that the principle of 
integration has been widely accepted, where the term is 
interpreted broadly, to mean considering the design of the 
stores as an integral part of the loaded aircraft. 

Requirements for store release are now much more 
stringent than when we started, for it is no longer enough 
for an airforce to conclude its flight trials happily merely 
because none of the releases damaged or destroyed aircraft 
(though that is enough for empty fuel tanks or rocket pods). 
It is now recognised that a high probability of hitting 
targets is essential. Indeed, experience such as in Libya, the 
Gulf War and the Balkans indicates that the requirements 
of accuracy need to be more stringent yet, for it is now 
necessary to have a low probability of missing targets, 
since killing innocent people nearby is counterproductive! 

3.1 THEME OF THIS SYMPOSIUM 

"The topic of airframe/store compatibility is of major 
importance to both the aircraft and weapon designer. The 
aerodynamics problems associated with the carriage of 
stores and the release from military aircraft are numerous 
and very complex, making this a most difficult task for 
today's aerodynamicist. The scene is ever changing with 
novel design concepts being researched and implemented. 
The aim of this symposium is to review the state-of-the-art 
in the prediction methodology and experimental techniques 
currently being developed and applied to the aerodynamics 
of store carriage and release, and to assess design 
concepts." 

4.0 REVIEW OF PAPERS, Session by Session 

4.1 Keynote Paper: 

Deslandes gave a masterly review (1) of strategies for 
modelling aerodynamic intereferences. As the rigid- body 
dynamics of the store takes only 5% of the time, it is the 
aerodynamics that takes most effort. It is strong 
aerodynamic disturbances, such as shocks, vortices, jets 
and B.L. separations that cause most of the trouble, so any 
method that fails to model these will fail to head-off 
trouble, eventually. He divided the strategies into 
*pseudo unsteady, ""unsteady. 

The pseudo-unsteady strategy uses stored data on both 
aircraft flow-field and store, and allows for store motion by 
its effects on local crossflow incidence angles. This 
approach is economical of time and effort, but may 
sometimes miss details of the mutual interference. 
Two-sting survey methods in wind tunnels remain 
essential, and panel methods remain as useful tools for 
estimating flow-fields, though needing empirical 
knowledge of strong disturbances to be added-in. 

The unsteady strategy represents the airflow more 
elaborately, - and with more cost! Now (10 years after 
Carrol Dougherty reviewed Chimera at Athens) the 
Chimera system of overlapping body-linked grids has 
become very popular. Euler methods can give useful and 
economical insights into compressible flow fields, while to 
compute viscous effects, Navier-Stokes solvers need to be 
used, with more substantial costs and time delays. With 
continuing development, it is expected that such solvers 
will cost less time and money. 

4.2 Computational Fluid Dynamics (CFD) 

Simpson (2) reviewed 10 years of CFD work for stores 
clearance at Wright Labs, Eglin. They concluded that CFD 
is not entirely accurate, but neither are wind-tunnel 
techniques, and a judicious mix of both can give good 
overall understanding. Impressive computations were 
shown, for quite complex store clearances. 

Gillyboeuf (3) showed trials of new Chimera approaches. 
They concluded that for bodies in close contact, their 
"mixed" mehod looks promising. They intend to go on to a 
full Chimera scheme. 

Jeune and Mansuy (4) reviewed the state of the art at 
Matra, including their engineering methods. They 
concluded that Chimera methods need to be less time- 
consuming and costly. 

In discussion, it was remarked that Chimera is, in principle, 
well-suited to "catastrophic" store interactions. 
Computations need to be better for low-inertia stores, 
because they are disturbed much more. 

Blaylock (5) reviewed DRA's FAME method of using 
overlapping grids, showing some impressive-looking 
results from an Euler solver. They had not made 
comparisons with Chimera. They are developing a N-S 
solver. 

In discussions, it was noted that although flow-solvers give 
impressive-looking colour contours, experimental 

comparisons are essential to validate computations. 

Sellars (6) presented a comparison of four Euler codes, 
tested on circular and square-with-rounded-corner section 
bodies up to 20 degrees. They found that the computed 
separations near the corners varied with grid size. 

Discussion of the significance of the "artificial dissipation" 
term in the Euler solver argued that if this introduces some 
allowance for viscosity, surely it should be possible to 
work out an effective Reynolds number for the 
computations? 

Gulcat and Asian (7) had made a promising start on N-S 
solvers (but for low Mach numbers), using techniques 
aimed at reducing computer memory needed. 

4.3 Engineering Methods 

Broadly, "engineering methods" piece together systematic 
experimental data, and flow-field surveys (wind tunnel or 
computed), to construct a wide range of aircraft/store 
configurations. 
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McDougall and Press (8) updated latest developments of 
the NUFA empirical program, which has been extended 
and validated over the years. It now allows for up to 5 sets 
of lifting surfaces, with incidences (variable along the 
missile length) up to 90 degrees, to M=5. It has been 
coupled into various trajectory suites. 

Chen and Liu (9) used piecewise doublet singularity 
methods to model store releases, using a high-order panel 
method. 

Experienced engineers felt that for incidences above 10 
degrees, it would be essential to insert crossflow drags, 
and that it was unlikely that strong disturbances would be 
modelled reliably. 

A Nielsen team (10) gave a competent review of their 
methods, emphasising the importance of strong 
disturbances. They allow for fin stall, and track vortices. 
Computation of shocks is not so rigorous, because of using 
panel methods for flowfields. 

A Nielsen team (11) outlined the elaborate computational 
methods used to ensure safe release of the massive Pegasus 
air-launched space booster. They found that it was difficult 
to produce repeatable agreement between prediction and 
flight, but they were able to assure safe releases. 

4.4 Experimental Techniques 

Captive trajectory rigs are a well-established technique, but 
of course there are new facilities being established. 

Lombardi and Johnston (12) showed 6-degrees-of- freedom 
tests, using a separate drive for each D.O.F. Although they 
distinguished between "position" and "velocity" modes, 
both modes were "quasi steady", for the moving mode took 
10 minutes. 

The ONERA team (13) had just tested their fine new 
facility at M=0.95 in the sonic tunnel. It has a large-scale 
system for moving a store on a simulated trajectory. As 
results from the SI and S2 tunnels and flight test were 
similar, they are satisfied. 

Bettridge and Sheard (14) described techniques for the 
Accelerated Model Rig, using light model scaling. Their 
new semi-conductor strain-gauge balances, insensitive to 
temperature, look very promising for small store balances, 
and for cryogenic tunnels. They expect to have 5mm 
balances by the end of 1995. They also outlined the fine 
technology that went into their AMR facility, with 
miniature ERUs and actuators for free drops in the wind 
tunnel, tracked by 2,000 frames/s cine. Free drops tests 
have been checked against flight test, including the 
exceptionally sensitive case of a fuel tank collision. 
"Comparisons between tunnel and flight have been 
invariably favourable ". 

Thain (15) described a bold new installation for the NRC, 
which features the Optotrack store-tracking system, using 2 
cameras with CCD retinas, and IREDS target markers, on 
store and aircraft. This enables them to track the store 
relative to the aircraft despite flexibilities. 

Piperni and Stokoe (16) had used a transonic 
small-perturbation (t.s.p.) program from the US Navy, to 
investigate store interferences. Although their comparisons 
with wind-tunnel tests produced "similar trends", they 
concluded that tunnel tests would still be necessary. In 
discussion, it was opined that this type of problem is 
mathematically ill-conditioned, and consequently 
unreliable. 

Donaldson (17) described improvements in flight test 
techniques for store release trajectories, notably the VISTA 
sytem for tracking the store released in flight, by 
superimposing computer-generated images over the 
photographed real position. As this is very time 
consuming, a much faster process is being developed. 

4.5 Cavity Aspects 

Tracey and Richards (18) showed impressive results of N-S 
solutions for flows in rectangular cavities. They found that 
the 3D implicit code was needed for better agreement with 
experiment. Fast Fourier transforms of the frequency 
contents of oscillations agreed well with experiment. They 
intend to incorporate a higher-order turbulence model. 

Zhang (19) showed analysis of unsteady supersonic flows 
over single and double cavities, which illuminated the the 
way that turbulent flows cause oscillating shock waves, and 
interact with downstream cavities. 

Suhs (20) showed results of an implicit N-S method used 
for a fairly complex weapons bay with a store, validated 
against wind-tunnel tests on a well-instrumented model. 
An impressive video of the calculated vortices was shown. 
Good agreement was obtained between calculated and 
experimental sound pressure levels in the bay. 

Ross showed experimental results (21) for various arrays of 
stores in cavities. They found that with shallow cavities, 
stores could experience strong "suck-in "forces. Angled 
rear-end walls made improvements to the recirculating 
flows in the cavities,- reducing noise levels by 6dB. They 
extended Rossiter's correlation of sound pressure levels in 
cavities to length/depth ratio of 13. 

This experimental investigation investigated a wider range 
of configurations than CFD could accomplish for given 
effort, and it stimulated questions on likely effects of open 
cavity doors, and effects of transverse frames (to mount 
stores) on recirculating flows. 

Suhs gave a clear and wide-ranging historical perspective 
(22) on techniques for safe store release, and ballistic 
accuracy, including techniques such as free-drop, captive 
store trajectory, grid loads, flow fields, and CFD. 

4.6 Airframe/ Store Integration 

Allen and Hulme's paper (23) illuminated complexities of 
interactions between store effects and the stability of 
aircraft control systems for unstable fighters. It indicated 
that flight control systems may have to be adjusted for 
different store arrays. 
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Yalcinel showed results (24) of calculations which traced 
the way that vortex elements shed into the wake during 
manoeuvres caused the wake to roll-up in highly 
convoluted forms. 

As their computation was a vortex grid panel method, only 
attached flow was modelled, but it is known that some 
forms of aerodynamic unsteadiness are due to unsteady 
wakes rolling-up close to the aircraft, so this approach 
gives food for thought on wake-induced unsteadiness. 

Meijer and Cunningham (25) deduced unsteady airloads on 
an aircraft by measuring the unsteady pressures on the 
stalling surfaces, and integrating these to find the unsteady 
forces as forced flutter (and buffet?). They got reasonable 
agreements between calculations and test. 

4.7 Design and Integration of Airframe/Stores 

Moretti (BAe) gave a competent review (26) showing 
many practical and complicated problems of "store" release 
on real aircraft, including the notable example of ejection 
of a canopy and an ejector seat. 

STARS is their computer assembly of many engineering 
methods (and Euler to model flow-fields) to feed out store 
trajectories. NUFA (8) can be coupled into this. It was 
shown that fuel sloshing (in jettisoned fuel tanks) can be 
important. 

Dunkley (28) illuminated the magnitude and effects of the 
initial jolt from the apparently small bits of equipment 
known as Ejector Release Unit (ERU). 

Nangia (29) discussed the effects of nearby vectored jets 
upon adjacent stores if jettisoned, showing that they may 
greatly affect the store trajectory. 

Jechura (30) outlined computation of the unsteady 
flow-field under a B-1B wind-tunnel model, using Chimera 
with XAIR flow solver (Euler or N-S). This predicted 
surface pressures, and the order of magnitude of bay 
turbulence,- but for better results, the approaching 
boundary layer should no longer be assumed "thin" in the 
N-S computations. 

The Dassault team described their development and use of 
an industrial store release computation (31). This is based 
upon fully automated unstructured triangular grids for each 
different store position (1 minute each grid), using an Euler 
solver. It is capable of modelling intake and exhaust flows. 
Impressive video of store trajectory calculations was 
shown, showing "reasonable" agreement with experiment. 
This was for a gentle trajectory, calculated for quasi-steady 
conditions. They aim to get calculations in a day. They 
said it is possible to take crossflow motion into account 
(though they had not yet done it), and they aim to 
homogenize grids, and use parallel computation. 

Richardt showed impressive Euler trajectory calculations 
(32) of Apache release under realistic conditions. The code 
has corrections for crossflow drag in it (one must not, of 
course, confuse attitude with angle of attack). These 
showed that it was necessary to impose non- symmetric 
ERU impulse on this store in order to avoid a dangerous 
trajectory. 

Sheard gave a clear presentation (33) of CFD for stores 
clearance, concentrating on "realism within days". Panel 
methods need empirical corrections for crossflow, as a 
collision on Buccaneer showed that panel methods were 
unrealistic without them. Engineers with plenty of physical 
insight can use consistent methods and get quick responses, 
but fast Euler and N-S are sought. 

Howell gave a clear presentation (34) on store separation 
techniques for the F-22,- an aircraft with large arrays of 
both internal and external stores. An interesting 
observation was the effect s of oblique shocks (such as 
from the air intake) potentially deflecting a missile, unless 
it "punches through" the shock. Impressive results were 
shown of N-S calculations of a tumbling fuel tank . Free 
drops of a 600 gall fuel tank were done using heavy model 
scaling: a fallacious system!   A specially written paper on 
model scaling (ref.B) has been sent. 

Hatch gave a clear paper (35) illuminating considerations 
of store carriage for low "observability". He correctly 
posed the relative advantages and disadvantages of internal 
store carriage. One slide showed that a single iron bomb 
has an RCS signature an order of magnitude greater than a 
low-observable aircraft configuration: food for thought to 
those contemplating external carriage! On the other hand, 
big internal store bays may severely reduce combat 
performance for a given engine. 

5.0   CONCLUDING DISCUSSIONS 

In contrast with the previous symposium, this conference 
demonstrated that the principle of total aircraft/store 
integration has been widely accepted, and significant 
improvements in design capabilities (both experimental 
and theoretical) have been achieved. In particular, as a 
result of developments in integration techniques, 
catastrophic separations of stores have been eliminated. 
Much remains to be done, however. 

It was generally agreed that experimental work remains 
essential: CFD developments will increase understanding, 
and reduce timescales and computer costs, but tests remain 
the final check on computations, no matter how 
impressive the colour videos of Euler computations look. 

"Engineers need plenty of tools in the toolbox, and 
well-tested tools should not be discarded simply because 
some colourful new tools are being developed". 

On CFD techniques, structured grids seem more favoured 
than unstructured grids, though to this reviewer it seems 
likely that the ultimate discrimination will not be made by 
comparing Euler calculations, for it is the viscous effects 
sought by N-S solvers that require fine-mesh grids placed 
strategically to capture the high-shear layers where strong 
disturbances arise. 

Deslandes concluded that automated grid generation 
needs to be adopted generally, and that Chimera schemes 
are very promising for the potentially dangerous, and 
therefore more important cases, and these should be 
extendable to N-S solvers. 
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Strategies for Modelling Aerodynamic Interference 
during Store Separation 

Dr. R. Deslandes 

Daimler-Benz Aerospace AG, Military Aircraft Division, LME12 
D-81663 München, Germany 

Summary 

All contributions dealing with the modelling of aerody- 
namic interference of store separation can be catalogued 
according to their strategies. In the following it will be 
shown, that the great number of available solutions can 
be reduced to only two categories denominated here 
Pseudo-Unsteady and Unsteady Strategies. 

Pseudo Unsteady Strategies are the most common 
solutions applied to industrial projects. There three 
powerful variants are identified as Decay Factorization, 
Flow Angularity and Iterative Techniques. This last 
subcategory provides the link between pseudo and real 
unsteady approaches, which are divided into two main 
groups of strategies, assigned to Global Solutions and 
Grid-Overlapping Techniques. 

In addition to this catalogue, the common computational 
fluid dynamical tools of store separation are outlined 
respective to their physical relevance and their numerical 
complexity. 

Finally an example based on consideration of three 
strategies, in use at Daimler-Benz Aerospace AG (DAS A) 
will be demonstrated. 

Objective 

The analysis of the separation behaviour of a store repre- 
sents one of the most outstanding task throughout all 
engineering efforts associated to the operational role 
equipment of a fighter aircraft. The demand for a perfect 
weapon performance in order to achieve a high degree of 
target accuracy, requires a predictable, repeatable, con- 
trollable and reliable separation behaviour. Pragmatically 
considered, this ambitious scope also requires a realistic 
physical understanding and accurate description of a 
dynamical event with a duration of hardly more than one 
second, as shown in fig. 1. Within this short period of 
time strong aerodynamic interactions may occur between 
the aircraft and the released or jettisoned store, depending 
on the flight conditions. In certain cases unfavourable 
release disturbances may cause some risks for collisions 
or may completely degrade the release accuracy of the 
weapon and end up with an operational loss. 

Since more than 50 years, this task is treated extensively 
with all kinds of methodologies. Most of the early 
approaches were restricted to three degrees of freedom 
and formulated for two dimensional solutions only. These 
limitations were mainly imposed by the lack of powerful 

computing machines, able to solve the complex mathema- 
tic systems of partial differential equations associated to 
the task. 

Nowadays we are facing to bundles of promising codes, 
operating with more or less different strategies. Therefore 
the scope of this contribution will be an attempt to 
illuminate these typical modelling strategies starting up 
with almost basical theories up to state of the art CFD- 
approaches without wasting efforts on cumbersome 
algebraics. 

Design Drivers 

Therefore let us consider the typical concept of such 
separation codes or programmes. As shown in fig. 2 the 
core of these software packages consists of two major 
engineering parts associated to the description of flight 
mechanics and aerodynamics. For one separation sequen- 
ce, both tasks are computed consecutively within a time 
cycle in the magnitude of some milliseconds. Hereby, 
flight mechanics for store separation can be considered as 
a solved item. So in a standard code, the motion of the 
separating bodies is represented in all six degrees of 
freedom, whereby rotation is formulated in terms of 
quaternions [1], in order to conserve all the coupled non- 
linearities of the system. 

In contrast to this, the aerodynamic part is still a prospe- 
rous field for engineering efforts. In general, the compu- 
ter spends only 5% of its performance evaluating the 
flight mechanics and all other special effects such as an 
autopilot control, but shares approximately 95% uniquely 
for calculation of aerodynamics and interactions. 
As soon as either a weapon, pod or tank starts to move 
relative to the carrier, aerodynamic loads become a do- 
minant factor in their equations of motion. In general the 
leading parts for forces and moments can be assigned to 
following important contributions: 

• basic aerodynamics of the store 

• distortion of the local flow around the aircraft and 
other stores in terms of up-, side- and down-wash. 

• reciprocal effects 

• higher order flow phenomena such as compressibili- 
ty, vortex systems, viscosity effects and interactions, 
thermodynamics of plume and engine flows. 

• aircraft maneouvres during separation 

Paper presented at the AGARD FDP Symposium on "Aerodynamics of Store Integration and Separation", 
held in Ankara, Turkey from 24-27 April 1995, and published in CP-570. 
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• store velocities and rates 

• unsteadiness of all contributions and of additional 
terms such as shock reflections, engine operation, 
control surface deployements and deflections. 

The first four categories above are associated to pure 
fluid dynamical effects, whereas the last three affect a- 
priori the time dependent boundary conditions varying 
along the trajectory. 

The mathematical complexity of the aerodynamical 
approach is an important factor which not only deter- 
mines the computing power requirement, but also the turn 
around time for one complete trajectory. 

Assuming a typical workstation performance of 30 
Mflops, one trajectory with a duration of one second real 
time, might be computed over a period from 2 minutes 
up to 2 days or even more elapsed time, depending on 
the strategy selected. 

Fast strategies allow extensive work on multiparametrical 
studies of the separation process within the complete 
aircraft envelope, but request an higher amount in verifi- 
cation work. Therefore such strategies must be extensive- 
ly supported by experimental work and also have to 
provide sufficient possibilities for the implementation of 
corrective upgrades. 

Strategies involving complex CFD-solutions with a high 
level of confidence, are slow and expensive, but once 
qualified, request a minimum amount of experimental 
certification and validation. Especially considering an ap- 
propriate flight test programme, considerable cost savings 
can be performed by downsizing flight test hours and 
trials by selecting a more expensive simulation strategy. 
This fact justifies nowadays even the use of NS-codes as 
demonstrated in the work of [2]. 

A strategy should be adapted to the targets of each 
appropriate task. Only the fact, that an emergency jettison 
analysis for a heavy store ejection requires a less accurate 
modelling as an autopilot optimization study for a rail 
launched missile, may already provide two completely 
different strategy concepts. 

Finally a strategy should be universally formulated in 
order to ensure a broad variety of applications. 

It's portability depends on the followed methodology and 
on the validity or restrictions of the tools applied. If, for 
instance experimentally based, an application to other 
shapes or types of stores and aircraft is not possible 
without complementary measurements. Theoretical tools 
may be more flexible as far as adaption is concerned, but 
can be limited within their prediction range. 

The best strategy would be to use an universal tool 
enabling the perfect modeling of all these contributions 
at the same time. However, without any exaggeration, 
such an approach will be hardly available within the next 
ten years. 

Therefore it is necessary to develop suitable strategies 
according to the methodology available and well balanced 
against all the engineering aspects involved in the overall 
process called store separation. 

Basic Strategies 

Currently used modelling strategies can be classified into 
two basic categories: 

• pseudo unsteady strategies 
• unsteady strategies. 

Pseudo unsteady strategies are using stored data for the 
representation of basic aerodynamics of the store as well 
as for the reproduction of interference effects. Such data 
libraries may be derived from the wind tunnel or may be 
preprocessed with an appropriate theoretical method. 
Interference and basic aerodynamics are considered as 
quasi-steady effects. However, taking into account the 
unsteady represented motions of store and aircraft, these 
preprocessed data can be linearly corrected by introdu- 
cing time dependent orientational increments. Such 
strategies are very popular, because they enable the use 
of complex tools without providing excessive computing 
time for one trajectory. 

Unsteady strategies request physically unsteady formula- 
tions and the use of time accurate solvers. In such a 
strategy the time behaviour of the fluid dynamic compu- 
tation become the driving parameter, whereas the first 
category was governed by the flight mechanical motion. 
Unsteady solutions are useful in order to investigate time 
dependent phenomena especially in cases of heavy 
release disturbances, such as separation of internally car- 
ried stores, separation in presence of heavy shocks and in 
viscous formulations. 

Pseudo Unsteady Strategies 

Because of its universality this category of strategies is 
very popular in industrial applications. Three different 
variants can be distinguished here: 

• Decay Factorization Schemes 
• Flow Angularity Techiques 
• Iterative Techniques. 

Decay Factorization provides a very fast solution for 
modelling the aerodynamic interactions during a separa- 
tion sequence. It requests two basic data sets which 
describe the carriage loads, when the store is attached to 
the aircraft and it's freeflight aerodynamics. Assigning 
the differences between both data to aerodynamic inter- 
actions, a decay-function is used in order to control the 
intensity of the interactions in dependency of the relative 
distance between aircraft and separating store. The most 
simplified function is a linear decay-function, whereby 
the decay distance must be approximated by experience 
or specified by read-across. This strongly pragmatic stra- 
tegy is very cheap and common in use at early stages of 
industrial projects. For more accurate investigations it has 
to be refined by a complementary strategy. The prepro- 
cessed data are preferably taken from wind tunnel tests 
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if available, but can be adequately assessed with a 
reliable theoretical approach. In the last case, additive 
corrections for drag and viscous non-linearities at high 
angles of attack are strongly recommended. 

A further Pseudo-Unsteady strategy is the so-called Flow 
Angularity Technique. The preprocessed data required 
here consist of basic aerodynamics of the store and a 
library with the distortions of the flow around the aircraft. 
Both can be taken from experiments or evaluated theore- 
tically. The Flow Angularity Technique reproduces the 
interference as an additional contribution to the angle of 
attack of the separating store. This additive term is 
locally varying and therefore provides an angular dis- 
tribution along the store. In this approach rotational 
terms, implemented by the aircraft or the store maneouv- 
res, are expressed as additional contributions to the local 
flow distortions. Here the basic aerodynamic properties of 
the store are represented by sectionally decomposed 
coefficients of the forces and moments. Flow Angularity 
Techniques are quite similar to Influence Function Me- 
thods, where the total interference loads are built up by 
influence coefficients and flow angularities such as des- 
cribed in [13]. Within a Flow Angularity Technique, 
reciprocal interferences between store and aircraft are not 
implecitely represented. Therefore these results can 
considerably be improved in combination with a Decay 
Factorisation scheme, where such effects are sufficiently 
represented. 

Iterative Techniques have been basically developed in 
combination with captive trajectory applications or 
double-action-sting systems. The basic conception con- 
sists in a stepwise treatment of the trajectory as sketched 
in fig. 3. An initial predictor-step leads to the first store 
position. In a second step, the loads for this fictive store 
position are computed and the trajetory is re-iterated in a 
corrector-step, by using the now known evolution of the 
loads between both positions. These iteration-cycles are 
repeated till the separation process is considered termina- 
ted. In the case that the trajectory loads are interpolated 
from an experimental loads-survey, we obtain a typical 
CTS-strategy. If the aerodynamic interferences are step- 
by-step evaluated by theoretical tools, two other basic 
versions of this strategy are obtained: 

• Global Remeshing 
• Grid Overlapping Techniques 

Global Remeshing is common with Potential Theoretical 
Solutions of surface-oriented codes but also opens a wide 
field of applications for the much more accurate Euler 
and NS-solutions. This strategy is suitable for unstructur- 
ed-grid-approaches such as [14], however, applications 
with structured monoblocks have also been realized in 
combination with Zonal Decomposition concepts, in 
which the representation of the aircraft geometry is 
confined to only those parts directly exposed to the 
separating store [10]. A typical remeshing situation is 
shown in fig. 4, where a crew-escape-module separation 
has been modelled by Zonal Decomposition. Such an 
approach requires considerable efforts in order to reor- 
ganize the structure of the meshes after each incremental 
step. 

In contrast to this, Grid Overlapping Techniques offer a 
much more efficient solution of the aerodynamic task. 
Instead of remeshing one global mesh around store and 
aircraft, both geometries are modelled in two separate 
meshes. As shown in fig. 5 the aircraft governs the 
overall space-grid structure, which wraps completely 
around store and the anticipated trajectory corridor. After 
each trajectory step, the mesh of the store must be trans- 
lated and rotated according to the relative motion with 
respect to the aircraft. Fig. 6 compares the meshsize as 
requested for freeflight aerodynamic computations with 
one reduced for an overlapping grid application. As far as 
the number of cells is concerned, a downsizing factor of 
5 can be assumed between both meshes. In addition to 
the smaller meshsize, remeshing work is also not neces- 
sary. Therefore, a Grid Overlapping Technique allows 
much faster solutions as Global Remeshing. 

Unsteady Strategies 

Similar to the above, Unsteady Strategies can be subdivi- 
ded into two categories assigned to: 

• Global Solutions 
• Dynamically Overlapping Grids 

Although identical in the basic conception, the unsteady 
treatment of the physical parameter time provides here a 
fundamental difference. 

In a pseudo-unsteady strategy, the time step is set in 
relation with typical flight mechanical events such as the 
velocity or rates of the store, or with the autopilot 
frequency. In general, such time-steps are in the order of 
a millisecond, and are externally specified. 

In contrast to this, an unsteady strategy is always inter- 
nally clocked according to stability conditions implemen- 
ted by the numerical robustness of the solving algorithm. 
A typical flux splitting algorithm for Euler Equations 
provides for instance time steps about 10"5 seconds, using 
an implicit formulation. For a trajectory of one second 
elapsed time as described at the beginning, nearly lCr 
cycles have to be achieved. In this case Turn-around-time 
peaks up to several days in a Global Solution and about 
20 hours for a "Chimera Code"-strategy using dynamical- 
ly overlapping grids. Such "Chimera-Codes" therefore are 
becoming more and more popular as a standard industrial 
application, whereas Global Solutions are only recom- 
mended for solvers with a low level of mathematical 
complexity. 

Useful Methodologies and Tools 

As discussed above, most Pseudo-Unsteady Strategies can 
be supported by appropriate experiments as well as by 
theoretical approaches. Unsteady Strategies however, 
remain a unique field of application for computational 
fluid dynamics. 

Reviewing some publications on store separation aerody- 
namics from the last two decades, a great preference for 
theoretical solutions can also be found. Nevertheless two 
useful experimental contributions shall be here outlined 
as essential strategical tools: 
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• installed load measurements for the determination of 
carriage and tip-off loads 

• double-sting-systems for systematical flowfield 
surveys and interference load analysis in the vicinity 
of the carrier aircraft. 

Typical test arrangements are shown in fig. 7 where 
installed and end-of-stroke missile loads are investigated 
and fig. 8 for a typical two sting system, here configured 
for an interference load investigation with a multiple 
carriage configuration. 

In contrast to this, there is a broad variety of methodolo- 
gies, theories and codes successfully operating since years 
in the store separation business. Some typical descriptions 
are referred to in [2] to [11]. 

In fig. 9 the most important applications have been 
systematically classified, according to topics such as 
numerical complexity, geometrical representativity, and 
predictive confidence with respect to the aerodynamic 
task of store separation. 

The first three methods can be assigned to typical 
surface-oriented potential theoretical solutions whereas 
the last three ones represent typical space-oriented solu- 
tions. 

The numbers in the CPU-column indicates how much 
computing time is needed for the evaluation of one 
snapshot, expressed in multiple of the fastest solution. 
This weighting factor can also be considered as represen- 
tative value for the required main memory dimension of 
the respective application. 

In Singularity Techniques, which are the most fundamen- 
tal applications of the potential theory, aircraft and store 
geometries must be idealized to regular bodies. As shown 
in fig. 10, a three dimensional problem must be decom- 
posed into characteristic parts representing body/wing 
thickness and lifting surfaces. 

Planar and Higher Order panel geometries are much more 
realistic. Examples for these typical applications are 
shown in fig. 11 and 12. The level of confidence of these 
three methods strongly depends on the experience and 
skill of the operator. Therefore it is strongly recommen- 
ded to consider experimental verification steps in such 
applications, which allow to tune or refine all especially 
treated boundary conditions. 

Transonic Small Pertubation methods provide an interim 
step between the fully linearized potential theory and the 
highly nonlinear Euler and NS-solutions. The representa- 
tion of propagating disturbances between two bodies is 
here superior to the surface oriented discontinuity effects 
in Panel Methods, but also smoothed out by the lineari- 
zation. 

Depending on the availability of powerful mesh genera- 
tors, Euler Solutions can provide a very good 3D model- 
ling capability. Such results are not much dependent on 
the  skill or experience of a potential user and provide a 

high level of accuracy. Euler solutions require very fast 
processors and preferably such ones which enable either 
vectorizing or parallel processing. Inspite of rather 
expensive computing costs, their popularity especially for 
store separation application is considerably increasing, 
due to the high level of confidence they provide. Fig. 13 
shows a fighter aircraft surface topology used at DASA 
in order to generate a H3-type mesh with approximately 
3 • 105 cells. 

In contrast to this, NS-Solutions require much more 
refinements as far as cell sizes are concerned. For a 
comparable aircraft geometry as shown in fig. 13, more 
than 106 cells would be necessary at a minimum, in order 
to provide space areas with NS-quality. Inspite of their 
very good predictive properties, and the completeness of 
their formulation, NS-solutions are actually not very 
common in store separation work. 

This fact hopefully will change after some more years of 
progresses to be performed in the field of computing 
speed and turbulence modelling. 

Applied Strategies 

In order to visualize the universality of the above classifi- 
cations, a typical industrial application achieved at 
Daimler Benz Aerospace AG (DASA) is outlined in the 
following. 

This example deals with an investigation of multipara- 
metrical aerodynamic interferences during store separa- 
tion. The selected configuration is shown in fig. 14, and 
consists of a GE/IDS-TORNADO with two cruise 
missiles in two different operational modes. The left 
missile is committed to launch and has already an opened 
intake and a running engine, whereas the right one is still 
asleep and remains on the aircraft in the carriage position. 

The correct representation of such complex flow proper- 
ties within a unique mathematical formulation is only 
feasible at the highest level of complexity. Therefore, an 
implicit flux-splitting Euler Solver was selected and 
linked into a grid overlapping scheme. On top of this, a 
strategy based on a combination of Decay Factorization 
and Flow Angularity Techniques served as predictor-step 
for positioning the stores into the flowfield of the aircraft. 
The above combination results into a typical iterative 
technique, as previously described and classified in the 
group of Pseudo-Unsteady Strategies. 

The objectives of this complex application were focussed 
on three different topics. First of all, installed loads were 
generated for the missile, taking into account the running 
engine, i.e. intake flow and jet flow properties in the 
environment of the underfuselage configuration. The 
second target was to refine the decay-funtion respective 
to the nontrivial interference situation with a second store 
on-board. Finally some unsteady effects occuring during 
the separatiion sequence had to be validated for a non- 
trivial case where damping terms, control surfaces 
deflections and asymmetrical aircraft manoeuvre effects 
at a high transonic speed in sealevel were involved. 
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The grid topologies are shown in fig. 15 for a Active 
twin-carriage position. The finite volume dimensions in 
the subgrids are much finer than in the aircraft mesh. 
20000 cells where used for the aircraft, whereas each 
store is represented by a monoblock with 38 000 finite 
volumes. Using a Global Remeshing Strategy for the 
same case would have required more than 10* finite 
volumes, and an unaccaptable computing performance. 

Using the grids shown in fig.15, each corrector step could 
be achieved within 4 hours, whereby the resulting 
trajectory already converged after the first two predic- 
tor/corrector cycles. The final result is shown in fig. 16. 
After launch the missile is stabilized into a horizontal 
cruise attitude, whereby the bank and roll-rate of the 
aircraft are completely levelled out. The total physical 
elapsed time for the event shown in fig. 16 is about 0.9 
seconds. 

Fig. 17 shows the pressure distribution plotted as isobar- 
fields over the surfaces of the aircraft and the stores 
installed and separating. Red spots indicate high pressures 
and blue ones low pressurized zones. The third missile 
position at the bottom of fig. 17 is already outside of the 
interference field of the carriage configuration. The 
decay-function was linearized between installed position 
on the two first corrector steps. 

Fig. 18 shows the plume of the missile at the end of the 
first corrector step. The red zone indicates here tempera- 
tures of approximately 250° C. The plume doesn't affect 
the aircraft surfaces and can be considered as non-critical. 

Finally fig. 19 and fig. 20 are showing the characteristics 
of interactions occuring at the first two positions, again 
expressed in terms of isobar fields. In contrast to fig. 17, 
an additional plane has now been considered, which 
allows a better judgement of the propagation of the 
interactions in the flow fields. 

In the present case, the aerodynamic release disturbances 
were balanced by an active autopilot, and therefore the 
effect of release disturbance remains low. This is the 
reason why the iterative strategy was so well conditioned. 
In other cases, where autopilot activity is suppressed and 
especially in such cases where the store attains high 
angles of attack and rates, more than 6 corrector steps are 
necessary to satisfy convergency. 

Concluding Remarks 

Summarizing the above, the essential message of this 
contribution consists in the proposed identification 
catalogue for common store separation strategies. 

It shall also provide ideas how to shape a new version 
according to a special problem or to tune and refine an 
already available strategy. 

As far as future trends are concerned, Pseudo-Unsteady 
Strategies will remain the dominant group of standard 
applications, whereas Unsteady Strategies combined with 
Euler Solutions on Overlapping Grids will be favorized 
for validation of standard applications and for non-trivial 

separation cases. 
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Fig. 14    Demo-Configuration: 
TORNADO with 2 Cruise 
Missiles 

Fig. 15    TORNADO Grid Topology with 
Two Overlapping Missile-Grids 
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Fig. 17   Euler based Loads (-Cp) for the 
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PRACTICAL USE OF COMPUTATIONAL FLUID DYNAMICS IN STORES CLEARANCES 

L. Bruce Simpson 
Weapon Flight Mechanics Division 

Wright Laboratory, Armament Directorate 
101 West Eglin Boulevard 

Eglin AFB FL 32542-6810 
USA 

SUMMARY 

A description in the use of Computional Fluid 
Dynamics (CFD) for Stores clearance analysis is 
provided. CFD provides an accurate assessment of 
both steady and unsteady aerodynamics needed for 
stores clearance analysis. CFD is used for store 
carriage loads and separation analysis. Results are 
shown for both types of analysis and conclusions are 
drawn regarding the future trend of CFD for stores 
clearance. 

1.0 INTRODUCTION 

Computational Fluid Dynamics (CFD) has evolved 
into a powerful analysis tool for the prediction of 
aerodynamics for weapons carriage and release from 
modern aircraft. Weapons are currently carried and 
deployed almost exclusively in the transonic flow 
regime. Transonic flows (with embedded shocks) are 
intrinsically nonlinear in nature and therefore are the 
most difficult to predict. Historically, stores clearance 
analysis has relied almost exclusively on wind tunnel 
test data for aerodynamic predictions (Ref. 1). Data 
which is very expensive and time consuming to obtain 
and is not without its own set of short comings. For 
example, the weapon separation event is a time 
dependent event requiring the relative motion between 
multiple bodies and unsteady transonic aerodynamics. 
Due to testing limitations wind tunnels simulate the 
weapon separation event in a quasi-steady mode. That 
is the store aerodynamic loading is measured, the 
forces and moments are applied to a 6-DOF simulation 
to predict the next position of the store and new set of 
aerodynamic forces and moments are measured. The 
system is considered quasi-steady since the angle-of- 
attack of the store is adjusted to partially account for 
the vertical velocity of the store. CFD has the benefit 
of being able to accurately simulate the entire time 
dependent problem including the unsteady transonic 
aerodynamics. 

CFD provides a method for determining the 
interference aerodynamics between aircraft and stores. 

Due to the highly non-linear aspects of the 
aerodynamics and the fact that aerodynamics is a 
critical aspect of stores clearance analysis (Fig. 1), 
CFD has become a critical store clearance tool. 
Definition of the interference aerodynamics and the 
surrounding flowfield is of extreme importance. 

Computational Fluid Dynamics provides many 
advantages over other prediction methods and over 
wind tunnel testing. CFD with current numerical 
algorithms such as Total Variations Diminishing 
(TVD) are quite capable of accurately modeling 
nonlinear flows. They are capable of modeling the 
viscous effects for weapon separation and provide a 
reasonable estimate for aerodynamics up to moderate 
angles-of-attack ( <_ 10 degs). CFD also provides the 
user with a wealth of information regarding the flow 
field surrounding the aircraft/weapon combination. 
Data which is very useful to the designer as well as the 
flight clearance analysis engineer. For example, with 
current flow visualization techniques one might 
observe an otherwise unnoticed potential problem such 
as a shock impingement on a critical component of the 
store or aircraft. A problem which could go 
completely unobserved during a wind tunnel test only 
to cause problems during the flight test portion of the 
flight clearance process. However, for every 
advantage there are similar disadvantages. An 
example is once wind tunnel testing is underway it is 
very easy to collect force and moment store loads data 
for many different flight conditions. Large matrixes of 
Mach, altitude, AOA, Side-slip angle are obtained 
without a great increase in time or cost. This is not 
true for CFD analysis. While CFD provides a wealth 
of information about the local flow field each new data 
point of the matrix (Mach, altitude, AOA, and Side- 
slip angle) require a new CFD solution. Therefore, to 
complete a similar test matrix would be very expensive 
and time consuming. For these reasons CFD has 
become a very important tool for store clearances 
analysis but has not and is not expected to become a 
replacement for wind tunnel and flight testing. 

Paper presented at the AGARD FDP Symposium on "Aerodynamics of Store Integration and Separation", 
held in Ankara, Turkey from 24-27 April 1995, and published in CP-570. 
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Aircraftand  Store Compatability 

Figure  1.   Aerodynamic Needs for Store Clearance Analysis 

The development of CFD as a software tool is only a 
portion of the total store clearance solution. Without 
the significant advances of computer processor 
capabilities for both Cray type supercomputers and 
very powerful graphic workstations, CFD would still 
be only a distant hope for the current stores clearance 
analyst. 

2.0 CFD TECHNIQUES 

2.1 Grid Generation. Grid generation for the complex 
configurations of aircraft and multiple stores presents 
significant and time consuming problems. Two 
seemingly quite different techniques for discretizing 
the flowfield for complex geometries have been 
developed. They are referred to as structured and 
unstructured grids. 

Unstructured grids are composed of triangles in 2-D 
and tetrahedron in 3-D and have no preferred 
coordinate directions in the grid structure. Structured 
grids are made up of rectangles in 2-D and 
quadrilaterals in 3-D with a preferred coordinate 
direction in the grid structure. Very efficient 
unstructured grid generation codes have been 
developed but due to the slower development for 
unstructured grid flow solvers in compressible 
aerodynamics, these techniques have not readily found 
their way into the stores clearance arena. A set of 
papers addressing the pros and cons for structured and 
unstructured grids for store separation analysis is 
included in Refs. 3-8. 

decomposition technique (Ref. 9) referred to as 
Chimera is often used by stores clearance engineers at 
Arnold Engineering Development Center. The 
Chimera scheme allows for grids to be developed 
surrounding each individual component of the 
configuration independently. For example, a simple 
grid surrounding a store is independent of another 
simple grid surrounding the wing (Fig. 2). The two 
grids are then placed in the proper location relative to 
one another with the store grid being entirely 
embedded within the wing grid. Linkages are 
determined to provide intergrid communication during 
flow solutions. This scheme provides not only very 
efficient techniques for simplifying grid generation, 
but also provides a unique capability for relative 
motion between the store grid and the wing grid 
without requiring grid stretching or regeneration. 

Structured grids have become the current technique of 
choice for stores clearance analysis. A domain 

Figure 2. Wing-pylon-finned store overlap grids. 
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Another domain decomposition technique referred to 
as blocked grids also allows for the configuration to be 
subdivided and grids placed in subdomain regions. 
However, blocked grids require point and preferability 
slope continuity at block interfaces (Fig. 3). Blocked 
grids do not allow for the easy manipulation of relative 
motions between grids but do, because of the 
contiguous nature of the subregions, allow for very 
efficient and accurate flow solutions across blocked 
boundaries. 

Figure 3. Blocked Wing/Pylon Store Grid System. 

Perhaps the best possible solution for stores clearance 
analysis is a combination of blocked and overlapped 
grids. Thus taking advantage of both techniques' 
advantages and minimizing the disadvantage. This 
combination of techniques has recently been applied to 
stores clearance analysis at Eglin AFB. The 
remainder of this paper will discuss this method and 
its uses for stores clearance activities by USAF. 
Blocked grids are used to provide efficient and 
accurate flow solutions for a finned store (Fig. 4). 
Note the blocked grid structure between the store fins. 
This entire blocked grid is then embedded inside a set 
of grids; one surrounding the pylon and another 
surrounding the wing. This technique provides 
several advantages: (1) Reduces the overlapped grid 
points, thereby reducing the severity of grid-to-grid 
boundary communications, (2) Provides for an 
excellent method to allow relative motion between the 
store and the wing/pylon combination, (3) Enables the 
clearance engineer to build a library of grid files that 
allow for different aircraft/pylon/ weapon loadouts to 
be built up very quickly and easily. 

Figure 4. Wing/Pylon Grid System with Finned Store 
Embedded. 

2.2 Flow Solver. While many flow solver algorithms 
have been developed and used over the years for store 
clearance analysis, the basic framework for the solver 
has remained the same for the past 7-8 years. The 
solvers are based on an implicit, finite volume, upwind 
scheme based on Roe's approximate Riemann Solver 
(Ref. 10). The basic formulation is based on obtaining 
the first-order portion of the flux from Roe's Riemann 
Solver. The higher-order contributions are based on 
Osher and Chakravarthy (Ref. 11). The algorithm has 
been documented by Whitfield et al. in Ref. 12. This 
algorithm is described in such a manner to be applied 
to the Euler Eqs. This is not considered a severe 
restriction since a large portion of the store clearance 
work is, by necessity, at low to moderate angles-of- 
attack and is therefore by its very nature, not a viscous 
dominated flow. However, for those instances when 
viscous effects are important, (i.e., high angle-of- 
attack or weapons bay carriage/separation) a Navier- 
Stokes solver has been developed (Ref. 13 and 14). 

2.3 Stores Clearance Code. ACFDcodefor 
predicting compressible aerodynamics for stores 
carriage and separation analysis has been developed by 
Belk (Ref.15). The code referred to as BEGGER code 
is based on the use of combinations of blocked and 
overlapped grids and contains a flow solution 
algorithm based on Roe's Reimann Solver. The code 
was designed with the stores clearance analyst in 
mind. Inputs from the user are minimized for a 
complex configuration such as an F-15, and an AGM- 
130 weapon. The code automatically determines all 
intergrid connectivity and regions of one overlapped 
grid which is inside a solid body of another grid. 
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These inputs can, in other overlapped grid codes, 
require thousands of lines of input to correctly 
annotate all necessary intergrid communications. 
BEGGER requires, as inputs, only: (1) Good Grids, 
(2) Physical Boundary Conditions (i.e., no slip), (3) 
Flow Solver Parameters (i.e., CFL number, Mach 
number, angle-of-attack, etc.), and (4) Specification of 
Required Outputs. Without this capability, it is not 
practical for the stores clearance analyst to use CFD as 
a tool. Prior to this development, the CFD portion for 
clearance analysis was performed by a CFD specialist 
and the solution then passed to the clearance analyst. 

3.0 RESULTS 

The practical use of CFD for stores clearance analysis 
is presented below in several examples. 

3.1 F-16/Finned Store Verification (Ref. 16). 
Verification of the accuracy of aerodynamic data 
provided by CFD is of obvious concern since flight 
safety issues are involved. This example was a test 
case to present the accuracy of CFD to predict the flow 
field surrounding a configuration, surface pressured 
distribution, and the force and moment coefficients 
acting on the bodies. The configuration consisted of 
an F-16 with 370-gallon fuel tanks on stations 4 and 6 
and a generic finned store (2000 lb class weapon) on 
stations 3 or 7. The configuration is shown in Fig. 5. 
The configuration was tested in the 4-T wind tunnel at 

Arnold Engineering and Development Center (AEDC) 
for the store on station 3 in a carriage only mode. The 
finned store was a metric body with pressure taps 
along the body and over the fins. Pressure 
measurements were obtained every 10 degrees 
circumferentially around the body and at 8 different 
span locations on the fins. (Fig. 6.) 
The CFD solutions used 23 overlapped grids and 
approximately 3.1 million grid points to model the 
configuration. Wind tunnel data and CFD 
calculations were compared for a typical carriage 
condition for the F-16 and a 2000 lb class weapon at 
Mach 0.95 and 4 degrees angle-of-attack. Fig. 7,. 
shows the surface pressure contour maps for the finned 
store. The surface contours are color coded to match 
the CFD solutions. The pressure port colors are coded 
to match the wind tunnel data. Figs. 8 and 9 show a 
good comparison with CFD pressure distributions and 
wind tunnel data, with the exception of the Euler 
calculations over predicting the expansions as one 
would expect near the flow separation regions around 
fin trailing edges and store boattail regions. However, 
Figs. 10 and 11 show fair agreement between the CFD 
solutions and wind tunnel integrated force and 
moment data. The data shows CFD easily predicting 
forces to within engineering requirements but with 
slightly larger than hoped for errors in predicting the 
aerodynamic moments. In either case, most CFD 
solutions are within acceptable error bounds for 
comparisons wind tunnel data. 

Figure 5. Embedded Grid System for F-16. 



2-5 

Figure 6. Pressure Measurement Locations for Wind Tunnel Test. 

Figure 7. Surface Pressure Contours for Store. 
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3.2 Pressure Port Analysis. (Ref. 17). 

One of the great benefits of CFD as applied to stores 
clearance is to provide data on incremental changes to 
a configuration. Often times, the use of CFD to 
predict the actual aerodynamic coefficients such as lift 
coefficient or pitching moment are suspect due to 
questions about grid sizes, turbulence models, 
simplifications to a configuration, and many other 
possible questions. However, CFD has been shown to 
be extremely capable of predicting increments to 
aerodynamic coefficients. This capability has been 
demonstrated several times including analyzing wing 
attachment modifications for a missile, removal of a 
spacer between a bomb unit and a solid rocket motor, 
and a review of the effects of a battery firing device 
(BFD) pack and a lanyard guide (Ref. 17) to the 
localized flow and the pressure measured at a nearby 
pressurt port. See Fig. 12. The canard controlled 
munition was modeled using a four-block C-0 grid 
scheme, with one block between each canard. The 
(BFD) was modeled with an O-H grid embedded in the 
overall four-block grid for the nose section of the 
munition. And the lanyard guide was modeled using a 
C-H grid embedded in the four-block grid. The battery 
firing device grid is shown in Fig. 12. The use of the 
BEGGER flow solver to easily allow the insertion of a 
small device such as the BFD into a previously built 
grid system was a major contribution to the success of 
the analysis. The inclusion of the BFD and lanyard 
grid required only a few man-hours. Building a new 
grid for the munition and the BFD/lanyard 
combination would have required many man-weeks. 

The BEGGER flowsolver was used to develop 33 
separate solutions, varying Mach numbers, angle-of- 
attack, roll angle, and fin deflection angles. The entire 
analysis was completed in less than three weeks. 
These results could not have been obtained without the 
user friendly environment of the BEGGER flow solver. 

3.3 F-16 and ECM Pod Carriage Analysis. 

An example of a carriage configuration for the F-16 is 
shown in Fig. 13. This configuration consisted of an 
F-16 with 370 gal fuel tank on station 4, an ECM pod 
on station 3, and an AIM-9 missile on station 2. The 
wing-tips for this case were clean. The flight 
clearance questions centered around the ECM pod and 
questions about its own structural integrity to 
withstand the rigors of high-g flight on the F-16 wing. 
This particular areo shell was not designed for 
carriage on the F-16. The loads engineer, in order to 
provide a proper flight clearance analysis, needed for 
some information regarding the aerodynamic load 
distribution along the pod body. This load distribution 
was then used as inputs to store loads code to compute 
the total loads (aerodynamic and inertial) distribution 
which was then used to provide a critical path 
structural analysis. The structural analysis searched 
for insufficient safety margins in the stress levels 
computed in the body. The CFD code was used to 
provide the aerodynamic pressure distribution for the 
configuration at several Mach numbers and angles-of- 
attack. The surface pressure contour map in Fig. 13. 
Shows the pressure contours for Mach 0.95 and zero 

F*irix*^ »evlce 

Figure 12. Battery Firing Device Grid Embedded in Blocked Grid. 
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Figure 13. F-16/ECM POD Pressure Contours 

degree angle-of-attack. This configuration was cleared 
for flight without any additional wind tunnel test data. 

3.4 F-15 and AGM-130 Store Separation. 

Often times the most time consuming and expensive 
store clearance analysis to be performed is that for 
store separation.  The development of overlapped grid 
technology and the dramatic improvement of high- 
speed computers in the past few years now make CFD 
a practical tool for store separation. Figure 14 
describes the general steps involved in a CFD based 
store separation analysis (Ref. 18). After the 
overlapped grid interconnectivity is determined (Step 
1), the flow solver is turned on to obtain steady-state 
solution for the carriage conditions (Step 2). The flow 
solver is integrated with a 6-DOF simulation code to 
model store dynamics. The aerodynamic forces and 
moments computed for store carriage are used along 
with ejector forces and moments as inputs to the 6- 
DOF code to compute a new store location (Step 3). 

The CFD code updates its time by t = to + ndt where n 
is the step counter and determines new intergrid 
connectivity (Step 4). The flow solver then updates 
the flow solution including all the unsteady 
aerodynamic terms (Step 5). If the target location or 
step count number has been reached, the solution then 
stops or it returns to Step 3 and a new store location is 
computed by the 6-DOF and the process repeats. 

The process has recently been applied to the F-15 and 
AGM-130 separation analysis shown in Fig. 15. This 
configuration was wind tunnel tested and analyzed 
prior to flight test. The CFD solutions were obtained 
post flight test to determine if CFD could capture the 
rather severe rolling and pitching motion observed in 
flight test. The results of the analysis show that CFD 
does, indeed, capture the majority of these severe 
motions upon separation. This case was used as an 
example to demonstrate the robustness of CFD for 
store separation analysis. 

C A R R IA G E GRID   INTERCONNECTIVITY 

Figure   14.    Store   Separation   Process  (Ref.  18) 
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Figure 15. F-15 and AGM-130 Separation. 

4.0 CONCLUSIONS 

CFD has been developing over the past decade until it 
is now a major player in stores clearance analysis. It 
is used on a daily basis for analyzing incremental 
changes to know configurations. It is also used 
regularly for carriage analysis where it provides to the 
loads engineer, the installed distributed aerodynamics 
for the configuration. This data is then used to obtain 
total loads and then provide structural analysis of 
critical paths for store or aircraft structural integrity. 
Finally, CFD is becoming a common player in the 
store separation problems. Here, CFD codes are 
coupled with 6-DOF simulations for store dynamics 
and the combination provides unsteady separation 
analysis. Unsteady in the terms of including all the 
unsteady aerodynamics of the problem. In the future, 
as computing power continues to increase and flow 
solvers improve, CFD will become the major provider 
of unsteady aerodynamics for flutter and dynamic 
response analysis. Indeed, CFD will provide the' 
aerodynamics for all the phases of store clearance 
analysis (Fig. 1) and provide that data based on first 
principles and in a timely and affordable manner. 

and to Ms. Cherry Filer for the preparation of this 
paper. 
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UNE NOUVELLE METHODE CHIMERE POUR LE 
CALCUL DE MISSILES EN POSITION D'EMPORT 

J.-P.GUIybojuf* 
AEROSPATIALE-MISSILES 

Annexe des Gätines 
91370 Verrieres-le-Buisson 

France 

RESUME 

Le principe des mdthodes d'incidence locale utilisdes ä 
AEROSPATIALE-MISSILES pour les 6tudes de largage 
est pr6sent6. Leurs limites sont mises en Evidence. Pour 
cette raison, elles sont compl6t6es par des simulations 
num6riques de l'dcoulement autour de la configuration 
avion-missile qui reposent sur la resolution des equations 
dEuler. La principale difficulte' d'un calcul de ce genre est 
de cröer les maillages. La technique chimfcre est utilisee 
pour la contourner. Le principe de la premiere möthode qui 
hit d6velopp6e, appe!6e M6thode Chimere par 
Recouvrement (MCR), est rappeld. Elle s'inspire tres 
largement de celle pr6sent6e par Benek et al.. Elle a 6t6 
utilisee pour simuler le largage d'un missile ASMP sous un 
Mirage 2000. Cependant, des problemes apparaissent 
lorsque le missile est en position d'emport ou tres proche de 
l'avion. C'est pourquoi une nouvelle möthode, appel6e 
Methode Chimere par Troncature (MCT), est d6veloppee. 
Son principe est expose\ avec le souci de preciser ce qui la 
distingue de la MCR. Elle a 6galement des inconvenients. 
Une troisieme m6thode, appel6e Methode Chimere Mixte 
(MCM), est crdee. Elle mdlange la MCR et la MCT, de 
facon ä ne conserver de chacune de ces möthodes que ses 
avantages. La MCT est validöe sur un cas 2D. L'6tude d'une 
configuration 3D, qui peut repr6senter un missile en 
position d'emport, montre que la MCM donne des resultats 
bien meilleurs que ceux obtenus avec la MCR. 

1. INTRODUCTION 

1.1. Rappels sur les techniques de calcul simples 
utilisees pour les etudes de largage 

Parmi les m6thodes utilisöes ä AEROSPATIALE- 
MISSILES pour prddire les phdnomenes aerodynamiques 
qui apparaissent au cours du largage d'un missile sous un 
avion de combat, seules celles qui reposent sur une 
approche quasi-stationnaire et ne sont pas purement 
exp6rimentales sont presentees dans cet article. Leur 
principe est le suivant: ä chaque position du missile, on 
determine par un calcul statkranaire les efforts qu'il subit et 
on en d6duit son emplacement. 

On peut ne calculer les efforts que pour les positions du 
missile rencontrdes au cours de la trajectoire (approche 
trajectographique). On peut egalement les determiner pour 
un certain nombre de positions qui couvrent l'espace que 
balaie le missile sous l'avion; les efforts que le missile 
subit pendant sa trajectoire sont alors obtenus par 
interpolation dans cette base de donndes (approche grille). 
Par rapport ä l'approche trajectographique, l'approche grille 
a l'inconvenient d'introduire, par l'interpolation, une source 
d'erreur suppl6mentaire. Son avantage est de permettre 
d'6tudier de tres nombreuses trajectoires et de faire des 

etudes de sensibilite (modification du calage du missile, des 
forces d'ejection, des moments d'inertie, etc.) ä un coüt 
beaucoup plus faible. Elle est couramment utilisöe ä 
AEROSPATIALE-MISSILES. 

Les mdthodes d'incidence locale ont 6t6 les premieres 
employees pour obtenir les efforts dans le cadre de cette 
approche (fig. 1). Nous presentons leur principe dans le 
paragraphe suivant. 

1.2. Principe des methodes d'incidence locale 

Soit C un coefficient a6rodynamique. Une methode 
d'incidence locale peut Stre decomposee en 7 Stapes: 

(1) On simule numeriquement l'6coulement autour de 
l'avion seul dans les conditions du largage, en resolvant les 
equations du potenüel ou les equations dEuler (idem pour 
(2)). On en d£duit les valeurs extremes du Mach, de 
l'incidence et du derapage locaux rencontrees sous l'avion. 
On v6rifie que les angles locaux sont suffisamment faibles 
pour que les formules lin6aires utilis6es en (6) soient 
valides. 

(2) On simule numeriquement l'dcoulement autour du 
missile seul pour diffßrents Mach Mk choisis ä I'mtorieur de 
l'intervalle d&ermine' en (1). Pour chaque Mb on fait les 
calculs suivants : a ^ 0 et ß = 0, a = 0 et ß * 0, et 
eventuellement a = 0 et ß = 0. 

(3) On decompose le missile en elements Ei. Pour chaque 
Mk, le premier et le deuxieme calculs permettent d'obtenir 

Ca(Mk) et Cß (Mk), denvees par rapport ä a et ß de la 
valeur locale du coefficient C sur Ei; le dernier calcul 

donne, lorsque c'est ndcessaire, Co (Mk) (valeur locale du 
coefficient ä incidence et derapage nuls). 

(4) On note & le centre de gravite" de E*. Le Mach, 
l'incidence  et  le  d6rapage  locaux  en  Gi,   not6s 
respectivement MJ, d, et ß*, sont obtenus soit directement 
par le calcul, soit par interpolation dans le champ de 
l'avion. 

(5) On peut calculer la valeur locale du coefficient C ä 
incidence et derapage nuls en Ö, ainsi que ses denvees par 
rapport ä a et ß en interpolant dans les valeurs calculees au 
(3): 

Co(Mj) = XakCo(Mk), 
k 

^(M'^ZakCUMk), 
k 

3(M]') = IakCJp(Mk). 

* Doctorant ä l'ONERA 

Paper presented at the AGARD FDP Symposium on "Aerodynamics of Store Integration and Separation", 
held in Ankara, Turkey from 24-27 April 1995, and published in CP-570. 
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oü les ak sont des coefficients d'interpolation. 

(6) On d6duit de (5) la valeur du coefficient en Ö en 
utilisant la fonnule lineaire: 

d (Mj, aK&) = (?o (Mj) + a> et (Mj) + ßj Cß (MJ). 

(7) Le coefficient sur le missile en presence de l'avion est 
donng par: 

Cmtalto = X^C,Wa,»Pl 

oü les k> sont des coefficients de correction qui tiennent 
compte des conditions locales de l'ecoulement 

Deux möthodes d'incidence locale peuvent Stre utilisees. La 
premiere consiste ä decomposer la surface du missile en 
panneaux; C represente alors le coefficient de pression. La 
seconde revient ä ddcouper le missile en tranches; C 
correspond alors aux coefficients de force. 

Les deux mgthodes ne representent cependant pas tous les 
phenomenes physiques. C'est pourquoi, dans la pratique, 
nous soustrayons ä la valeur des efforts qu'elles fournissent 
celle des efforts sur le missile seul. Cette valeur est obtenue 
par un calcul num6rique semblable ä celui de i'6tape (2); le 
Mach est 6gal ä celui de l'avion, les angles sont ceux du 
missile sous l'avion. On obtient ainsi une estimation de 
1'influence de l'avion sur la charge, que Ton ajoute ä la 
valeur des efforts sur le missile que donne l'expenence 
(approche incrementale). 

Dans la deuxieme partie, nous allons voir que les m6thodes 
d'incidence locale sont limitees. 

2. UTILISATION DE LA TECHNIQUE CHIMERE 
POUR LES ETUDES DE LARGAGE 

2.1. Limites des methodes d'incidence locale et 
avantages de la technique chimere 

Les m6thodes d'incidence locale ont l'avantage d'etre 
rapides. Leur validit6 est cependant limitee lorsque le 
regime est transsonique ou lorsque les interactions entre le 
missile et l'avion sont fortes, n est done necessaire de les 
completer par des simulations numenques de l'ecoulement 
autour de la configuration avion-missile. 

La vari6t6 des configurations 6tudiees nous conduit ä 
resoudre les 6quations dEuler et de Navier-Stokes. Les 
methodes multidomaine classiques utilisees ä cette fin ne 
sont pas adaptees aux eludes de largage car elles necessitent 
de creer un maillage volumique pour chaque position du 
missile. Avec les outils actuellement disponibles, cette 
täche est longue. C'est pourquoi nous nous sommes 
interesses ä la technique chimere. Son principe consiste en 
effet ä reporter sur les Schemas num6riques une partie des 
difficulty liees ä la realisation des maiUages. 

La technique chimere pennet de creer un maillage pour 
chaeun des 616ments d'une configuration. Ces maillages 
sont ensuite assembles, en se recouvrant mutuellement, 
pour former le maillage global, us peuvent etre realises 
ind6pendamment les uns des autres. n est possible d'en 
deplacer certains par rapport aux autres. Cet avantage rend 
la technique chimere particulierement bien adaptde aux 
6tudes de largage de missiles. 

La principale difficult6 pour les techniques multidomaine 
est de faire passer rinformation d'un domaine vers un autre. 
La technique chimere, qui appartient ä cette famille, utilise 
pour cela ce que nous appelons une condition d'influence 
(CDI). Les m6thodes chimere qui sont pr6sent6es dans cet 
article correspondent ä autant de facons de faire 
communiquer les domaines entre eux, i.e. ä autant de CDI 
differentes. 

Nous pr6sentons dans le paragraphe suivant la premiere 
mdthode chimere que nous avons d6velopp6e. 

Z2. La Methode Chimere par Recouvrement 

La premiere m6thode fut d6veloppee en coop6ration avec 
l'ONERA. Elle s'inspire largement de celle que presentent 
Benek et al.1. Elle est appelee Methode Chimere par 
Recouvrement (MCR) 2. Nous nous appuyons sur la 
figure 2 pour illustrer notre propos. Elle represente un 
missile sous un avion. Le maillage de chaeun des deux 
objets est composö de plusieurs domaines, notes ©i pour 
l'avion et ©2 pour le missile. 

Fig. 2 - Missile sous un avion. 

La presence du missile dans le maillage de l'avion oblige ä 
faire un trou dans ce dernier. Les points de ©1 situes dans 
ce trou sont appeles points masqu6s et sont exclus du 
calcul. Autour du trou, on d6finit des points interpol6s. La 
valeur du champ en ces points est interpolee dans ©2- 
L'information passe ainsi de ©2 vers ©1 par ce que nous 
appelons une condition d'influence (CDI). 

La mise en oeuvre de la MCR peut Stre decomposee en 
deux parties. Premierement, on ecrit un pr6-processeur qui 
determine les donnees chimere (points masqu6s ; points 
interpolös et donn6es d'interpolation qui leur sont 
associ6es). La plupart des problemes sont de nature 
g6om£trique. Certains sont dölicats ä rösoudre (exemple : 
un point est-il situ6 ä l'int6rieur d'un corps solide ?). 
Deuxiemement, on modifie le sch6ma num6rique afin de 
tenir compte de l'existence des points masques et des points 
interpolös et d'utiliser les donnöes que fournit le pr6- 
processeur. 

La MCR a 6t6 introduite dans le code FLU3M, que 
l'ONERA a d6velopp6 en coopdration avec 
AEROSPATIALE3. Elle peut etre employee pour resoudre 
les Equations d'Euler ou de Navier-Stokes. Elle a 6t6 
utilisee en Euler pour 6tudier le largage d'un missile ASMP 
sous un avion de combat Mirage 2000, pour differentes 
positions du missile 2 (fig. 3). Nous avons pu v6rifier sur 
cet exemple que le prix ä payer pour reporter sur les 
Schemas numöriques une partie des difficultes liees ä la 
realisation des maillages est faible en comparaison du coüt 
d'un calcul stationnaire. 

Nous allons voir cependant dans la troisieme partie que la 
MCR n'est pas adaptee au cas oü le missile est en position 
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d'emport ou ties proche de l'avion. Cela nous a conduit ä 
d6velopper de nouvelles m6thodes chimere. 

3. NOUVELLES METHODES CHIMERE 

3.1. Limites de ia Methode Chimere par Recouvrement 

Nous reprenons sur la figure 4 l'exemple de la figure 2. 
Consid6rons le point A. La valeur du champ en A est 
interpolee ä partir des valeurs aux points Mj, qui fonnent ce 
que nous appelons la molecule d'inteipolation de A, notee 
SWA. 

• point 
masqud 

O point 
interpol6 

- - maillage de 
l'avion (Hi) 

— maillage du 
missile (2)^ 

Fig. 4 - Limites de la MCR. 

On dit que A est orphelin parce que MK contient des points 
masqu6s (M3 et M4). La valeur du champ en ces points n'a 
pas de signification physique puisqu'ils sont exclus du 
calcul. II faut done les faire disparaitre de MA. Le 
traitement que nous proposons est destin6 uniquement ä 
faire tenir les calculs. n n'est pas precis. Nous notons Cj le 
coefficient d'interpolation associ6 a Mj. Les nouveaux 
coefficients sont d6finis par: 

cj = ci + ££±^4 C2 = C2 + ^i-^,« = 0 et öt= 0. 
2 2 

On dit egalement que A est d6gener6 parce que MK contient 
des points qui sont eux-mSmes interpoles dans ^ (Mi et 
M2). Cela signifie que 1'information fait la navette entre 1\ 
et ©2- La vitesse de convergence et la precision des 
r6sultats peuvent ainsi Stre degradees. 

Ces deux problemes apparaissent lorsque le missile et 
l'avion sont proches Tun de l'autre, et tout particulierement 
lorsqu'ils sont en contact n est possible de les contoumer 
en cr6ant ou en modifiant les maillages de facon qu'il n'y en 
ait qu'un seul qui fasse un trou dans l'autre (fig. 5). 

point 
masque' 

point 
interpol6 

maillage de 
l'avion (Cj) 

maillage du 
missile ((D^ 

Fig. 5 - Contournement des difficult^ Utes ä la MCR. 

Cependant, ce n'est pas toujours facile ni commode. C'est 
pourquoi nous avons developp6 une nouvelle möthode 

chimere, dont nous exposons le principe dans le paragraphe 
suivant. 

3.2. La Methode Chimere par Troncature 

La Methode Chimere par Troncature (MCT) consiste ä 
calculer les points situds autour des trous au lieu de les 
interpoler. Cela revient ä d6finir une nouvelle CDI. Nous 
allons la präsenter ä partir de l'exemple de la figure 6, qui 
represente un corps solide superpos6 a un maillage. 

Fig. 6 - Corps solide superpose" ä un maillage. 

Si on utilise la MCR, les points 1 ä 3 sont masqu6s, les 
points 4 et 5 sont mterpol6s dans un autre maillage et le 
schema num6rique du second ordre en espace calcule le 
point 6 (fig. 7). 

Fig. 7 - Principe de la MCR. 

Si on utilise la MCT, les points 1 et 2 sont toujours 
masques. Le schema calcule les points 3 ä 6 (fig. 8). D faut 
pour cela prendre en compte certaines modifications aux 
points 3 et 4, appel6s points coup6s. 

Fig. 8 - Principe de la MCT. 

La figure 9 represente la cellule de contröle d'un point 
coup6. La face 1 est dite masqude. Les faces 2 et 4 sont 
dites coupees. On d6finit une face solide, qui porte le 
numero5. 

Fig. 9 - Cellule de contröle d'un point coupd. 

La mise en oeuvre de la MCT peut Stre decomposed de la 
mSme fagon que celle de la MCR. Les donnees chimere 
sont les suivantes: points masquds; points coupds et 
volume de leur cellule; faces masquees; faces coup6es et 
leur vecteur normal; vecteur normal aux faces solides et 
point coup6 auquel elles sont associees. L'ecriture du pr6- 
processeur fait apparattre de nouveaux problemes 
g6om6triques (exemple: intersection entre une cellule et un 
corps solide). Nous faisons quelques simplifications (voir 
fig. 10). 
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m est repr£sent6 par 

Fig. 10 - Simplifications ge'ome'triques. 

La MCT a dtd introduite dans le code FLU3M. Ce dernier 
repose sur une approche de type volumes finis. L'utilisation 
de la technique MUSCL permet d'obtenir une precision du 
deuxidme ordre en espace. Nous ne nous intdressons qu'aux 
fluides non visqueux. Nous allons presenter les 
modifications ä apporter au sch6ma numdrique pour tenir 
compte de l'existence des points coupes. On change la 
valeur du volume de la cellule de contröle de ces points et 
de la normale aux faces coupdes. On annule les pentes dont 
le calcul fait intervenir un point masqu6 et le flux ä travers 
les faces masqudes. Enfin on calcule un flux 
suppldmentaire ä travers les faces solides, appeld flux de 
paroi, pour reprdsenter le corps solide. 

H existe de nombreuses facons de calculer le flux de paroi. 
Nous exposons la plus simple, qui a servi pour faire les 
calculs presented au §4. Soit P un point coupd. Nous notons 
C le centre de la face solide qui lui est associee (fig. 11). En 
tout point d'une paroi, la vitesse est tangentielle ä celle-ci. 
En consequence, nous d6finissons le flux de paroi par 

(O, p(C) n, 0)1, oü p(C) est une valeur de la pression au 
point C. On pose: p(C) = p(P). 

Fig. 11 - Flux de paroi. 

Nous allons voir dans le paragraphe suivant que l'utilisation 
de la MCT pose des problemes, ce qui rend ndcessaire le 
ddveloppement d'une troisieme mdthode chimere. 

33. La Methode Chimere Mixte 

Le principal inconvenient de la MCR est qu'elle n'est pas 
adaptde aux cas des corps en contact ou proches Tun de 
l'autre. La MCT a trois inconvdnients. Tout d'abord, eile ne 
respecte pas la gdomdtrie exacte des corps (voir fig. 10). 
Ensuite eile peut transformer un maillage initialement 
regulier en maillage tres irrdgulier. Nous voyons par 
exemple sur la figure 8 que le volume du point 3 devient 
tres infeneur ä celui du point 4. Cela peut poser des 
problemes de stabilit6. Enfin, la MCT ne permet pas de 
traiter le cas oü une cellule de contröle est ddcomposde en 
parties disjointes (fig. 12). Ce cas se produit frdquemment, 
par exemple au bord de fuite d'une aile. 

1 
Fig. 12 - Cellule de contröle dicomposie en deux parties 

disjointes. 

Seul le troisieme inconvenient est rddhibitoire. Cela nous a 
conduit ä construire une nouvelle mdthode, appelde 

M6thode Chimere Mixte (MCM), i.e. une nouvelle CDI. 
C'est un mdlange de la MCR et de la MCT. Le principe est 
simple: on utilise la MCT localement, dans les regions oü 
les corps solides sont en contact ou proches Tun de l'autre; 
partout ailleurs, on utilise la MCR. Comme les donndes 
chimere ne sont pas les mSmes pour ces deux mdthodes, on 
introduit une region de transition (fig. 13). En construisant 
la MCM, nous avons essayd de combiner les avantages de 
la MCR et de la MCT. n est important de remarquer que 
nous n'avons pas dlimind les deux premiers inconvdnients 
de la MCT. 

MCT trans. MCR 
»*     ** 

MCR 

transition 
MCT 

Fig. 13 - Principe de la MCM. 

La mise en oeuvre de la MCM peut Stre ddcomposde de la 
meme facon que celle des deux premieres mdthodes. Le 
prd-processeur applique la MCT dans tout l'espace. Les 
donndes ainsi obtenues sont ensuite: 

- conservdes dans les regions oü les corps solides 
sont en contact ou proches fun de l'autre; 
- modifiers dans la rdgion de transition de facon ä 
Stre compatibles ä la fois avec la MCT et la MCR; 
- transformdes  partout  ailleurs,   de  facon  ä 
correspondre ä celles qu'utilise la MCR. 

On ddfinit par exemple dans la rdgion de transition des 
points qui sont ä la fois coupds (MCT) et interpolds (MCR). 
L'dcriture du prd-processeur ne fait apparaltre aucun 
probleme gdomdtrique nouveau. 

L'introduction de la MCM dans le code FLU3M ne 
ndcessite aucune modification suppldmentaire. En effet, les 
donnees chimere soit correspondent ä la MCR ou ä la 
MCT, soit sont compatibles avec ces deux mdthodes. 

3.4. La Condition de Raccord Multiple 

Nous reprenons l'exemple de la figure 2. Les points de la 
frontiere extdrieure de ©2 sont appelds points de raccord. 
On leur applique une condition aux limites qui utilise une 
valeur du champ interpolde dans 2>i. L'information passe 
ainsi de 1\ vers ©2 par ce que nous appelons une condition 
de raccord multiple (CRM). 

La CRM ne consume pas l'essence de la technique chimere. 
n s'agit toutefois d'une condition aux limites qui doit Stre 
disponible pour que l'on puisse faire des calculs avec cette 
technique. C'est pour cette raison que nous la prdsentons. 

Soit <Fw& frontiere de maillage (fig. 14). 

Fig. 14 - Principe de toute condition aux limites. 
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Nous notons B un point de calcul situ6 sur <f, F un point 
fictif associe" ä B, et 11'interface situee entre B et F. Le 
vecteur d'6tat est note U. 

Nous rappelons que le code FLU3M utilise la technique 
MUSCL, i.e. la notion de pente, pour obtenir une precision 
du deuxieme ordre en espace. Le principe de toute 
condition aux limites est le suivant: 

(1) On d6finit U(F), ce qui pennet de calculer la valeur de 
la pente au point B. On peut alors calculer la valeur du flux 
entre A et B, ainsi que celle de l'6tat ä gauche de I, notee 
U,. 

(2) On deTinit la valeur de l'ötat ä droite de J, notee U2. Les 
valeurs Ui et U2 permettent, par application du schema 
num6rique, de calculer celle du flux ä travers I, notee f. 

(3) On modifie 6ventuellement la valeur de f. 

Soit C le centre et Sj les sommets de /(fig. 15). 

Fig. 15 - Principe de la CRM. 

Le principe de la CRM est le suivant: 

(0) On calcule U(C), soit directement par interpolation dans 
un autre maillage, soit en posant: 

U(C) = 1[U{S1) + U(S2)]. 

oü les valeurs de U(Sj) sont elles-memes interpolees. 

(1) On calcule U(F) ä partir de U(C). n y a de nombreuses 
facons de le faire. Nous choisissons de poser: U(F) = U(C). 

(2)Onpose:U2 = U(C). 

(3) On ne modifie pas f . 

Ainsi ecrite, la CRM est compatible avec toutes les 
ntethodes chimere. On remarquera par exemple sur la 
figure 15 que C a 6t6 d6plac6 du fait qu'un corps solide 
recouvre 7. Cela rend la CRM compatible avec la MCT et 
laMCM. 

4. VALroATION DE LA MCT ET DE LA MCM 

Les ecoulements 6tudi6s sont stationnaires. Nous resolvons 
les 6quations d'Euler. 

4.1. Cas 2D: profit Naca0012 sous paroi 

Objectif. 
ValiderlaMCT. 

Configuration. 
Profil Naca0012 place" sous une paroi horizontale, ä une 
distance egale ä une corde. 

Caracteristiques de l'ecoulement 
M = 0,8 et ct = 0°. 

Calculs. 
(1) Calcul qui n'utilise pas la technique chimere (maillage 
represente sur la figure 16). 
(2) Calcul qui utilise la MCT. Volontairement, nous 
n'utilisons qu'un seul maillage (fig. 17). 

Convergence. 
Le calcul (1) a €\& fait avec une valeur du CFL egale ä 30. 
Pour le calcul (2), nous avons £te oblig6 de commencer ä 
CFL = 2. Nous sommes pass6 ä CFL = 3 aprfes 560 
iterations. 

Resultats. 
La figure 18 repr6sente les lignes iso-Mach dans le champ 
de l'ecoulement pour les calculs (1) et (2). Les deux calculs 
donnent des resultats identiques, sauf dans la region situee 
autour du profil. En particulier, la position des chocs est la 
mime. 

Interpretation. 
L'utilisation de la MCT cree des irr6gularites dans le 
maillage. Nous avons calcute que le rapport entre les 
volumes de la plus grosse et de la plus petite cellule de 
contröle est de 1'ordre de 107. Cela explique pourquoi nous 
rencontrons sur cet exemple les problemes 6voques au §3.3. 
Pour anteliorer la stability des calculs, on peut associer une 
petite cellule ä une cellule voisine, ou faire plusieurs 
iterations sur les petites cellules pour chaque iteration 
d'ensemble. 
La MCT pennet d'obtenir des tesultats de bonne qualite 
pour le corps auquel le maillage est adapte (en roccurrence 
la paroi). Nous faisons remarquer que la taille, dans la 
direction longitudinale, des cellules situees pres de la paroi 
est 2 fois plus importante pour (2) que pour (1). Pour le 
profil, les r6sultats sont moins bons. Cela peut venir soit du 
calcul du flux de paroi, qu'il est possible d'anteliorer, soit 
du manque de precision du maillage au bord d'attaque (voir 
la figure 17). 

4.2. Cas 3D: aile-mat-bidon 

Objectif. 
Comparer la MCR et la MCM sur un cas qui comporte des 
corps solides en contact 

Configuration. 
Bidon attaclte sous une aile par un mat. Un maillage a 6te 
cr66 pour chacun des trois corps. Nous avons represente sur 
la figure 19 les maillages surfaciques. Elle pennet de voir 
que les corps solides sont en contact. 

Caracteristiques de l'ecoulement 
M = 0,82 et a = 0° (pour l'aile). 

Essais et calculs. 
Pour l'aile seule (configuration I), nous disposons des 
tesultats suivants: 
(1) essais en soufflerie 4; 
(2) calcul multidomaine classique2. 
Pour la configuration aile-mat-bidon (II), nous disposons 
des resultats suivants: 
(3) essais en soufflerie 4; 
(4) calcul qui utilise la MCR; 
(5) calcul qui utilise la MCM. 
Nous n'avons pas pu faire de calcul avec la MCT parce que 
nous obtenions des cellules de contröle decompos6es en 
parties disjointes. 
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Donnees chimere. 
La determination des donnees chimere n'a pas pos6 de 
Probleme. Elle a necessity pour les calculs (4) et (5), des 
temps CPU comparables. Ceux-ci sont 6quivalents ä une 
dizaine derations d'un calcul implicite. Ils sont done 
n6gligeables devant le temps CPU n6cessaire pour faire 
converger un calcul stationnaire. 

Convergence. 
Pour le calcul (4), nous avons fait 1000 iterations avec un 
sch6ma implicite ä CFL = 5. Pour le calcul (5), nous avons 
6t6 oblige d'abaisser la valeur du CFL ä 3. Pour atteindre la 
convergence, 1350 iterations on 6t6 necessaires. 

Resultats. 
Nous notons CP le coefficient de pression sur la paroi de 
1'aile. Nous avons retenu deux des sections de mesure 
choisies pour les essais (fig. 20). Les distributions de 
cn,«PiCitMCR etCnwcM (configuration n: aUe-mat-bidon) 
dans les sections 4 et 5 sont repr6sentees sur les figures 21 
et 22. II y a des 6carts entre les calculs et les essais. Ceux-ci 
sont cependant moins importants pour le calcul (5) que 
pour le calcul (4). 
La figure 23 repr&ente la distribution d'une grandeur notee 
ACp, qui pennet de connaitre rinfluence sur l'aile du mat et 
du bidon et est döfinie par: 

■ y~\exp _ /-il,exp     AKfixp 
L\\^P    — l^p       ~ y^p      , 

A ^MCR _ j-J.calcul    nUMCR 
Al^p       — v^p - \^p , 

A nMCM _ ,~,I,calcul    nTIMCM 
Al^p        — l^p - v^p 

Les courbes qui decrivent les distributions de ACp*p et 
ACJ!1™ sont tres proches l'une de l'autre. La variable 
ACp*01 reste voisine de z6ro, sauf au bord d'attaque de 
l'aile. 

Interpretation. 
Les 6carts observes entre les essais et les calculs sur les 
figures 21 et 22 (variables CP) sont dus au fait que la 
simulation num6rique ne prend pas en compte les effets 
visqueux. Cela explique pourquoi, ä l'extrados de l'aile, oü 
la presence du mat et du bidon ne modifie pas l'ecoulement, 
les rösultats que donnent les calculs sont differents des 
rdsultats expenmentaux. La comparaison entre le calcul (2) 
et les essais (1) confirme cette analyse2. 
Pour cette raison, nous pröfdrons etudier les variables ACP. 
Elles permettent de connaitre rinfluence du mat et du bidon 
sur 1'aile. Les essais montrent que celle-ci se traduit par une 
baisse de la pression ä l'intrados (fig. 23). Comme la 
pression k l'extrados n'est pas changee, la portance de 1'aile 
est diminuee. On ne retrouve pas ce pbinomene avec le 
calcul (4). Tout ce passe comme si 1'aile ne voyait pas le 
mat et le bidon. La seule explication que nous ayons 
trouvee ä cela est la presence de tres nombreux points 
orphelins et d6g6n6r6s. L'utilisation de la MCM ameiiore 
beaucoup les rösultats. Les calculs (2) et (5) permettent de 
pr6dire correctement rinteraction entre les differents corps. 

Celles-ci sont r6alisees sur des maillages structures ä 1'aide 
de la technique chimere. La premiere methode chimere 
d6veloppee pour les etudes de largage n'est pas adaptee au 
cas oü le missile est en position d'emport ou tres proche de 
l'avion. Les calculs effectues sur la configuration aile-mat- 
bidon le montrent. Une deuxieme methode est d6velopp6e 
dans le but de pouvoir simuler ce genre de configuration. 
Elle donne de bons r6sultats en 2D, pres du corps auquel le 
maillage est adapts; autour de l'autre corps, qui ne possede 
pas de maillage, les resultats sont moins bons. Cet 
inconvenient n'est pas rddhibitoire pour une etude de 
largage, puisque chaeun des deux corps a son propre 
maillage. L'exemple de la configuration aile-mat-bidon 
montre cependant que la deuxieme methode ne peut pas 
Stre utilisee seule lorsque la definition g6om6trique des 
corps est complexe. On se heurte en effet ä la pr6sence de 
cellules de contröle d6compos6es en parties disjointes, qu'il 
est tres difficile de prendre en compte. Cet exemple justifie 
le developpement d'une troisieme m6thode. Celle-ci donne 
de meilleurs r6sultats que la premiere sur la configuration 
aile-mat-bidon. Combinöe avec un calcul classique de 
l'dcoulement autour de Taile seule, eile pennet de pr6dire 
correctement les interactions entre les trois corps. Ainsi, 
pour les 6tudes de largage, une approche incrementale peut 
utiliser la technique chimöre lorsque le missile est en 
position d'emport ou proche de l'avion. 
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5. CONCLUSION 

La validit6 des m6thodes d'incidence locale est limitee dans 
l'6tude des separations d'une part lorsque le regime est 
transsonique, d'autre part lorsque les interactions entre le 
missile et l'avion sont fortes. C'est pourquoi il est necessaire 
de les completer par des simulations numöriques de 
l'ecoulement autour de la configuration avion-missile. 
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Fig. 1 - ASMP sous Mirage 2000 - Methode coincidence locale. 

**JHLJP- 

Fig. 3 - ASMP sous Mirage 2000 - Calcul chimere (MCR). 
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Fig. 16 - Naca.0012 sousparoi - Maillage en H. Fig. 17- Naca0012 sous paroi - Maillage de la paroi et 
contour du profil. 

Fig. 18 - NacaOOH sousparoi - M = 0,8 - a = 0°- Lignes iso-Mach. Les lignes enpointilles correspondent au calcul de 
reference, les lignes pleines au calcul utilisant la MCT. 



3-9 

Fig. 19 - Aile-mat-bidon • Maillages surfaciques. 

SCHIMA    DC   l_A   MAQUCTTC    CT   POSITION 

DCS   3CCTIONS    De   MISURI 

AMjwwtr 

Fig. 20 - Aile-mat-bidon - Position des sections de mesure. 
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Figure 21 - Aile-mat-bidon - M = 0,82 - a = 0°- Distribution de Cp sur l'aile. Comparaison des resultats 
experimentaux avec les resultats chimere. 
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Figure 22 - Aile-mat-bidon - M = 0,82 - a = 0°- Distribution de Cp sur I'aile. Comparaison des resultats 
experimentaux avec les resultats chimere. 
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Figure 23 - Aile-mat-bidon - M = 0,82 -a = 0°- Distribution de ACpsur Vaile. Comparaison des resultats 
experimentaux avec les resultats chimire. 



4-1 
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SUMMARY 

Ejection as a firing mode for new missiles deve- 
loped by MATRA DEFENSE created a need for 
new developments in the simulation of the store 
aerodynamic behaviour during the separation 
phase. 

We present here four methods used in the separa- 
tion predictions, on one hand methods based on an 
experimental approach in wind tunnel: captive 
trajectories and grids, and on the other hand 
computational methods : "local flow incidence" 
method and Chimera method. 

RESUME 

Le mode de tir en ejection pour les, nouveaux 
missiles developpes ä MATRA DEFENSE a 
suscite des developpements nouveaux pour simu- 
ler leur comportement aerodynamique au cours de 
la separation. 

Nous presentons ici quatre methodes utilisees dans 
la prediction des separations, d'une part des 
methodes basees sur une approche experimentale : 
trajectoires captives et grilles, d'autre part des 
methodes numeriques : methode "incidence locale" 
et methode Chimere. 

LISTE DES SYMBOLES 

(x, y, z) : Systeme d'axes lie au missile 
(X, Y, Z): Systeme d'axes lie ä l'avion 
XR, YR, ZR : coordonnees relatives de la 

charge par rapport ä l'avion, 
l'origine est fixee ä l'emport, en 
metre 

\|/R, 9R, <j)R : angles d'Euler pour passer des 
axes avion aux axes missile, ou 
attitudes relatives de la 
charge/avion, en degre 

Coefficients aerodynamiques de la charge (pour un 
missile cruciforme les axes y et z appartiennent ä 
chacun des plans de voilure : 
Cy :       coefficient d'effort lateral 

CN : coefficient de force normale 
Cl: coefficient de moment de roulis 
Cm : coefficient de moment de tangage 
Cn : coefficient de moment de lacet 
M: nombre de Mach de l'avion 
a : incidence de l'avion (°) 
Z: altitude de vol, en ft 

1.   INTRODUCTION 

L'etude et le developpement d'un missile air-air ou 
air-sol font de plus en plus appel aux simulations 
informatiques au detriment des essais en vol. 
Ceux-ci existent toujours mais leur nombre est 
reduit pour des raisons de coüt liees ä la 
complexite croissante des materiels ä tester. 

L'adaptation du missile ä differents porteurs et la 
mise au point de la separation n'echappent pas ä 
cette regie. 

Dans ce domaine, MATRA DEFENSE beneficie 
d'une longue experience de missile air-air tires sur 
rail, pour lesquels des essais en soufflerie prelimi- 
naires et des simulations permettaient de guider les 
essais en vol couvrant tout le domaine de tir. 

Aujourd'hui, un nouveau mode de tir est utilise 
pour les deux missiles MICA et APACHE : rejec- 
tion contrölee par le pilote du missile. Par rapport 
ä un tir sur rail, les etudes liees ä une ejection sont 
notablement plus complexes en raison du plus 
grand nombre de parametres ä gerer lie ä la confi- 
guration de l'avion (proximite des reservoirs 
eventuels), la presence de l'ejecteur, la duree de la 
separation avant l'allumage du propulseur (cas du 
MICA), le pilotage du missile ä proximite de 
l'avion avec les contraintes de securite. 

Pour apprehender le probleme, on peut distinguer 
trois types d'etudes : 

- etude de l'emport 
- etude de la phase extraction / ejection 
- etude de la trajectoire du missile libre, pilote ou 

non 

Paper presented at the AGARD FDP Symposium on "Aerodynamics of Store Integration and Separation' 
held in Ankara, Turkey from 24-27 April 1995, and published in CP-570. 
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pour lesquelles il est necessaire de connaitre l'ae- 
rodynamique de la charge en presence de l'avion, 
fournie par trois sources de resultats : 

- la soufflerie 
- les essais en vol 
- la simulation numerique 

La soufflerie est la premiere source de resultats, 
utilisee dans les trois types d'etudes. Les essais en 
vol permettent de valider la mise en oeuvre globale 
de rejection et done la prise en compte correcte 
des perturbations aerodynamiques. Ceux-ci sont 
ainsi exploites pour restituer au mieux l'environ- 
nement aerodynamique de la charge, ce qui permet 
de valider les modeles bases sur la soufflerie, ou 
ceux bases sur la simulation numerique. Celle-ci a 
en effet ete largement developpee suivant deux 
approches paralleles de complexite croissante : 

- methode "incidences locales". 
- methode "CHIMERE" 

Nous presentons dans la suite les differentes me- 
thodes de simulation de l'aerodynamique d'une 
charge en presence de l'avion tireur, methodes 
qui, pour la plupart, permettent le calcul de trajec- 
toire complete du missile en ejection. 

Apres une description de ces methodes, plus 
detaillee pour les methodes numeriques, on 
presente un bilan des avantages et inconvenients 
de chacune d'elles. 

Dans un troisieme chapitre, on propose une illus- 
tration et une comparaison de ces methodes par 
des resultats concernant les etudes de rejection du 
MICA sous le Mirage 2000-5. 

2.   DESCRIPTION   DES   DIFFERENTES 
METHODES 

2.1. Trajectoires captives en soufflerie 

La trajectoire est obtenue pas ä pas en integrant les 
equations de la mecanique du vol ou les efforts et 
moments aerodynamiques sont issus des pesees de 
la maquette de la charge, en presence de la 
maquette de l'avion. 

On peut distinguer deux types de simulations : 

- simulation de charge "inerte" ou de maquette de 
missile propulsee ou non 

- simulation d'un missile pilote. 

Dans le second cas, l'echelle de la maquette (~ 
1/15e) interdit de simuler le braquage des gou- 
vernes. L'efficacite des gouvernes doit done etre 

simulee par logiciel en integrant tout ou partie du 
modele aerodynamique du missile, en plus du 
modele de pilotage, au logiciel de mecanique du 
vol pilotant les mouvements de la maquette. Ces 
ajouts peuvent necessiter des amenagements des 
moyens informatiques en soufflerie, et aussi aug- 
menter les temps d'essais. 

2.2. Methode de type grilles 

Dans ce cas, la soufflerie est utilisee pour consu- 
mer une base de donnees permettant de calculer les 
coefficients aerodynamiques de la charge en fonc- 
tion de ses attitudes et positions sous l'avion. Ce 
calcul est ainsi le resultat de l'interpolation sur 6 
parametres minimum : (XR, YR, ZR), positions 
relatives de la charge/avion, (\|/R, 9R, (j)R) angles 
d'Euler permettant de passer du repere avion au 
repere charge, ou attitudes relatives. 

En soufflerie, les mesures peuvent etre obtenues 
enrealisant des grilles elementaires suivant l'un 
des 6 parametres X, Y, Z, ou <j), 0, \\f, ou par une 
collection de points repartis dans le volume 
suppose contenir toutes les trajectoires de 
separation. 

Avant de pouvoir etre associees ä un logiciel de 
mecanique du vol pour le calcul des trajectoires, 
ces mesures doivent etre soigneusement traitees 
pour pouvoir realiser l'interpolation sur les 6 pa- 
rametres, et eventuellement des extrapolations en 
limite du domaine couvert par la soufflerie. Ce 
dernier point est resolu ä MATRA DEFENSE en 
utilisant dans la base de donnees non pas les don- 
nees brutes de soufflerie, mais les ecarts entre les 
coefficients mesures sous l'avion et ceux en 
champ libre. Les resultats champ libre peuvent etre 
mesures lors des memes essais, ou provenir d'es- 
sais anterieurs de la charge seule, ou etre fournis 
par le modele aerodynamique de la charge, ce qui 
offre le plus de souplesse pour le calcul des ecarts. 
II suffit alors d'annuler les ecarts ä l'exterieur du 
domaine couvert par la soufflerie pour calculer de 
facon continue des trajectoires completes de sepa- 
ration. 

Les coefficients aerodynamiques utilises dans ces 
simulations sont done la somme des coefficients 
fournis par le modele champ libre de la charge et 
des ecarts interpoles dans la base de donnees issue 
des grilles de soufflerie. 

Methode d'interpolation dans les grilles 

La methode utilisee separe les parametres en deux 
series: 
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- les parametres spatiaux : XR, YR et ZR 
- les angles d'Euler : \|/R, 9R, 0R 

Pour les parametres spatiaux, on se ramene au cas 
elementaire d'un maillage parallelepipedique, en 
construisant un tel maillage qui englobe le 
domaine couvert par les mesures, et en projetant 
les donnees dessus, cf. figure n° 1-b. Pour les 
grilles obtenues en supersonique, un traitement 
particulier est prevu pour respecter les forts 
gradients induits par la traversee des chocs issus 
de l'intrados de l'avion (nez, entree d'air, bidon 
ventral, ...)• 

Etant donnee l'orientation oblique de ceux-ci par 
rapport aux directions de projection, Y ou Z du 
maillage, on essaie d'effectuer l'interpolation 
suivant une direction perpendiculaire ä la direction 
du choc. Le nombre de points du maillage dans les 
directions Y et Z est egalement augmente. 

Avant de realiser l'interpolation en X, Y, Z, 
l'interpolation en \\r, 0, 0 est realisee aux 8 
sommets de la cellule contenant la position de la 
charge. A cet effet, on construit en chaque point 
X, Y, Z du maillage une "fonction" des 3 angles 
d'Euler qui depend du nombre de triplets (\|/, 6, 0) 
disponibles en ce point. Le nombre minimum est 
4, le nombre moyen est de l'ordre de 6, et le 
nombre maximum peut depasser 30 dans les cas 
ou les mesures ont ete realisees par des variations 
continues de <|>, 6 ou \|/. 

Dans le cas du MICA par exemple, les mesures en 
soufflerie ont evolue vers des acquisitions avec 
une variation continue de X, ä differentes posi- 
tions (Y, Z) predefinies et pour une serie de 7 
triplets (\|i, 8, 0) encadrant les attitudes du missile 
en empört: 

- la richesse des points en X permet de restituer 
les maxima rencontres ä la traversee des chocs, 
en supersonique, 

- le nombre plus restreint de triplets (\|/, 0, 0) 
suppose que l'on peut interpoler suivant chaque 
angle independamment des deux autres. Cette 
simplification est neanmoins corrigee dans le 
cas d'un missile cruciforme par les considera- 
tions de symetrie : dans un systeme d'axes 
fixes les coefficients aerodynamiques du 
missile sont inchanges par une rotation en 0 

K 
d'angleky , k = 1, 2, 3,... 

Pour les coefficients d'efforts Cy et CN en axes 
missile, on peut ainsi proposer une modelisation 

en 0 du type: 
Cy = A3 sin 3 0   + B3 cos 3 0 + A5 sin 5 0 

+ B5 cos 5 0 
CN = - B3 sin 3 0 + A3 cos 3 0 - B5 sin 5 0 

+ A5 cos 5 0 

pour laquelle il suffit de connaitre 2 positions dif- 
ferentes en 0, 01 et 02 tels que I 01 - 02 I < 90°, 
pour calculer les 4 coefficients A3, B3, A5 et B5. 

La meme formulation est utilisee pour les coeffi- 
cients de moment Cm et Cn. 

2.3. Methode numerique Euler + "incidences 
locales" 

2.3.1. Description general.? 

C'est une methode originale developpee ä 
MATRA DEFENSE depuis quelques annees et 
largement utilisee dans les etudes de separation du 
MICA sous le Mirage 2000-5. Elle est basee sur la 
mise au point d'un modele aerodynamique du 
missile qui prend en compte des vitesses non 
uniformes le long de son axe pour restituer les 
coefficients aerodynamiques de celui-ci dans le 
champ perturbe de l'avion. 

En separant le calcul des perturbations de vitesses 
dues ä l'avion de celui des coefficients aero- 
dynamiques de la charge en presence de celui-ci, 
on simplifie le probleme en negligeant les 
interactions mutuelles entre la charge et l'avion. 

On verra que cette hypothese n'est pas trop 
penalisante dans le cas de missile de faible encom- 
brement comme le MICA des que le missile s'est 
quelque peu separe de l'avion. 

Le champ de perturbations du ä l'avion est decrit 
par les 3 composantes de la vitesse locale et la 
densite de l'air (u, v, w, p), issus d'un calcul 
numerique mettant en oeuvre le code Aerolog (ref. 
4) developpe ä MATRA DEFENSE dans sa 
version Euler et un maillage de l'avion sans la 
charge. 

On peut faire un parallele avec la simulation en 
soufflerie en comparant le moyen d'essais : 
soufflerie + maquette avion ä la simulation 
numerique Euler, et la pesee de la maquette ä la 
mise en oeuvre du modele "champ perturbe" qui, 
comme la pesee, permet de restituer les 
coefficients aerodynamiques de la charge. 
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Pour le calcul des trajectories, la procedure 
ressemble ä celle decrite precedemment, en 
remplacant le modele aerodynamique "champ 
libre" par le nouveau modele appele modele 
"champ perturbe", et les grilles de soufflerie par la 
grille de vitesse Euler. On peut noter que 
l'interpolation dans la grille de vitesse Euler est 
considerablement allegee par rapport ä celle mise 
en oeuvre precedemment puisqu'il n'y a que les 3 
coordonnees spatiales (X, Y, Z) de la charge ä 
considered 

Cette interpolation est par ailleurs simplified par 
l'utilisationd'une grillecartesienneenXYZäpas 
constant, identique dans les 3 directions. Les 
etapes du calcul se resument done suivant le 
processus suivant: 

- calcul Euler du champ complet autour de 
l'avion avec les eventuelles charges fixes type 
bidon (s). On porte un soin particulier au 
maillage de l'intrados ou va evoluer le missile 
ejecte. 

- projection des resultats du calcul Euler sur une 
grille cartesienne (parallelepipede parallele aux 
axes avion), dont le volume englobe toutes les 
trajectoires de separation, cf. figures n° 3-a et 
3-b. 

- simulations en boucles fermees : calcul de 
trajectoires avec un logiciel de mecanique du 
vol, integrant eventuellement le pilotage du 
missile, 
ou simulations en boucles ouvertes : on impose 
dans ce cas la trajectoire et les attitudes du 
missile pour restituer un tir, effectuer des 
comparaisons avec des mesures en soufflerie, 
ou bien analyser des points particuliers. La 
figure 4-b presente des calculs en boucle 
ouverte sous forme d'ecart entre le coefficient 
Cm en champ perturbe et le Cm en champ libre, 
dans le plan d'ejection. Les incidences locales 
sont visualisees sur la figure 4-a. 

2.3.2. Description..d.U.. modele.. .aerodynamique 
"champ, perturbe'.' 

Le but d'un tel modele est de pouvoir restituer 
revolution des coefficients aerodynamiques de la 
charge en fonction des perturbations de vitesse 
induites par l'avion, et egalement representer le 
plus fidelement 1'aerodynamique en champ libre 
puisqu'il remplace le modele "champ libre" dans 
les simulations. 

Un tel modele a ete mis au point pour le missile 
air-air MICA developpe ä MATRA DEFENSE. 

La base de depart est le modele aerodynamique 
champ libre du missile, dans lequel le calcul des 

efforts est decompose suivant des troncons ou des 
elements specifiques du missile. 

On distingue ä cet effet: 

- l'ogive et le troncon cylindrique en avant des 
ailes 

- le troncon portant les ailes 
- les 4 gouvernes modelisees separement 

Sur chaeun des troncons, une loi de repartition de 
la portance suivant x a ete definie. Cette loi de 
repartition est issue des theories simplifiees type 
"theorie des corps elances" et de l'experience 
acquise sur les configurations de missile ä ailes 
longues developpees ä MATRA DEFENSE. Pour 
chacune des gouvernes, on utilise le concept 
d'incidence equivalente pour calculer la portance et 
prendre en compte simultanement l'ecoulement 
potentiel, les interactions liees au sillage 
tourbillonnaire des ailes, et les interactions dues 
aux gouvernes voisines. 

Integration de la portance: 

La formulation utilisee pour l'integration de la 
portance qui prend en compte les variations de 
l'incidence locale est du type : 

(1)   CN = 

/.- 

dCNa (x) 
(x).—^—.dx 

/. 

I n»r      /   \     ^ (X) +   I     CNa (x). —r^. dx dx 

dans laquelle: 
a (x) est fournie par le champ de vitesse 

(a = atg (-)) 

dCNa (x)     ......    .     ..     . 
 j traduit la loi de repartition de portance ; 

cette loi est approximee par des fonctions lineaires 
par morceaux, sauf pour l'ogive 

™    ,N      i     dCNa (x) A CNa (x) = |      r, dx 
/ 

dx 

da (x) .      ,    , ,    . 
—j— est fournie aussi par le champ de vitesse, 

ä partir de a (x). 
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Ceci peut aussi etre ecrit dans le plan (x, y) en 
v 

remplacant CN par - Cy et a par ß = atg -. Le 

calcul des coefficients de moment Cm et Cn s'en 
deduit immediatement en ajoutant le terme (x - xg) 
souschaque signe J. 

La formulation (1) est derivee de l'expression 
L 

CN= |     ^f^.dx dans laquelle CN = CNa. a 

/. 
qui suppose une variation lineaire du Cz avec a. 

Lorsque ce n'est pas le cas, on ecrit le CN sous la 
forme: 
CN = CNo + CNa (ao). (a - ao) 
en linearisant celui-ci autour de l'incidence ao, qui 
sera l'incidence moyenne vue par le tronc^n ou 
l'element de missile sur lequel on effectue 
l'integration. 

2.4.  Methode Chimere : principe 

Pour acceder ä une meilleure precision, notam- 
ment dans le champ tres proche de l'avion, il est 
indispensable de prendre en compte les 
interactions entre la charge et le porteur. C'est ce 
que permettent les methodes Chimere. 

Un maillage specifique est cree pour chaque objet 
implique dans la simulation. Chaque maillage - 
construit independamment des autres et une fois 
pour toutes - est ainsi parfaitement adapte au corps 
auquel il est rattache. En raison de la position 
arbitraire des corps en presence - et done des 
maillages correspondants - certains noeuds d'une 
grille peuvent se trouver dans des regions solides 
d'autres grilles (points solides). Par consequent, 
ils ne doivent pas etre pris en compte lors du calcul 
de l'ecoulement. Ainsi, la technique Chimere 
introduit, dans le domaine global de calcul, des 
"trous" et des frontieres artificielles autour de ces 
"trous". 

Les communications entre maillages s'effectuent 
par l'intermediaire des frontieres artificielles 
(appelees aussi zones d'interpolation), ou les 
valeurs idoines sont interpolees d'un maillage dans 
l'autre. 

Le pre-processeur Chimere determine la nature de 
chaque point du domaine global de calcul. On 
distingue trois types de points : 

- les points masques : ils n'ont pas de significa- 
tion physique et sont ignores par le solveur 
aerodynamique, 

- les points interpoles : les grandeurs physiques 
en ces points ne peuvent pas etre calculees par 
le solveur aerodynamique car leur molecule 
numerique contient un point masque (nous 
appelons molecule numerique du point M l'en- 
semble des points qui intervient dans le calcul 
de l'etat en M par le schema numerique)1-; ces 
grandeurs sont interpolees ä partir d'un autre 
maillage ; les points interpoles forment les 
zones d'interpolation, 

- les points discretises : les grandeurs physiques 
y sont calculees classiquement par le solveur 
aerodynamique. 

II est ensuite necessaire de modifier le solveur 
aerodynamique pour tenir compte de l'existence 
des differents types de points. 

La methode ä partition (MAP), developpee par 
MATRA DEFENSE dans le cadre d'une collabo- 
ration avec l'ONERA et L'AEROSPATIALE 
MISSILE financee par le STPA/EG, est basee sur 
les travaux de Chesshire et Henshaw (Ref. 1). 
Dans cette approche, on "empile" les maillages 
suivant un ordre arbitraire. 

Tous les points d'un maillage qui se trouvent 
"sous" un maillage superieur sont masques (points 
caches), ce qui permet d'obtenir une partition 
mathematique (aux bandes d'interpolation pres) de 
l'espace de discretisation. Ainsi, les points 
masques sont les points solides et les points 
caches. L'operateur ne doit specifier que l'ordre 
d'empilement des differents maillages. Cet ordre 
est indifferent en general, sauf dans le cas de 
solides en contact. 

Le pre-processeur Chimere - entierement automa- 
tique - a ete developpe et valide pour les maillages 
tridimensionnels structures, multiblocs et en 
nombre quelconque. II est independant du solveur 
Euler et ne doit en connaitre que la taille de la 
molecule schema, qui influe sur la definition des 
zones d'interpolation. 

Tout en s'attachant ä la grande generalite et ä la 
robustesse des algorithmes, de nombreux heuris- 
tiques - pour accelerer notamment la recherche 
des points solides et des points interpoles - ont ete 
developpes, permettant d'aboutirä des temps de 

1. La molecule numerique depend du schema 
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calcul des maillages Chimere, acceptables dans le 
cadre d'une utilisation industrielle (Ref. 3). 

Typiquement, le temps d'execution du pre-proces- 
seur Chimere pour un groupe de maillages donne 
correspond ä environ la duree de cinq iterations 
explicites du solveur Euler sur ces maillages, 
sachant qu'un calcul converge necessite de 2 000 ä 
5 000 iterations. Le solveur utilise est le code 
Aerolog (ref. 4) dans sa version resolvant les 
equations d'Euler. II s'agit d'un code tridimen- 
sionnel, multibloc, structure, base sur le schema 
de Lax-Wendroff 

La methode a fait l'objet de plusieurs series de 
validations, d'abord sur des cas academiques 
(bidon sous une aile de chasseur), puis sur des cas 
industriels (ref. 2, 3). Elle est desormais utilisee 
de facon industrielle, dans le cadre de 
developpements de missiles. Cependant, dans 
l'etat actuel d'avancement du pre-processeur 
Chimere, on ne peut calculer que des points de 
grilles. Aussi, les travaux se poursuivent, afin de 
permettre de simuler des trajectoires, incluant la 
mecanique du vol et un eventuel pilote du missile. 

3.    A VANTAGES ET INCONVENIENTS DE 
CHACUNE DES METHODES 

3.1. Trajectoires captives en soufflerie comparees 
aux grilles 

L'avantage par rapport aux grilles est de fournir 
un resultat immediat. 

II y a ensuite une meilleure precision des coeffi- 
cients aerodynamiques dans la mesure ou il n'y a 
pas d'interpolation. 

Pour les grilles, le principal avantage est de pou- 
voir s'integrer au modele de simulation complet du 
missile et de permettre de simuler un nombre non 
limite de trajectoires pour : 

- optimiser les parametres de pilotage 
- etudier des cas de panne 
- etudier la sensibilite aux conditions initiales 

Les inconvenients des trajectoires captives sont ä 
l'oppose des avantages cites pour les grilles du fait 
du nombre forcement limite des simulations en 
soufflerie. On peut ajouter egalement parfois 
Vinterruption precoce des trajectoires ä cause des 
limitations en debasement du dispositif d'essai. 
Cette limitation interdit assez souvent de s'assurer 
completement de la securite d'un tir du fait que la 
trajectoire s'interrompt ä une distance proche de 
l'avion. 

Pour les grilles, l'inconvenient majeur reste lie au 
volume important de mesures ä effectuer alourdis- 
sant les essais en soufflerie. La precision dans 
l'interpolation etant directement issue du pas des 
mesures, il faut trouver un compromis, pour 
chaque cas de charge, entre un volume de grilles 
raisonnable et la precision finale requise pour le 
calcul des perturbations aerodynamiques. 

Enfin, pour ces deux methodes liees ä une appro- 
che experimentale, le dernier inconvenient 
demeure le coüt des essais en soufflerie : 

- proportionnel au nombre de trajectoires 
captives 

- proportionnel au volume de grilles : coüt initial 
eleve mais independant du nombre de 
trajectoires simulees par la suite 

3.2. Methode "incidences locales": avantages et 
inconvenients 

L'avantage de cette methode est sa grande sou- 
plesse d'emploi comparable ä l'utilisation des 
grilles dans les modeles de simulations complets 
du missile, avec en plus beaucoup moins de lour- 
deur du fait de l'absence d'essais volumineux ä 
realiser et ä traiter. On rappelle regalement qu'au 
cours d'une trajectoire, il n'y a qu'une interpola- 
tion en X, Y, Z ä faire dans la grille de vitesses du 
champ Euler. 

Un autre avantage, sur le plan de la modelisation, 
est la prise en compte exacte des vitesses relatives 
de la charge par rapport ä l'avion. On sait que cela 
est impossible en soufflerie avec une trajectoire 
captive et egalement avec la methode des grilles. 

Toujours sur le plan de la modelisation, dans le 
cas ou l'on calcule des trajectoires pilotees, on 
peut pretendre simuler avec plus de precision 
l'efficacite des gouvernes par rapport ä l'approche 
experimentale, du fait de la connaissance de l'inci- 
dence locale et de la pression dynamique locale au 
niveau de celles-lä. Ces effets peuvent etre signifi- 
catifs en supersonique ou ä grande incidence. 

Un dernier avantage - et non le moindre - est le 
faible coüt global car un seul calcul de champ de 
vitesses peut servir ä l'etude de differentes 
positions d'emport (positions' fuselages avant et 
arriere du MICA sous Mirage 2000-5, par 
exemple) et egalement differents types de charge. 

Enfin, le calcul Euler de ces champs de vitesse 
peut permettre d'etudier la sensibilite ä des 
parametres non accessibles en soufflerie ou non 
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retenus du fait du coüt des essais, comme le dera- 
page de l'avion ou le braquage de ses gouvernes. 

En regard de ces nombreux avantages, ü faut gar- 
der ä l'esprit l'inconvenient majeur lie ä la simpli- 
fication du probleme au travers de la non prise en 
compte de l'interaction mutuelle charge - avion. Le 
calcul est done moins precis pres de l'avion, 
l'erreur dependant fortement de la taille relative de 
la charge par rapport ä l'avion. C'est pour cela que 
cette methode est essentiellement prevue pour des 
petites charges comme le missile MICA. 
Cependant, pour ce dernier, si l'erreur de modeli- 
sation du champ est moindre du fait de sa petite 
taille, celle-ci rend difficile la restitution du 
moment de roulis du missile dont l'envergure est 
de l'ordre de grandeur du pas du maillage. 

Le dernier inconvenient que l'on peut citer pourrait 
etre la mise au point du modele champ perturbe, 
suivant le type de charges ä modeliser et la plus ou 
moins grande connaissance prealable de ses 
caracteristiques aerodynamiques detaillees. En 
complement de la modelisation des caracteristiques 
en champ libre, on peut utiliser l'aide du 
numerique (code Euler) pour modeliser les 
repartitions d'effort. On peut egalement verifier 
assez facilement l'effet d'un champ 
"uniformement perturbe" en imposant dans le 
calcul Euler une vitesse de tangage au missile. 

3.3.  Methode Chimere : avantages et inconve- 
nients 

Ici encore, l'avantage principal de la methode 
Chimere reside en sa grande souplesse d'emploi et 
sa rapidite de mise en oeuvre. Elle permet ainsi 
d'apprehender les problemes lies ä l'emport et au 
largage d'un missile, tres tot dans son 
developpement et avant meme que sa geometrie ne 
soit definitivement figee. Par ailleurs, eile permet 
d'explorer des regimes parfois difficilement 
accessibles ä la mesure de soufflerie (separation de 
charge en regime transsonique, par exemple) ou 
de simuler des positions relatives irrealisables 
experimentalement, en raison des limites 
techniques imposees par les montages des 
maquettes (assiette relative importante de la 
charge, etc.). Dans un avenir proche, il sera 
egalement possible de tenir compte de la vitesse 
relative du missile par rapport ä l'avion. Enfin, il 
est facile de simuler n'importe quel missile sous 
n'importe quel avion, des lors que l'on possede 
un maillage de chacun. 

Par ailleurs, la methode Chimere ne necessite 
l'elaboration d'aucun modele aerodynamique du 
missile, mais la precision de ses resultats est 
directement liee ä celle du calcul Euler. Par 

consequent, il peut etre necessaire de recaler les 
coefficients du missile calcules dans le champ 
perturbe de l'avion, par un calcul en champ libre et 
de ne considerer ainsi que des differentiels de 
coefficients. Les resultats Chimere presentes dans 
le paragraphe 4 sont bruts : ils n'ont pas ete 
recales de la sorte. 

On notera que les Chimeres permettent aussi de 
calculer des geometries complexes en simplifiant 
considerablement la tache de maillage. 

Cependant, l'inconvenient actuel majeur de la 
methode reste son coüt, directement lie au grand 
nombre de points composant les maillages resul- 
tants. Comme on l'a vu, en effet, la realisation du 
maillage Chimere ne reclame que peu de temps, 
mais la duree du calcul Euler lui-meme est direc- 
tement proportionnelle au nombre de points de 
maillage et peut done rapidement devenir prohibi- 
tive. Un maillage classique (d'un missile ou d'un 
avion), compte de l'ordre de 300 000 points : le 
maillage Chimere d'un missile sous avion 
comprend done de l'ordre de 600 000 points. De 
plus, il faut generalement simuler de nombreuses 
positions relatives, d'oü une inflation des coüts de 
calcul. Pour que son utilisation devienne plus cou- 
rante, il convient done de developper des tech- 
niques appropriees permettant d'abaisser les temps 
de calcul Euler. 

4. ILLUSTRATION DE CES METHODES : 
EJECTION DU MICA SOUS MIRAGE 
2000-5 

4.1. Difficultes et cadre de l'etude 

La difficulte principale provenait du nombre de 
configurations d'emport ä traiter: 

- positions avant et arriere sous le fuselage 
- empört de bidon (s) : avion lisse / 1 bidon / 

3 bidons 

et de l'etendue du domaine de tir en Mach et inci- 
dence de l'avion, incluant un large domaine allant 
du subsonique A supersonique (jusqu'ä Mach 1.8) 
et des incidences de 20°. 

Par ailleurs, le domaine transsonique compris 
entre Mach 1 et Mach 1.4 est peu accessible en 
soufflerie, ä cause des fortes interactions liees au 
dispositif realisant les trajectoires captives ou les 
grilles (soufflerie S2 de l'ONERA). Les methodes 
ä base de simulations numeriques, essentiellement 
la methode champ Euler + "incidences locales", 
ont done ete utilisees en complement des me- 
thodes ä base experimentale lorsque ce fut 
necessaire. 
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4.2. Efforts en empört: comparaison vol - souf- 
flerie 

Des mesures d'efforts sur une maquette ont ete 
realisees en vol d'emport sous le Mirage 2000. La 
maquette est instrumentee pour mesurer tous les 
efforts aux niveaux des points d'attache avant et 
arriere. L'exploitation de ces mesures permet de 
restituer les efforts aerodynamiques vus par la 
maquette en empört, une fois retrenches les efforts 
massiques, et de les comparer avec ceux deduits 
des mesures en soufflerie au cours des trajectoires 
captives ou des grilles. 

Les figures n° 7-b et c presentent l'effort lateral 
Fy, perpendiculaire au plan d'ejection, et le 
moment de roulis Mx autour de Taxe x du missile, 
au cours d'un vol ou le nombre de Mach de 
l'avion est compris entre 0.5 et 1.5 (cf. figure 7- 
a), compares aux memes efforts calcules avec les 
coefficients aerodynamiques mesures en soufflerie 
et la pression dynamique rencontree au cours du 
vol. 

Le niveau des efforts vus en vol est tres proche de 
ceux deduits des mesures de soufflerie en 
subsonique et transsonique et s'eloigne localement 
pour les nombres de Mach les plus eleves. L' ecart 
constate ici peut avoir de multiples causes et en 
premier lieu la difficulte de bien restituer les efforts 
aerodynamiques ä partir d'une maquette dimen- 
sionnee pour mesurer des efforts beaucoup plus 
importants dans les cas de charge maximale en 
empört avec de fortes manoeuves de l'avion. 

4.3. Restitution d'un tir de maquette 

Pour valider le comportement de l'ejecteur et la 
bonne connaissance des perturbations aerodyna- 
miques, de nombreux tirs de maquettes, non 
propulsees mais representatives du missile 
(centrage, masse, inertie, aerodynamique), ont ete 
effectues ä partir des points lateraux fuselage du 
Mirage 2000-5. 

Nous presentons les resultats d'un tir effectue ä 
Mach 1.5 avec une incidence de 5.4° et un facteur 
de charge superieur ä 4, ä partir du point arriere en 
presence d'un bidon ventral sous le fuselage. 

4.3.1. Restitution en.boucle. ouverte 

Les capteurs embarques dans la maquette 
permettent de restituer la trajectoire de celle-ci en 
integrant les mesures, ainsi que les forces et les 
moments aerodynamiques vus par l'engin en vol 
libre. 

Ces forces et moments sont traduits en coefficients 

aerodynamiques qui sont compares aux coeffi- 
cients fournis par les differentes methodes 
exposees precedemment en imposant la trajectoire 
et les attitudes restituees : 

- methode Chimere 
- methode "incidences locales" 
- methode des grilles 

Ces comparaisons sont fournies sur les figures 
n° 8-a ä 8-e, tous les coefficients etant traces en 
fonction de la position relative ZR jusqu'ä une 
distance de 14 m. 

Pour la methode Chimere, seuls quelques points 
pres de l'avion sont calcules. Le maillage global 
utilise pour ces calculs est constitue de quatre 
maillages differents (figure 5-a): un pour l'avion, 
un pour le bidon, un pour le pylöne et un pour le 
MICA (figure 5-b ). II comprend 660 000 points 
au total. Le temps CPU que necessite le calcul 
Euler pour chaque position s'eleve ä environ 40 h 
sur une machine ä 10 M flops (la construction de 
maillage Chimere ne reclamant que quelques 
minutes). Les resultats sont tres proches de ceux 
du vol, mis ä part le dernier point pour le Cl. 

Les figures 6-a et 6-b represented les repartitions 
de pression sur les differents corps en presence. 
On y distingue nettement les interactions entre le 
bidon et l'avion, le pylöne et l'avion et - sur la 
figure 6-b - l'influence du champ ainsi perturbe 
sur le missile. 

Pour les grilles et les incidences locales, les 
resultats sont confondus au-delä de 12 m car ils 
sont fournis par le modele champ libre, et c'est 
presque le cas ä partir de 9 m. 

Globalement, les resultats de la methode 
incidences locales sont plus proches du vol que 
ceux issus des grilles de soufflerie, ceci etant 
principalement du ä l'absence de mesures en 
soufflerie autour de l'incidence du tir et au recours 
ä une interpolation entre deux grilles, l'une 
obtenue ä a = 0.5° et l'autre ä a = 10°. Ces deux 
grilles sont illustrees sur les figures 2-a et 2-b, ou 
sont presentes les ecarts en Cm entre les mesures 
et le modele champ libre. Les resultats de la 
methode "incidences locales", au contraire, sont 
issus d'un champ de vitesse calcule ä l'incidence 
du tir, a = 5.4°. 

En ecoulement supersonique, l'inclinaison des 
ondes de choc par rapport ä l'avion change avec 
l'incidence ce qui deplace les phenomenes lies ä la 
traversee de ces chocs induisant de fortes 
variations sur les coefficients de moment. 
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Ceci peut expliquer l'ecart important sur l'un des 
coefficients de moment, Cm, constate pour 1.5 < 
Zr < 3 m entre le vol et les grilles. En revanche, 
pour le coefficient Cn les resultats issus des grilles 
se superposent parfaitement avec le vol pres de 
l'avion jusqu'ä ZR = 3 m. 

Enfin, les ecarts apparaissant sur les coefficients 
de force Cy et CN loin de l'avion ne sont pas 
significatifs de la precision du modele champ libre 
du missile, mais plutot de l'imprecision de la 
restitution de ce type de tir oü, d'une part, la 
precision des mesures se degrade en fonction du 
temps et oü, d'autre part, on n'a pas tenu compte 
d'un vent eventuel qui peut modifier les conditions 
aerodynamiques de l'engin des lors que celui-ci 
n'est plus aligne avec l'avion. 

4.3.2. Restitution en boucl.e. fermge 

On calcule dans ce cas la trajectoire de vol libre du 
missile avec les conditions initiales reelles du tir, 
soit avec la methode incidences locales, soit avec 
la methode des grilles. Les resultats sont compares 
avec la trajectoire du vol sur les figures n° 8-f et 

La trajectoire du centre de gravite est bien restituee 
avec les deux methodes, de facon plus precise 
pour YR avec les incidences locales. 

5.   CONCLUSION 

Nous avons presente plusieurs methodes 
permettant l'etude et la prediction des separations 
de charges, ä travers differentes voies pour 
simuler l'aerodynamique de celles-lä dans le 
champ perturbe de l'avion. 

Ces methodes ont ete validees et utilisees avec 
succes pour l'etude de rejection du MICA sous le 
Mirage 2000- 5. 

La contribution de la methode Chimere a ete plus 
modeste du fait de son existence plus recente et 
des evolutions (en cours) pour permettre de simu- 
ler des trajectoires mais eile est appelee ä jouer un 
role de plus en plus important, surtout pour 
l'etude de largage de charges volumineuses oü les 
interactions entre l'avion et celles-ci sont tres 
significatives. Cependant, une reduction drastique 
de son coüt reste indispensable si l'on veut pou- 
voir l'utiliser de facon intensive. 

Le besoin en simulations globales du missile est 
en effet de plus en plus important surtout dans le 
cas de rejection d'un missile pilote, pour valider 
le pilotage dans tout le domaine de tir et sa robus- 
tesse par rapport aux perturbations connues et par 

rapport aux dispersions sur le mouvement du 
missile ä la separation (en sortie de l'ejecteur). 

L'ideal serait done un outil de simulation rapide 
(peu eher) et assez souple pour etre integre au 
modele complet du missile ce qui conduit ä 
envisager de "combiner" l'emploi de la methode 
"incidences locales" avec des resultats 
complementaires pres de l'avion pour en ameliorer 
la precision. Ces resultats seraient fournis par la 
soufflerie ou la methode Chimere. Une premiere 
etape dans ce processus est dejä effective puisque 
les resultats de soufflerie en empört et ä la separa- 
tion ont ete systematiquement employes pour 
calculer les conditions initiales des trajectoires 
libres du missile avec la methode "incidences 
locales", dans les etudes de separation du MICA. 

En conclusion, l'experience actuelle confirme le 
besoin et l'interet de continuer ä developper des 
outils numeriques performants pour les etudes 
aerodynamiques de separation, en complement 
des outils experimentaux plus traditionnels comme 
la soufflerie, ou des essais en vol en nombre 
limite. 
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Figure la: Maillage du domaine de calcul EULER autour du MIRAGE 2000. 
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Figure lb : Maillage cartesien utilise pour projeter les resultats de soufflerie. 
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ejection MICA /s Mirage 2000s 

grille [Mach=1.5 - Mica pt AR + bidon - AlfaAv=0.5dg]. 

attitudes empört 

Figure 2a: Grilles de soufflerie: iso-ACm du MICA dans deux plans de maillage (a = 0°) 

ejection MICA /s Mirage 20005 

grille [Mach=1.5 - Mica pt AR + bidon - AlfaAv=10dg] |^ 

attitudes empört 
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Figure 2b : Grilles de soufflerie: iso-ACm du MICA dans deux plans de maillage (a = 10°). 
ACm = Cm (mesure) - Cm (champ libre) 
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Figure 3a: Interpolation du champ de vitesse Euler du maülage physique sur la grille cartesienne. 
(Vue du maillage dans un plan YZ) 

Figure 3b: Angle de derapage de la vitesse de perturbation 
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MIRAGE 2000   Mach=0.95 

>-, 

Figure 4a: Incidences locales : iso-a dans le plan d'ejection du missile. 

MIRAGE 2000   Mach=0.95 X. 

Figure 4b : Incidences locales: niveaux de perturbation en moment dans le plan d'ejection du missile. 
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Figure 5a: Maillage chimere compose de quatre maillages distincts : MIRAGE2000, MICA, bidon, pylone. 

Figure 5b : Maillage du MICA utilise notamment dans les calculs chimere. 
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Figure 6a: Calcul chimere: resultat pour quatre positions relatives MCA / MIRAGE 2000. 

Figure 6b : Calcul chimere: detail de la repartition de pression sur le MICA pour trois positions relatives. 
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Figure 7a: profil du vol. 
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Figures 7b ä 7c: Efforts sur le MICA en empört. 
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Figures 8a ä 8e: Coefficients aerodynamiques du MICA restitues en boucle ouverte. 

Figures 8f et 8g: trajectoire calculee en boucle fermee. 
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Theoretical Prediction of Store Release Trajectory 
using the FAME Method 

T A Blaylock 
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ABSTRACT 
A method is described for generating surface and field 
meshes around complex configurations. The method, 
known as FAME (Feature-Associated Mesh Embedding) 
combines a high degree of automation and ease of use with 
precise control over mesh quality. The extension of the 
method to deal with configurations with components in 
relative motion is described. Euler flow results, at a 
transonic Mach number and at two different angles of 
incidence, are presented for a store released from a cluster 
of three beneath a wing. 

1  INTRODUCTION 
Theoretical prediction methods for store release trajectory 
currently in routine use are singularity based methods such 
as RAENEAR and TSPARV(Refs [1] and [2]). Such 
methods suffer from limited accuracy, especially at high 
subsonic speeds, so there is a requirement for methods 
which solve the Euler or Navier-Stokes equations, 
necessitating the generation of a computational field mesh. 

The generation of a good quality computational mesh for a 
complex configuration with fixed stores is itself a difficult 
exercise, requiring considerable user expertise and/or many 
man-weeks to obtain meshes of even modest quality. 
Allowing relative movement of parts of the configuration 
adds a further level of complication. 

The use of conventional structured-mesh methods on a 
configuration with closely-coupled stores is difficult and 
error prone. Furthermore, allowing a store to move requires 
remeshing after each movement. The cost of this can be 
prohibitive. 

Unstructured-mesh methods are relatively easy to use but 
mesh quality is not easily controllable and accuracy may 
fall short of requirements. More seriously, the use of 
inviscid flow solvers results in errors in forces, moments 
and velocities and hence the trajectory of a released store so 
the ultimate goal is a prediction method for viscous flows. 
Unstructured meshes are a poor choice for resolving thin 
shear layers. 

The FAME method uses a composite, overlapping approach 
to mesh generation. It employs structured curvilinear 
surface-aligned meshes of limited field extent adjacent to 
solid surfaces and close to the far field boundary. All these 
meshes overlie a rectangular background mesh that covers 
the whole field and whose density varies across the field 
through embedding. Communication of flow data takes 
place between meshes where they overlap. The use of 
overlapping meshes effectively enables one to decouple the 
computational mesh for the fixed part of a configuration 

© British Crown Copyright 1995/DRA. 
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Britannic Majesty's Stationery Office. 
The work described here has been supported jointly by 
DTI(FG11K064) and MOD(AS011B12). 

from the mesh for the moving part (subsequently referred 
to as the store). This enables the existing Euler flow 
solver to be used with the minimum of modification. In 
addition, the surface-aligned meshes for the store simply 
undergo rigid-body motion. Any remeshing which is 
required takes place locally on the rectangular background 
mesh and takes place to ensure that compatibility of mesh 
density is preserved at overlap. 

The use of structured meshes close to solid surfaces also 
enables the straightforward incorporation of a 
Navier-Stokes flow algorithm: this work is in the initial 
development phase. 

A brief description of the FAME method for fixed meshes 
is given in Section 2. Section 3 contains a description of 
the extension of FAME to moving mesh problems and a 
description of the process of performing a store trajectory 
calculation. Some results and conclusions are presented in 
Sections 4 and 5. 

2 THE FAME METHOD FOR FIXED 
MESHES 

2.1  Mesh generation 
Only a brief description of the FAME method is given 
here. For a fuller description the reader is referred to Refs 
[3] and [4]. 

Curvilinear surface-aligned meshes are employed in regions 
of the field adjacent to solid surfaces and close to the 
far-field boundary. All these meshes overlie a rectangular 
background mesh that covers the whole field and whose 
density varies through embedding. Each curvilinear mesh 
is associated with and is aligned locally to one or more 
elementary geometric features of the configuration. 
Geometric features are of three types: a surface, a line of 
intersection of two surfaces (this includes a line in a single 
surface across which the surface normal is discontinuous - 
e.g. a wing trailing edge), and the point of intersection of 
three surfaces. Most configurations can be decomposed 
into a set of such elementary features. From a distribution 
of mesh points on each geometric surface, meshes are 
generated in the field (but with limited field extent) by 
simple algebraic means. The topology of each mesh is 
automatically determined by the geometric feature or 
features with which it is aligned. Features and their 
associated meshes fit naturally into a hierarchy, which is 
described in Ref [4]. 

With all the curvilinear meshes in place' and with correct 
communication lines established, the background 
rectangular mesh which will subsequently be referred to as 
the type-0 mesh (see Ref [3]) is generated. This takes 
place automatically by successive local refinement by a 
factor of two in each coordinate direction until the density 
of the background mesh is similar (within a factor of two) 
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to the density of the curvilinear meshes where they 
overlap. The type-0 mesh consists of 'blocks' of nxnxn 
cells (where n is usually 4) so that all cells are cubes. 

Fig 1 shows a close-up of the nose region of a body with 
its associated curvilinear mesh and the background mesh in 
the region of the body. Blocks of fine mesh are generated 
at the nose where the curvilinear mesh is finest. The 
change in type-0 mesh density is apparent as we move 
away from the solid surface. 

For the purposes of this paper, only a subset of the range of 
mesh topologies in the FAME mesh hierarchy will be 
illustrated. Fig 2 shows selected coordinate surfaces of 
curvilinear meshes on a BL755 bomb together with sections 
through the rectangular background mesh. The bomb 
consists of five components: the body and four fins. 
Applying the FAME strategy, each of these components has 
its own mesh. For the body a simple mesh of O-O 
topology, known as a type-1 mesh, is used. The mesh 
extends only a few intervals into the field since its task is 
to facilitate the implementation of the solid surface 
boundary condition. Mesh quality, and hence flow solution 
quality, is compromised if a mesh is constrained to be 
aligned to several components of a configuration. Here it 
can be seen that the type-1 mesh has been generated 
without concession to the presence of the fins. For each fin 
a mesh of H-H topology, known as a type-1.5 mesh, is 
generated. The H-H topology gives good quality meshes on 
fins with sharp edges. Each type-1.5 mesh is also aligned 
to parts of the bomb body. This alignment ensures that the 
fin-fuselage junction region has a suitable mesh. Each 
type-1.5 mesh needs to extend only a few intervals into the 
field. The physical extent of the meshes into the field is a 
function of surface mesh density. However, some 
concession to the presence of other meshes is required 
where the type-1 and type-1.5 meshes overlap and here it is 
necessary to control the extent of the meshes so that 
compatibility of mesh density is achieved. 

2.2  Inter-mesh communication 
The embedding process automatically establishes the correct 
communication between the background mesh and all the 
curvilinear meshes that overlie it. Referring again to Fig 1, 
all type-0 points which lie within the curvilinear coordinate 
surface two cells in from the outer boundary are flagged to 
indicate that no flow data are held there. Points adjacent to 
these are flagged so that flow data are obtained by 
interpolation from the curvilinear mesh. The density of the 
mesh is automatically determined so that such points lie 
within a cell of the curvilinear mesh, thus guaranteeing that 
interpolation is always possible. Fig 2 serves to illustrate 
the other types of inter-mesh communication which take 
place, as it shows a close-up of the fin-body junction 
region. The type-1 and type-1.5 meshes overlap forward 
and rearward of each fin, and above and below each fin. 
The overlap regions allow flow data to be interpolated 
between meshes. Since the mesh communication is a two 
way process minimisation of the interpolation error is 
achieved by ensuring that both meshes have similar point 
densities where they overlap. 

Points on the type-1 mesh having an incomplete stencil 
obtain data from the overlying type-1.5 mesh. All the 
curvilinear surface-aligned meshes have incomplete 
computational stencils at their outer boundary. These points 
obtain flow data by interpolation from the highest available 
mesh in the hierarchy. In this case the type-1 mesh obtains 
some outer boundary data from the type-1.5 meshes and 
some from the type-0 mesh, whilst the type-1.5 meshes 
obtain some outer boundary data from the type-1 mesh and 
some from the type-0 mesh. 

2.3  The Euler flow algorithm 
The Euler equations are solved in quasi-linear form. The 
formulation of the algorithm, Ref [5], has the following set 
of dependent variables: A, u, v, w and S, where A is a 
function of the speed of sound, c, given by A=2c/(y-l), y 
is the ratio of specific heats, S is entropy and u, v and w 
are the velocity components in the x, y and z directions 
respectively. At present, the formulation is restricted to 
homentropic flow. The equations are discretised using the 
Split Coefficient Matrix method, Ref [6]. The equations 
are solved using Euler explicit time stepping. The 
formulation is upwind and the use of first-order differences 
leads to a compact stencil with robust treatment at the 
boundaries. The far field boundary conditions are 
implemented trivially by specifying all undisturbed stream 
quantities on the boundary, and allowing the upwind 
algorithm to select those that it needs according to the sign 
of each wave speed. Internal boundary conditions 
(between meshes) are treated similarly in that all flow 
quantities are interpolated from one mesh to another, thus 
leaving the algorithm to make its own selection. The 
procedure for solid-surface conditions is more complex but 
is still consistent with local wave propagation arguments. 
Second-order spatial accuracy in the steady-state is 
achieved by the use of a defect-correction scheme. 

A more detailed description of the flow algorithm is given 
in Ref [4]. 

3 EXTENSION OF FAME TO MOVING 
MESHES 

3.1 Mesh generation 
Meshing and remeshing of components in relative motion 
is achieved efficiently by splitting the initial generation of 
the type-0 background mesh into two stages. At the first 
stage, which is performed only once for an entire 
trajectory calculation, blocks of finer mesh are generated to 
achieve comparability of mesh density to the fixed 
curvilinear meshes. At the second stage blocks of finer 
mesh are generated in response to the moving store 
meshes. Figs 3 and 4 illustrate the two stages. They 
show a cluster of three BL755 bombs located beneath a 
wing. In Fig 3, finer blocks have been generated in 
response to the wing and the two upper bombs. In Fig 4 
additional type-0 blocks have been generated in response 
to the lower bomb. In Fig 5 the lower bomb has moved. 
The additional type-0 blocks (Fig 4) have been removed 
and the second stage has been repeated in response to the 
new position of the bomb. 

3.2 The Flow algorithm for moving meshes 
As explained in Section 2.2, at each iteration of the flow 
solver flow variables are updated on the outer boundary of 
a surface aligned mesh by interpolation. For a moving 
mesh, where this interpolation takes place from the type-0 
mesh (which is fixed), the Cartesian velocity components 
of each outer boundary mesh point are simply subtracted 
from the interpolated values. In this way we obtain 
convergence to a quasi-steady solution in which account is 
taken of the instantaneous velocity of the store. 

3.3 Calculation of the store trajectory 
The trajectory of the released store is calculated using a 
program which is based on a grid loads method (Ref [7]). 
In the original program, the store motion is calculated by 
numerically integrating a particular formulation of the rigid 
body equations. Aerodynamic effects are incorporated by 
interpolating on appropriately prescribed data grids. 



5-3 

Here, as described above, a quasi-steady flow solution is 
obtained for the current instantaneous position and velocity 
of the store. Aerodynamic forces and moments are obtained 
by integrating over the surface of the store. The trajectory 
code uses these, together with the inertial characteristics of 
the store, to calculate the position, orientation and velocity 
(linear and angular) of the released store after a prescribed 
time.  Using this information: 

(i) the position of each store mesh point is calculated and 
used in the next pass through the mesh generation program; 
(ii) the velocity of each outer boundary mesh point of the 
store is calculated and used in the next pass through the 
flow solver; 
(iii) the current store position and velocity are used, 
together with aerodynamic forces calculated in the next pass 
through the flow solver, as input for the next pass through 
the trajectory program. 

The entire process is summarised in the flow chart, Fig 6. 

4  RESULTS 

Results obtained on the test configuration are for a free 
stream Mach number of 0.85 at angles of incidence of 0.0° 
and 8.0°. 

For the zero incidence case, Figs 7, 8 and 9 show shaded 
pressure contours on two planes, one of constant x and the 
other the vertical plane through the nose and tail of the 
released store. In Fig 7 the lower store is in its initial 
unreleased position. The position of the nose stagnation 
point and the strength of the lower shock indicate that the 
onset flow has been diverted by the presence of the wing 
and the other stores, effectively setting the lower store at 
negative incidence. The lift force generated is small and 
negative. The increased suction on the lower surface near 
the nose, coupled with the large region of high suction on 
the upper surface near the tail, give the store a nose-down 
attitude on release. After 0.05 seconds, Fig 8, the 
nose-down attitude is apparent. After 0.15 seconds, Fig 9, 
the nose- down attitude is more pronounced. The shock 
below the nose has increased in strength and there is still a 
fairly large region of high suction above the tail region. 
The pitching moment continues to increase in magnitude. 

At 8.0° incidence, prior to release, Fig 10, the lower store is 
now effectively at small positive incidence to the onset 
flow. The pitching moment is still nose down, but much 
smaller in magnitude. The lift force generated is now 
positive, Cz=0.018. 0.1 seconds after release, Fig 11, the 
store has risen slightly and has pitched nose down. The 
effective incidence has decreased by about 0.8°, the 
calculated lift has decreased, Cz=0.007, and the pitching 
moment has increased in magnitude. After 0.15 seconds, 
Fig 12, while the centre of mass of the store has risen a 
little, the nose has tilted down another 9°. The large 
decrease in effective incidence gives rise to a stronger lower 
nose shock, while the region of high suction above the tail 
is still present. The calculated lift force is now negative, 
Cz=-0.008 and the store is starting to drop away. The store 
is also moving to starboard and backwards and has yawed 
about 5° from its initial position. After 0.2 seconds, Fig 13, 
the store attitude is now about 18° from its initial position. 
The down-force on the store continues to increase but the 
pitching moment is now positive. In Fig 14 we see that 
after 0.25 seconds the store continues to pitch nose-down: 
the effect of the positive pitching moment has been merely 
to decrease the angular velocity of the store. Another view 
of the store, not shown here, indicates that the fins are 
passing dangerously close to those of the inboard upper 
store.    After 0.3 seconds, Fig 15, the fins have 

cleared the upper store. The pitching moment is still 
increasing but recovery from the nose-down attitude 
remains slow. 

5  CONCLUSIONS 

The extension of the FAME system to the treatment of 
components of a complex configuration in relative motion 
is still at an early stage of development but the capability 
of the method has been adequately demonstrated here. It 
has been possible to obtain quasi-steady flow solutions 
with a minimum of modification to a conventional Euler 
solver. To establish confidence, initial evaluation of the 
method will involve its application to standard test cases 
so that results can be compared with those of existing 
methods. 

The incorporation of a Navier-Stokes flow algorithm 
(which will ultimately be time-accurate) is currently under 
way. This will enable more accurate computation of the 
forces and moments acting on a released store. Some 
meaningful comparison can then be made with 
experimental results from the limited number of test cases 
available. 

The moving mesh capability can be extended to 
flow-feature-aligned meshes, thus providing the mechanism 
for efficient 'directional' mesh refinement that is so 
difficult to achieve with most mesh generation or 
adaptation methods. 
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Figure 1. Type-1 and type-0 meshes Figure 2. Selected coordinate surfaces of type-1 
and type-1.5 meshes showing overlap. 
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Figure 3. Type-0 blocks generated in response to the fixed meshes of the configuration 

(wing and upper stores). 
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uitiutl 
Figure 4. Type-0 blocks generated in response to both fixed 

and moving components of the configuration. 

Figure 5. Type-0 blocks generated in response to the new position of the released store. 
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Figure 6. A flowchart of the complete store trajectory simulation process. 

B^HI 

Figure 7. Pressure contours on the vertical plane through the nose and tail of the lower store, 
and on the plane x=1.1^00=0.85, a=0.0°. 
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Figure 8. Pressure contours on the vertical plane through the nose and tail of the lower store, 
and on the plane x=1 (0.05 seconds after release). M^O.85, oc=0.0° 

Figure 9. Pressure contours on the vertical plane through the nose and tail of the lower store, 
and on the plane x=1  (0.15 seconds after release). Moo^.85, oc=0.0° 



Figure 10. Pressure contours on the vertical plane through the nose and tail of the lower store, 
and on the plane x=1 (prior to release). 1^=0.85, a=8.0° 

Figure 11. Pressure contours on the vertical plane through the nose and tail of the lower store, 
and on the plane x=1 ( 0.1 seconds after release). 1^=0.85, a=8.0° 
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Figure 12. Pressure contours on the vertical plane through the nose and tail of the lower store, 
and on the plane x=1 ( 0.15 seconds after release). 1^=0.85, a=8.0° 

.„.„JÜHl 

in 

Figure 13. Pressure contours on the vertical plane through the nose and tail of the lower store, 
and on the plane x=1 ( 0.2 seconds after release). 1^=0.85, a=8.0° 
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Figure 14. Pressure contours on the vertical plane through the nose and tail of the lower store, 
and on the plane x=1 ( 0.25 seconds after release). Moo=0.85, a=8.0° 

Figure 15. Pressure contours on the vertical plane through the nose and tail of the lower store, 
and on the plane x=1 (0.3 seconds after release). M^O.85, a=8.0° 
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SUMMARY 
Computer codes solving the Euler Equations have 
been used to calculate the flow around a series of 
non-circular store bodies at transonic Mach 
numbers. Where possible Navier-Stokes solutions 
have been compared with these results. Four 
different cross-sections have been considered which 
are formed by gradually transforming a square into 
a circle by rounding the corners. Each of the stores 
has a tangent ogive nose. Both the full three 
dimensional solutions around these stores and the 
two dimensional crossflow solutions have been 
investigated. 

The particular interest has been in the capability of 
Euler codes to predict crossflow separation. The 
results obtained show that for some cases, Euler 
codes can provide an inexpensive alternative to 
Navier-Stokes codes for use as an initial design 
tool. 

LIST OF SYMBOLS 
E total energy per unit volume. 
F flux vector. 
G flux vector. 
H total enthalpy. 
p pressure. 
q heat transfer. 
S surface vector. 
t time. 
U conservative vector. 
u x component of velocity. 
v y component of velocity. 
x,y Cartesian co-ordinates. 
a stores incidence. 
a1 Runge-Kutta coefficient. 
p density. 
<j) store roll angle. 
x stress tensor. 
Q cell area. 
n time step reference. 
' matrix transpose. 
y grid reference. 
k cell side reference. 

1. INTRODUCTION 
Since the solution of the three-dimensional Navier- 
Stokes equations is relatively expensive this 
investigation was undertaken to ascertain whether 
useful results could be obtained using Euler codes, 
at least in the initial design stages. The assessment 
was made by comparison of the results obtained 
using Euler codes with experiment and where 
possible with Navier-Stokes results. 

For the purpose of this investigation a series of 
isolated stores was chosen for which experimental 
results were available. Although this series of 
bodies is extremely simple,.it was thought that the 
information gained on the capability of the Euler 
equations for use with isolated bodies could readily 
be extended for installed stores and stores with fins. 

The cross-sections of these stores are illustrated in 
Figure 1 and are formed by gradually rounding the 
comers of a square. The ratios of the comer radius 
to body diameter were 0.5, 0.2, 0.1 and 0.0 with the 
two extremes being a circle and square respectively. 
Each store has a tangent ogive nose of slenderness 
ratio 2 and the overall body has a slenderness ratio 
of 8. These stores will be designated A-D with the 
latter having the square cross-section. 

This particular series of stores has received 
attention in the past by Daniel, Yechout and Zollars 
(1) for low Mach numbers. A large number of 
wind tunnel tests on these same geometries for both 
subsonic and transonic Mach numbers has been 
carried out by British Aerospace, Military Aircraft 
Division. It has been possible to compare the CFD 
results with this large database of force and 
pressure data. 

The use of stores with square cross-sections is of 
interest due to the possible improvements in 
packing and deployment of submunitions. In 
addition the side force generated when such a store 
is rolled allows the possibility of bank-to-turn 
control of missiles. However, the use of stores with 

Paper presented at the AGARD FDP Symposium on "Aerodynamics of Store Integration and Separation ", 
held in Ankara, Turkey from 24-27 April 1995, and published in CP-570. 
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folly Square cross-sections has proved 
impracticable because of aerodynamic instability 
caused by sensitivity of the leeside vortices to roll 
angle. The use of squares modified by rounded 
comers has therefore been studied in an attempt to 
combat this instability problem whilst maintaining 
the obvious military advantages. 

width=b 

0 
.-0.1b 

Figure 1: Store Cross-Sections 

In the future, the conclusions gained from this 
research may be applicable to faceted bodies. 
These bodies are currently receiving interest due to 
their low Radar cross-section. 

Euler codes have been used by several authors to 
study flows involving separation. The majority of 
this work has been directed towards the case of 
leading edge vortices on swept, sharp leading edge 
wings, as for example in the work of Murman and 
Rizzi (2). However, the flow about rounded leading 
edge wings has also been considered by Kandil and 
Chuang (3). The calculation of the flow about a 
supersonic tactical missile using four different 
Euler codes has been performed by Priolo and 
Wardlaw (4). They found quite good agreement 
with experimental results for this particular 
configuration. 

In each of the above investigations it has been 
shown that separation can be predicted using Euler 
codes (with certain limitations). The authors' have 
attributed this to the artificial dissipation which is 
necessary within the codes. 

The CFD evaluation was split into two distinct 
areas; 
•   a calculation of three dimensional solutions for 

the full stores geometries 

•   a two dimensional investigation into the 
differences found between Euler and Navier- 
Stokes codes for the solution about the store 
cross-sections. 

The calculation of the three dimensional flow 
around the stores was performed using four CFD 
codes available within British Aerospace; namely, 
MGAERO, FLITE3D, MULTIBLOCK and 
RAMPANT that are described below in Section 4. 

A two dimensional investigation was undertaken to 
further investigate the phenomenon of Euler 
separation. This was due to the large amount of 
time required to obtain three dimensional solutions 
and the obvious complexity in analysing the 
solutions. 

This two dimensional investigation was originally 
used to examine the effects of varying artificial 
dissipation within an Euler code. Later however, 
time dependent Euler and Navier-Stokes solutions 
were calculated and compared. The conclusions 
gained from these comparisons can be extended (at 
least in principle) to the separated flow over 
missiles by using the crossflow theory originally 
proposed by Allen (5). 

2. WIND TUNNEL DATA 
Wind tunnel tests on the afore mentioned stores 
have been carried out for incidences up to 20° at 
Mach Numbers of 0.2 and 0.6-0.95, by British 
Aerospace, Military Aircraft Division. In addition 
stores B-D were tested for a number of roll 
orientations. The Reynolds number for the 
transonic tests was approximately 0.6xl06. 

This particular incidence range and Reynolds 
number should result in a fully turbulent boundary 
layer separation, as shown by the graph of critical 
Reynolds number boundaries for slender axi- 
symmetric bodies in Figure 2, due to Poll (6). 
Nevertheless, a transition band was still affixed 
near the nose of the stores to ensure a fully 
turbulent flow before separation 

As the incidence range tested was less than twice 
the nose angle, the leeside vortices were expected to 
be steady and symmetrical. This assumption is 
supported by the lack of side force and yawing 
moment for the unrolled stores. 
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Figure 2: Critical Reynolds Number Boundaries 

3. THEORY 
3.1 Governing Equations 
The Euler equations for two dimensional, 
compressible, time dependent flow are shown in 
Equation 1, using standard notation, 

d\J    OF    5G    n      _   ^ 
- + — + —- = 0      (Eq.l) 

dt     6x    dy 
where, 

U = 

'pA 

pu 

pv 

VpEy 

f   pu   > 

pu2+p 

puv 

V puH ) 

G = 

f   pv   ^ 

puv 

pv2+p 

^ pvH ) 

The Navier Stokes equations for two dimensional, 
compressible, time dependent flow are shown in 
Equation 2. 

dV    BY    OQ    d2F    <?2GV    n   _  ^ 
 + + _——— r- = 0    (Eq.2) 
d\    dx    dy     dy?      dy1 

where Fv and Gv are vectors containing the viscous 
terms, 

Fv = 
xy 

^T^+vr^-qJ 

Gv 
xy 

yy 

VUrxy+V7yy-qy; 

3.2 Finite Volume Method 
There are three standard approaches to solving the 
Euler and Navier-Stokes equations using 
discretization; Finite Difference, Finite Volume and 
Finite Element. Only Finite Volume methods were 
used in the current research. 

The Finite Volume method uses the Euler equations 
written in integral form. 

at 
JJUdQ+ |{F G}4 • dS = 0    (Eq.3) 

This can be discretized over a grid to give the 
equation, 

at 
(U, Cl,) + 2({F G}' • dS) = 0    (Eq.4> 

SIDES 

which can be computed by, 

-^(UQ)ij+E(FkAyk-GkAxk) = 0 
U t SIDES 

(Eq.5) 
This formula is applicable for any kind of grid 

whether it be made up of triangles, quadrilaterals or 
any other polygon. 

The three dimensional analogy of this equation is 
given in reference (7). 

There are many ways in which this equation can be 
solved numerically. Only one such method will be 
described here as it was the basis of all the codes 
used in the investigation except RAMPANT. 
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3.4 The Jameson Method 
The Jameson method (8) solves Equation 5 using a 
Runge-Kutta scheme. A general 5-stage Runge- 
Kutta scheme is shown in Equation 6, 

U^U'-a'AtPU0 

U^lT-a'AtPU1 

U3 = Un-a3AtPU2 

U4 = Un-a4AtPU3 

Un+1 = Un-AtPU4 

a 

(Eq.6) 

where the term PU is the second term of Equation 5 
plus an artificial dissipation term, DU, defined 
below, both divided by area. The artificial 
dissipation term is required in order to provide 
numerical stability. 

3.5 Artificial Dissipation 
hi the numerical solution of the Euler equations 
(and quite often the Navier-Stokes equations) it is 
necessary to add an artificial dissipation term. This 
term is required to make the numerical method 
stable after the partial difFerential equations have 
been discretized. 

This artificial dissipation term may either be 
implicitly present within the numerical method or, 
as in the case of the Jameson method, be added 
explicitly. 

The artificial dissipation term added to the Jameson 
method takes the form of a blend of second and 
fourth differences of the conservative vector. It 
should be noted that these terms do not represent 
true second and fourth derivatives as they have not 
been divided by the required length scales. 

Equation 7 shows the form of the artificial 
dissipation used in the Jameson method. 

DU = DxU + DyU 

DvU = d; d,_ i+l/2,j       ui-l/2,j 

DyU = di,j+i/2-di,j-i/2 

(Eq.7) 

A typical term of Equation 7 is given in Equation 8. 

(Eq.8) 
where s(2) is a pressure sensor term given by, 

where, 

elkj = k (Jmax(ui+1J,ui;j) 

P     - 2P   + P ri+ij    ^ri,j + ri-i,j 
UiJ     P.li+2Pii+P_li - i+l,j >>J U 

and e^' is given by, 

8S;jaj = max(0,k(4>-8lt
2laj) 

Typically k(2) and k<4) take the values 0.25, 0.004. 

Other types of sensor have been used instead of the 
pressure sensor but these will not be described in 
the present paper. 

By using this form of coefficients fbr the difference 
terms, the second difference term is only added in 
regions of high pressure gradient, in particular near 
shock waves in order to prevent large oscillations. 
The fourth difference term is likewise only added in 
regions of smooth flow to provide a level of 
'background' dissipation. 

The important feature in the current investigation is 
that these dissipation terms are similar to the 
viscous terms within the Navier-Stokes equations. 
Of course, it should not be expected that they will 
have the same effect. However, in some situations, 
for example where a shock wave occurs, or in 
regions of sharp changes in geometry, these terms 
can alter the Euler equations sufficiently to produce 
results similar to solutions of the Navier-Stokes at 
least fbr the purpose of engineering calculations. 

4. DESCRIPTION OF CFD CODES1 

MGAERO: This is a commercially available Euler 
code supplied by Analytical Method Inc. (9). The 
code uses Cartesian non-aligned grids that span the 

1 It should be noted that some of the codes described 
have since been updated and the current versions may 
use different methods. 
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computational domain. Important regions requiring 
greater resolution are defined using embedded grids. 
These embedded grids are then used to implement a 
mukigrid solver in order to enhance convergence. 
The solution method is based on the Jameson 
Method described in Section 3.5. 
FLITE3D: This is a British Aerospace Euler code 
based on the unstructured code developed at the 
University of Swansea (10). The grid is made up 
from tetrahedra produced with an advancing front 
grid generator. The flow solver is based on the 
Jameson method. 
MULTIBLOCK: This is a British Aerospace Euler 
code that uses structured, body fitting grids. The 
computational domain is spanned by using a series 
of separate blocks of structured grids that allow 
complex geometries to be considered. The flow 
solver is based on the Jameson method. 
RAMPANT: This is a commercially available 
Euler/Navier-Stokes code produced by Fluent Inc. 
(11). The code uses an unstructured tetrahedral 
grid (although structured grids can be used), 
combined with a solver that is based on a flux 
difference splitting algorithm. The solver makes 
use of multigrid to improve convergence and grid 
adaptation to improve the resolution of flow 
features. The Navier-Stokes code can be used for 
laminar and turbulent flows with a choice of k-s 
and RNG turbulence models. 

5. RESULTS 
5.1 Evaluation Of 3D Codes 
5.1.1 Grid Definition 
Each of the codes described in Section 4 use a 
different approach to grid generation. It is therefore 
difficult to compare directly the various grid 
densities used. However, the following list gives an 
indication of the total number of grid cells used in 
each case, 
• MGAERO: total number of cells -400000. 
• FLITE3D: -v400000 tetrahedral elements. 
• MULTIBLOCK:-100000 cells. 
• RAMPANT: -100000 tetrahedral elements. 

MULTIBLOCK did not require as many cells as 
either MGAERO or FLITE3D in order to 
adequately define the geometry, but the number of 
cells that could be used for the RAMPANT grid 
was limited by the memory of the computer being 
used. The grid used for RAMPANT was therefore 
relatively coarse. 

Figure 3 shows the unstructured surface mesh for 
the nose of Store A obtained using FLITE3D. 

Figure 3: FLITE3D Unstructured Surface Grid 

5.1.2 Results 
The evaluation concentrated on obtaining Euler 
solutions for M=0.9, a=20°. In each case the 
surface pressure coefficient contours and normal 
force and pitching moment coefficients have been 
obtained. An example of contours of surface 
pressure coefficient, obtained using MGAERO for 
Stores A and D are shown in Figures 4 and 5. Both 
solutions show a large suction peak on the nose. 
This is consistent with inviscid slender body theory 
which predicts that an increase in cross-sectional 
area produces a lifting force, as originally shown by 
Munk (12). In each of the present transonic cases 
this suction peak is terminated by a shock wave. 

Cp 
0.52   I 

";%v. 

■0.73 I 

Figure 4: Surface Cp From MGAERO, 
Store A, M=0.9, a=20° 

The crossflow velocity vectors and pressure 
contours for Store A at 5 diameters from the nose 
are shown in Figure 6. This shows that the flow is 
still attached, and that the pressures on the upper 
and lower surfaces of the body are approximately 
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equal. This solution resembles an two dimensional 
inviscid solution. 

0.52 

•0.73 

Figure 5: Surface Cp From MGAERO, 
Store D, M=0.9, a=20° 
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Figure 6: Store A Crossflow Velocity Vectors 
and Pressure Contours 

The flow about Store D does not resemble an 
inviscid solution. Figure 7 shows that the flow has 
separated and that the pressure on the upper surface 
of the body is less than that on the lower surface 
thus producing a lift. 

The crossflow for stores B and C also exhibit 
separation although in the case of store B the 
vortices are quite weak. 

Each of the four codes evaluated produced similar 
results, with two main differences. Firstly, a 
coarser circumferential grid, for example as used 
by RAMPANT, produced a smaller pressure 
recovery on the leeside of the body thus producing a 
larger overall normal force, as described later. 
Secondly the codes making use of quadrilateral cells 

(MGAERO and MULTIBLOCK) predicted much 
larger vortices emanating from the lower comers of 
Store D. These however, seemed to have little 
effect on the leeside vortices. 
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Figure 7: Store D Crossflow Velocity Vectors 

and Pressure Contours 
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Figure 8: Store D Centre Line Pressure 
Coefficients Compared With Experiment. 

The centre line pressure coefficient obtained for 
Store D, from each of the four codes, are compared 
with experiment in Figure 8. It can be seen that the 
predicted lower surface pressures are all very 
similar and compare closely with experiment. The 
predicted upper surface pressures vary between the 
codes, especially after the shock wave. In this 
region it can be seen that MULTIBLOCK and 
FLITE3D produce an overshoot in the pressures, 
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whereas RAMPANT and MGAERO underpredict 
the pressure jump. 

All of die codes give similar results but begin to 
diverge from the experimental data towards the rear 
of the body, although it should be noted that there 
were few pressure tappings in this region. 

The normal forces calculated for the four stores by 
the codes are compared with the wind tunnel data in 
Figure 9-12. 

It can be seen that all of the codes under predict the 
normal force for Store A, although RAMPANT 
produces a close approximation. However, all the 
codes failed to predict separation for this store and 
it is thought that the unexpectedly high value of 
normal force predicted by RAMPANT is due to the 
coarse grid that was used. This agrees with part of 
the two dimensional investigation that showed that 
using a coarse grid around a circular cylinder 
produces a poor pressure recovery on the leeside. 
This was attributed to the artificial dissipation 
within the code. The normal force predicted by the 
other three codes is close to that predicted by 
slender body theory. 
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Figure 9: Predicted Normal Force For Store A 
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Figure 10: Predicted Normal Force For Store B 

Only two of the codes were used to provide 
solutions for Store B and it can be seen that these 
provided widely varying normal forces.   This 
difference can probably be attributed to grid 
definition. The unstructured grid used with 
RAMPANT did not provide a good definition of the 
corner radius, whereas the structured grid used with 
MULTIBLOCK actually clustered grid points in 
this region. 

The normal forces predicted for Store C show an 
equally large variation of values. FLITE3D and 
MGAERO do however provide a good prediction of 
the normal force compared with experiment. 
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Figure 11: Predicted Normal Force For Store C 

The normal forces predicted for Store D are much 
closer to one another and all provide a reasonably 
good agreement with experiment. 
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Figure 12: Predicted Normal Force For Store D 

The predicted pitching moments show a smaller 
variation and for all the stores show reasonable 
agreement with experiment. This is due to the 
position of the moment reference point which is half 
way along the length of the constant area section. 
As can be deduced from Figure 8 the cross flow 
force is approximately constant along this section 
so that the nose section provides the majority of the 



6-8 

pitching moment. At the nose section the crossflow 
lift component can be predicted using slender body 
theory which is essentially the inviscid theory used 
in the codes. 

The results at the other Mach numbers which were 
investigated provided similar conclusions. This is 
not surprising as in the wind tunnel tests the forces 
and moments showed little dependence on Mach 
number. It is not until higher incidences are 
reached where the crossflow Mach number becomes 
transonic that any major effects would become 
apparent. 

An attempt was made at producing a Navier-Stokes 
solution for Store D using RAMPANT. However, 
currently it has not been possible to secure time on 
a suitable computer so that the required increase in 
grid points can be achieved. It has therefore only 
been possible to produce a solution on the same grid 
as used in the Euler solution and hence the 
boundary layer was not adequately resolved. The 
subsequent force on the body was almost exactly 
that found from the Euler calculation. 

5.2 Investigation Of 2D Flow 
In order to more fully investigate the observations 
made from the three dimensional results a two 
dimensional investigation was performed. This 
investigation looked at such factors as the effect of 
grid resolution and artificial dissipation on the 
solutions of the flow around the store cross- 
sections. 

It was found that at sub-critical Mach numbers an 
Euler code did not predict separation for the 
circular cylinder. Figure 13 shows the streamlines 
for such a calculation at M=0.2 performed on a 
very fine grid suitable for Navier-Stokes solutions. 
It can be seen that the streamlines are symmetrical 
and that no wake exists. However, if the grid was 
made significantly coarser a wake began to form 
and a drag was predicted on the body. Nevertheless 
the solution remained attached. 

ft was found that increasing the freestream Mach 
number into the transonic regime produces shock 
induced separation around the circular cylinder. 
Figure 14 shows such the solution calculated after a 
non-dimensional time, t*, of 3 for an impulsively 
started cylinder. The time is non-dimensionalized 
using the freestream velocity and store diameter. In 

crossflow theory this non-dimensionalization 
corresponds to a distance along the store and in this 
particular case for 20° incidence, the equivalent 
position for t*=3 is eight store diameters from the 
nose. 

Figure 13: Euler Solution At M=0.2 

Figure 14: Euler Solution At M=0.6 

A Navier-Stokes result for the same conditions with 
Re=104 is shown in Figure 15 and it can be seen 
that the primary vortices are similar in size and 
shape. The Navier-Stokes result does however 
show secondary separation near the body that the 
Euler code is obviously unable to predict. 

A simple comparison of these two corresponding 
solutions shows that the Euler solution has a 
primary vortex strength (quantified using the total 
pressure loss) 10% less than the Navier-Stokes 
solution and a drag 20% less. Of course such a 
simple comparison is fairly limited, and to draw a 
significant conclusion, solutions for a number of 
other Reynolds numbers need to be examined. 
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The Euler solutions obtained for a square cylinder 
show that separation is predicted throughout the 
Mach number regime. For example, Figure 16 
shows the flow for an impulsively started cylinder 
att*=3andM=0.2. 

Figure 15: Navier-Stokes Solution At M=0.6 

The flow solutions for this body, with sharp 
comers, show little variation with grid definition, 
although from the evaluation of the three 
dimensional codes it is thought that using an 
unstructured triangular mesh could affect the 
prediction of the lateral vortices. 

Figure 16: Euler Solution At M=0.2 

Euler calculation for the modified square cylinders 
has shown that the results are sensitive to the grid 
density at subsonic Mach numbers, but less so at 
transonic Mach numbers. For subsonic Mach 
numbers, the use of a coarse grid results in flow 
separation, whereas a finer grid maintains attached 
flow for a greater distance. 

6. CONCLUSIONS 
Euler solutions for a series of non-circular stores 
have been calculated using four CFD codes 
available within British Aerospace. The results 
have shown that for the fully circular body the 

solution resembles that expected from slender body 
theory. However, for the fully square body a 
reasonable engineering type solution has been 
obtained where separation from the salient edges is 
predicted. The solutions for the modified square 
bodies have also shown that Euler methods can 
predict separation from rounded comers although 
the separation point cannot be relied upon. 

The results obtained do show that the solutions 
obtained are sensitive to grid definition. This is not 
really surprising as the artificial dissipation within 
the method is fourth order in space (except near a 
shock wave) and should therefore tend towards zero 
as the grid size reduces. This is illustrated by the 
larger than expected normal force obtained from 
RAMPANT for the circular body, where the 
artificial dissipation has been large enough (due to 
the coarse grid used) to affect the leeside pressure 
recovery. The solutions for the square body show 
the least sensitivity to grid resolution because the 
separation is fixed by the sharp comers. This 
observation is in accordance with research into the 
use of Euler codes for sharp leading edge delta 
wings. 

In order to more fully evaluate the use of Euler 
codes solutions were obtained for the crossflow 
around the bodies using both Euler and Navier- 
Stokes codes. The Euler solutions show the 
dependence of the flow solution on grid resolution. 
In addition, they have shown that separation can be 
predicted if it is induced by a shock wave. 

m each of the solutions where separation is fixed 
the vortices predicted closely resemble the vortices 
predicted using Navier-Stokes methods. Therefore, 
if a wing and pylon were included in the analysis it 
is reasonable to assume that this situation would not 
change and that an engineering solution for store 
integration would be obtained at a much reduced 
cost from that obtained using Navier-Stokes. 

In conclusion, the Euler solutions have shown that 
an Euler code can be expected to produce a good 
engineering solution only if the flow is relatively 
free of Reynolds number effects. So if the flow 
separation is fixed either by the geometry or by a 
shock wave and is not affected greatly by the 
condition of the boundary layer, a reasonable 
engineering solution may be obtained. Otherwise a 
Navier-Stokes solution will have to be attempted 
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(assuming suitable computer power is available) 12.Munk, M.M., "Aerodynamic Forces on Airship 
because the Euler result will be unreliable even if it Hulls", NAC A Rept. 184,1923. 
manages to predict separation. 
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AERODYNAMICS OF FUSELAGE AND STORE-CARRIAGE 
INTERACTION USING CFD 

Ülgen Gülgat, A. Rüstern Asian and Aydm Misirkoglu 
Faculty of Aeronautics and Astronautics 

ITU, 80626, Maslak, Istanbul, Turkey 

SUMMARY 

Store-carriage, pylon, fuselage interaction prob- 
lem for modelling part of a fuselage of a fighter 
aircraft in low Mach number flight is studied by 
solving the full Navier-Stokes Equations numer- 
ically. A Finite Element Method (FEM) with 
an explicit time marching scheme is used for 
the solution. An artificial viscosity, equivalent 
of streamwise upwinding, is implemented while 
obtaining the velocity field. The pressure field 
is determined via an auxiliary potential function 
obtained with an accelerated iterative solution 
of Poissons' equation. Comparison of the pres- 
sure distributions and aerodynamic force coeffi- 
cients obtained by the code for various test cases 
has validated the code. Therefore the code is 
utilized for more complex flow predictions. 

1. INTRODUCTION 

During ninetees the easy accessibilty of high 
speed computational tools enabled the re- 
searchers in CFD to obtain numerical solutions 
of full Navier-Stokes Equations for investiga- 
tions of general viscous flows involving arbi- 
trary shapes. Because of complexity of the flow 
around multibodies, the analysis of this type of 
flow for the prediction of aerodynamic perfor- 
mance requires extensive use of CFD tools. In 
order to improve the aerodynamic performance 
of the whole configuration various parametric 
studies concerning the geometry and the flight 
conditions are required. 

In the present work, incompressible viscous flow 
about a store-carriage, pylons and fuselage are 
studied solving the full Navier-Stokes Equations 
numerically. A Finite Element Method (FEM) 
with an explicit time marching scheme is used 
for the solutionfl]. Element byelement (E-B-E) 
technique is employed in order to ease the 

memory requirements needed by the storage 
of the stiffness matrix of FEM [2]. Since the 
scheme is time accurate, the transient nature 
of the flow field is properly predicted. For 
the subsonic flight case to be investigated the 
flow is turbulent and the Baldwin-Lomax turbu- 
lence model[3](a two-layer algebraic eddy viscos- 
ity model) for three-dimensional flows is used[4]. 

For the calibration of the code, two-dimensional 
cavity problem is solved. The comparison[5] 
with the existing literature[6] is satisfactory even 
for a coarse grid. Extension to three dimensional 
cavity problem also agrees well with the exist- 
ing solutions in related literature[5]. A turbu- 
lent flow of Re=83000 in a straight duct is also 
computed and compared succesfully with data 
given elsewhere[4]. To test the capabilities of 
the code a Re=2000000 flow past a swept bump 
is computed. Satisfactory results are obtained 
for prediction of lift and drag. 

In this paper two cases are considered: 1) 
Re=5000, Re=27000, Re=134000 and Re=106 

flow about an external carriage configuration, 
and 2) Re=27000 and Re=134000 flow about a 
generic carriage, pylon, fuselage configuration. 

The velocity and pressure distrubitions for zero 
degree angle of attack are presented in the re- 
sults section. The drag and lift coefficients for 
each case and effect of fuselage and pylons on 
these values are discussed. 
All the computations are performed on a per- 
sonal computer equipped with a i860 Number 
Smasher board with 32 Mbytes of memory. 

2. FORMULATION 

2.1 Governing Equations 

The Reynolds averaged Navier-Stokes and the 
continuity equations for the unsteady, incom- 

Paper presented at the AGARD FDP Symposium on "Aerodynamics of Store Integration and Separation", 
held in Ankara, Turkey from 24-27 April 1995, and published in CP-570. 
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pressible flow of a viscous fluid, in the absence 
of body forces are: 

dVj        dVj 

m     JdXj 

dp 

"dXi 
+ 1    d 

Re dXi 
Me/ 

dVj 

dXi 
= 0 0',j 

dVj     dVj 
dX3 

+ dXi 

1,2,3) 

(1) 

(2) 

The equations are written using the indicial no- 
tation. The summation convention is employed 
on repeated indices from 1 to 3, as indicated. 
The variables are non-dimensionalized using a 
reference velocity and a characteristic length, as 
usual. Re is the Reynolds number, Re = Ul/v 
where U is the reference velocity, / is the charac- 
teristic length and v is the kinematic viscosity of 
the fluid. fief = 1 + fit is the effective viscosity 
coefficient which includes the turbulent viscosity 
coefficient fit. V{ (1=1,2,3) 
corresponds to the Cartesian velocity compo- 
nents u,v, and w while X{ (i=1,2,3) denotes the 
corresponding Cartesian coordinates x,y, and z. 
Pressure is symbolized with p and the time is 
with t. 

For a well posed problem, the governing equa- 
tions are complemented with the following ini- 
tial (t=0) 

Vi(Xu 0) = V?{Xi) and p{Xu 0) = p°(Xi)     (3) 

and boundary conditions which have to be spec- 
ified on related surfaces: 

V; = G{     and pni + ^-^ = Fi     (4) 
Re on 

where Gi and F{ are prescribed boundary values, 
rti are the direction cosines of unit vector normal 
to the boundary and dn is normal derivative. 

2.2 Fractional Step Method 

The governing equations are integrated in time 
using the fractional step method introduced by 
Mizukami and Tsuchiyafl], which constitutes a 
time marching scheme based on Helmholtz de- 
composition. A potential function with a single 
degree of freedom at each node is introduced and 
a Poisson equation for the potential is directly 

discretized. Details of the formulation which is 
modified for turbulent flow can be found in [2,4]. 
Using a forward difference operator for the time 
derivative in equation (1) and letting V™ and 
pm be solutions at the known time level m, the 
fractional step velocities are defined as 

yjn+l/2 = yrn+At {" 
dpm 

OX, 
+ 

d m 
Vef 

dvr + 
dVp 

(5) 

VI ßvr_\ 
Re dX} r

e; V dXj      dXt 

Following additional equations complete the for- 
mulation[4,5]. 

V? + 1   _   T/m+1/2 
=  V; + 

d2^ 
dXidXi 

dVj 

dXi 

d<j> 

dX% 

■+1/2 

pm+l = pm 
At 

(6) 

(7) 

(8) 

where (f> is the auxiliary potential function. The 
Fractional Step algorithm is constructed as fol- 
lows: 

1) calculate V™    '   from equation (5) 
2) solve equation (7) for <f> 
3) calculate V{

m+1 form equation (6) 
4) calculate pm+1 from equation (8) 
For the solution of equation (7), Element By El- 
ement (E-B-E) technique[2] is employed as ex- 
plained in secton 2.4. 

An artificial viscosity, equivalent of streamwise 
upwinding[7], is implemented while obtaining 
the velocity field. The following term is added 
to the right hand side of equation (1). 

3 
dX3 

/ij 

dvr 
dX; 

Note that there is no summation for kj which 
are the artificial viscosity coefficients defined in 
Appendix of reference [7]. 

Prior to computations, the integral finite ele- 
ment equations of (5) to (8), must be obtained. 

2.3 Galerkin Method 

Because of the dissipative character of the 
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Navier-Stokes equations[8] the Galerkin method 
is considered as the most convenient tool for 
formulating complex flows which involve high 
Reynolds Numbers and strong separation. In 
the present work 8-node isoparametric brick el- 
ements and trilinear interpolation functions for 
the velocity and the auxiliary potential are used. 
The pressure is defined at the centroid of each el- 
ement. Application of the conventional Galerkin 
integral[8] to equations 5 to 8 and the boundary 
conditions (4) gives integral finite element for- 
mulations for one brick element [1,4]. Element 
mass matrix which appears in the finite element 
formulation is lumped. In contrast to the po- 
tential and velocity, pressure values are interpo- 
lated using piecewise constant functions at each 
element. The equation (8) thus becomes 

prn+1 _ pm <t>e 
At 

where element potential <j>e is defined as 

vol(tie) ]Ue 

(9) 

(10) 

where Q is the flow region to be solved and F is 
the boundary of SI. In addition to the boundary 
conditions given in equation (4) the following 
conditions for <j> should also be imposed on the 
required section of the boundary T: 

(j) = 0    or 
dn 

= 0 (11) 

Conditions (4) are adopted as follows: 

m-v'i 771+1 ni • V,m+1/2   and  pm+1=pm (12) 

2.4 E-B-E Iteration Procedure 

For the solution of equation (7), Element By El- 
ement (E-B-E) technique[2] is employed in order 
to ease the memory requirements needed by the 
storage of the stiffness matrix of FEM, The it- 
erative solution is fully vectorized. 

The matrix form of equation (7) is 

S<j> = F (13) 

where S is the stiffness matrix, <f> is the auxiliary 
potential and F is the right hand side of equation 
(7). The F values are indicative of compressibil- 
ity for the fractional step velocity field and they 
are small in magnitude. Therefore, the F val- 
ues are scaled with the square of the time step 
to increase accuracy. These scaling reduces the 
number of iterations by almost 50%. 

F = F/(Atf (14) 

For further reduction in iteration the following 
is defined as preconditioner: 

Wu = Ee5? (15) 

Thus <f) and equation (7) can be written as 

(f>=W-ll24> (16) 

W~ll2S W~ll24> = W~1/2F        (17) 

As a result, the diagonal elements of precondi- 
tioned stiffness matrix become unity. Thus the 
final form of equation (17) reads 

S</> = F (18) 

Equation (18) is solved with conjugate gradient 
method developed for symmetric matrices. The 
iteration starts using the following initial values. 

choose:    §°   = 0 
residue:   r°    = F - S4>° = F 
define:     P°   = r° 

Following initialization, a line search is per- 
formed to update solution and residue; 

set: Xm = (rm.rm)f(SPm.rm) 
solution: <t>m+1 - <f>m + \mPm 

residue:   rm+1 = rm - XmSPm 

At the end of each iteration the norm of residue 
is checked for convergence 

m+1ll/l|r-°|| < 10~4 (19) 

Following this, a new conjugate search direction 
is obtained as, 

set:   am - (rm+1 .rm+1)/\rm.rm) 
find: PTO+1 = rm+1 + amPm 
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If the convergence is satisfied 

(20) 

The <f> values are rescaled with the square of the 
time step to obtain the final <f> distribution. 

4> = (j,*(At)2 (21) 

2.5 Vectorization of E-B-E Formulation 

The iterative procedure described above as E-B- 
E formulation requires assembly of contributions 
coming from each element. In order to utilize 
the full vectorization in computation at each it- 
eration, the assembly process is performed block 
by block. For this purpose, the whole domain is 
divided into blocks each containing 128 (vector 
size) elements. Then, for the evaluation of the 
right hand sides the multiplication of the ele- 
ment matrices with vectors of known quantities 
are performed in a single block. With this, in 
vector operations maximum benefit from vector- 
ization is achieved. 

If 'nblock' is the number of blocks, 'ns'=128, is 
the vector length and if in the inner DO LOOPS 
the data transfer from global to local and from 
local to global nodes are made with pointers, 
then the assembly algoritm reads, 

do block i = 1, nblock 
do elem = 1, ns 
evaluate right hand sides 
locally at an element and 
store in arrays of length ns 

enddo 
do elem =l,ns 

accumulate globally 
on the right hand side 
at the node level 

enddo 
enddo 

2.6 Turbulence Model 

The Baldwin-Lomax turbulence model[3] ex- 
tended to three-dimensions [4] is utilized. The 
t/+ values, for the first point adjacent to the wall, 
vary between 5 and 55 (y+ = U*n/v where U* 

is the friction velocity and n is the normal dis- 
tance to wall). The points of the profiles used in 
determining YMAX, FMAX values of the model 
are the rays perpendicular to the wall. For the 
wake region, however, aft portion of the axis of 
the body is considered as the wall. Then the 
profiles are determined accordingly. 

3. RESULTS AND DISCUSSION 

For various Reynolds numbers based on the car- 
riage length (Z=2144mm), the flow field both 
laminar and turbulent are predicted with the 
method described. For the present, for the 
flow about the carriage-pylon-fuselage interac- 
tion, the laminar flow is studied. The fuselage 
geometry is similar to that of the F-5 fighter 
aircraft [9]. The turbulent flow results about the 
carriage alone is compared with the experimen- 
tal data[10]. 

Figure 1 shows the grid used for the laminar 
flow studies about the carriage alone. The car- 
riage geometry is defined in reference[10j. The 
number of grid points is 38067 forming 33352 
elements. The same grid is used for Reynolds 
numbers of 5000, 27000 and 134000. 

Shown in figure 2 is the grid utilized for the tur- 
bulent flow study where the Reynolds number is 
106. The number of grid points is 16596 forming 
14042 elements. The minimum normal distance 
to wall is 0.008L. 

The grid used for the laminar flow studies about 
the carriage-pylon-fuselage interaction is seen in 
figure 3. The number of grid points is 49691 
forming 43552 elements. The same grid is used 
for Reynolds numbers of 27000 and 134000. 

The complex nature of the flow field is clearly 
depicted in Figure 4, wherein the velocity vec- 
tor field on the symmetry plane including the 
major part of the carriage, pylons and the bot- 
tom surface of the fuselage are shown. The main 
flow is from left to right and is laminar with the 
Reynolds number of 134 000. The recirculating 
regions at the step and at the wake, and the quis- 
cent nature of the flow in between the pylons are 
readily visible. Associated pressure distribution 
on the symmetry plane is given with Figure 5. 
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Fig.l Grid used for laminar 
flow studies about the car- 
riage alone. 38067 grid points, 
33352 elements. 

Fig.2 Grid used for turbulent 
flow studies about the car- 
riage alone. 16596 grid points, 
14042 elements. 

Fig.3 Symmetry plane grid for 
carriage-pylon-fuselage inter- 
action. 49691 grid points, 
43552 elements. 
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Fig.4 Velocity vectors at the symmetry plane, Re=134000. 

Fig.5 Pressure isolines at the symmetry plane, (Cp)max= 1, (Cp)min= -0.6, ACP = 0.04, Re=134000. 



7-7 

-b- -c- 

> * , 

i#;; 

^ **  ~ 

-d- -f- 

/ >*- ' ^ - 

?»<:: 

\   \      \ N   v    s     „ 

I   " —    •*    *" *" — 
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Fig.7 Velocity vectors at the symmetryplane of the carriage, Ite=106 
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Figure 6 shows the right halves of the cross 
flow velocity vector fields given on six consec- 
utive planes in the near wake. The effect of 
the fusalage in terms of reducing the cross flow 
speed can be seen at the upper parts of each 
plane. The start up of a counter clockwise ro- 
tating vortex roll to the left of the center of the 
second plane is seen on Figure 6.b. In the follow- 
ing planes the vortex roll grows in size in further 
downstream, Figure 6. c,d,e,f. Shown on Figure 
6.g is the exact locations of the planes in near 
wake. 

The mean velocity vector field on the symmetry 
plane for the turbulent flow past the carriage 
alone is shown in Figure 7. The Reynolds num- 
ber of the flow is 1 000 000. The growth in the 
size and intensity of the buble at the step is ap- 
parent. 

The lower and the upper surface pressure plots 
on the symmetry plane of the carriage is shown 
in Figure 8.a,b with and without pylons. With 
pylons, the change in the pressure distribution 
in the vicinity of the front pylon is drastic. The 
pylon section is, 10% thick ellipse with a chord 
length of 5% L. The flow Reynolds number is 
134 000 for the both cases. 

The comparison of the surface pressure coeffi- 
cient values (Cp - 2(p - Poo)I>ooV£) for numer- 
ical results and the experimental data are given 
in plots of Figure 9.a,b. The experimental data 
is available only for the turbulent flow case. The 
agreement on the upper surface is satisfactory, 
Figure 9.b. For the lower surface, however, the 
agreement is quite good at the front, before the 
step, and at the region aft of 0.6L, Figure 9.a. 
In the recirculating region, there is a discrep- 
ancy between the calculated and the measured 
pressure values. On that figure, the calculated 
pressure values look smeared out. This smearing 
can be attributed to both the turbulence model 
and to the second order artificial viscosity intre- 
duced for stabilizing the solutions. 

Finally, shown on Figure 10 is the drag coef- 
ficients (Cd = 2 * DRAG/pooV^,) versus the 
Reynolds number of the flow. The computed 
lift coefficient is insignificant for all the cases, as 
expected. 

For the turbulent flows about bluff bodies, drag 
coefficients show very little change with respect 
to the Reynolds numbers allowing one to use in- 
complete similarity[ll]. Since the carriage stud- 
ied here is a bluff body, it is sufficient to solve the 
flow for one turbulent Reynolds number and ap- 
ply the incomplete similarity rule for the higher 
Reynolds numbers. 
The computations are performed on a computer 
equipped with i860 processor. The average com- 
putation time per time step per grid point takes 
approximately 0.008 seconds CPU time. Each 
study is carried up to the time levels where the 
carriage has traveled about one length which 
takes about 1000 time steps. 

CONCLUSIONS 

Flows about complex shapes are studied numer- 
ically for high Reynolds numbers using a special 
code developed to demand the least memory on 
the vector processors. The comparison between 
the numerical results and the experimental data 
shows, in general, reasonable agreement. In 
the large recirculating flow regions however, the 
pressure values are smeared because of low order 
approximations and artificial viscosity. There- 
fore, the near future studies must utilize both 
the high order approximations and fourth order 
artificial viscosity. 
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SUMMARY 
The NUFA semi-empirical prediction program was 
originally developed to estimate the aerodynamic loads 
experienced by configurations immersed in a non-uniform 
flowfield such as those found in close proximity to a 
parent aircraft. The code is used throughout BAe Defence 
Ltd. for the prediction of isolated weapon aerodynamic 
loads and the determination of carriage/trajectory 
characteristics both in a stand-alone mode and integrated 
into trajectory calculation suites. A recent new release of 
the program incorporates a number of developments 
aimed at extending the range of configurations which can 
be modelled, improving the accuracy of existing 
calculation techniques and improving the user/program 
interface. Additionally, development work is currently 
being carried out to enable the modelling of stores with 
bodies of arbitrary cross-section with the aim of allowing 
the program to estimate the loads experienced on modern 
configurations developed for improved low observability 
and submunition dispensing purposes. An outline 
description of the new capabilities which have been 
incorporated into the current release version of the 
program and those which are still undergoing 
development is given within this paper. 

The code has undergone extensive validation studies for 
the estimation of free-air store characteristics and the 
determination of carriage/grid loads within a hybrid load 
prediction scheme. The hybrid scheme requires the 
flowfield in which the store is immersed to be input to 
NUFA. The flexibility of the scheme is such that the 
flowfield may be obtained from any source, either 
experiment or theoretical method. Examples of the use of 
the hybrid scheme are presented, demonstrating the 
flexibility, relatively low cost and ease of use of the 
technique. 

NUFA and ABACUS are UK Registered Trade 
Marks belonging to BAe pic. 

LIST OF SYMBOLS 
Cm 

c„ 
cN 
CY 

Cz 
d 

k\VB 

KBW 

KWB 

NP 

a 

Pitching moment coefficient 
Yawing moment coefficient 
Panel normal force coefficient 
Side force coefficient 
Normal force coefficient 
Body diameter 
Deflected wing on body interference factor 
Body on deflected wing interference factor 
Wing on body interference factor 
Body on wing interference factor 
Number of individual panels in a lifting surface 
set 
Body radius 
Wing gross semi-span 
Flowfield velocity component in the Y-direction 
(sidewash) 
Flowfield velocity component in the Z-direction 
(upwash) 
Angle of attack 
Equivalent angle of attack 
Sideslip 
Angle of deflection of the j'th panel 
Change in local angle of attack due to vortex 
interference effects 
Change in local angle of attack due to fin 
deflection 

Ay        Control effectiveness parameter for the i'th panel 
due to the deflection of the j'th panel 

Subscripts 
c At the panel control point 
i Effect on the i'th panel 
Y Y-direction 
Z Z-direction 
a Effect due to angle of attack 
ß Effect due to sideslip 

1. INTRODUCTION 
The Sowerby Research Centre NUFA semi-empirical 
aerodynamic prediction program has been developed to 
estimate the aerodynamic characteristics of typical store 

«eq 

ß 

A(Xv 

Aoc, 

Paper presented at the AGARD FDP Symposium on "Aerodynamics of Store Integration and Separation", 
held in Ankara, Turkey from 24-27 April 1995, and published in CP-570. 
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configurations (missiles, bombs, fuel tanks, etc.) 
immersed in an arbitrary flowfield. This flowfield may 
be either uniform or non-uniform in nature. Uniform flow 
can be defined simply as a total incidence angle and roll 
angle while non-uniform flows are defined as a series of 
velocity components and a dynamic pressure ratio at 
various longitudinal locations. The non-uniform flowfield 
may, in principle, be supplied from any source including 
experiment. However, in general it is predicted using a 
3D panel or Euler method. 

NUFA was originally developed from the ABACUS 
prediction program (Reference 1) and uses a similar 
technique for the determination of aerodynamic loads, i.e. 
the traditional component build-up approach. Lifting 
surface and body loads are determined in isolation and 
then summed using various interference terms to obtain 
final loads and moments. The basic calculation techniques 
used have been described previously in References 2 and 
3. Version 1.0 of the program was released in 1991. The 
program was able to model axisymmetric bodies with two 
sets of monoplane or cruciform lifting surfaces for 
incidences up to 90 degrees and Mach numbers up to 5.0. 
Square cross-section body alone calculations could be 
performed at subsonic Mach numbers. The code was 
written, documented and released under strict Quality 
Assurance procedures. 

This paper will give an overview of the recent 
developments carried out to the NUFA program at the 
Sowerby Research Centre and illustrate some particular 
applications of the code to the prediction of carriage and 
grid loads. The developments carried out to the program 
are separated into two main categories: those which 
primarily extend the range of geometries capable of being 
modelled by the code and those which are aimed at 
improving the accuracy of the predictions. A third 
category of development exists: those modifications 
which improve user friendliness and ease code 
maintenance and support, but these will only be briefly 
described. Some code developments have already been 
fully integrated into the program and are available in the 
latest release of the code, Version 2.0. Other 
developments are still currently being investigated and 
will be incorporated in a future release. 

All developments carried out to the program must attempt 
to maintain the code's essential simplicity in terms of 
user input, it's minimal CPU requirements (and hence 
cost-effectiveness) and it's user friendliness. Typical run- 
times for a single flowfield case must be maintained at 
the current level, i.e. the order of seconds on a typical 
basic workstation. The code is developed, released and 
maintained under a strict configuration management 
system and has been widely distributed to the Military 
Aircraft, Dynamics and Royal Ordnance Divisions of 

British Aerospace Defence Ltd. where it is used for the 
determination of both isolated and grid/carriage loads for 
a wide variety of configurations. It has been fully coupled 
into a number of store trajectory suites for the calculation 
of loads and moments at each successive timestep. The 
code has, throughout its development history, been 
actively supported by the Defence Research Agency 
(DRA) at Bedford. 

Extensive validation studies have been carried out, 
applying NUFA to a wide variety of configurations, 
ranging from missiles and fuel tanks to mortar bombs. 
The results of these validation studies have been 
incorporated into a comprehensive validation file. This 
extensive document has been widely distributed within 
BAe and the information is considered extremely valuable 
for end-users in assisting with the assessment of how well 
the program can be expected to perform under particular 
flow conditions for specific types of configuration. 
Considerable validation has also been carried out 
concerning the code's abilities in predicting both store 
carriage and grid loads, and a selection of the results 
from these studies will be presented. 

2. NUFA DEVELOPMENTS 
The recent developments to the NUFA code can be 
categorised as follows: 
• Geometry modelling extensions 
• Improvements to prediction accuracy 
• User and maintenance oriented developments 

The developments within each of these categories are 
detailed below. 

2.1. Geometry Modelling Extensions 
The following developments have been incorporated into 
Version 2.0 of NUFA: 

• An ability to model up to five sets of lifting surface. 
This allows, for example, configurations composed of 
body, canard, wing and tail to be modelled. 

• Each lifting surface set may be composed of up to 14 
equi-spaced panels. 

• Square cross-section bodies may now be defined with 
monoplane or cruciform lifting surfaces. The 
horizontal set of panels may be offset in the vertical 
direction. 

Figure 1 illustrates some typical configurations which can 
be modelled with NUFA Version 2.0. 

The traditional technique used for the determination of 
wing/body and body/wing interference terms is Slender 
Body Theory (SBT) as described by Nielsen (Reference 
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4). This technique, albeit with a number of modifications, 
has been utilized within NUFA for axisymmetric bodies 
with lifting surfaces. To allow the addition of lifting 
surfaces to non-circular cross-section configurations 
required a modification to this method. 

Following the technique outlined by Warsop (Reference 
5), the problem of determining an effective angle of 
incidence for a wing attached to a body at an arbitrary 
roll angle can be effectively split into two separate 
problems consisting of pure incidence and pure sideslip. 
The two solutions are combined using the laws of 
superposition to give the final solution at an arbitrary roll 
angle. Body on wing interference factors are determined 
for each panel in a lifting surface set for a pure incidence 
and sideslip (KWBoc and KWBp respectively). These 
interference factors can be used, together with the local 
flowfield incidence and sideslip angles at the panel 
control point, the interference due to vortex effects (AoO 
and panel deflections (Aa5) to determine an effective 
panel local incidence. Hence, the equivalent angle of 
attack for the ith panel is: 

sideslip. For example, the Z component of body carryover 
load due to incidence is: 

efi 
KWBtl

ac,  + KWB,Pc, + Aav, + Aa« (1) 

This equivalent angle of attack can be used to determine 
the panel normal force coefficient. The process is 
repeated for each individual panel in each lifting surface 
set. 

The determination of the panel to body carryover is a 
little more problematic. Since NUFA may be employed 
with non-uniform flowfields, where each panel will in 
general experience different flow conditions, it is 
necessary that the wing on body interference effects be 
determined for each individual panel. The technique 
employed (from Reference 5) assumes that "the carryover 
load developed by each panel is directly proportional to 
the load on the panel (including the body on panel 
interference)". Four components of panel to body 
carryover loading are generated for the general case of a 
fin positioned on an arbitrary cross-section body, i.e. Y 
and Z components due to both incidence and sideslip. 
Therefore, four wing on body interference terms are 
required for each individual panel (KBWaY ,KBWaZ , KBwpY 

and KBwpz). Each of these interference factors are used 
together with the panel load, including body to panel 
carryover, to determine each component of wing to body 
carryover, e.g. the Z component of load due to the ith 
panel is: 

-K, BWaZfN, (2) 

These components are then used to determine the 
carryover load on the body in the Y and Z directions 
from the entire lifting surface set due to incidence and 

CZBW.-Y,i=i l^BWaZpN^ (3) 

These components of wing to body carryover load are 
then apportioned to each individual panel according to the 
magnitude of the total load on that panel. 

The values of the various interference factors described 
above have been determined using a 2-D panel method 
(Reference 6) and incorporated into NUFA Version 2.0 
for a limited set of configurations. Hence, for square 
(with arbitrary corner rounding) cross-section bodies with 
cruciform or monoplane lifting surfaces, with or without 
a vertical offset for the horizontal lifting surfaces (see 
Figure 1 for an example), the interference factors can be 
determined internally within the program. 

A number of developments have recently been carried out 
to Version 2.0 of the program to extend the modelling of 
configurations of non-circular cross-section which are 
becoming increasingly popular for low observability and 
submunition dispensing configurations. The body 
geometry is defined as a series of sections each of which 
has a specified profile shape (which can be different in 
plan and side elevations). Body width, height and cross- 
sectional shape are defined at the upstream and 
downstream extremities of each section. Body profile 
shape may be defined as tangent-ogive, conical, secant- 
ogive, ellipsoidal and other specific shapes or as a user 
defined polynomial. Cross-sectional shapes can be 
circular, rectangular (with corner rounding), elliptical or 
more arbitrary in shape. Arbitrary cross-sectional shapes 
are defined as a series of straight lines and circular arcs. 
The program performs an interpolation from the sectional 
data input by the user to determine the intermediate body 
cross-sectional shapes. Figure 2 illustrates a simple 
example of a configuration built with two body sections 
using a combination of the various forms of cross- 
sectional shape definition and a step change in body 
width. For more simple cross-sectional shapes the 
program is able to determine appropriate lift curve slope 
and cross-flow drag/lift coefficient values, however, in 
general the user is expected to define these values at 
various body stations. 

The 2-D panel method mentioned previously is a simple 
and efficient tool for the determination of linear lift curve 
slopes and the definition of arbitrary cross-sectional 
shapes within NUFA has been designed to be compatible 
with the panel method input format. Experimental 
crossflow drag/lift coefficient data for a wide variety of 
cross-sectional shapes has been assembled in tabular 
format and will be inserted into the'program userguide. 



A 2-D discrete vortex code has been developed at SRC 
and is available to assist users in the definition of these 
coefficients. NUFA will utilize the user input data to 
perform a modified Slender Body Theory/crossflow 
analogy calculation to determine the body load 
distribution. Additionally, a buoyancy loading calculation 
is performed to determine body loads due to the flow 
gradients encountered in a non-uniform flowfield. 

The lifting surface calculation uses the modified 
equivalent angle of attack method described above. The 
user is required to define the appropriate interference 
terms but again the 2-D panel method can be used as a 
tool to provide this information. The interference effects 

due to panel deflections ( Aot5 in equation 1) have 
previously been calculated within NUFA using the 
traditional Slender Body Theory approach of utilizing 
factors kWB and kBW. NUFA has recently been modified 
to use the "control effectiveness parameter" approach 
described in Reference 7. This technique has the 
advantage that it can be easily extended to bodies of 
arbitrary cross-section. The basis of the method is the use 
of an array of control effectiveness parameters which 
define the effect of the deflection of each individual panel 
on itself and on all the other panels in the lifting surface 
set. If Ay is the control effectiveness parameter for the 
effect on the ith panel of the deflection (öj) of the jth 
panel, then the equivalent angle of attack induced on the 
ith panel by the deflection of all the fins is 

The technique can be conveniently described in matrix 
form. If a lifting surface set has N individual fins, then if 
S is an N element array of equivalent angle of attack 
increments due to fin deflections, A is the NxN element 
array of control effectiveness parameters and D is the N 
element array of panel deflections then 

5=AZ) 

where A = 

' All A12  " -Aw] f»l] 
A,, A^ .. " AjAT 

D = 
»2 

ANi A/V2 • •• AMV, »Ä 

The control effectiveness parameters are known for 
circular bodies with cruciform lifting surfaces (Reference 
7). For non-circular bodies these parameters can be 
determined using the 2-D panel method (Reference 6) to 

model the wing/body crossflow plane at the maximum 
span position (this will give results equivalent to SBT). 
Results for a circular body with a monoplane lifting 
surface of varying span have been determined using the 
panel method. The accuracy of the panel method can be 
demonstrated by comparing the Slender Body Theory 
value of kBW and the panel method calculated value of 
AH+AI2. These values should be equivalent for this 
monoplane configuration and the comparison is shown in 
Figure 3. It can be seen that the comparison is very good 
with a maximum error of about 4% for very small span 
lifting surfaces. This error is probably due to numerical 
inaccuracies in the panel code as a result of the very 
small panels which have to be used to model these small- 
span configurations. 

NUFA has been set up to read these control effectiveness 
parameters from the input dataset and hence the code 
should be able to model deflected fins on arbitrary cross- 
section bodies given the appropriate user input. 

It can be appreciated from the above description of the 
arbitrary body capability that considerable reliance is 
placed on the 2-D panel method for the determination of 
the appropriate user input parameters. It is the intention 
to consider the permanent inclusion of the panel method 
into NUFA during the next phase of the development. 
This has already been carried out with the SRC ASTAC 
code (which is used to determine the aerodynamic 
characteristics of aircraft configurations) and has proved 
to be both rapid and reliable in operation. The parameters 
determined by the panel method would only have to be 
determined once at program start-up since they are 
equivalent to SBT values and would be applicable for all 
flow conditions. It should be emphasised that the 
development of this arbitrary modelling capability is still 
in it's early stages and the method is currently 
undergoing validation/evaluation studies. 

2.2 Improvements to Prediction Accuracy 
A number of modifications to the NUFA code have been 
incorporated in an attempt to improve prediction 
accuracy. 

At subsonic Mach numbers NUFA uses a modified 
Slender Body Theory approach to predict the loading 
distribution due to the nose of a configuration, which is 
able to account for the carryover of load from the nose to 
the body. This technique has been extended, under a 
BAe/DRA shared funded contract, to transonic and 
supersonic Mach numbers using a time marching and a 
space marching Euler code to provide the values for the 
various required parameters. This technique has been 
recently improved, under funding from BAe Defence 
(Dynamics) Ltd., and will be incorporated into the next 
release   of   the   code.   The   technique   will   produce 
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predictions up to a Mach number of 5 and could be 
extended to higher Mach numbers if required. 

A technique, termed the shock reflection model, has been 
incorporated into Version 2.0 of NUFA. This model is 
used to determine an incremental loading on an 
axisymmetrc body in a non-uniform supersonic flowfield 
due to the reflected influence of the store off of a plane 
surface (e.g. off the lower surface of the aircraft wing) 
back onto itself. The effect is illustrated in Figure 4. The 
technique is of value when calculating store loads and 
moments in or near the carriage position at supersonic 
Mach numbers. It is of particular value when using Euler 
generated flowfields since the traditional ghosting 
technique, as used with panel methods for incorporating 
the effects on the flowfield due to the store's own 
presence, cannot be utilized. The technique also allows 
the use of the basic aircraft flowfield for the calculation 
of loads throughout an entire trajectory range. The 
method uses the imaging technique of Reference 8, 
utilizing a distribution of supersonic, linearly varying line 
sources/sinks and doublets along the store axis to model 
volume and upwash/sidewash effects respectively. A store 
image is created to account for the presence of a 
reflection plane and the program determines an 
incremental body load distribution due to that image. This 
technique has demonstrated encouraging results and some 
of these are presented in Section 3. 

A series of store/pylon interference models have been 
incorporated into NUFA Version 2.0 under funding from 
BAe Defence (MAD) Ltd. The techniques can be used to 
explicitly determine the incremental loads and moments 
experienced on a store in the carriage position due to the 
presence of the pylon. It had previously been found that 
the accuracy of the flowfield discretisation technique was 
limited in areas of very high flow gradients which are 
particularly prevalent around the pylon foot. This 
deficiency tended to lead to a poor prediction of store 
lateral forces and moments (at subsonic speeds this has 
been found to be a problem when the store is within half 
a calibre of the foot of the pylon). A variety of 
techniques, all generally based on Slender Body Theory, 
have been implemented to explicitly account for the 
presence of the pylon. It should be noted that the direct 
effect of the pylon should be removed from the flowfield, 
i.e. both the store and pylon should be 'ghosted' from the 
solution. Somewhat limited validation of these techniques 
has taken place but Figure 5 illustrates some results 
obtained to date. Where the store is released using an 
ERU mechanism the inability to accurately discretise the 
flowfield may not be a significant problem since the 
prediction of the store trajectory is often started from the 
end of stroke position. It is anticipated that the 
incorporation of the store-pylon interference model will 
improve the accuracy for those cases where the trajectory 

must start from the installed location. 

In addition to the modifications described above, various 
more minor developments have been incorporated into 
NUFA Version 2.0:- 

• A viscous body and trailing vortex core model has 
been implemented within the code. The core model 
gives a smoothly varying, physically realistic velocity 
distribution through each vortex and prevents "close 
approach" problems which can occur when a potential 
vortex passes very close to a particular control point. 

• The user is now able to specify the flowfield 
velocity components at lifting surface control points 
allowing more realistic individual panel loads to be 
determined. 

• A new technique for the improved prediction of body 
boattail loads has been developed and incorporated 
into the program. 

2.3. User and Maintenance Oriented Developments 
A number of modifications have been carried out to the 
code aimed at improving the program/user interface and 
simplifying code maintenance. The program will now 
write a geometry plotting output file during execution. 
This file, written in a format commonly used throughout 
BAe, can be utilized to view the defined geometry, 
providing the user with increased confidence in the 
specified input data. The configurations shown in Figures 
1 and 2 have been plotted using this capability. 

A number of further modifications have been carried out 
to the code enabling it to be simply and efficiently 
coupled into a store trajectory program with a "clean" 
interface. This means that the NUFA subroutines can be 
compiled into a stand alone version of the program or 
directly coupled into a trajectory suite without any 
internal modifications. This greatly simplifies future code 
updates and satisfies strict Quality Assurance procedures. 
Other minor modifications, such as suppressing all 
program output and providing a flip-out fins capability, 
have improved the code's interface with trajectory 
calculation suites. 

A comprehensive userguide, effective problem reporting 
system and prompt user support provided by SRC assist 
all users in the effective exploitation of the capabilities 
inherent within the code. 

3. HYBRID STORE LOAD PREDICTION 
To predict store loads, NUFA requires, as input, the 
flowfield in which the store is immersed. By supplying 
an aircraft flowfield, store grid loads (including carriage 
loads) and trajectories may be predicted.   The flowfield 
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can be obtained from any source, including experiment, 
simple prediction methods and CFD codes. The use of 
the semi-empirical code together with a flowfield 
generated by another means is termed a hybrid scheme. 
The hybrid scheme enables the ease of use, low cost (in 
terms of both human and computer resources) and fast 
turnaround of the semi-empirical code to be exploited to 
the full. Since the aircraft flowfield can be obtained from 
a wide range of methods, the hybrid scheme provides an 
extremely flexible technique for predicting store loads 
and trajectories. When a CFD code is used to predict the 
flowfield, its accuracy for this purpose is combined with 
the advantages of the semi-empirical code. Allowing the 
project engineer to choose from a range of methods for 
the prediction of the flowfield ensures that the method is 
always fit for purpose, whilst enabling the engineer to 
consistently undertake predictions within the same 
flexible framework. The hybrid scheme is, however, 
constrained by the limitations of the semi-empirical 
method, although as described previously, SRC are 
undertaking developments to the NUFA code to 
overcome some of these weaknesses. Nevertheless, some 
limitations will remain, for example, the code is unable 
to predict the surface pressure distribution, which may be 
required for stressing purposes. The hybrid scheme is 
therefore designed to provide a flexible tool for use by 
engineers, complementing both experimentai teciiniques 
and numerically intensive methods. 

The NUFA code has been incorporated within a number 
of BAe Defence Ltd. trajectory codes including the 
Military Aircraft Division STARS and the Dynamics 
Division HATS codes. The latter code was developed by 
SRC under funding from BAe Defence (Dynamics 
Division) Ltd. Use of NUFA within these codes enables 
full advantage of the hybrid scheme to be exploited. 
Where the NUFA code is used for predicting isolated 
weapon loads in concept or project studies, the 
application of the code within a trajectory method ensures 
that commonality in the prediction of the aerodynamic 
loads is maintained. 

The ability of a trajectory code to accurately predict store 
dispersion will, in part, be determined by its ability to 
predict accurate static aerodynamic loads on the store. It 
is therefore generally advisable to evaluate the accuracy 
of any trajectory method by comparing predicted grid 
loads with experimental data, where it is available. The 
accuracy of the predicted grid loads is in turn determined 
by the ability of the method to predict both accurate 
isolated weapon loads and aircraft flowfields. Before 
undertaking the prediction of a store trajectory these 
elements should also be checked. A number of examples 
of the hybrid scheme's ability to predict accurate store 
grid- loads will therefore be presented. These will also 
provide some indication of the advantages of the method, 

including its flexibility, accuracy and potential to provide 
users with predictions at relatively low cost. In each case, 
where suitable experimental data has been available, 
comparisons of predicted isolated weapon loads and 
aircraft flowfields have also been undertaken. NUFA has 
been used together with a 3-D subsonic panel method and 
a number of Euler codes to predict store grid loads. An 
example of each will be presented, including some initial 
predictions of submunition loads. 

The first study which included the use of an Euler code 
within the hybrid scheme made use of the experimental 
data from Reference 9. This data was used to evaluate the 
use of a structured multiblock Euler code and its 
application within a hybrid scheme to predict the 
aerodynamic loads on a body alone configuration. The 
experimental data included isolated store loads, 
underwing flowfield data and store grid loads. The store 
grid loads were measured at a variety of heights below 
fuselage-wing and fuselage-wing-pylon configurations. 
Test data were available at Mach numbers of 1.5 and 2.0 
at 0° and 5° incidence. The aircraft configuration is 
shown in Figure 6. The store was a simple tangent- 
ogive/circular cylinder configuration. 

The BAe WMS Euler code (Reference 10) which was 
used for the study was developed specifically for the 
prediction of weapon aerodynamics. Because of this, the 
mesh generation software was not optimised for 
modelling aircraft-store configurations, however this 
initial study provided useful information about the use of 
the NUFA code with Euler methods. The study was 
jointly funded by BAe SRC and the DRA. 

The isolated body loads were predicted using both NUFA 
and the WMS Euler code. Load distributions were 
compared between 2.5° and 10° of incidence at Mach 2.0. 
A typical result is presented in Figure 7. NUFA Version 
1.1a was used for this study and it is evident that the load 
distribution on the nose of the configuration is over- 
predicted. Also, the carryover from the nose onto the 
body is not represented. Development of an improved 
supersonic body model, as described earlier, is almost 
complete and will be incorporated within the next release 
of the code. The accuracy which could be expected from 
this model is demonstrated in Figure 8 for the same 
configuration as that in Figure 7. The comparison with 
the experimental data has been significantly improved. 
Returning to Figure 7, the load distribution is relatively 
well predicted by the Euler code, although it is evident 
from the loads on the aft part of the body that the non- 
linear effects due to body separations are not predicted. 
This discrepancy increases with incidence, as would be 
expected. 

An example of the flowfield comparisons is presented in 
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Figures 9. The sidewash and upwash distributions along 
an axial traverse 1.37 inches below the wing mean chord 
plane are presented for both the pylon on and off 
configurations at Mach 2.0, oc=5°. The leading edge shock 
is predicted slightly too far aft and tends to be smeared. 
In general the flowfield is fairly well predicted for the 
pylon off configuration. With the addition of the pylon 
the discontinuities in both the sidewash and upwash 
distributions are not well predicted, although there does 
appear to be some scatter in the experimental data. The 
wing leading edge shock was poorly represented by the 
WMS code when the pylon was modelled. This was 
probably largely due to the mesh quality, and emphasises 
the need to ensure good mesh density and quality in 
regions where flowfield data is to be extracted for grid 
load or trajectory calculations. From Figure 9 it is clear 
that the velocity gradients around the pylon foot are very 
high. As indicated in Section 2.2, due to the discretisation 
method used within NUFA, the accuracy of the predicted 
loads in the presence of these very high gradients may be 
degraded. This was confirmed by the store load 
comparisons although use of a store-pylon interference 
model could be expected to improve the comparison with 
experimental data at the installed position. 

The Euler code was used to both predict the store grid 
loads and to provide flowfield for input to NUFA. 
Comparison of the load distributions on the store located 
below the fuselage-wing configuration highlighted the 
need for a correction to be incorporated within NUFA to 
account for the reflection of the store nose shock off the 
wing lower surface. The effect of the shock reflection 
model (described in Section 2.2), at M1.5, oc=5°, on the 
predicted load distribution at a height of 2.87 inches 
below the wing is indicated in Figure 10. Inclusion of the 
shock reflection model improved the predicted load 
distribution. The overshoots in the NUFA load 
distribution at axial stations less than 0.4 are caused by 
the use of Slender Body Theory, as highlighted by the 
load distribution comparisons for the isolated body. 

Store grid loads are presented in Figures 11(a) to 11(d) 
for the normal force, pitching moment, side force and 
yawing moment at M2.0, oc=5°. The distance of the store 
below the installed position was varied from 0 to 4.5 
inches (equivalent to 6 calibres). The normal force and 
pitching moment are well predicted by NUFA, although 
the discrepancy in pitching moment increases as the store 
approaches the wing lower surface. The apparent 
differences between the predicted and experimental data 
between 3 and 4.5 inches is due to the lack of predicted 
data points. The quality of the predicted side force and 
yawing moment is not as good. 

It is notable that there is a close correlation between the 
loads predicted by the Euler code and those by NUFA. 

To produce the predicted loads from the Euler method 
presented in Figure 11 required the code to be executed 
seven times: each time the store was moved and 
remeshing required. For each position the code took 
approximately 10 hours of CPU time on a Cray 2. The 
NUFA predictions were undertaken using the flowfield 
data extracted from a single execution of the WMS code. 
The CPU time required by the semi-empirical code is 
negligible; a few seconds on a workstation. The flowfield 
data for the predictions presented in Figure 11 were 
provided for the fuselage-wing configuration, there being 
no need to model the store using the Euler code. This 
greatly simplified the modelling. Execution of the Euler 
code for the flowfield calculation required approximately 
6 hours of CPU time, resulting in a saving of up to 64 
hours of CPU time and a considerable amount of labour. 
The output from the WMS code for the fuselage-wing 
configuration could, in fact, be used to provide an 
estimate of the store loads at any position within the 
flowfield of the aircraft. Also, any number of store 
configurations could be analysed, providing potentially 
massive savings in computing and labour costs. 

The hybrid scheme has also been applied at transonic 
Mach numbers to the more complex aircraft-store 
configuration shown in Figure 12. The loads on a missile 
at various locations beneath the Ml65 combat aircraft 
research model were measured in the ARA transonic 
wind tunnel under funding from SRC. The M165 model, 
which was loaned by the MoD, has a twisted, cambered, 
swept wing with a number of leading and trailing edge 
control surfaces, although none of the control surfaces 
were deployed during the tests. A mid-span pylon was 
manufactured for these tests and loads on the missile 
were measured both with and without the pylon present. 
As well as measuring five components of load on the 
missile, the underwing flowfield, store isolated loads and 
wing surface pressures were acquired. Tests were 
undertaken at Mach numbers of 0.7 and 1.2 at a number 
of angles of incidence. Following the normal procedure, 
the predicted isolated store loads were compared with 
experimental data. This was followed by a comparison of 
the flowfield data. The experimental flowfield data were 
compared with results from both multiblock structured 
Euler and unstructured Euler codes. 

For this missile configuration no 'tuning' was required to 
match the experimental isolated loads, although at the 
lower Mach number it was evident that the interference 
of the body and wing trailing vortices on the tail was 
being over-predicted. This problem has now been 
overcome with the introduction of a vortex core model. 
A comparison of predicted and experimental store loads 
for the missile at 6 locations below the Ml65 clean 
aircraft are shown in Figures 13(a) to 13(d). Loads were 
actually measured at 24 locations, corresponding to 4 



axial lines of 6 points as shown in Figure 14. The results 
presented in Figure 13 are for the uppermost line, with 
the axial position at x=0.0 corresponding to the installed 
position, had the pylon been present. The lines are 
inclined at an angle of 3.75° to the wing reference plane. 
The comparison of the flowfield data indicated that for 
the particular flow conditions presented here (M0.7, ot=0°, 
4°, 9° and 12°), the actual and nominal five hole probe 
traverses may have been at a slightly different orientation, 
with a difference of at most 0.4° in the incidence and 
sideslip planes. Although it has not yet been undertaken, 
the wing pressures should give some indication of the 
difference between the nominal and actual aircraft 
incidence angles. From Figure 13 it can be seen that the 
normal force, side force, pitching moment and yawing 
moment are well predicted by the hybrid scheme 
throughout the incidence range investigated. The results 
are particularly pleasing since the structured grid for the 
Ml65 configuration was not optimised to provide 
flowfield data beneath the wing. The lack of optimisation 
of the grid for the purpose for which it was to be put was 
more clearly shown in the supersonic results, although, 
even for the higher Mach number the trends in the 
variation of the missile loads were reasonably well 
predicted as shown by the side force results presented in 
Figure 15, again for the uppermost axial line. Here results 
are presented at 0°, 3" and 6' incidence. 

With the introduction of a pylon, significant changes can 
be expected in the grid loads around the pylon foot. The 
five hole probe data clearly showed, as was seen in the 
previous test case, that the presence of the pylon 
introduces significant non-uniformities in the flowfield, 
with extremely high velocity gradients around the pylon 
foot. The flowfield comparisons for these flow conditions 
indicated that the difference between the nominal and 
actual probe traverses was, as before, of the order of 0.4°. 
A comparison of the predicted and experimental missile 
loads with the pylon fitted are shown in Figures 16(a) to 
16(d), for the second highest axial traverse. Data are 
presented for the lower Mach number at 0°, 4° and 9° 
incidence. Clearly the trends are well predicted, although 
the magnitude of the side force and yawing moment tend 
to be over-predicted, the discrepancies decreasing with 
increasing distance from the pylon. 

The hybrid scheme has also been applied to the 
prediction of the loads on a Terminally Guided 
Submunition (TGSM). Comparisons with the measured 
data have only been completed recently and some initial 
results are presented. The work was funded by the MoD 
through the Defence Research Agency, WX8 Division. 
No flowfield data was measured during the tests and it 
was therefore only possible, for this particular 
configuration, to compare the isolated' TGSM loads 
before undertaking predictions of the grid loads. The tests 

were undertaken at a low subsonic Mach number 
(Reference 11) and therefore the BAe SPARV 3- 
Dimensional panel method was used to predict the 
flowfield in which the TGSM was immersed. No dummy 
submunitions were used during the testing and thus the 
only interference during the tests was between the TGSM 
and the dispenser. The tests were undertaken to ascertain, 
amongst other things, the effect of varying incidence and 
yaw angles, opening various bays, moving the 
longitudinal position of the dispenser wing, adding a 
canard to the dispenser and the effect of varying the 
TGSM attitude relative to the dispenser. The dispenser 
had six bays; a forward and rear set each having three 
bays. 

Isolated TGSM loads were measured in the DRA 8'x6' 
wind tunnel. Data were obtained on various build 
standards of the model: body alone, body-strake and 
body-strake-tail. The configurations with strakes would 
present a challenge to any prediction method due to their 
very low aspect ratio and the interaction of the vortices 
from the strakes with the tail surfaces. A comparison of 
the isolated loads for the three configurations are shown 
in Figure 17. The 'tuned' NUFA loads are presented 
together with the experimental data. Version 2.0 of 
NUFA was used for this study. The loads are well 
predicted by the semi-empirical code, including the loads 
on the body alone, which, it is worth noting, had a 
hemispherical nose. 

The loads on the TGSM (body-strake-tail) at a range of 
y stations were predicted with the submunition pitch and 
yaw attitude varying relative to the dispenser. At the 
closest position to the dispenser (y/D=2), which was 
configured with all bays covers on, the submunition was 
just outside the top rear bay. Various views of a panel 
model showing the geometry of one of the configurations 
is shown in Figure 18. Predicted grid loads were obtained 
using a 'clean' dispenser (i.e. no TGSM was modelled 
by SPARV). SPARV predicted flowfields were input to 
NUFA to obtain predictions of the grid loads. 
Comparisons of the predicted and experimental grid loads 
at an angle of incidence of 5° are shown in Figures 19(a) 
to 19(d) for the TGSM pitch attitude relative to the 
dispenser varying by +/-5°. Results are presented for two 
different dispenser boattail models. Use of the second 
model clearly improves the comparisons with the 
experimental data, particularly for the side force and 
yawing moment. The effect of varying lateral position is 
very well predicted. The variation with pitch attitude is 
well predicted for the normal force and pitching moment. 
The trend with pitch attitude is not as well predicted for 
the lateral characteristics, although the relative scale of 
the graphs should be noted. 

The effect of yaw attitude was not predicted as accurately 



and further work is required to refine the panel model 
used to generate the flowfield data used within NUFA. 

The effect of opening a bay was briefly investigated. 
Data were obtained for a store emerging from the bottom 
forward bay. The dispenser was configured as a body 
alone. Only the bay from which the submunition was 
being traversed was opened. The experimental and 
predicted submunition loads are presented in Figure 20 
for a dispenser and submunition pitch angle of 5°. The 
removal of the bay cover has a significant effect on the 
submunition loads, primarily on the lateral characteristics. 
The effect of removing the bay cover was well predicted 
by the hybrid scheme. With the bay cover removed the 
side force and yawing moment are under-predicted. 
Although the initial results have been very encouraging 
they have highlighted the need for further work, including 
improved modelling of the effect of the open bay on the 
flowfield characteristics. 

4. CONCLUSIONS 
The NUFA semi-empirical code continues to be 
developed since it provides project engineers with a low 
cost, flexible and easy to use method for predicting both 
isolated weapon aerodynamics and store loads. When 
incorporated within a hybrid store trajectory prediction 
method, engineers are able to combine these advantages 
with the accuracy of CFD codes for predicting 
aircraft/dispenser flowfields. Although CFD codes may be 
used as a prime source of flowfield data, the flexibility of 
the scheme is such that the flowfield data may be 
obtained from a variety of sources, including simple 
prediction methods and experiment. The hybrid scheme 
has been designed to complement both experimental 
techniques (wind tunnel and flight test) and complex, 
relatively high cost prediction methods. Engineers are 
therefore able to choose from a range of methods, 
enabling the most appropriate technique to be applied, 
depending on the problem at hand, the availability of 
resources, the timescales and the budget. 

The accuracy and versatility of the hybrid scheme has 
been demonstrated by a number of comparisons with 
experimental data. Substantial savings in both computing 
time and labour are possible due to the flexibility of the 
hybrid scheme, a single aircraft/dispenser flowfield being 
used to calculate any number of grid loads and 
trajectories for a virtually unlimited number of store 
configurations. 

ACKNOWLEDGEMENT 
This work has been carried out with the support of the 
Military Aircraft, Dynamics and Royal Ordnance 
Divisions of British Aerospace (Defence) Ltd. and the 
Defence Research Agency, HWA Bedford and WX8 
Farnborough. The authors would- like to acknowledge 

P.S.Barratt, G.D.Booth, F.J.Delafaille, P.C.Dexter, 
H.M.S.Figueiredo and G.A.Johnson from the Sowerby 
Research Centre Aerodynamics and Vulnerability 
Department all of whom have contributed to the NUFA 
and hybrid scheme development and validation work 
presented in this paper. 

REFERENCES 
[1] P.G.C.Herring. A computer program which 

evaluates the longitudinal aerodynamic 
characteristics of typical weapon configurations. 
AGARD-CP-336, Missile Aerodynamics, Paper 26, 
September 1982. 

[2] SA.Bizon. NUFA - A technique for predicting 
characteristics of store configurations in a non- 
uniform flowfield. AGARD-CP-389 Paper No. 14, 
October 1985. 

[3] S.McDougall, A.J.Press and P.S.Barratt. NUFA: A 
semi-empirical method for the prediction of isolated 
weapon aerodynamics. AGARD-CP-493, Missile 
Aerodynamics, Paper 9, 23-26th April 1990. 

[4] J.N.Nielsen. Missile Aerodynamics. McGraw-Hill 
Book Co., New York, 1960. 

[5] C.Warsop. Application of interference terms for 
arbitrary configurations. BAe SRC unpublished 
notes, February 1992. 

[6] D.Isaacs. A two-dimensional panel method for 
calculating Slender Body Theory loading (or 
loading for minimum vortex drag) on a body of 
arbitrary cross-section. RAE Technical Report 
81003, January 1981. 

[7] J.RNielsen, MJ.Hemsch and C.A.Smith. A 
preliminary method for calculating the aerodynamic 
characteristics of cruciform missiles to high angles 
of attack including the effects of roll angle and 
control deflections. Office of Naval Research 
CR215-226-4F, November 1977. 

[8] F.K.Goodwin, M.F.E.Dillenius, J.Mullen. 
Prediction of supersonic store separation 
characteristics including fuselage and stores of 
noncircular cross-section. Volume 1- theoretical 
methods and comparisons with experiment. 
AFWAL-TR-80-3032, November 1980. 



8-10 

[9] M.F.E.Dillenius, F.K.Goodwin and J.N.Nielsen. 
Prediction of supersonic store separation 
characteristics. Volume 1 - Theoretical methods and 
comparisons with experiment. AFFDL-TR-76-41, 
Vol.1., May 1976. 

[10] P.A.Shepherd and G.R.Tod. Development and 
application of a Weapons Multiblock Suite. 
AGARD CP 437, Validation of Computational 
Fluid Dynamics, Paper No.23, May 1988. 

[11] A.J.Kearse and M.J.Blackburn (HEL). Aerodynamic 
interactions between submunitions and dispensers. 
Unpublished RAE Report. 



8-11 

Figure 1 : Typical NUFA Version 2.0 Geometries 

kWB (Slender Body Theory) 

A_ . — - 

r/s 
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Figure 4 : Shock Reflection Model 

Figure 2 : Example Arbitrary Body Geometry 
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All  dimensions   in   inches 

Figure 5a : Effect of the Store/Pylon Interference 
Model. Missile A on Inboard Wing Pylon 
of Tornado (Wing at 45° Sweep) 

Figure 6 : Aircraft Geometry (extracted from 
Reference   9) 

5. 10. 15. 
Aircraft Incidence (degrees) 

Figure 5b : Effect of the Store/Pylon Interference 
Model. Missile B on Inboard Wing Pylon 
of Tornado (Wing at 45° Sweep) 
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Figure 7 : Comparison of Predicted and Experimental 
Isolated Body Load Distribution 
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Figure 8 : Comparison of Experimental and Updated 
NUFA Isolated Body Load Distributions 
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Figure 9 : Comparison of Predicted and Experimental 
Flowfield Distributions. 
(a) Sidewash Distribution for Wing/Body 
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Figure 9 : Comparison of Predicted and Experimental 
Flowfield Distributions. 
(b) Upwash Distribution for Wing/Body and 
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Figure 10: Comparison of Predicted and Experimental 
Load Distributions. 
(a) Normal Force Distribution 
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Figure 10: Comparison of Predicted and Experimental 
Load Distributions. 
(b) Side Force Distribution 
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Figure 11: Comparison of Predicted and Experimental 
Grid Loads. 
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Figure 11: Comparison of Predicted and Experimental 
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Figure 11: Comparison of Predicted and Experimental 
Grid Loads. 
(c) Side Force 
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Figure 11: Comparison of Predicted and Experimental 
Grid Loads. 
(d) Yawing Moment 
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(b) Pitching Moment Coefficient 
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Figure 16 : Comparison of NUFA and Experimental 
Grid Loads Beneath Model M165 with 
Pylon at Mach 0.7 
(b) Pitching Moment Coefficient 

-14. -12. 

STATION 2 y/S=0.55 

Exp.         NUFA 2.0 

Incidences 0° O              O 0 

Incidence = 4° *         * * 
Incidence = 9° 0           0-^> 

-8. -6. -4. 
X (inches) 

STATION 2      y/S=0.55 

Incidence = 0' 
lnddence = 4° * 

Incidence = 9° 0 

Exp.        NUFA 2.0 

-8. -6. -4. 
X (inches) 
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Pylon at Mach 0.7 
(c) Side Force Coefficient 
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Figure 18 : Dispenser Geometry for Traverse from 
Bay 3R. 
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Figure 19 : Comparison of NUFA and Experimental 
Grid Loads. Traverse from Bay 3R. All 
Bay Covers On. Variation in TGSM Pitch 
Attitude by ±5° 
(d) Yawing Moment Coefficient 
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ENGINEERING-LEVEL METHODS FOR CARRIAGE LOADS, 
HIGH ALPHA LAUNCH FROM PITCHING AIRCRAFT, 

AND SUBMUNITION AERODYNAMICS 

Marnix F. E. Dillenius, Stanley C. Perkins, Jr., 
Daniel J. Lesieutre 

Nielsen Engineering & Research, Inc. 
526 Clyde Ave 

Mountain View, CA 94043-2212 USA 

SUMMARY 

Recent applications are presented of engineering-level 
methods to describe or predict store carriage and 
separation problems. The examples described in this 
paper are concerned with estimating aerodynamic loads 
acting on the tail fins of a wing-tip mounted missile, 
predicting trajectory characteristics of a stable and a less 
stable missile rail-launched from a pitching aircraft at 
high angle of attack, and predicting aerodynamic aspects 
of submunitions in the vicinity of a dispenser. In most 
cases, comparisons with experimental data are shown. 
The engineering-level approaches are capable of 
handling parametric studies involving store component 
loads and store separation from a maneuvering aircraft, 
and the methodology can predict submunition 
aerodynamics quickly. The particular store separation 
problems described herein are not easily accomplished 
with the more accurate CFD approaches especially for 
cases involving maneuvering parent aircraft. 

LIST OF SYMBOLS 

CFD      Computational Fluid Dynamics 

CG       center of gravity of submunition 

-N 

U 

r 

Sref 

normal-force coefficient, positive up; 
normal force/q^S,.^ 

pitching-moment coefficient about CG 
location, positive nose up; 
pitching moment/q00Sreflref 

maximum diameter of dispenser 

reference length, submunition maximum 
diameter 

freestream Mach number 

freestream dynamic pressure 

radial distance from dispenser centerline 

reference area, submunition base area 

x,y,z 

XS,ZS 

time 

coordinates of store CG in parent aircraft 
system relative to carriage position; x positive 
forward, y positive starboard, z positive down 

nondimensional location of submunition CG 
relative to dispenser nose tip and centerline, 
respectively; XSMC/Dd, ZSMC/Dd; positive 
aft and down, respectively 

XSMC, dimensional location of submunition CG 
ZSMC   relative to dispenser nose tip and centerline, 

respectively; positive aft and down, 
respectively 

as submunition angle of attack relative to 
dispenser centerline, positive for submunition 
nose towards dispenser centerline 

¥,0,<1>    Euler yaw, pitch, and roll angles in parent 
aircraft system relative to carriage position; <F 
positive nose to starboard, 0 positive nose up, 9 
positive right wing down. 

1.    INTRODUCTION 

Recently, development of relatively simple to use and 
fast-running engineering-level methods for store 
separation analyses has come essentially to a halt with 
the exception of code maintenance and 
extensions/modifications of existing methods. At the 
same time, CFD-based methods for store separation 
analyses have made considerable progress. However, 
because of the specialized skills and computer resources 
required, and because of the particular flow conditions 
associated with missile launch and dispense, CFD-based 
methods are not yet widely used in the areas of store 
launch from maneuvering aircraft, or in parametric 
studies of store separation characteristics including 
submunition aerodynamics. It is clear, however, that 
CFD-based methods should be used in the transonic and 
the very high Mach number speed ranges. CFD based 
methods should be employed to calibrate and check the 
engineering-level methods whenever possible. (The 
reverse is also true.) 

Paper presented at the AGARD FDP Symposium on "Aerodynamics of Store Integration and Separation", 
held in Ankara, Turkey from 24-27 April 1995, and published in CP-570. 
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In addition to the above, wind tunnel and/or flight tests 
are expensive, and flow conditions associated with a 
maneuvering parent aircraft can not be easily modeled 
and/or simulated. Therefore, engineering-level methods 
are still very useful to provide a first order answer to 
very complex problems in store separation. 

Provided engineering-level methods contain models of 
dominant and sometimes nonlinear aerodynamic 
phenomena, they can be successfully applied to the 
problem of providing estimates of aerodynamic loads 
acting on the components of a missile attached to a 
maneuvering aircraft. The analysis of the trajectory 
characteristics of missiles rail-launched from a pitching 
aircraft can be performed quickly by engineering-level 
methods. Submunition aerodynamics during dispense 
from closed and open bays can be analyzed with a fair 
degree of accuracy by such methods. 

In what follows, references are made to computer 
programs developed over the years at Nielsen 
Engineering & Research (NEAR). In particular, the 
missile aerodynamics prediction programs SUBDL (Ref. 
1), SUPDL (Ref. 2), and the store separation codes 
SUBSTR (Ref. 1) and HASLSB (Ref. 3) are applied 
singly or in combination to a variety of store separation 
problems in the areas of tail fin loads of a wing-tip 
mounted missile, and the launch characteristics of a 
stable and less stable missile airframe from a pitching 
aircraft at high angle of attack. The above-mentioned 
computer codes have been extended and modified under 
contract to NAWC, China Lake, to provide timely 
aerodynamic support. In connection with submunition 
aerodynamics, reference will be made to submunition 
dispense codes based on NEAR supersonic store 
separation programs (Refs. 4,8). 

2.    TECHNICAL APPROACH 

The SUBDL (Ref.l) and SUPDL (Ref. 2) missile 
aerodynamics prediction codes are based on fast-running 
subsonic and supersonic panel methods, respectively, for 
modeling the fin sections including fin-body 
interference, and subsonic point or supersonic line 
singularities are employed to model the axisymmetric 
bodies. In these codes, body and fin flow separation 
vortices are tracked aft along the configuration and their 
nonlinear effects are included in the aerodynamic load 
analysis. Simple fin stall models are incorporated. 
Detailed descriptions applicable to the SUBDL and 
SUPDL codes are available in Refs. 1 and 2. 
Application of these codes to the calculation of 
aerodynamic loads acting on the tail fins of a wing-tip 
mounted missile is described in this paper. 

The subsonic store separation code SUBSTR (Ref. 1) 
employs subsonic paneling and other singularity 
methods to model volume and lift of the fuselage, wing 
and pylon components of the parent aircraft. The 

aerodynamic loads acting on the launched store are 
calculated by modified slender body theory and include 
forward fin on tail fin wake interference as well as 
effects of damping due to translational and rotational 
motion. Information about an earlier version of 
SUBSTR can be found in Ref. 1. The latest version of 
SUBSTR, designated HASLSB (Ref. 3), includes 
effects of the launching aircraft pitching up at user- 
specified g load. The SUBSTR code can also be used to 
compute flow fields for use in the detailed aerodynamics 
codes SUBDL mentioned above. An example of the 
combined use of these programs is given in this paper. 

Computer programs applicable to the prediction of 
aerodynamic characteristics of submunitions in close 
proximity to a dispenser in supersonic flow are 
designated NEAR/MCOM Dispense Code and 
Modified 1986 NEAR Supersonic Store Separation 
Program (Refs. 4,8). In both programs, the dispenser 
interference flow field is calculated from supersonic 
linearly varying source/sink and doublet distributions 
which represent the volume and angle of attack effects, 
respectively. The calculated dispenser flow field 
contains a nonlinear correction to account for the 
presence of the bow shock. In addition, an equivalent 
streamline technique is employed to approximate the 
aerodynamic effects of dispensers with open cavity bays. 
Low and intermediate level methods are employed in the 
two different codes for obtaining the loads on the 
submunition. In the low level method contained in one 
program (NEAR/MICOM Dispense Code, Refs. 4,8), 
submissile aerodynamic forces and moments are 
calculated using slender body theory with the 
submunition in the presence of the dispenser flow field. 
In the intermediate level method contained in the other 
program (Modified 1986 NEAR Supersonic Store 
Separation Program, Refs. 4,8), the submunition is 
modeled by line singularities or by panel methods, and 
surface pressure distributions are integrated to obtain 
loads. Effects of reflected shocks are included in the 
latter method. In both programs, the submunition fin 
forces and moments are calculated on the basis of 
slender body theory including reverse flow theorems, or 
using panel methods. Additional details regarding the 
flow models can be found in Reference 4. 

3.    SELECTED RESULTS 

In the next section, examples are presented involving 
various aspects of store carriage and trajectory problems, 
including submunition aerodynamics. Geometrical 
characteristics affecting the flow models and/or specific 
flow phenomena included in the engineering level 
methods are pointed out. 

3.1  Fin Loads on Wing-Tip Mounted Missile 

A drawing of the F/A-18 aircraft with a Sidewinder 
missile on the wing tip launching rail is shown head-on 
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in the upper portion of Figure 1. Until recently, the 
structural analysis of the launch rail lacked the effects of 
aerodynamic forces. In order to provide estimates of the 
aerodynamic loads including those acting on the large 
tail fins, the store separation code SUBSTR (Ref. 1) was 
employed to provide flow field data, and the SUBDL 
(Ref. 1) missile aerodynamics code was used to 
calculate distributions of aerodynamic loads on the 
missile components. In this process, it became clear that 
the F/A-18 wing deformation in torque and dihedral had 
a large effect on the missile aerodynamic loads. A 
schematic of the simplified aircraft model is shown in 
the lower portion of Figure 1 which shows the wing 
dihedral angle included in the calculations. The dihedral 
and the nose-down attitude of the missile on the wing tip 
are functions of the g-load experienced by the F/A-18 
aircraft. These data are available from the aircraft 
manufacturer. This information should be included in 
the geometric description for use in engineering level 
and especially in CFD-based approaches. 

An example is shown in Figure 2 of calculated 
aerodynamic tail fin loads compared with flight test 
data. The flight test data consisted of tail fin loads 
deduced from strain gage data. The strain gage response 
was calibrated with point loading tests in the laboratory. 
Therefore, the effect of actual aerodynamic force 
distribution was not accounted for. In any event, the 
strain gage data was used to test the prediction to first 
approximation. 

The flight conditions associated with the data in Figure 2 
included the following. The F/A-18 aircraft was in 
level flight at 2.2 deg angle of attack, Mach 0.84, and at 
10256 ft altitude. From this condition, the aircraft 
executed a 3.4 g pull-up maneuver to 4.6 deg angle of 
attack. In actual fact, the aircraft flew at 90 deg roll 
angle in a horizontal circle at the specified g load. 
Figure 2(a) shows the peak or maximum aerodynamic 
loads (in lbs) acting on the tail fins of the instrumented 
wing-tip mounted missile. The loads at the start of the 
maneuver are indicated in Figure 2(b). The difference 
between the two results is shown in Figure 2(c). The 
corresponding flight test values shown in Figure 3(d) 
were determined from strip charts containing the strain 
gage response starting at 2.2 deg angle of attack and 
stopping at 4.6 deg. Three of the four fins were 
instrumented with a strain gage on both sides of the fin 
surface near the one-half root chord location. The 
outboard fins appear to be influenced by the vortical 
flow field near the wing tip included in the wing vortex 
lattice model. The prediction for the outboard fins 
aerodynamic loads is well within engineering level 
accuracy. CFD methods can be applied to this problem 
but will require considerable effort to set up the grid and 
computer resources to perform these calculations. 

3.2 High Angle of Attack Missile Launch 

An application of the engineering-level store separation 
analysis code HASLSB (Ref. 3) is shown in Figure 3. 
The figure shows trajectory characteristics of two 
different canard-tail missiles rail-launched from the 
wing tip of the launching aircraft. The launching aircraft 
is in a 2g pull-up maneuver and at 45 deg angle of 
attack. One missile configuration is very stable, and the 
other configuration is much less stable. Neither missile 
was guided in the calculations. 

The wing vortex lattice wing model in HALSB (Ref. 3) 
includes a stall model based on section lift 
considerations. The store aerodynamic load calculation 
includes cross flow drag. In addition, special care was 
taken in the equations of motion for the missile to assure 
that it does not separate from the rail on the wing tip of 
the pitching aircraft after motor ignition (t=0) until the 
missile base clears the rail. 

The plots at the top of Figure 3 are instantaneous 
pictures taken from the animated display program 
MBSGX (Ref. 5) at real times 0.15,0.51, and 0.92 sees. 
The aircraft pitches up 7.11 deg during this time. The 
missiles are labeled stable and less stable. The fins are 
not shown. The lower portion of Figure 3 show the 
translational and angular orientation angles relative to 
the aircraft as a function of real time. The stable 
configuration tends to feather into the wind and oscillate 
in pitch. The less stable configuration exhibits much 
less initial pitch down motion. Specifically, the stable 
configuration cycled to a maximum pitch down angle of 
45 deg relative to the aircraft at 0.7 sees. Up to 1 sec in 
real time, the less stable configuration pitched down in a 
monotonic fashion to 30 deg relative to the parent 
aircraft. 

Many parametric calculations such as the example 
described above can be performed quickly with 
engineering level methods. The graphical displays serve 
to enhance greatly the understanding of the trajectory 
characteristics. 

3.3 Submunition Aerodynamics 

The next section contains descriptions of selected 
comparisons between measured and predicted 
aerodynamic forces and moments acting on 
submunitions in the vicinity of a dispenser missile. The 
experimental data consist of submunition forces and 
moments as a function of submunition horizontal and 
vertical position, and submunition angle of attack 
relative to the dispenser. The data base is called 
MICOM SUBMIS submunition data. A summarized 
description of the SUBMIS data base is given in 
Reference 6. The predictions obtained with the 
referenced codes include the nonlinear effects of shocks 
present in the flow field. The shock locations are 
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obtained from the linear body solutions on the basis of a 
local Mach number and Prandtl-Meyer considerations 
(Ref. 7). Further details of the engineering level 
submunition aerodynamics prediction methodology can 
be found in References 4 and 8. 

3.3.1   Closed Bay Dispenser 

A sketch of a submunition designated S2T1 in the 
vicinity of the closed bay dispenser designated Dl is 
shown in Figure 4. The submunition and dispenser both 
have circular cross section bodies. The simulated 
dispenser shock shape and free-stream Mach cone for 
M,,,, = 1.81 are also shown in Figure 4. Additionally, the 
reflected submunition shocks, as determined by the 
Modified 1986 NEAR Supersonic Store Separation 
Program (Refs. 4,8), are shown for two vertical positions 
of the submunition CG below the dispenser centerline. 

The data shown in Figures 5 and 6 were obtained by 
carrying out a vertical traverse of the submunition with 
the submunition CG at a given axial position relative to 
the dispenser nose. In Figure 5, the submunition CG is 
located 0.7187 ft. aft of the dispenser nose and the free- 
stream Mach number is 1.81. In Figure 6, the 
submunition CG is located 5.5 dispenser diameters aft of 
the dispenser nose and the free-stream Mach number is 
3.0. In both figures, the dispenser angle of attack is 0 
deg. 

Comparisons shown in Figure 5 for M,,, = 1.81 indicate 
very good agreement between data and the predicted 
results obtained with the NEAR/MICOM Dispense 
Code (Refs. 4,8). While the predicted results exhibit a 
slight horizontal shift with respect to the data, and the 
maximum pitching-moment is underpredicted slightly, 
the overall trends and levels of the data are predicted 
very well. 

Comparisons of measured and predicted results for M^, 
= 3.0 and submunition angles of attack equal to 0 and 5 
degrees are shown in Figure 6. Predicted results from 
both the NEAR/MICOM and 1986 NEAR codes (Ref. 8) 
are shown in this figure. In general, fair agreement 
between theory and data is shown, with the vertical 
positions at which the submunition experiences 
maximum normal force and pitching moment better 
predicted by the NEAR/MICOM code, and the 
magnitude of these peaks better predicted by the 1986 
NEAR code. Effects of angle of attack are indicated 
well by both codes. 

3.3.2  Open Bay Dispenser 

Models for the open bay dispenser are obtained using an 
inverse technique by which an equivalent cavity 
streamline is determined as follows. For a given Mach 
number, results from a vertical traverse with a body- 
alone submunition configuration at zero degrees angle of 

attack with respect to the dispenser are used to calibrate 
the predicted results. A manual iterative procedure is 
carried out to obtain a "best fit" comparison of data and 
theory over the entire vertical traverse, thereby arriving 
at a cavity streamline applicable to the dispenser at the 
given Mach number and dispenser angle of attack (0 deg 
for the cases described here). 

A sketch of a modeled shape developed for the open bay 
dispenser at M^, = 1.2 is shown in Figure 7. The dashed 
lines shown in this figure are the modeled equivalent 
streamlines, with solid vertical lines separating the bays. 
These representations of the open bays were obtained by 
the previously descibed technique using the hemisphere- 
cylinder submunition SI (body alone) at zero incidence 
relative to the open bay dispenser D1FCA. Predicted 
results were then obtained using the NEAR/MICOM 
code (Refs. 4,8) for the body-tail submunition S1T1 at 0, 
+10, and -10 deg (angle as) relative to the dispenser. 
The axial station of interest is 2.37 dispenser diameters 
from the dispenser nose and represents the release of the 
submunition from the front bay. 

Comparisons for as = 0 deg, shown in Figure 8(a), 
indicate excellent agreement between measured and 
predicted results. For as = +10 deg, shown in Figure 
8(b), predicted normal force variation with vertical 
coordinate agrees very well with data. The trends 
exhibited by the pitching moment data are also predicted 
well; however, the predicted magnitude of the pitching 
moments is much larger than that seen in the data. The 
comparisons for as = -10 deg, shown in Figure 8(c), are 
very similar to those for as = +10 deg. For this case, the 
predicted and measured pitching-moment coefficients 
appear to differ by a constant amount over the entire 
vertical traverse. 

The submunition aerodynamics examples show that 
engineering-level methods can provide good estimates 
as long as the presence of the shocks is included. 

4.    CONCLUSIONS 

Examples of applications of engineering level methods 
to various store carriage and separation problems 
indicate that the methods are capable of predicting 
complicated characteristics fairly well provided 
important nonlinear flow phenomena are included in the 
flow models. These phenomena include vortical flows, 
effects of shocks, and effects of stall. Another important 
aspect is the fact that engineering level methods lend 
themselves to the treatment of store separation from 
maneuvering aircraft. Finally, OP4ause the engineering 
level methods are relatively easy to use and run fast on 
modern work stations, many kinds of parametric studies 
can be accomplished in a short time. CFD-based 
methods should be used to check and/or used to define 
important flow phenomena present in store separation 
problems; eventually the CFD-based methods will be 
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used routinely to handle examples described in this 
paper. 
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Equivalent «xisytnmetric 
fuselage_ 

Left wing 

Fig. 1. -   Simplified F/A-18 aircraft fuselage and wing with missiles. 

Idealized Launcher 

(a)     FT1D ••= 1, Predicted Peak Values 

Mach Number = 0.85 
Parent Aircraft Angle of Attack = 4.6° 
Altitude = 9508 ft. 
Includes Wing Twist/Camber/Dihedral 
Missile Angle of Attack = 0.29° 
g-load = 3.4g 

100 

(b)     FnD = l, Predicted Values at Start of Maneuver 

Mach Number = 0.85 
Parent Aircraft Angle of Attack = 2.2 ° 
Altitude = 10256 ft. 
Includes Wing Twist/Camber/Dihedral 
Missile Angle of Attack = 2.17° 
g-load = 1.0g 

160 lbs. 

137 

(c)     FTID = 1, Predicted Change in Fin 
Normal Force, (a minus b) 

(d)     FT1D = 1, Strain Gauge Derived Values 
for Change in Fin Normal Force 

Fig. 2. -   Comparison of predicted tail fin loads with flight test data. 



10-7 

t = 0.15 sees 

"W \   less_stable Q) 

stable 

t = 0.51 sees 

less_stable 

stable 

t = 0.92 sees 

Store Position Relative to Parent Aircraft 

400 

200    - 

0 

-200 

-19.0 

y   -19.2 

-19.4 

100 

50   h 

0 

-50 

0.4 

0.2 

0.0 

0.2 

0 

-20 
0 

-40 

-60 

0.5 

0.0 

<D  -0.5 

-1.0 

-1.5 

stable 
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0.0      0.5        1.0        1.5 
t, sees 

0.0      0.5        1.0        1.5 
t, sees   

Fig. 3. -  Two difference stores rail-launched from pitching aircraft, 
M„ = 0.25 a = 45°, 2g pull-up, h = 20,000 ft. calculated by HASLSB. 
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Figure 4.- Sketch showing simulated shocks and 
reflected shocks (as determined by the 
1986 NEAR Supersonic Store Separation 
Program) for submunition S2T1 in 
vicinity of closed bay dispenser Dl, 
M   =1.81. 

o 

_ NEAR/MICOM 
Dispense Code AExperiment 

0.0- 

-0.1- ^K F -0.2- 
^ / 

-0.3- 
%, J 

-0.4- ^^ t$£ 

1.0- 

0.5- 
E 

o      0.0- 

-0.5- 

-1.0 
k M   =1.81 

as = 0 deg. 
 1 • 1—i—|—i—i—i—|—r- 

0.5       1.0        1.5        2.0       2.5       3.0       3.5 
VERTICAL COORDINATE, Z, 

NEAR/MICOM Dispense Code 
1986 NEAR Program    AExperiment 

0.2- 

0.0- 
2 

o 
-0.2- 

O 

-0.5 

VERTICAL COORDINATE, Z« 

(a)  crs = 0deg 

  NEAR/MICOM Dispense Code 
 1986 NEAR Program     AExperiment 

O 

Ü 

VERTICAL COORDINATE, Z« 

(b)  as = 5deg 

Figure 5.- Measured and predicted vertical 
variation of aerodynamic coefficients on 
submunition S2T1 in vicinity of closed 
bay dispenser Dl; M„, = 1.81. 

Figure 6.- Measured and predicted vertical 
variation of aerodynamic coefficients on 
submunition S2T1 below closed bay 
dispenser Dl; M^ = 3.0, X;. = 5.5. 
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Figure 7.- Equivalent streamline representation for 
open bay dispenser D1FCA, M„ = 1.20. 
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Figure 8.- Measured and predicted vertical 
variation of aerodynamic coefficients on 
submunition S1T1 below dispenser 
D1FCA; M„= 1.2, Xs = 2.37. 
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CARRIAGE AND RELEASE AERODYNAMICS 
OF THE PEGASUS® AIR-LAUNCHED SPACE BOOSTER 

Michael R. MendenhalL Teresa O. Lesieutre, 
Daniel J. Lesieutre, Marnix F. E. Dillenius 

Nielsen Engineering & Research, Inc. 
526 Clyde Avenue 

Mountain View, CA 94043 USA 

SUMMARY 

Pegasus©, the air-launched space booster designed for 
launch from B-52 and L-1011 aircraft, was developed 
using computational aerodynamic methods without 
benefit of specific wind tunnel or flight testing. This 
paper describes the methods and procedures used for 
predicting the carriage and launch characteristics of 
Pegasus from both B-52 and L-1011 aircraft. Flight data 
from four B-52 launches and a single L-1011 launch are 
available to validate the prediction methods. 

SYMBOLS 

c 

h 

wing chord 
section normal force coefficient, (dN/dy)/qc 
altitude 

M„ free stream Mach number 
N normal force 
q s 

dynamic pressure 
reference area 

a 
ß 

e 

angle of attack, deg. 
angle of sideslip, deg. 
roll angle, deg. 
pitch angle, deg. 

INTRODUCTION 

Successful carriage and the initial launch trajectory of 
Pegasus are critical elements of each flight and, to a large 
extent, can determine the success of the overall mission. 
Flow models and prediction methods to analyze the 
carriage and launch of the Pegasus configurations from 
the B-52 and L-1011 aircraft are required because 
experimental ground and flight test investigations of 
launch characteristics during preliminary design are 
impractical from both economic and scheduling 
considerations, particularly in light of the large range of 
potential release flow conditions of interest. The 
availability of an analytical method to predict various 
carriage and launch simulations permits the evaluation 
of a wide range of launch conditions to better 
understand the effects of Mach number, flow incidence 
angles, and altitude, as well as Pegasus configuration 
changes. In addition, the analytical method can be used 
to investigate emergency launch conditions without any 
danger to the carrier aircraft. 

® Pegasus is a registered trademark of Orbital Sciences 
Corporation of Dulles, VA 

Pegasus Background 

Pegasus (Fig. 1) is an air-launched space booster 
developed privately by Orbital Sciences Corporation to 
provide reliable launch services at low cost for small 
payloads. It is carried aloft beneath the wing of a B-52 
bomber or under the fuselage of a modified L-1011 
commercial transport aircraft. In level flight at 
approximately Mach 0.8 and 40,000 feet, Pegasus is 
released from its carrier aircraft and allowed to free fall 
for five seconds before first-stage ignition. 

The aerodynamic design and analysis of Pegasus was 
conducted without benefit of wind tunnel and flight 
testing using only computational aerodynamic 
methods.1 All levels of codes, ranging in complexity 
from empirical database methods to three-dimensional 
Navier-Stokes codes, were used in the design. The 
aerodynamic methods were validated with flight test 
data from four successful flights of the standard 
configuration, and the comparisons between predicted 
and actual aerodynamic characteristics are reported in 
Ref. 2. 

Six flights of the standard Pegasus configuration have 
been launched from the B-52 carrier aircraft. A single 
launch of the Pegasus XL has been conducted from the 
L-1011 aircraft. Pegasus XL (Fig. 1) has a longer body 
and is slightly heavier than the standard configuration; 
however, the wing and tail surfaces are identical for both 
vehicles. 

Prediction Philosophy 

The philosophy of the technical approach for the carriage 
and launch analysis was similar to that chosen for the 
aerodynamic design and analysis.1 That is, the methods 
selected must be simple, fast, accurate, and reliable 
engineering methods which can be set up and run 
quickly and economically. The methods must be 
applicable to a wide range of launch flow conditions to 
cover the normal launch envelope as well as emergency 
drop or jettison conditions. As part of the methods 
evaluation and selection, the highest level of technology 
needed to accomplish a specific task will be used, but 
conversely, a higher-than-necessary level of technology 
will not be selected unless it is required for specific 
analysis goals. Based on previous experience predicting 
carriage and launch characteristics for store separation 
applications, it was anticipated that computational fluid 
dynamic methods would not be required for the Pegasus 
analyses. The predicted results were compared with 
other independent results to build confidence in the 
approach. 

Paper presented at the AGARD FDP Symposium on "Aerodynamics of Store Integration and Separation", 
held in Ankara, Turkey from 24-27 April 1995, and published in CP-570. 
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Requirements 

The methods used to predict carriage loads and launch 
characteristics of Pegasus must satisfy certain basic 
requirements. The main features of the methods are that 
they must provide accurate modeling of the nonuniform 
flow physics in the region of the carrier aircraft, and they 
must predict the aerodynamic characteristics of Pegasus 
in this nonuniform flow field. Because of the necessity of 
verifying the carrier aircraft-induced forces and 
moments on the various components of Pegasus, the 
distribution of aerodynamic loads on the wing and tail 
surfaces are needed. 

The economic and schedule requirements dictate that the 
prediction method require no experiments on specific 
configurations; therefore, an engineering method 
consisting of aerodynamic theory plus generic 
empiricism or a purely analytical method is required. 
The method should have enough prior use to establish 
confidence in the approach and method, and an 
inordinate amount of validation should not be necessary. 
Since approximately one hundred different carriage and 
launch calculations were needed during the preliminary 
design and analysis stage, the level of technology which 
could be used was limited by necessity. 

PREDICTION METHODS 

In this section, the engineering methods for carriage and 
launch predictions are discussed to provide some 
background for the Pegasus analysis. An extensive 
summary and discussion of other available prediction 
methods are described in Refs. 3,4 and 5. 

Engineering Methods 

Engineering level prediction methods for store 
separation are based on solutions to the linear potential 
equation, and analytical models usually include 
singularity distributions and paneling methods. Mutual 
interference effects between the parent aircraft and the 
store are treated in an approximate manner; that is, the 
parent aircraft has an influence on the store, but the store 
has no or only first order influence on the parent aircraft. 
Store trajectory or drop analysis is handled in a 
quasisteady manner in which the instantaneous flow 
conditions are used to predict the instantaneous forces 
and moments on the store. 

The NEAR subsonic store separation program provides 
an analytical prediction method for the forces, moments, 
and trajectories associated with stores released from 
carrier aircraft.6,7 Originally, the stores of interest were 
bombs, fuel tanks, and missiles; however, the techniques 
developed were applicable to any problem involving the 
powered or unpowered motion of one flight vehicle in 
close proximity to another. 

The engineering level store separation analysis methods 
have been under constant use and development at 
NEAR since their origination. For example, prior to 
NASA dropping two variations of the Shuttle solid 
rocket boosters from the B-52 to test parachutes, the 
NEAR prediction method was used to verify launch 
safety.8 The U. S. Navy sponsored a study to predict the 

loads on missile tail fins during carriage on a modern 
fighter aircraft.9 Recently, the methods were used for an 
analytical investigation of missile carriage and launch 
from a maneuvering fighter aircraft at high angles of 
attack.10'11 

Other Methods 

The importance of analytical determination of store 
separation characteristics is emphasized by the number 
of different approaches directed to the problem. A 
variety of methods at all levels of technology are 
described in detail in Refs. 3 and 4. These methods range 
from semiempirical methods12"14 to various 
computational fluid dynamics (CFD) methods.15"20 

Solutions of the Euler equations provide possibly the 
best opportunity for practical CFD results for store 
carriage and separation at the current time. An excellent 
Euler result for the Pegasus XL in carriage on the L-1011 
aircraft is available.17 These results are compared with 
the NEAR method in Ref. 5. 

Solutions of the Navier-Stokes equations include effects 
of the viscous phenomenon, flow separation, and the 
other complex fluid physics associated with carriage and 
launch of stores, and the potential for time-accurate 
computations exists. However, these calculations 
require significant labor for grid generation and state-of- 
the-art computer resources for a carriage result. Time- 
accurate results are beyond the practical reach of most 
organizations, particularly for preliminary design 
studies. 

TECHNICAL APPROACH 

The forces and moments acting on the Pegasus vehicle in 
close proximity to the carrier aircraft, B-52 or L-1011, is a 
complex problem in aerodynamic interference. The 
approach taken for the carriage and launch analysis is to 
make a first-order estimate of the primary or gross 
interference. The success of the prediction method is in 
proportion to the degree to which the primary 
interference effects include all the significant effects and 
the secondary interference effects are negligible. During 
the development and validation of the original store 
separation method,6,7 it was shown that the effect of 
secondary interference on the store is small. 

The approach of the NEAR method is as follows. First, 
with the carrier aircraft represented as accurately as 
possible by singularity distributions, the three- 
dimensional velocity field in which Pegasus is operating 
is calculated. This is accomplished by removing Pegasus 
from the field and predicting the perturbation velocity 
field from the aircraft components at a number of field 
points which represent critical control points on Pegasus. 
Pegasus is placed back into this perturbation velocity 
field with the free stream velocity included. The total 
velocity seen by the store is the free stream plus the 
perturbation velocities plus any motion of the store 
relative to the carrier aircraft. The forces and moments 
on Pegasus in this complex velocity field are calculated. 

Launch characteristics are calculated using a six-degree- 
of-freedom trajectory simulation method which includes 
the aerodynamic forces and moments on the store 
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generated in the nonuniform flow field. The equations 
of motion are integrated over a short time period 
assuming the forces and moments on Pegasus are 
constant. Pegasus moves to a new position, and the 
velocity field from the carrier aircraft is calculated at the 
new position. Loads are recalculated and the integration 
continues. The computation marches in time until 
Pegasus is outside the influence of the launching aircraft. 

Flow Models 

Pegasus was placed in the predicted nonuniform flow 
field associated with both the B-52 and L-1011 at various 
flight conditions to predict the forces and moments used 
for carriage loads and trajectory simulations. The flow 
models required for each of the carrier aircraft are 
described below. 

B-52 Model 
The longitudinal aerodynamic model of the B-52 consists 
of the fuselage, right wing, three pylons, two engine 
pods, and a pylon mounting adaptor for Pegasus. The 
NEAR subsonic store separation code, SUBSTR (Ref. 6), 
was used to conduct the aerodynamic analysis. The flow 
field for incompressible subcritical flow is governed by a 
velocity potential which satisfies Laplace's equation, and 
a Prandtl-Glauert correction is used to account for first 
order compressibility effects. 

The standard Pegasus configuration is carried on a pylon 
some distance from the B-52 fuselage; therefore, there is 
no significant coupling between the noncircular shape of 
the B-52 fuselage and Pegasus. Consequently, the B-52 
fuselage is modeled as an axisymmetric body with the 
actual cross sectional area distribution. The two engine 
pylons are modeled with panels, and each engine pod is 
represented by an axisymmetric body with the 
appropriate cross sectional area distribution. The third 
pylon on which Pegasus is carried includes a pylon 
mounting adaptor modeled as two axisymmetric bodies 
having equivalent area distributions as the actual 
adaptor. 

The volume of the B-52 fuselage is modeled by a 
distribution of three-dimensional point sources/sinks 
along the body longitudinal axis. The strength of these 
singularities is determined by satisfying body radius and 
slope boundary conditions at points on the body surface. 
Fuselage angle-of-attack effects are modeled by two- 
dimensional doublets in the crossflow planes. With the 
source/sink and doublet distributions, perturbation 
velocities can be calculated at any point in the flow field 
due to the B-52 fuselage. This same flow model has been 
successfully used and validated for missile bodies and 
fighter forebodies.21 

The aerodynamic modeling of the B-52 wing and pylons 
is accomplished with source panels and horseshoe 
vortex-lattice panels. The source panels are used to 
model the wing and pylon thickness, and the horseshoe 
vortex-lattice panels account for lifting effects, including 
angle of attack, dihedral, camber, and twist. The effect of 
wing-body interference is modeled by imaging the 
horseshoe vortex-lattice inside the axisymmetric 
fuselage. The effects of the fuselage body volume and 
angle of attack are included in the wing and pylon 
boundary conditions. 

L-1011 Model 
The L-1011 analysis presented a number of flow 
problems which required the use of more sophisticated 
methods than those used for the B-52 because of the 
close coupling between the L-1011 and Pegasus and the 
resulting aerodynamic interference. The major features 
of the aerodynamic model of the L-1011 aircraft are the 
wing and noncircular fuselage. An updated version of 
the NEAR subsonic store separation code includes the 
effects of sidewash, and a conformal mapping procedure 
was incorporated to model the noncircular fuselage cross 
sections to better predict the flow field of the L-1011 
aircraft. Compressibility effects are accounted for using 
a Goethert transformation which maintains the body 
cross sectional shape but stretches the axial body 
coordinate.22 

The noncircular cross sectional shape of the L-1011 
fuselage is an essential feature of the flow model and 
must be accurately represented. In each crossflow plane, 
a conformal transformation is determined which maps 
every point on or outside the noncircular body to a 
corresponding point on or outside an equivalent circular 
body.21'22 Three-dimensional point sources/sinks are 
used to model body volume effects, and two- 
dimensional doublets account for angle-of-attack effects. 
The potential flow field around the equivalent circular 
body is determined, and this flow solution is 
transformed back to the noncircular body plane with an 
inverse conformal mapping procedure. 

Details of the L-1011 wing, pylons, and engine nacelles 
modeling are the same as those described above for the 
B-52 wing. The rear engine and tail surfaces are not 
included in the L-1011 model because of their negligible 
influence on the flow field near Pegasus. 

Pegasus Carriage Model 
The flow models presented above for the B-52 and L- 
1011 aircraft produce the perturbation velocities in the 
flow field adjacent to the aircraft. The effect of these 
velocities on the forces and moments acting on Pegasus 
when in the vicinity of the aircraft is the primary 
interference on Pegasus. By summing up the 
perturbation velocities due to the aircraft components 
and by adding them to the free-stream velocity, the total 
velocity at any point in the flow field where Pegasus is 
located can be calculated. 

The aerodynamic model for Pegasus XL used for 
predictions of the forces and moments during carriage 
on the L-1011 aircraft is slightly different from the model 
used for the trajectory simulations described in the next 
section. In the carriage position, the body of Pegasus is 
centered under the L-1011 fuselage, and the spacing 
between the upper surface of the Pegasus wing and the 
L-1011 fuselage is the order of six inches. This close 
coupling and the associated interference effects dictate a 
more accurate model to predict the carriage forces and 
moments on Pegasus. 

A vortex lattice method is used to model the L-1011 wing 
and the portion of the fuselage in the wing section.23 

Vortex lattice panels are distributed on the wing and 
around the circumference of the fuselage in the region of 
the wing root chord to form an interference shell. This 
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shell is used to model the carryover forces between the 
wing and fuselage. The boundary condition applied on 
the lifting surfaces includes velocities due to the 
freestream velocity, body volume and angle of attack 
effects, and other interference effects. 

The Pegasus body is modeled with three dimensional 
sources and sinks to account for volume effects. The 
body doublet solution models the freestream angle of 
attack effects and includes effects due to the perturbation 
velocities from the L-1011 flow model. The wing, tails, 
and interference shells are modeled with horseshoe 
vortex lattice panels. Body-on-fin interference is 
included, and fin-on-body lift carryover is modeled by 
the interference shell as described above. Flow tangency 
boundary conditions consider the freestream velocities 
and the perturbation velocities from the L-1011 flow 
model to produce the primary interference effects. 

At high angles of attack, fin leading and side edge flow 
separation can occur on Pegasus, and load 
augmentations due to this flow separation are included. 
Nonlinear effects due to wing-on-tail vortical 
interference are modeled by discrete vortices as are the 
forebody flow separation vortices. 

Pegasus Launch Model 
The B-52 and L-1011 flow models produce a perturbation 
velocity field in the vicinity of the aircraft through which 
Pegasus must fly during the first few seconds after 
release from the carrier aircraft. Performing the velocity 
field calculation at various points on the Pegasus 
configuration produces the nonuniform flow field which 
can have significant influence on the motion of Pegasus 
immediately after release. 

The force and moment coefficients due to buoyancy and 
slender body theory are calculated using methods 
described in Ref. 24. This calculation is performed over 
the portion of the store for which the flow is attached. 
Viscous forces become important after flow separation 
occurs, and if the local flow angle of attack approaching 
Pegasus exceeds 15°, the viscous crossflow calculation 
method is automatically engaged. From the axial 
location of the beginning of separated flow to the base of 
Pegasus, a viscous crossflow calculation is used in place 
of the slender-body calculation. A crossflow drag 
coefficient, defined as the section drag coefficient of a 
circular cylinder placed normal to the airstream, is 
imposed on the Pegasus body and a force integration is 
performed over the portion of the body in separated 
flow. 

The remaining forces and moments are due to the lifting 
surfaces of Pegasus. The lift curve slope for the Pegasus 
wing and tail must be specified from the aerodynamic 
calculations.1 

To determine the trajectory of Pegasus, the six degree of 
freedom equations of motion are integrated to calculate 
the location and angular orientation as a function of time 
relative to a specified initial position. At each time step 
in the integration of the equations of motion, the 
nonuniform flow field and the forces and moments 
acting on Pegasus are updated. 

Launch Trajectory Simulation 

The equations of motion for six degrees of freedom are 
integrated in time to predict the trajectory of Pegasus 
after release from the carrier aircraft. This is a direct 
simulation of the motion using the predicted 
instantaneous forces and moments acting on Pegasus; no 
stability derivatives are required. The equations of 
motion are for a rigid body with appropriate mass and 
inertia asymmetries. It is not required that the store 
center of mass lie at the origin of the axes of geometry 
symmetry. It is also not required that the principal axes 
of inertia of Pegasus coincide with the geometric axes; 
therefore, the inertia tensor includes products of inertia. 

In the present analysis it is assumed that the carrier 
aircraft is flying at constant velocity, constant angle of 
attack, and constant flight path angle relative to the 
horizontal. After release, the aircraft motion is assumed 
unchanged, and the motion of Pegasus is calculated 
relative to the moving coordinate system fixed in the 
aircraft. The integration procedure permits a variable 
time step in the trajectory calculation so that a level of 
accuracy can be specified and maintained. 

RESULTS 

Comparisons of measured and predicted carriage and 
launch characteristics for the B-52/Pegasus configuration 
are presented below for the first four flights. Predicted 
launch characteristics of Pegasus XL from the L-1011 are 
presented for the first flight. 

B-52 Analysis 

Flight data from the first four standard Pegasus flights 
were obtained from onboard flight instrumentation as 
well as from additional research instrumentation.25 The 
flight data included onboard control surface position and 
inertial navigation system data, ground-based radar 
data, and weather observations. 

It is not possible to put an exact error band on the flight 
data; however, the uncertainties must be kept in mind 
when evaluating the following comparisons between 
measured and predicted carriage and launch 
characteristics. 

Carriage Loads 
During the analysis of carriage loads on the standard 
Pegasus mounted on the B-52, no flight data or other 
validating information was available. NASA/Dryden 
Flight Research Center supplied NEAR with 
measurements of hook loads obtained during inert 
Pegasus carriage tests and Flight 1 prior to launch. 
NASA estimates of relative accuracy of the measured 
flight loads is ±5,000 lb or better. 

The measured hook loads at a nominal cruise flight 
condition include the weight of Pegasus, the weight of 
the pylon adapter, the preload on the hooks, and the 
induced aerodynamic load. Comparisons of measured 
and predicted loads on the B-52 for the two flights 
available are shown in Fig. 2. For the inert flight test, 
there was a shift in the static hook loads between take off 
and landing, but even with this uncertainty, the 
differences between the measured and predicted loads 
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are within the stated accuracy of the measurements. The 
agreement between measured and predicted loads for 
Flight 1 is very good. 

Launch Characteristics 
Predicted launch characteristics of the standard Pegasus 
after release from the B-52 are shown in Fig. 3. These 
results were obtained by keeping the Pegasus controls 
locked in a neutral position for the three seconds of the 
simulation shown. The general characteristics of the 
initial trajectory are that Pegasus pitches nose down at a 
low rate and rolls right wing down at a low rate. 

Based on the predictions, the pitch down is caused by the 
small positive angle of attack experienced by Pegasus 
after release and its normal stability characteristics. The 
roll outboard with respect to the B-52 is caused by the 
asymmetric flow field induced by the B-52 at the Pegasus 
carriage position. The combination of flow around the B- 
52 fuselage and the swept wing induced flow field 
produces an upwash on the left wing of Pegasus. This 
produces a slightly higher lift on the left wing and causes 
a small rolling moment. 

Trajectory data for the standard Pegasus are available for 
the first four launches from the B-52. The measured and 
predicted separation distances between Pegasus and the 
B-52 are shown in Fig. 4. The Pegasus controls were 
locked for the predictions; however, the flight vehicle 
has controls locked for only 0.2 seconds after release. 
After this time, the control system is active, and it is 
moving to correct the initial roll caused by B-52 
interference. There are some uncertainties in the data as 
discussed above, but in general, the results are good. 

Some of the areas of disagreement in the measured and 
predicted separation distances have not been explained. 
For example, agreement for Flight 1 is very good for the 
first second after release, but Flight 2 shows a difference 
of two to three feet in the separation distances. The 
measured results show an instantaneous drop of 
approximately two feet at about 0.1 seconds. This 
phenomenon cannot be explained, but the flight data are 
not modified in any way to remove this uncertainty. 

Similarly, Flight 3 predictions are in good agreement 
with the flight data until about 0.3 seconds. At this time, 
the flight data are flat and unchanging for approximately 
0.1 seconds. This causes the measured separation 
distance to be less than that predicted for the remainder 
of the simulation. Flight 4 comparisons exhibit good 
agreement for the first 0.5 sec. 

Pegasus roll and pitch angles immediately after release 
are available from the first B-52 launches. The control 
surfaces are not locked in a neutral position at the instant 
of release; there is a deflection angle preset prior to 
release to provide an initial correction for the induced 
roll from the B-52. Fin deflection data indicate 
immediate deflections from the preset values of each of 
the surfaces beginning at 0.2 seconds to make attitude 
adjustments dictated by the autopilot. 

In the predicted results for Flights 1 and 3, a preliminary 
effort was made to correct the fin deflections after 0.2 
seconds. Based on the flight data, the fin deflections 
were corrected in the analysis to agree with the 

measurements. This was accomplished in a quasisteady 
manner with no attempt to model the unsteady or 
dynamic aerodynamic effects. 

Measured and predicted pitch and roll angles of Pegasus 
during the first second after release are shown in Fig. 5 
for the first three flights. Flight 4 data are not considered 
because of roughness and uncertainty in the fin 
deflection data. For Flight 1 shown in Fig. 5(a), the pitch 
and roll angle results are good until 0.5 seconds; then the 
predicted results diverge from the data. It appears that 
the simple modeling of the changing deflection angles is 
not successful. 

Pitch and roll comparisons for Right 2 shown in Fig. 5(b) 
are in poor agreement after 0.2 seconds. There was no 
attempt to model the changing deflection angles for this 
flight. 

Flight 3 results are shown in Fig. 5(c). In this case, the 
predicted pitch angle is in very good agreement with the 
data, but the roll angle is in poor agreement. 

Even though there is some discrepancy between the 
measured and predicted attitude parameters of Pegasus 
after release from the B-52, the differences are small, and 
the overall attitude angles are small. The post-release 
trajectory of Pegasus is benign, and any small differences 
between measured and predicted characteristics seems to 
be handled adequately by the control system. 

L-1011 Analyses 

The close coupling between Pegasus XL and the L-1011 is 
illustrated in the model shown in Fig. 6. Great care has 
been taken in the calculation of interference effects 
between the two vehicles to avoid any unrealistic 
influence caused by the close proximity of two 
singularities. It is very obvious that a large portion of 
the Pegasus wing is blanketed by the L-1011 fuselage 
which is nearly flat in the region of the wing. Notice that 
the Pegasus rudder fits up into a cavity in the L-1011 
fuselage. 

Carriage Characteristics 

During the flight tests with the L-1011, several 
modifications to the configuration were made. Brush 
seals were added to close the gap between the upper 
surface of the Pegasus XL payload fairing and the lower 
surface of the L-1011 fuselage fairing. A conformal 
fairing was added to close the gap between the L-1011 
fuselage and the Pegasus wing. Finally, brush seals 
closed the opening in the rudder cavity in the L-1011 
fuselage. Some estimates of the magnitudes of the loads 
associated with these modifications are available from 
flight measured pressures.26 Preliminary results indicate 
that the total effect of the brush seals and the conformal 
fairing is to increase the positive or up load on the 
Pegasus XL configuration during carriage flight. 

Loads on the five carriage hooks between the inert 
Pegasus XL and the L-1011 are available from flight tests 
at a range of Mach numbers at two altitudes. These data 
have a large uncertainty and are not conclusive; 
however, comparison of measured and predicted flight 
loads are described in detail in Ref. 5. 
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During the carriage flight tests of the inert Pegasus XL 
vehicle, wing static pressure measurements were 
obtained at two spanwise locations, BL60 and BL90, 60 
and 90 inches from the center or root chord of the wing, 
respectively. These data not only provide another level 
of comparison with the analytical results, they also 
provide added understanding of the character of the L- 
1011 interference on the Pegasus XL wing during 
carriage. 

Pressure data at the two wing stations were integrated to 
form a section normal force coefficient at three flight 
conditions during tests of the inert Pegasus XL vehicle. 
These results are illustrated by the dashed lines in Fig. 7 
as a function of Mach number; however, this 
presentation is only a convenience as angle of attack and 
altitude are also changing at each Mach number. Notice 
that the wing at the two stations has a negative or 
downward loading. That is, the L-1011 is pushing down 
on the wing even though the total configuration is at a 
positive angle of attack. The lower portion of Fig. 7 
illustrates the repeatability of the flight data at BL90. 

The predicted results from the NEAR carriage analysis 
method are shown at similar flight conditions. The 
overall trend of the predicted wing loading is the same 
as the data, but there are some significant differences. 
The important result in Fig. 7 is that both the measured 
and predicted wing loadings are negative in this narrow 
range of flight tests. 

Launch Characteristics 
The NEAR store separation method was applied to the 
Pegasus XL/L-1011 configuration to study the post- 
release trajectory characteristics. The predicted results 
for a nominal launch are shown in Fig. 8. As shown for 
the B-52 launches of the standard Pegasus configuration, 
the trend for Pegasus XL is to fall cleanly away from the 
L-1011 and gradually pitch nose down because of the 
static stability of the vehicle. The major difference 
between a launch from the L-1011 and one from the B-52 
is the absence of roll during the L-1011 launch. Since it is 
released from the plane of symmetry of the L-1011, there 
is no asymmetry in the flow field to cause induced roll 
effects. 

Measured and predicted separation distance between the 
L-1011 and Pegasus XL for the first launch are compared 
in Fig. 9. As before, the predicted trajectory was 
obtained with the control surfaces locked at launch, but 
the actual controls were free to move after 0.2 seconds. 
These results indicate that Pegasus XL is predicted to 
separate at a lower rate than occurred in the first launch. 
The reason for this difference is not clear at this time; 
however, it is fortunate that the predicted drop rate at 
launch is conservative in that Pegasus remains near the 
L-1011 for a longer period of time. 

Predicted launch trajectory characteristics from the 
NEAR method and an Euler method are described in 
Ref. 5. The x- and z-separation distances are nearly 
identical for the two methods for the first two seconds 
after release. Even though the two prediction methods 
are very different, there are insignificant differences in 
the predicted trajectories. 

The launch results described above are for design launch 
conditions. In the interest of safety, it was necessary to 
demonstrate that Pegasus XL has the potential of being 
launched from the L-1011 under a range of off-nominal 
flight conditions. Most conditions examined were inside 
the L-1011 flight envelope, but some specific conditions 
were selected outside the envelope. Nearly one hundred 
different launch flight conditions were investigated prior 
to the first operational launch. 

The results of the extensive launch study were that 
Pegasus XL could be released from the L-1011 under a 
wide range of flow conditions without danger of 
recontact with the L-1011. This study involved 
emergency releases in which Pegasus was dropped with 
no intent of completing the mission. A launch condition 
in which the possibility of recontact is high is an 
emergency drop after a control system failure locks all 
three tail fins at maximum deflection for maximum roll. 
Possible recontact between Pegasus and the L-1011 is 
shown in Fig. 10. 

Other launch calculations were made to expand the 
launch envelope for safe release without recontact. The 
results of this study showed that the critical flow 
parameter is the sideslip angle of the L-1011/Pegasus XL 
configuration. The possible point of recontact is the tip 
of the rudder as it leaves the fin cavity. Pegasus XL can 
be launched without recontact at sideslip angles as high 
as ß = 3", well outside the normal launch envelope. The 
predicted positions of Pegasus XL with respect to the L- 
1011 after a launch at maximum sideslip conditions are 
shown in Fig. 11. The location of the rudder inside the 
fin cavity at the instant of safe clearance is illustrated in 
the inset in Fig. 11. At larger sideslip angles there is 
some chance of contact of the rudder tip with the edge of 
the fin cavity. 

CONCLUSIONS 

The most important conclusion from the carriage and 
launch analysis was that Pegasus can be safely carried 
and launched from both the B-52 and L-1011 aircraft. 
This was predicted prior to the first B-52 and L-1011 
launches, and it was demonstrated in the subsequent six 
B-52 launches and the single L-1011 launch. 
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Fig. 6. NEAR analytical model of Pegasus XL and L-1011 in carriage configuration. 
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SUMMARY 

The capabilities of a six degree of freedom Captive Trajectory System (CTS) in a transonic wind tunnel are 
investigated, and some aspects related to its operation are singled out. The two operative modes ("position" mode and 
"velocity" mode) and the repeatability of the data under those conditions expected to be critical are analysed. The 
capabilities of the facility, are studied by means of a test campaign with a typical interference geometry, composed of 
a store and a wing-fuselage aircraft. The results obtained show that the CTS technique can simulate the effect of the 
various parameters affecting the trajectory of a released store, within the usual limitations of a wind tunnel 
simulation. With the CTS technique, the analysis of several different parameters proved easy and fast to carry out. 
Furthermore, a "grid test" performed on the same configuration underlined the importance of this application of the 
CTS for a better understanding of the aerodynamic behaviour of the interfering bodies, which appears to be an 
essential feature for correctly defining safe and efficient conditions for store release. 

LIST  OF SYMBOLS 

b parent model span (m) 
e.g. centre of gravity of the store 
cma parent mean aerodynamic chord (m) 
CL lift coefficient 
Ci rolling moment coefficient 
Cm pitching moment coefficient 
Cz normal force coefficient 
Cy lateral force coefficient 
M Mach number 
t time from separation (s) 
x longitudinal position of store centre of gravity 
y lateral position of store centre of gravity 
z vertical position of store centre of gravity 
oc parent angle of attack (deg) 
<|) store roll angle (deg) 
0 store angle of attack (deg) 
\\r store yaw angle (deg) 

1 INTRODUCTION 

The carriage and release of stores from fighter aircraft are 
aspects of primary importance for their operative 
capability. Therefore, it is of the utmost interest to 
accurately determine both the aerodynamic loads during 
carriage (which are strongly dependent on the reciprocal 
interference effects) and the trajectory executed by the 
released store until the aerodynamic interference becomes 
negligible. A separation trajectory is defined as the time 
history of the e.g. position of the released body and its 
attitude with respect to the aircraft. The prediction of the 
trajectory of a released store in an aircraft flow field has 
always been difficult, particularly in the transonic 
regime. Several numerical prediction methods were 
developed for the subsonic regime (see, e.g., Ref. 1), 
and, more recently, with the advances in computer 

performance, attempts have also been made to solve the 
problem numerically also for the transonic regime (see, 
e.g., Ref. 2). However, the use of a wind tunnel testing 
technique remains essential in obtaining reliable data, 
although significantly longer lead times are involved. 

Two different techniques are typically used in release 
wind tunnel tests: dynamic, or free drop, tests, and wind 
tunnel computer simulations. The advantages of the 
dynamic drop technique are that there is no danger of 
interference effects from the store model support system, 
and that the technique permits the simulation of a 
multiple stores release. On the other hand, because of 
the unsteady-state nature of the problem, it is necessary 
to simulate not only the applied forces, but also the 
inertial response of the store. This means that the 
inertial characteristics of the store must also be 
simulated in the scale model. The problem is that not 
always is it possible to obtain simultaneously the 
correct model inertia, weight and e.g. location and, in 
any case, a different model is required for each inertial 
configuration of the store. Furthermore, several store 
models may be required to simulate the various 
configurations to be tested, and each model may be 
complicated and expensive. 

In the transonic Medium Speed Wind Tunnel (MSWT) 
of the Aerotek Division of the Council for Scientific and 
Industrial Research (CSIR) in South Africa, a wind 
tunnel computer technique is in use, based on the use of 
a Captive Trajectory System (CTS). The capabilities of 
this facility and some aspects related to its operation are 
discussed in this paper. 
With the CTS it is possible to obtain information on 
the loads acting on the two interfering models, and on 
the trajectory performed by the store model as it 
separates from the parent model. It is evident that the 
experimental results are valid within the limits of the 

Paper presented at the AGARD FDP Symposium on "Aerodynamics of Store Integration and Separation ", 
held in Ankara, Turkey from 24-27 April 1995, and published in CP-570. 
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wind tunnel simulation. The main factors affecting the 
accurate prediction of the aerodynamic behaviour of the 
store are related to Reynolds number differences, sting 
support interference, wall interference, and the difficulty 
of representing geometric details in a small scale store 
model. 

Because of the lack of knowledge of the damping value 
of the store, aerodynamic damping derivative coefficients 
are set as constant values in most trajectory evaluation 
codes. In fact, the aerodynamic damping characteristics 
of the store are not generally well defined even in the 
free stream conditions; furthermore, they may well be 
sensitive to position and attitude in the highly non- 
uniform flow field surrounding the parent aircraft. This 
disadvantage is related not only to experimental 
trajectory evaluation, but also applies to computer 
simulation in general. However, significant variations in 
the constant values of damping (up to ±50%) produce 
little change in trajectory motion for low amplitude 
angular excursions.3 

Store release at high angles of attack can also be 
simulated using the CTS technique, as can the release of 
a store when the aircraft is performing a manoeuvre. 
However, the analysis of multiple store releases, which 
is an important problem, can not be solved using the 
CTS technique. 

2    EXPERIMENTAL SET-UP 

2.1    The Wind Tunnel 

The wind tunnel tests were carried out in the Medium 
Speed Wind Tunnel of the CSIR, in South Africa. This 
is a closed circuit, variable density, transonic wind- 
tunnel. Its operational speed ranges from M=0.25 to 
M=1.5 with stagnation pressure varying from 20 kPa to 
250 kPa. The Reynolds number can be changed by 
modifying the pressure. The test section has a 1.5m x 
1.5m square cross section and is 4.5m in length. All 
four walls are equally longitudinally slotted ("coke 
bottle" type) for a total porosity of 5%. 

The main flow characteristics in the test section are 
summarised in Table 1 (a=root mean square). This table 
is derived from the complete calibration of the wind 
tunnel, as presented in Ref. 4. The behaviour of the 
wind tunnel with respect to blockage is particularly 
important when the CTS rig is used, because two 
different support systems are simultaneously inserted in 
the wind tunnel test section. The behaviour of the 

MSWT is very satisfactory in this regard, particularly in 
the critical condition close to Mach one. This can be 
seen from the analysis of the blockage in the dedicated 
tests described in Ref. 5. 

Two different standard model supports are available in 
the MSWT. The Main Model Support (MMS) consists 
of a pitch sector fitted with a roll head. The mechanism 
is capable of an angle of attack range of -10° to 30° and 
±180 in roll. The Side Wall Support (SWS) provides an 
angle of attack range of ±30°, and is typically used for 
half model tests. 

2.2     The  CTS  Facility 

The Captive Trajectory System rig, shown in Fig. 1 
with the configuration analysed in this paper, is a six 
degree of freedom system used for store clearance. It can 
be used in conjunction with either of the other support 
systems in the wind-tunnel. Each degree of freedom is 
driven by a separate servo motor system, thus the 
motion controls are all independent. All the drive units 
are mounted externally to the wind-tunnel to reduce the 
blockage of the system. The angular movements occur 
at the "roll head" on the rig. The linear movements and 
angular head ranges are given, along with their 
positioning accuracy, in Table 2. 

The rig can be driven by means of a trajectory generation 
code (using a PDP 11/83 dedicated computer), to 
generate captive trajectories in the wind-tunnel. The 
trajectories are generated by integrating, through an 
Adams-Moulton algorithm with a Runge-Kutta start at 
the first step, the six-degree-of-freedom equations of 
motion. The release conditions and physical 
characteristics of the store are specified in the code via a 
set of input constants, while the aerodynamic loads on 
the store are those measured by a five - or six - 
component strain gauge balance mounted in the store 
model on the CTS rig. The use of a five component 
balance is related to a testing procedure in which the drag 
is not measured during the trajectory simulation, but is 
imposed on the store by the code. In this way it is 
possible to take into account the effect of the propulsive 
system of the store on the drag. The drag is the force 
component most affected by the interference effects 
caused by the model support. It is then possible to use 
more accurate drag data, obtained by grid tests carried out 
with a dedicated, more precise, outfit, or on a larger scale 
model. This particular procedure, though more complex 
and expensive, can reduce the uncertainty related to 
interference effects in the drag evaluation. 

Stability of Mach number with time OMt ^ 0.0043 
Stability of stagnation pressure with time ap0 < 0.0077    kPa 

Stability of stagnation temperature with time OT0 < 0.58       °K 

Spatial variation of Mach number CM^ 0.002    (subsonic); CTM^ 0.004 (supersonic) 
Spatial variation of flow angularity o^< 0.15°      (subsonic); Ou< 0.30°    (supersonic) 
Acoustic pressure coefficient fluctuation Acp < 0.01 

Acoustic fluctuation frequency content [nF(n)]1/2< 0.007 
Turbulence level au/Ucx>< 0.001 (low Mach); au/Uoo< 0.002 (high Mach) 

Table 1 - Main flow characteristics in the wind tunnel test section 
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Fig. 1 - The Captive Trajectory System with the configuration analysed in this paper. 

are measured at a predetermined set of store attitudes and 
positions with respect to the parent model. The "grid" 
tests can be used to great benefit for the general study of 
interference between the two bodies, as the input for an 
"off line" trajectory generation program, or to verify 
Computational Fluid Dynamics codes. 

3    THE CTS CAPABILITIES 

axial 
(mm) 

width 
(mm) 

height 
(mm) 

pitch 
(deg) 

yaw 
(deg) 

roll 
(deg) 

RANGE + 560 + 410 + 525 + 45 ±45 ± 180 
TOLERANCE 

Design 0.5 0.5 0.5 0.1 0.1 0.4 
Verified 0.30 0.15 0.16 0.05 0.08 0.13 

Table 2- Range and accuracy of the CTS rig 

The CTS can operate in two different modes, i.e. the 
"position mode" and the "velocity mode". In the 
"position mode", the store model is positioned at the 
starting point of the trajectory, the aerodynamic loads are 
measured and the displacement that the store would 
undergo during a short time interval is calculated. The 
calculation involves the integration of the aerodynamic 
forces and moments acting on the store and the effects of 
the non-aerodynamic loads. The CTS rig moves the 
store model to the new position (in all the six degrees of 
freedom) and the process is repeated. In the "velocity 
mode", the trajectory is generated in the same manner 
except that the store model does not come to rest during 
the trajectory. This mode is used to minimise the test 
time. The main difference between the two operating 
modes is that in the "position mode" the store model is 
stationary when the balance readings are taken, while it 
is not in the "velocity mode". A "position mode" 
trajectory simulation requires about 20 minutes of wind 
tunnel time, a "velocity mode " about 10 minutes; in 
both cases the time required for model installation is the 
same. 

Another way to use the CTS rig is in the "grid" test. In 
this case there is no trajectory calculation, rather the load 
components (or other quantities such as pressure, etc.) 

3.1 Configuration  and  Conventions 

To verify the capabilities and the accuracy of the CTS 
facility described above, a test campaign on a typical 
interference geometry was carried out. The 1:15 scale 
configuration analysed was composed of a store model, 
defined in Fig. 2, and a NACA wing-fuselage parent 

radius 4.23 All dimensions 
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33.87 
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O ^ ~ \             > 

V) 
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<N .     _       c-& 
 \~> \ 

-©- \1.05 I.e. radius 107.97 
215.90 

Fig. 2 - The store model and pylon geometries 
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Fig. 3 - The wing-fuselage parent model 

model,6 shown in Fig. 3. The store model had an ogive 
nose, a cylindrical fuselage and a set of four rectangular 
fins oriented, in the carriage position, at 45° to the 
vertical. It was mounted on the CTS rig via a six- 
component, internal strain gauge balance mounted on 
the CTS sting. The parent model was composed of an 
axial-symmetric fuselage and a 45° swept wing. The 
wing had a NACA 65A006 airfoil section, taper ratio of 
0.3, aspect ratio of 4, zero twist and dihedral angles and 
a mean aerodynamic chord (cma) of 0.223 m. It was 
mounted on the MMS by means of a sting. The store 
model was placed with its axis of symmetry at a span 

with the store model in carriage position 
station 0.194 semispans from the fuselage. The reference 
system is shown in Fig. 4. The origin is placed at the 
position assumed by the e.g. of the store model before 
the separation. The forces acting on the store were non- 
dimensionalised with the dynamic pressure and the cross 
sectional area of the store fuselage, while the moments 
(evaluated with respect to the centre of gravity of the 
store) were non-dimensionalised with the same quantities 
and the store diameter. 

In all the cases discussed the parent model was kept at an 
angle of attack of 0°. 

y ^~- 
.+ 

|z 

rear view 

—x- 

u, 

Axis origin in the Store CG. location 

Fig. 4 - The reference system 
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Fig. 5a - Loads acting on the store in the longitudinal plane versus vertical displacement. 
M = 0.9; o=0;   estore = 40 

3.2    Grid Tests 

A grid test campaign allows a better understanding to be 
obtained of the interference effects felt by the store due 
to the presence of the parent aircraft. With a grid test it 
is possible to make a preliminary estimate of the store 
behaviour in the initial, most critical period of the 
separation. 

The grid tests were performed in transonic conditions 
(Mach 0.9) with the parent model at an angle of attack 
of 0° and the store placed at an angle of attack of 4°. 

Fig. 5a shows the longitudinal aerodynamics 
characteristics of the store, with varying vertical 
displacement from the carriage position. The increase in 
the normal loads, caused by the interference with the 
parent, is evident. At a distance of 1.5 cma from the 
pylon, the effects became negligible (measurements on 
trie isolated store, performed with the same equipment, 
give CL=0.795 and Cm=-1.553); these values are more 
than doubled in the carriage position. Of relevance is the 
displacement of the centre of pressure, estimated by 
means of the ratio -Cm/CL (fig. 5b). 

-C   IC 
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o1 

0.3 

.5 1.75 2           2.25          2.5 
1       ' 1        \y     '        1 

0.6 

0.9 - 

gl.2 
E o 

N     1.5 

— 

Fig. 5b - Estimation of the store lift point of 
application versus vertical displacement. 

M = 0.9;a=0; estore = 4° 

The forward movement of this point, with increasing 
distance from the carriage position can clearly be seen. 

This means that the store is aerodynamically more stable 
in the carriage position than in the isolated condition, 
and, during the first stage of detachment, it undergoes a 
decrease in its stability characteristics - in other words, 
the store experiences a severe nose-down pitching 
moment increment while in carriage, which must be 
balanced on release to ensure a safe separation. 

Fig. 5c- Store rolling moment versus vertical 
displacement. 

M = 0.9 ; o=0; est0re = 4° 
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Fig. 5d - Lateral force acting on the store versus 
vertical displacement. 

M = 0.9; o=0;   estore = 4° 
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The store roll behaviour is also modified by the parent 
(fig. 5c). The interference with the parent introduces a 
non negligible rolling moment on the store, which acts 
in the first stage of the detachment, up to a displacement 
of about one cma. It is necessary to take into account the 
effects produced by this rolling moment on the trajectory 
- in fact, the attitude of the store may be significantly 
modified. Lateral characteristics are also markedly 
affected by the parent (fig. 5d). With the store close to 
the parent, a significant lateral force develops. In the 
tested conditions, the lateral force acts inboard; this 
happens because there is no lift acting on the parent 
wing. Therefore there is no significant outboard lateral 
component of velocity, so that the most important effect 
is the "buoyancy" of the parent fuselage, which increases 
the velocity of the flow on the inbord side of the store. 
When the wing is producing lift, the lateral force tends 
to act in the outboard direction, because of the outboard 
flow velocity component present on the lower surface of 
the wing. This behaviour was also observed in Ref. 7. 

In Fig. 6, different longitudinal positions (at a vertical 
distance of 0.0564 cma from the carriage position) are 
analysed. The store lift is found to be practically 
independent of the longitudinal position, but a strong 
effect on its point of application is evident. From Fig. 
6a it can be seen that there is a decrease in longitudinal 
stability with the rearward movement of the store. On 
the other hand, the lateral force (Fig. 6b) showed a 
significant reduction. 
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ma 

0 

Fig. 6b - Lateral force acting on the store versus 
horizontal displacement. 

z/cma = 0.0564; M = 0.9 ; oc=0;   6store = 4° 

More significant are the effects of a spanwise 
displacement (as shown in Fig. 7), again for 
z/cma=0.0564. The lift tends to decrease with the 
distance from the pylon, with the greater reduction for 
inboard displacements, while its point of application 
shows an almost constant move closer to the e.g. when 
the store is moving outward (Fig. 7a). Furthermore, a 
significant reduction in the lateral force occurs as the 
store moves inboard (Fig. 7b). 
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Fig.  6a -  Loads acting on the store  in the 
longitudinal plane versus horizontal displacement. 

z/cma = 0.0564; M = 0.9 ; cc=0; 0stOre = 4° 

Fig.  7a -  Loads acting on the store  in the 
longitudinal plane versus spanwise displacement. 

z/cma = 0.0564; M = 0.9 ; a=0;   estore = 4° 
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3.3    Effect of the mode of operation 

In Fig. 8 the differences between "position mode" and 
the "velocity mode" trajectories are shown, for a Mach 
number of 0.7 and no initial release conditions applied 
to the store. The time step in the integration of the 
equations of motion started at a value of 0.0025 seconds 
and increased to 0.005 seconds after 0.01 seconds of 
trajectory flight time. These time steps were maintained 
for all the trajectories presented in this paper. 

The differences appear negligible as far as the linear 
displacements are concerned, except for a difference in y 
displacement after 0.2 seconds of trajectory. More 
significant seem to be the differences in angular 
displacement, particularly in the yaw angle. In any case, 
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it can be noted that the differences in the pitch and roll 
angles are very small, therefore the above effects do not 
significantly modify the store trajectory. In conclusion, 
if a high accuracy is not strictly required, the "velocity 
mode" can be used. 

3.4     Repeatability 

Repeatability tests were performed for the velocity mode 
of operation, at a low Mach number (M=0.4). These 
conditions were chosen as being the most challenging 
for the repeatability - in fact, the aerodynamic 
phenomena are small and, in the velocity mode, the 
measurements are less accurate. 

In Fig. 9 three trajectories, evaluated in the same 
conditions, are shown. It can be seen that the differences 
in longitudinal motion (i.e. the x and z displacements 
and pitch angle) are negligible, while some differences 
can be observed in the lateral motion and in roll. This 
dispersion is probably caused by the very high load 
gradients, in the lateral plane, when the store moves 
from the carriage position - consequently, small 
differences in positioning during the integration 
procedure could result in significant differences in their 
evaluation. In any case, the trajectory behaviour is well 
defined in all tests, and the quantitative differences are 
not particularly important (it should be noted that in 
Fig. 9 the scales are enlarged). 
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3.5    Examples of applications of the CTS 

To illustrate the capabilities of the CTS methodology, 
the effects produced by different initial conditions (in the 
vertical velocity and the initial store attitude) were 
analysed. 
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In Fig. 10, the effects of imposing an initial downward 
velocity equivalent to 0.95 cma per second on the store, 
are shown. This condition could represent a means for 
reducing the problem of the physical interaction between 
the parent and the store, i.e. that the store does not 
separate from the parent model fast enough. 
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Fig. 10a - Effect of the initial vertical velocity on the 
trajectory in the vertical plane. M = 0.4 

Fig. 11a - Effect of initial pitch position of the store 
on the trajectory in the vertical plane. M = 0.4 
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12-10 

The marked effect of the initial velocity can easily be 
observed. The trajectory with an initial downward 
velocity is characterised by an immediate movement of 
the store away from the parent. 

Fig. 11 shows the effects produced by an initial pitch 
angle of 2° (with no initial vertical velocity of the 
store). In this case the differences in the trajectory are 
less significant, but a significant amplification in the 
oscillation in the pitch motion is present (Fig. lie). 
This can be relevant, because dynamic problems could 
be amplified by a motion characterised by high level of 
the oscillations. 

0.2      0.3      0.4 
Time (s) 

Fig. 11c - Effect of initial pitch position of the store 
on the pitch angle. M = 0.4 

The trajectories showed in Figures 10 and 11 are a clear 
example of the investigations that can be performed on 
the store separation by means of the CTS facility. 

4    CONCLUSION 

The "grid test" data underlined the importance of this 
experimental technique for a better understanding of the 
aerodynamic behaviour of interfering bodies, which is 
essential for an accurate definition of safe and efficient 
conditions for separation. Since the aerodynamic 
characteristics are significantly affected by the 
interference, and it is difficult to reliably predict these 
effects (especially in transonic flow), it is necessary to 
consider grid tests in a fairly preliminary phase of a 
project. 
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SOMMAIRE 

L'Office National d'Etudes et de Recherches Aerospatia- 
les (ONERA) vient de mettre en service dans la grande 
soufflerie S1MA un Systeme de Trajectographie Capti- 
ve (STC) qui figure parmi les plus grands dispositifs 
operationnels de ce type dans le monde. 

Ce dispositif a ete etudie et realise dans le cadre d'un 
contrat avec le Service Technique des Programmes 
Aeronautiques (STPA). 

Le STC de S IMA et les premiers resultats d'essais avec 
vent sont pr6sentes ci-apres. 

This device and the 
presented here after. 

first  test  results   wind-on  are 

/ - STC en veine 

ABSTRACT 

ONERA, the French National Establishment for 
Aerospace Research has just implemented at the large 
subsonic S1MA wind-tunnel a Captive Trajectory Sys- 
tem (CTS) which is one of the most important devices 
of this type in the world. 

STPA, the Technical Departement for Aeronautical 
Programme of the French Ministry of Defence has 
funded an important part of the study and manufacture 
of this new device. 

1 - INTRODUCTION 

L'etude en soufflerie de la separation d'une charge sous 
avion peut se faire, soit par largage libre d'une ma- 
quette dynamiquement semblable, soit au moyen de 
mesures d'efforts dites "pesees" d'une maquette de la 
charge deplacee dans le champ aerodynamique d'une 
maquette de l'avion. 

Au Centre d'Essais de Modane-Avrieux de l'ONERA, les 
premiers largages libres de petites maquettes dans la 
soufflerie S3MA datent de 1960. En 1977, le premier 
essai de ce type a ete effectue ä grande echelle (1/5) 
dans la soufflerie SI MA. 

La premiere "pesee" d'engin sous avion a ete realisee ä 
petite echelle en 1956, au moyen d'un dard anime ma- 
nuellement en incidence et en translation parallele- 
ment au dard support de l'avion. 

Un Systeme congu et realise par l'ONERA a permis une 
premiere etude par la methode de la trajectoire captive 
en 1977. Le dispositif mecanique comportait alors cinq 
motorisations pour une Campagne de separation de 
l'engin AS30L sous Mirage Fl dans la soufflerie 
S2MA. L'adjonction d'un mouvement supplemental 
en roulis a transforme le Systeme initial en un disposi- 
tif ä six degres de liberte (voir fig. 2). 

Depuis sa mise en service, ce dispositif a ete regulie- 
rement ameliore et adapte ä revolution des besoins. 
les modifications ont le plus souvent porte sur les 
logiciels de pilotage et de restitutions des trajectoires, 
mais des transformations ont egalement conceme les 
asservissements, les motorisations et les debattements 
du dispositif. Ce Systeme a permis l'etude de nombreu- 
ses separations notamment pour rarmement du Mirage 
2000 et du Rafale de Dassault Aviation. II est toujours 
frequemment utilise. 

Paper presented at the AGARD FDP Symposium on "Aerodynamics of Store Integration and Separation", 
held in Ankara, Turkey from 24-27 April 1995, and published in CP-570. 
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Dard soufflerie 

Trifedre d'emport 
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Deplacements molorises 
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X :0al.20m 

Y :±30° 
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T :±30° 
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<P :±180° 

Fig. 2 - Dispositif de trajectographie captive ä six 
degres de liberte utilise ä S2MA depuis 1977 

De nombreuses charges aeroportees actuelles compor- 
tent des elements mobiles pilotes des l'instant du lar- 
gage. L'int6gration de parties mobiles motorisöes est 
difficile dans une maquette ä l'echelle du 1/15 sur le dis- 
positif ä six degres de liberte ä S2MA. La manoeuvra- 
bilite de certaines charges necessite aujourd'hui d'aug- 
menter encore les amplitudes d'animation en derapage 
et en incidence. 

Les essais en largage libre utilisent des maquettes 
particulieres et coüteuses qui doivent ä la fois etre 
dynamiquement semblables au modele et fragilisees 
pour ne pas endommager la soufflerie. Cette technique 
comporte des risques de pollution du circuit aerodyna- 
mique par les debris de maquettes, pour les etudes de 
laminarite qui s'effectuent dans la meme soufflerie. Ces 
essais dont le nombre de maquettes limite le nombre de 
cas d'essais, necessitent des corrections importantes 
pour etre representatifs des largages reels. 

Le STC et le dard en bout duquel est fixee la maquette de 
l'avion sont portes simultanement par la partie mobile 
en roulis, derapage et incidence du support "tripode" 
(fig. 3). Toute manoeuvre de cette partie mobile agit 
egalement sur les attitudes de l'avion et de la charge. 
Cette disposition a l'avantage de faciliter la succession 
des essais ä des incidences differentes, tout en simpli- 
fiant les manoeuvres de ralliement du point d'emport. 

avion porteur:      dard 
envergure 1.6 m 
longueur 2.5 m 

charge 

Fig. 3 - Montage du STC sur le dispositif tripode 

La partie aval du STC, constitute d'une bride et d'une 
lame, Supporte l'ensemble des elements mobiles. 
L'orientation de la lame est normalement perpendicu- 
laire au plan des ailes de l'avion (fig. 4a). Cette 
disposition convient pour les essais avec des charges 
en empört sous le fuselage ou sous l'aile gauche dont la 
demi-envergure n'excede pas 0.80 m. Cependant, il est 
possible de caler la bride du STC par pas de 22.5° en 
roulis, de sorte que le domaine d'animation de la charge 
soil mieux adapte ä des points d'emport plus lateraux 
(fig. 4B). 

Ces raisons majeures ont conduit le STPA ä proposer ä 
l'ONERA de se doter, en accord avec les avionneurs et 
les missiliers, d'un Systeme de Trajectographie Capti- 
ve (STC) de grande taille. L'etude de ce nouveau dispo- 
sitif destine aux essais dans la soufflerie SI MA a debu- 
te en 1989. II est concu pour des maquettes ä echelle du 
1/6. Son domaine cinematique d'utilisation doit per- 
mettre des angles d'incidence et de derapage impor- 
tants, necessaires aux simulations de largage de bom- 
bes ou de reservoirs et aux cas de panne de braquage de 
gouvernes. 

2 - DISPOSITIF MECANIQUE 

2.1 -   Presentation 

Le STC est un robot d'animation ä sept axes, destine ä 
positionner la charge en X Y Z et l'orienter en roulis, 
en incidence et en derapage par rapport ä l'avion 
porteur, dans un large domaine de travail. 

empört lateral 

\ 

a = 22,5 ou 45° 

385 mm 

Fig. 4a 
Montage normal 

Fig. 4B 
Montage avec decalage lateral 

Les sept axes d'animation sont cinematiquement 
consecutifs (fig. 5). 

De l'aval vers l'amont, les mouvements successifs 
sont une translation, un roulis longitudinal, une 
articulation transversale, un roulis longitudinal, une 
articulation transversale et deux roulis longitudinaux. 
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articulation (ue3) 
+50°ä-60°  0.97s 

roulis (u«4) 
±180°  7.57s 

tranlation (uel) 
l.S m  33 mm/s 

roulis (ue2) 
±180°  7.57s 

articulation («e5) 
±60°   1.17s 

Fig. 5 - Cinematique 

Le mouvement de translation (axe 1) a une amplitude de 
1.50 m et une vitesse maximale de 33 mm/s. Le 
mecanisme utilise" comporte un coulisseau equipe" de 
deux rails ä double portee en V guide par des systemes 
prdcontraints ä recirculation de rouleaux (fig. 6). La 
motorisation comporte une vis entrainde par un moto- 
reducteur et liee au coulisseau et la cage de recirculation 
d'elements roulants fixee au fourreau porte par la lame. 

blocs de recirculation 
de rouleaux 

fourreau 

coulisse 

rouleaux 

vis entrainee par un moto-r6ducteur et d'un ecrou ä 
recirculation de billes. 

Afin d'affiner au mieux la silhouette du STC, le v6rin 
avant, d'une conception tres compacte, est entierement 
contenu dans le corps enveloppe. Les debattements 
vom de -60° vers le bas ä +50° vers le haut pour 
1'articulation arriere et de -60° ä +60° pour 
l'articulation avant. Les vitesses articulaires maxima- 
les sont de 50°/min pour l'axe 3 et de 66°/min pour 
l'axe5. 

Le mouvement le plus en amont (axe 7) est contenu 
dans un bras coudö ä 20° et Oriente la charge autour de 
l'axe de roulis avec un d6battement maximal 360°. 
L'axe 7 est un element amovible. Cette disposition 
menage l'avenir et Ton peut imaginer poss6der ä terme 
une panoplie de mouvements de differentes geometries 
parmi lesquels on choisira le mieux adaptö ä l'essai 
envisage. 

Chacun des sept mouvements est dote" d'une motorisa- 
tion 61ectrique associant un moteur de type sans balai ä 
un revolver transmetteur de marque Sagem qui permet de 
piloter l'alimentation des bobinages du moteur au 
moyen d'une commutation electronique. Un circuit de 
refroidissement peut distribuer de Pair comprime" sur 
les enroulements des moteurs des axes 2 ä 5 si neces- 
saire. Les motorisations des axes 2 ä 7 sont couplees ä 
un reducteur ä jeu reduit de type Harmonic Drive. Un 
frein electrique permet de bloquer chaque axe en posi- 
tion lorsque le moteur n'est pas alimente. La figure n°7 
presente un exemple de la forte integration des compo- 
sants de l'axe 7. Les mecaniques des axes 3 ä 6 ont un 
niveau d'integration semblable. 

cardan corps de roulis       moteur resolver 

arbre di 
transmission codeur reducteur 

prise de 
liaison 

Fig. 6 - Guidage en translation 

Les cinq mouvements intermediates entre le mouve- 
ment de translation ä Paval et le mouvement de roulis 
qui porte la charge, constituent une succession alternde 
de trois roulis (axes 2, 4 et 6) et deux articulations 
transversales (axes 3 et 5). Cette conception avec 
articulations simples a €t€ pr6f6r6e ä celle du dispositif 
de S2MA qui comporte deux rotules. Cette technique 
permet les grands debattements necessaires au domaine 
d'utilisation, tout en facilitant la maitrise des jeux. Les 
mouvements de roulis ont une amplitude de 360° et une 
vitesse maximale de 450°/min pour les axes 2 et 4 et. 
360°/min pour l'axe 6. Les articulations transversales 
sont motorisees par deux v6rins equipes chacun d'une 

Fig. 7 - Mouvement de roulis axe 7 

2.2 Domaine    d'utilisation 

L'axe 7, qui porte la charge, a une capacitd en moment 
de roulis de ±100 Nm. La r£sultante aerodynamique sur 
la charge peut atteindre 2500 N pour un centre de 
pouss^e situe" ä 1,45 m en avant de l'articulation 
amont, ce qui correspond ä un moment de 3625 Nm sur 
cette articulation. Les montages effectues avec une 
charge placee au-delä de 1,45 m sont possibles, mais 
ceux-ci obligent ä limiter la valeur de la resultante 
aerodynamique de facon ä respecter le moment limite de 
3625 Nm. 
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Le domaine spatial d'utilisation depend de la combi- 
naison des axes d'animation. Le volume d'utilisation 
courante est un cube de 1,5 metre de cote. Les amplitu- 
des maximales atteintes pour les combinaisons des 
axes qui leur sont favorables sont d'environ 3 metres 
en vertical, ±1 metre en lateral, 2 metres en longitudi- 
nal, ±70 degrgs en incidence, ±60 degres en derapage. 
L'amplitude de ±180 degrds en roulis est possible dans 
tout le domaine. Le domaine [deport lateral - angle de 
lacet] paramette' en fonction de Tangle d'incidence et le 
domaine [altitude - incidence] parametre en fonction de 
Tangle de lacet sont presented fig. 8 et fig. 9. Ces 
domaines, qui sont 6tablis pour une loi de conjugaison 
particuliere des sept axes d'animation, sont assez 
proches des domaines extremes et non präsentes que 
permet le mdcanisme. 

**Y 

Fig. 8 - Exemple de domaine 
[diport lateral - angle de lacet] 

tion est de 0,016 mm pour Taxe 1, 0,0055° pour les 
quatre axes de roulis et 0,0015° pour les axes 3 et 5. 
Une electronique, placee dans la baie du Systeme 
d'animation, alimente les capteurs, acquiert les si- 
gnaux, met ä disposition de la chatne de mesures de la 
soufflerie et du Systeme d'animation les mesures de 
position mises en forme et genere les signaux logiques 
de fins de courses electroniques. 

wß&Ä 
mm 

Fig. 9 - Exemple de domaine 
[altitude - angle d'incidence] 

M Jw 
Fig. 10 - Codeurs Codechamp 

2.4 -   Cäblages 

Le cäblage du STC permet le contröle de trois elements 
motorises de la charge et la liaison avec une balance ä 
six composantes. Les cäblages cheminent necessaire- 
ment axialement en raison de la succession des quatre 
mouvements de roulis de grande amplitude. Cette 
disposition protege les cables contre toute sollicita- 
tion mecanique due ä Tecoulement externe. Une chaine 
porte-cäble relie Tarriere du coulisseau ä la lame- 
support. 

2.5 - Equipement de mesure des deforma- 
tions 

Le STC est equipe de quatre capteurs destines ä la 
determination de sa deformee : 

• deux ponts d'extensometrie permettent de connat- 
tre les contraintes de traction dans les tiges de vis des 
verins des axes 3 et 5. Le moment developpe sur les 
axes de basculement est ensuite aisement deduit en 
tenant compte des relations geometriques des systemes 
de manoeuvre; 

• un inclinometre Qflex place ä Tarriere du coulis- 
seau du mouvement de translation indique Tangle de 
roulis local. La difference entre cette mesure et la 
mesure de roulis du dispositif d'orientation en extremi- 
te du tripode sen ä evaluer la deformee de la lame- 
support et du fourreau de coulisseau dans le plan 
transversal ; 

2.3 -  Mesures  de  position 

La position des axes est mesuree au moyen de codeurs 
absolus Codechamp 17 bits (fig. 10), dont la r6solu- 

• un second inclinometre Qflex place" ä Textremite 
amont du coulisseau indique Tangle d'incidence local. 
La difference entre cette mesure et la mesure d'incidence 
du disposiüf d'orientation en extremite du tripode sert 
ä evaluer de la deTormee de Tensemble bride-lame-axel 
dans le plan longitudinal vertical. 
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2.6 • Pesle de la charge 

La charge est pesee par une balance. Les balances 
actuellement utilisables pour des essais sur le STC sont 
les suivantes: 

balance X 

liiii 
mm 

(N) 
11111 

(N) 
iiLii: llpll N 

(Nm) 
026 na5 
5 composantes lliil 1ÜÜI 135 liil 95 
026 n°6 
6 composantes liil iicii 3800 111! lit! lllii 
030 n*4 
6 composantes liiil liSool Äi lislf •Äl I20Ö:* 

Les balances 026 n°5 et n°6 ont 6te sp^cialement 
röalis6es pour les essais sur le STC et la balance 030 
n°4 a eta utilised pour l'essai de qualification du STC. 

La figure n°ll montre la balance 026 n°6 en bout du 
dard support. 

Fig. 11 - Balance 026 n°6 ä six composantes 
montie sur dard 

Le STC est compose" de l'ensemble mepanique place" 
dans le circuit aerodynamique et equipe" des sept codeurs 
de position, de la commande numerique qui realise 
l'asservissement de position des axes mecaniques et de 
l'ensemble electronique qui alimente les codeurs, gere 
les signaux et met les mesures ä disposition du 
superviseur de la conduite d'essai et de la commande 
numerique. 

Le superviseur de la conduite d'essai effectue la gestion 
du deroulement de l'essai, en coordonnant et en 
sequengant les actions ä chaque point de trajectoire : 

• lancement des acquisitions analogiques 
(balance et inclinometres, ...) au moyen de la chatne 
CELI, associee ä l'ordinateur de la soufflerie SI MA qui 
traite et restitue les mesures- num6risees, 

• acquisition et traitement des mesures fournies 
par les codeurs, 

• calcul de la position et de Fattitude de la 
charge exprimees dans divers triedres et en particulier 
par rapport ä l'avion, 

• calcul de mecanique du vol pour estimer la 
position et l'attitude de la charge au point suivant de la 
trajectoire, 

• transformation inverse de coordonnees, par 
calcul sur le VAX du Systeme de conduite, pour deTinir 
les consignes correspondantes dans l'espace des axes 
d'animation du STC, 

• envoi de ces consignes au Systeme 
d'animation qui asservit le STC aux positions d'axes 
demand6es, 

• gestion de 1'interface homme-machine au 
moyen d'ecrans de contröle et de claviers de dialogue, 

• transmission des r6sultats aux ordinateurs 
VAX du r6seau du centre, pour effectuer les traces de 
resultats, des calculs en temps difföre" et les archivages. 

3 - ARCHITECTURE DU SYSTEME 
4 - SYSTEME D'ANIMATION 

Le synoptique de la figure 12 presente l'architecture 
materielle du Systeme. 

OrdinatcurdeSlMA 

Aquisition numerique 

et traitement 

Chatne de mesure, 

CEU, 

acquisition analogique 

Reseau des VAX du centre 

Traces et archivage 

( ^     I 1 Superviseur   k—> VAX 
V ■ , /     V  

Conduite d'essai 

Fig. 12 - Architecture materielle en essai 

4.1 -   Presentation 

Le Systeme d'animation est compose" d'une commande 
numerique et d'un ensemble de variateurs de vitesse qui 
alimentent chacune des sept motorisations. Place" sous 
le contröle de la conduite d'essai, le Systeme d'anima- 
tion assure en permanence l'asservissement de la 
position de chaque mouvement. Cet asservissement est 
constitue" de trois regulations en cascade dont la 
premiere boucle, analogique et de bände passante de 
l'ordre de 200 Hz, realise la regulation du courant 
delivre au moteur de fagon ä contröler le couple meca- 
nique fourni par ce dernier. Une deuxieme boucle, 
realise l'asservissement numerique de vitesse du 
mouvement par un variateur de vitesse. Enfin, une 
boucle numerique assure l'asservissement de position 
de l'axe par une commande d'axes. Ces deux demieres 
boucles utilisent pour retour, soit les signaux issus du 
resolver, soit la mesure d£livr£e par le codeur de 
position absolue. 

La commande numenque est constitute d'un Systeme au 
standard VME regroupant la commande d'axes et une 
unite centrale qui lui foumit les positions finales ä 
rallier emises par la supervision de la conduite d'essai 
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accompagn6es d'une consigne de vitesse. A partir de 
cette consigne, la vitesse de chaque mouvement est 
ajustee dans le but d'obtenir une excursion synchrone 
des sept axes, La commande d'axes execute sept asser- 
vissements simultanes et surveille en permanence les 
s6curit6s des axes : fins de course, erreur de poursuite 
des asservissements. Lorsqu'un fin de course ultime est 
atteint, un arret d'urgence bloque les freins des motori- 
sations et ouvre la boucle d'asservissement. Une 
commande manuelle permet alors de regagner le 
domaine autoris6 sous le controle de l'op^rateur. 

Les trajets definis par la supervision de la conduite 
d'essai peuvent Stre realises avec une vitesse g6n£rale 
programmable permettant ainsi d'executer des phases 
d'approche du porteur ä vitesse reduite pour la sauve- 
garde des maquettes. La trajectoire suivie par le centre 
de la charge est eiaboree en garantissant un temps de 
parcours. Une evolution envisageable serait le con- 
trole geometrique du trajet. 

4.2 -   Performances 

Les boucles de regulation numenques ont une recur- 
rence de 0,5 ms par axe. L'ensemble des surveillances 
et asservissements des sept axes est rafraichi en moins 
de 10 ms. 

La precision statique de positionnement est de l'ordre 
de ± 2 points codeur absolus (voir paragraphs 7.2). 

PILOTAGE 

5.1 -   G6ne>alit£s 

La position cible que doit atteindre le centre de la 
charge est issue du calcul de mecanique du vol. Les 
coordonnees et les attitudes de la cible (angles d'Euler) 
sont donnees dans le repere cartesien "STC" lie ä la 
bride de fixation sur le dispositif d'orientation en tete 
du tripode. Le probleme consiste ä determiner les 
consignes dans Fespace des axes qui correspondent aux 
consignes Rentes dans l'espace cartesien. Cette 
operation s'appelle : "transformation inverse de 
coordonnees". 

La configuration de robot ä sept axes d'animation 
presente l'avantage de permettre l'optimisation du 
choix de la combinaison des axes parmi plusieurs 
solutions possibles. Le choix de la solution peut se 
faire sur un critere de forme du robot (fluidite des 
lignes) ou un critere de temps de ralliement pour reduire 
la duree du trajet ou bien dans le but de contourner les 
zones singulieres, la ou la pilotabilite' devient insuffi- 
sante ou nulle. 

5.2 -   Deformations 

Realiser un positionnement precis necessite de tenir 
compte des deformations du dard support de l'avion, 
des Elements du STC et de la balance qui pese la charge, 
aussi bien pour le calcul de la position de la charge, que 
pour le calcul des consignes  de la position  cible. Le 

calcul des deformations est fait ä chaque point de 
mesure de trajectoire. La prise en compte de la 
deformation du dard support de l'avion est faite en 
amont de l'appel du module de transformation inverse 
de coordonnees. 

La determination de la deform6e du STC necessite de 
connaltre les caracteristiques de raideur de chaeun des 
616ments qui le composent et les efforts qui leur sont 
appliques. Les matrices de raideurs ont 6t€ 6tablies 
d'aprfes les rdsultats de tarage sous charges Slementai- 
res. Le poids de chaque element est connu. Pendant 
l'essai en soufflerie, les efforts appliqu6s sur les 
elements du STC ont pour origine la pesanteur et les 
effets aeYodynamiques. Les efforts connus sont ceux 
mesur6s par la balance, ceux" developpes par les verins 
des axes 3 et 5 et la pesanteur. Une formulation ma- 
thematique donne une evaluation des autres efforts 
a£rodynamiques et un recalage est effectue ä partir des 
efforts de verins. Apres calcul des deformees, un second 
recalage est fait grace aux indications des deux incli- 
nometres places sur le coulisseau du mouvement de 
translation. 

5.3 - Transformation inverse de coordon- 
nees 

L'expression des coordonn6es cart6siennes (triedre 
STC) dans l'espace des axes a une representation tres 
fortement non Unfaire du fait des axes intermddiaires 
2, 3, 4, 5 et 6. Ceci rend done la transformation 
inverse de coordonn6es plus compliquee. La möthode 
utilis6e consiste ä progresser depuis la position 
initiale en direction de la position cible sur des seg- 
ments de trajectoire dont la longueur est compatible 
avec une approche lingarisee iterative et convergente. 
Un jacobien (matrices des coefficients d'influence des 
axes d'animation sur la position et l'attitude de la 
charge) est etabli ä chaque phase de calcul. L'ajout 
d'une relation lineaire des variables d'axes leve 
l'indetermination. 

La resolution par inversion de matrice donne des 
consignes d'axes correspondant ä un point de plus en 
plus proche de l'extremite du segment considere. Une 
longueur de segment de 0,05 m convient generalement. 
Pour le dernier segment, 1'iteration est poursuivie 
jusqu'ä ce que les consignes d'axes de la cible soient 
obtenues avec la precision convenable, alors que pour 
les segments precedents, une approche plus grossiere 
est süffisante. Une iteration en deux pas de calcul pour 
chaque segment suffit generalement pour obtenir la 
precision souhaitee. 

5.4 -   Strategie   de  pilotage 

L'operateur de l'essai choisit et modifie ä sa guise la 
Strategie de pilotage parmi les options du code de 
calcul : 

• bloquer un axe particulier, 
• appliquer une combinaison lin6aire pour les axes 

2, 4 et 6 avec un terme constant fixe ou recalcuie en 
chaque point stabilise de la trajectoire ou ä l'origine de 
chaque segment intermediaire, 
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• choix automatique, parmi les solutions trouvees, 
de la solution qui realise une optimisation de forme ou 
qui minimise le temps de trajet. 

Le programme propose ä l'operateur des options de 
pilotage lorsque Tun des axes atteint une butee ou 
lorsqu'il entre dans une zone singuliere. II est envisa- 
geable que le programme puisse calculer automatique- 
ment une trajectoire de contournement de zone singu- 
liere pour atteindre la cible. 

5.5 - Mode de fonctionnement (grilles ou 
trajectoires) 

Ce dispositif est concu pour permettre deux modes de 
fonctionnement, le mode "grille" et le mode 
trajectoire. 

• Fonctionnement en mode grille 
Cette methode consiste ä faire decrire ä la charge une 
suite de positions ou d'attitudes prödeterminees. 

La facon la plus simple est de fixer cinq parametres par- 
mi les trois coordonnees de position et les trois angles 
d'attitude de la charge. Une grille est alors obtenue par 
incrementation du sixieme parametre ä partir d'une va- 
leur initiale fixee. D'autres types de grilles peuvent etre 
realises, par modifications de plusieurs valeurs en me- 
ine temps et egalement par variation continue des axes 
d'animation du dispositif mecanique. 

Toutes ces grilles sont realisees par paliers avec calcul 
et prise en compte ä chaque point des deformations 
completes du STC et de la ligne de dard support de 
l'avion. Ces grilles pourront etre egalement realisees 
en continu, l'acquisition etant faite sans arret du dispo- 
sitif ä chaque point de mesure. 

• Fonctionnement en mode trajectoire 
Le dispositif STC fait decrire ä la maquette de la charge, 
une trajectoire homothetique de celle que suivrait la 
charge reelle dans le champ aerodynamique de l'avion 
en vol. 

A partir des efforts appliques ä la charge dans une posi- 
tion donnee, le logiciel assocte calcule, par resolution 
des equations de la mecanique du vol, la position que 
doit occuper la charge ä l'instant suivant. Cette nouvel- 
le position est transmise ä la Commande Numerique. La 
charge est deplacee et une nouvelle pesee est effectuee. 

La charge decrit ainsi, point par point, une "trajectoire 
captive". Actuellement, l'acquisition des mesures et les 
calculs sont faits alors que l'asservissement de posi- 
tion du STC reste constamment actif. Un fonctionne- 
ment en continu sans arret au point de mesure pendant 
les trajectoires est en projet et vise ä require les temps 
d'essais. 

6 - CALCUL DES TRAJECTOIRES 

Le logiciel de calcul des trajectoires est fortement in- 
spire de celui utilise' avec le dispositif de trajectogra- 

phie de la soufflerie S2MA. La figure 13 montre l'orga- 
nigramme d'un pas de calcul. 

calcul des coefficients 
aerodynamiques de la 

charge reelle 

calcul des efforts sur la 
charge reelle 

/'"conditions de vol^\ 
i    facteur de charge 
! altitude 
j poussee 

-i ejection 
'v pilotage 

mecanique du vol: 
accelerations V. 

integration numerique : 
vilesses 

integration numerique : 
attitude et position 
de la charge reelle 

I resultats en 1 
I temps reel I 

calcul de la position et 
del'attitude deli 

charge en soufflerie 

calcul des angles et 
consignes du STC 

Fig. 13 - Organigramme d'un pas de calcul 

En soufflerie, la representation exacte des conditions 
initiales de separation a une importance capitale pour 
la suite de la trajectoire. De meme, la geometrie de la 
maquette de la charge doit etre respectee precisement 
car les moindres defauts peuvent affecter de facon 
importante les trajectoires. Le logiciel permet de tenir 
compte des differents cas d'ejection. En plus des efforts 
aerodynamiques, la charge est egalement soumise ä la 
poussee des ejecteurs et la poussee du propulseur. 
Pendant rejection, il faut egalement simuler les 
guidages ou les dispositifs locaux de retenue de la 
charge. 

De meme, le calcul tient compte des frottements sur les 
patins des ejecteurs, des glissements, de la rotation in- 
duite par les reactions transversales. 

La reduction de masse de la charge liee ä la combustion 
durant le fonctionnement de son propulseur et la varia- 
tion correspondante de la position de son centre de gra- 
vity et de ses inerties sont simul6s. 

Bien entendu, la trajectoire de l'avion du ä son facteur 
de charge (ressource) intervient dans le mouvement re- 
latif de la charge par rapport ä l'avion. 

Le STC permet de tester des charges de grandes tailles. 
La motorisation de certains elements de la maquette est 
possible : 

• braquage de gouvemes, 
• deploiement d'ailettes ou de derive, 
• partie arriere toumante. 
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Ces variations de geometrie peuvent dependre dune loi 
simple, fonction d'une distance, d'un temps, oü d'un 
calcul plus complexe prenant en compte l'integration 
d'efforts ou la trajectoire elle-meme. Dans le cas d'une 
charge piloted, une version simplifiee de l'autopilote 
de la charge reelle est integree dans la boucle de calcul 
de la trajectoire. 

7 - ESSAI PRELIMINAIRE : COMPORTE- 
MENT VIBRATOIRE ET PERFORMANCES 
SOUFFLERIE 

essais de trajectographie jusqu'ä Mach 0,93 avec ce 
nouveau dispositif. Au cours de l'essai preliminaire le 
nombre de Mach 0,92 a ete atteint. 

Le releve' de pressions sur les parois de la veine d'essai 
a permis d'ameiiorer la loi de section par la mise en 
place de remplissages. Un accordage en presence du 
STC a servi ensuite ä determiner les lois de corrections 
du nombre de Mach. Actuellement, les trajectographies 
peuvent etre realisees dans de bonnes conditions aero- 
dynamiques jusqu'au nombre de Mach de 0,95. 

Des la livraison du Systeme complet sur le site,  un 
essai preliminaire avec vent a permis de verifier : 

• le comportement vibratoire du montage, 
• les performances de l'asservissement, 
• le nombre de Mach possible avec le dispo- 

sitif en veine. 

7.1 -   Comportement   vibratoire 

De nombreux accdlerometres ont ete installed sur le 
dispositif mecanique et sur la maquette de la charge. 
Des acquisitions ont et6 realisees pour plusieurs attitu- 
des du STC, pour plusieurs nombres de Mach sans, puis 
avec l'avion porteur et dans les trois cas : STC en mou- 
vement, STC asservi en position et STC non asservi. 

Les resultats ont montre que les vibrations relevees sur 
le STC lui-meme sont tres faibles. Pour la maquette, les 
deplacements obtenus par integration n'ont atteint que 
2 mm dans les conditions extremes. 

Dans la plupart des cas, pour le positionnement en em- 
pört, les vibrations observees visuellement ou ä l'aide 
des capteurs optiques de proximite' sont inferieures au 
millimetre (pour une charge de 800 mm de long et 
80 mm de diametre). 

7.2 -   Fonctionnement   de   l'asservissement 

L'asservissement complet regle en usine (gains, 
retards, ...) n'a necessity que quelques retouches mineu- 
res faites sur le site avec le montage complet. 

Pour chaque axe, l'asservissement assure, sans vent, 
une precision statique et une repembilitö de position- 
nement de ± 2 points codeurs absolus. Ce qui corres- 
pond pour la charge ä une precision de ± 0,1 mm sui- 
vant Taxe de la charge, de ± 0,3 mm lateralement et 
verticalement, de 0,05° en roulis et de l'ordre de 0,01° 
en assiette et azimut. 

Avec vent, les performances de l'asservissement sont 
tres peu affectees par les efforts aerodynamiques et les 
vibrations. Les fluctuations des mesures par codeurs 
atteignent ± 3 points pour le mouvement de translation 
et les quatre mouvements de roulis et de + 6 points pour 
les deux articulations d'incidence. 

7.3 ■ Performances de la soufflerie 

Veine vide, le nombre de Mach de 1 peut etre atteint 
dans la soufflerie S1MA. L'objectif est de realiser des 

8 ■ ESSAI DE QUALIFICATION DU STC 

L'essai de qualification a consist^ ä realiser un essai 
complet de trajectographie. Le type de charge a eti 
choisi pour montrer que les resultats obtenus avec ce 
nouveau Systeme sont comparables ä ceux dejä realises 
sur le dispositif de trajectographie ä six degres de liber- 
ty de la soufflerie S2MA. Le constructeur possede ega- 
lement des resultats pour quelques cas de largages reels 
en vol. 

Les maquettes de l'avion et de la charge sont ä l'6chelle 
1/5,78 (pour 1/15 ä S2MA). L'avion porteur est le Mi- 
rage 2000 de la soci6te Dassault Aviation. La charge 
n'est pas decrite dans ce document pour des raisons de 
confidentialite. 

8.1 -   Preparation 

Un emplacement specifique a ete amenage' dans le bäti- 
ment de la soufflerie pour permettre une preparation 
complete dans des conditions tres proches de l'essai 
avec vent et garantir la confidentialit6. 

Differentes trajectoires et grilles sont simulees et v6ri- 
fiees par le calcul theorique puis par metrologie : 
moyen optique ou autres. Tous les tests demandes sont 
prepares et simules sans vent pour detecter les contacts 
eventuels entre le STC et l'avion porteur et sa ligne de 
dard. Ces essais prealables permettent ä l'operateur de 
selectionner les strategies de pilotage les mieux 
adaptees aux circonstances (voir §5.4). 

8.2 - Pes6e en champ libre 

Comme ä S2MA, les essais de trajectographie debutent 
par quelques pesees de la charge en "champ libre" c'est- 
a-dire sans avion. Ces pesees ont pour objet de mesurer 
les effets de l'interaction du STC et de quantifier l'in- 
fluence des imperfections de la maquette sur les coeffi- 
cients aerodynamiques de la charge. Des termes correc- 
tifs sont determines d'apres les references fournies par 
le constructeur. Ceux-ci sont fonction du nombre de 
Mach et de l'attitude de la charge en roulis par rapport ä 
la partie amont du dispositif STC. Dans quelques cas 
plus rares, un terme supplementaire fonction de l'inci- 
dence de la charge peut etre introduit dans ces correc- 
tions. 

Les termes correctifs retenus sont ajoutes aux coeffi- 
cients d6termin€s ä chaque point de pesees en grille et 
en trajectoire effectue en presence de l'avion porteur. 
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8.3 -   Essais 

De nombreux tests ont pu etre realises aussi bien en 
mode trajectoires qu'en mode grilles. Les essais ont ete 
effectues pour des nombres de Mach de 0,2 ä 0,93. Le 
Systeme a fonctionne' comme prevu. En mode trajec- 
toire, des tests ont €t6 faits pour plusieurs vitesses 
conventionnelles, facteurs de charge et incidences 
avion. Certaines trajectoires reprgsentent des separa- 
tions de d&resse au decollage, d'autres des cas de pan- 
nes de pilotage de la charge (mise en but6e 
intempestive de gouvernes). 

9 - RESULTATS 
CATION 

DE L'ESSAI   DE QUALIFI- 

Le STC a naturellement 6t6 teste suivant les deux modes 
de fonctionnement decrits precedemment, c'est-ä-dire 
le mode "grille" (ou boucle ouverte) et le mode 
"trajectoire" (ou boucle fermee). Nous nous limiterons 
ici a la presentation des resultats les plus significatifs 
obtenus en mode trajectoire. 

9.1 -  Fidelity   des   resultats 

Deux trajectoires ont 6t6 realisees deux fois, simulant 
les conditions de separation suivantes : 

M = 0,27 Vc = 180 kt 
M = 0,5 Vc = 250 kt 
M = 0,9     Vc = 560 kt 

n = 0,5 aav = 8,2° 
n = 1 aav = 6,5° 
n = 1      aav = 1,4° 

avec : 
M : nombre de Mach, 
Vc : vitesse conventionnelle en noeuds, 
n : facteur de charge de l'avion, 
aav : incidence de l'avion. 

Les resultats sont präsentes en annexe sur la figure 14. 

Cette figure montre revolution des coordonnees X et Z 
du centre de gravite de la charge en fonction du temps, 
par rapport au point d'emport dans le triedre avion ; 
les grandeurs sont ramenees ä l'6chelle avion (vol). 

On constate que la fidelity est parfaite en X et tres 
honorable en Z puisque la dispersion maximale, 
observee dans les conditions de pression dynamique 
faible, n'excede pas 15 cm au bout de 1,5 seconde. 

La figure 14 montre egalement revolution des attitudes 
en tangage (THETA) et lacet (PSI) en fonction du temps 
de la charge par rapport au triedre avion. Les ecarts 
observes sont tres infeneurs au degre : par exemple 
0,3° en THETA ä M = 0,5 au bout de 1,5 seconde. 

La fidelite' des mesures est done excellente. 

9.2 -    Comparaisons      avec 
obtenus ä S2MA et en vol 

les     resultats 

• attitudes de la charge par rapport ä l'avion  en 
tangage et lacet: THETA et PSI = f(temps) 
sont presentees pour quatre conditions de separation : 

M = 0,5     Vc = 250 kt    n = 1 

M = 0,9     Vc = 560 kt    n = 1 

Les courbes suivantes : 
• trajectoire du centre de gravite de la charge dans le 

triedre avion: X = f(Z) 

aav = 6,5° 
-» figure 15 
aav = 1,4° 
-¥ figure 16 

M = 0,92   Vc = 590kt    n = 0,5   aav = 0,8° 
-> figure 17 

M = 0,92   Vc = 590kt    n = 2      aav = 2,4° 
-> figure 18 

Ces comparaisons montrent qu'entre S1MA et S2MA, 
les trajectoires du centre de gravite de la charge sont 
tres voisines : identiques a- M = 0,5, tres proches ä 
M = 0,9, legerement plus dispersees, mais tout ä fait 
acceptables ä M = 0,92. 

La comparaison avec les separations reelles en vol 
indique des ecarts dans le sens d'un recul de la charge 
plus important en vol qu'en soufflerie, lies ä une 
incertitude sur la valeur de la trainee en soufflerie. 

On remarquera neanmoins que, lorsqu'un ecart existe 
entre SI MA et S2MA, S1MA est plus proche du vol. 

Les evolutions des courbes de tangage presentent de 
bonnes similitudes entre SI MA et S2MA, les valeurs 
extremes sont du meme ordre de grandeur : par exemple, 
ä M = 0,92, n = 2 on note THETA mini = - 15,9° 
ä SI MA et - 16,2° ä S2MA, malgre des ecarts ponc- 
tuels plus importants (figure   18). 

Contrairement ä ce que Ton a constate sur les trajectoi- 
res du centre de gravite, les comparaisons avec les 
resultats de vol ne montrent pas, sur ce parametre, 
d'ecarts ä caractere systematique : ä M = 0,9, n = 1 
(figure 16), le vol est plus proche de S2MA, par contre 
ä M = 0,92, n = 0,5 ou 2 (figures 17 et 18), S1MA 
est plutot meilleure que S2MA. 

En ce qui concerne les attitudes en lacet, les evolutions 
se caracterisent par des oscillations dont les amplitu- 
des sont legerement superieures ä S1MA mais "en 
phase" entre les deux souffleries. 

Les oscillations en vol sont pratiquement en phase 
avec celles observees en soufflerie avec par contre, des 
amplitudes un peu plus faibles. 

En conclusion, on peut dire que, malgre quelques ecarts 
locaux, les evolutions en attitude entre les resultats de 
S1MA, de S2MA et en vol, sont bien de la meme 
"famille" et les comparaisons tout ä fait satisfaisantes. 

9.3 -  Trajectoires  de "detresse" 

Ces separations interviennent dans le cas ou, dans la 
phase decollage, l'avion est victime de graves ennuis 
qui l'obligent ä se deiester au maximum pour assurer sa 
securite. Ces essais sont done simules ä l'altitude 
Z = 0, faible Vc ; pour bien mettre en evidence l'effet 
de la Vc, nous avons simule deux essais ä Z = 0, 
n = 0,5, Vc = 140 et 180 kt ä la meme incidence 
avion de 8,2°. 
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La figure 19 montre que, si la trajectoire du centre de 
gravity est peu affectee par la difference de Vc, 
1'eVolution des attitudes est sensiblement differente, 
montrant ainsi la necessite de nombreuses simulations 
pour couvrir ce type de separations. 

Avant la mise en service du STC, ce type d'essai etait 
realise dans d'autres installations, en utilisant la 
technique des "largages libres" conduisant ä fabriquer 
de nombreuses maquettes de charge. Dorenavant, les 
separations en d&resse des charges stables pourront 
etre dtudiees au moyen du STC, ce qui representera pour 
les constructeurs une amelioration sensible des coüts et 
des delais. 

10 - CONCLUSION 

Le nouveau Systeme de Trajectoire Captive mis en 
service dans la soufflerie SI MA de TONER A ä Modane 
Avrieux permet la realisation d'etude de separation pour 
des maquettes ä grande echelle jusqu'au nombre de Mach 
de 0,95. 

Ce Systeme est aujourd'hui operationnel et les essais 
avec vent ont montr6 des r6sultats tres proches de ceux 
obtenus avec le dispositif ONERA de la soufflerie 
S2MA et de ceux obtenus au cours d'essais de separa- 
tions en vol. 

LONERA est aujourd'hui dote d'un des plus grands 
dispositifs en service <lans le monde pour l'etude de 
trajectographies des charges actuelles dont le pilotage 
precoce est simule en soufflerie par des maquettes 
equipees d'elements motorises. 

Les representants du constructeur Dassault-Aviation 
jugent que les r^sultats de l'essai de qualification du 
STC de S1MA sont tres satisfaisants et autorisent les 
essais industriels. En effet, en plus de la qualite des 
resultats obtenus, compte tenu des difficultes li£es ä la 
mise en service de ce moyen d'essai hautement sophis- 
tique, l'essai de qualification s'est derouie avec un 
minimum de problemes. 

ANNEXE 

Liste des "figures r£sultats" concernant l'essai de 
qualification du STC de S1MA. 

1 - Fidelite des resultats ä M = 0,27 / 0,5 / 0,9 : 

fig. 14 
courbes X et Z = f(temps) 
courbes THETA et PSI = f(temps) 

2 - Comparisons avec les resultats obtenus ä S2MA et 
en le vol : 

Courbes :   X = f(Z) 
THETA et PSI = f(temps) 

M = 0,5     Vc:250kt n=l       aav = 6,5° 
fig. 15 

M = 0,9     Vc : 560 kt n = 1       aav = 1,4° 
fig. 16 

M = 0,92   Vc:590kt n = 0,5   aav = 0,8° 
fig. 17 

M = 0,92   Vc:590kt n = 2      aav = 2,4° 
fig. 18 

3 - Separations en "detresse" : 

courbes :    X = f(Z) 
THETA et PSI = f(temps) 

n = 0,5 - aav = 8,2° 
M = 0,2 (140 ft) 
M = 0,27 (180 ft) fig. 19 
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EXPERIMENTAL TECHNIQUES FOR MODELLING STORE CARRIAGE AND RELEASE 
AT SMALL SCALES 

by 
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N. Humberside HU15 1EQ 
United Kingdom 

SUMMARY 

This paper will discuss wind-tunnel testing aspects of store 
trajectory modelling and store carriage load evaluation, at 
small scale, in the British Aerospace, Military Aircraft 
Division,( M.A.D.) wind-tunnel facilities. 

There is discussion of the enhancements, developed within 
the department, of the 'light model' scaling technique for 
free store wind-tunnel releases, and of the recent 
re-appraisal of strain gauge balance design philosophy and 
the use of newer concepts in strain measurement in small, 
stiff, balance structures, which is building on our expertise 
in this field. 

INTRODUCTION 

Two of the most technically demanding aspects of 
wind-tunnel testing lie in the precise determination of 
installed store loads, and in the accurate dynamic simulation 
of store trajectories in the release phase. The common 
objective in further improving the data available from these 
ground-based techniques     being     to     provide     the 
aerodynamicist with the best possible means to evaluate 
airframe loads and store clearance margins, over a range of 
aerodynamic conditions and carriage configurations, and 
with sufficient confidence that full-scale flight trials can 
be reduced to a minimum. 

In order to provide the required improvements in accuracy, a 
programme of work has been established within M.A.D. 
wind-tunnel facilities to improve the process of balance 
design and calibration, and investigate the use of 
semi-conductor strain gauges in the necessarily 
small-scale models appropriate to the- Division's 1.2m. 
High Speed Wind Tunnel. Work has also been carried out in 
developing the capabilities of the free-store trajectory 
visualisation technique which utilises • so-called 'Light 
Model' scaling, at very small scales. 

STRAIN GAUGE BALANCE DEVELOPMENT 
NEW APPROACH 

IMPROVEMENTS TO THE DESIGN PROCESS 

Wind-tunnel strain gauge balances have hitherto been 
designed using the Engineer's Theory of Bending to 
determine the sizing and distribution of flexures in the 
balance structure to satisfy simultaneously the conflicting 
requirements for sufficient strain gauge output, appropriate 
sharing of stress between the balance components, overall 
stiffness to avoid model fouling, etc. This process is 
iterative and very time-consuming, and in order to reduce 
the time taken for design whilst ensuring a 
'best-compromise' structure, a programme of work has been 
initiated to investigate the benefits of Finite Element 
Modelling. Here the structure is built up from a large 
number of elements, where each element is analysed for its 
role in the overall design, and the structural solution for the 
whole assembly of elements is derived from computation. 
The method will determine stress paths in the structure, and 
also thermal paths where a temperature gradient exists - 
this will have enormous potential when considering 
balances for use at cryogenic temperatures - as well as 
providing a theoretical 'calibration' for the balance under a 
range of loads which will reduce the empirical calibration 
time by around 50%. 

SEMI-CONDUCTOR STRAIN GAUGES 

It is well known that semi-conductor strain gauges offer 
much higher output per unit stress than conventional foil 
gauges, thus creating the possibility of stiffer balance 
structures at smaller scales, for equivalent output, with 
attendant reduction in deflection and lower risk of model 
fouling. The designer is thus free to choose from a much 
wider range of output/stiffness options than would be the 
case with conventional gauges. However, past use of 
semi-conductor gauges has been restricted to applications 
where temperature change effects have been of secondary 
importance compared with the requirement for high   output 

Paper presented at the AGARD FDP Symposium on "Aerodynamics of Store Integration and Separation", 
held in Ankara, Turkey from 24-27 April 1995, and published in CP-570. 
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- e.g. flutter and vibration, because the semi-conductor 
devices have defeated all attempts to achieve satisfactory and 
reliable temperature compensation over the normal range of 
wind-tunnel operating conditions. 

gauges, owing to the fact that it converts the strain-induced 
resistance change of the gauge to a change in voltage, which 
can be measured more directly with conventional 
instruments. 

SEMI-CONDUCTOR DEVICES TODAY 

Recent advances in semi-conductor technology for devices 
such as pressure transducers have led to crystals having far 
tighter limits in their unstrained temperature response,and 
hence it was felt that the incorporation of discrete 
semi-conductor strain gauges into balance structures was a 
topic that should be revisited. 

A single component test beam was instrumented as shown in 
figure 1. Tag strips were sited close to each gauge position to 
facilitate resistor insertion, in appropriate arms of the 
bridge.These resistors are required to compensate for the 
inevitable change in null output with temperature for any 
real circuit of this type, arising from the inability to 
perfectly match gauges, or the manner in which they are 
mounted. 

The principle employed by these devices is the 
piezoresistance effect, which is defined as the change in 
electrical resistivity with applied stress. All materials 
exhibit this to some degree, but in certain semi-conductors 
the effect is very large. The characteristics of the 
semi-conductor material can be greatly modified by the 
quantity and type of electrically active impurities present in 
the crystal structure, which are deliberately added during 
crystal growth - a process known as 'doping'. The gauges 
are then allocated a code letter to denote the doping level, 
and hence their range of defined characteristics. 

In choosing gauges for our application, consideration was 
given to ways of minimising the electrical compensation 
which must be provided in all practical strain-gauge 
circuits, by means of the addition of discrete resistors,to 
cancel apparent strain arising purely from changes in 
temperature. Semi-conductor gauges exhibit an apparent 
change in strain, because the crystal gauge factor changes 
with temperature. We found that by selecting gauges where 
the factor changes with temperature at the same rate as the 
elastic modulus for steel changes, their output remained 
proportional to stress regardless of the temperature, thus 
eliminating the need for gauge factor compensation. 

Since members of the team were used to handling 
conventional strain-gauges and had access to the usual range 
of equipment, we decided to begin the investigation by using 
the 'encapsulated' type of gauge, where the crystal is 
supplied sandwiched between thin layers of 
epoxy-impregnated glass cloth. This gives far greater 
ruggedness than the alternative 'bare'crystal gauge until 
expertise has been built up. 

A SINGLE COMPONENT "BALANCE" 

An experiment was set up to investigate the behaviour of 
semi-conductor gauges in a Wheatstone bridge circuit. The 
bridge, which can be made up using from 1 to 4 strain gauges, 
is   the most popular circuit for use with all types of strain 

The test piece was ground, the central area vapour blasted, 
and the gauge positions chemically cleaned before the 
application of the gauges, since the smallest foreign body 
becoming trapped between the gauge and the substrate 
would have a strongly adverse effect on the gauge behaviour. 

Excitation was set at 5.000 volts since consideration of the 
bridge current at this level indicated a figure of 50 
milliwatts power    dissipation    per    gauge    -    the 
manufacturer's upper limit for acceptable zero-strain 
stability. The specimen was placed in a 
temperature-programme controlled oven which was capable 
of cycling the temperature over a specified range for any 
period. It has been established practice with any new gauge 
installation to allow the cycle to operate two or three times 
before measurements are made to allow the system to 
stabilise. It was found that several more cycles of 
temperature were required for the semi-conductor bridge to 
settle, at the chosen power level. 

The values and placing of the compensation resistors, 
described above, for semi-conductor strain-gauge bridge 
circuits, are determined from standard "case" tables 
depending on whether the sign of the unstrained output is 
positive or negative , and whether the change in output with 
temperature is positive or negative going. Knowledge of the 
bridge resistance, and of the current in the bridge, is required 
at the temperature extremes. Compensation for the circuit 
will require the addition of a series resistor to one of the 
arms, a shunt resistor across one of the gauges, or both. It 
was found that only very high quality, high stability 
resistors were suitable for use. 

After some further trimming of the resistor values, the test 
piece was calibrated with a series of dead weight loadings 
whilst still in the oven. Loading programmes were carried 
out at three selected temperatures. 

Considering the data led to three interesting conclusions:- 

1. The system linearity was commensurate with the 
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published figures for the 'L' type crystals chosen 

2. The conventional strain gauge output equation was 
verified for this type of gauge 

3. The use of 'L' type gauges on steel did indeed eliminate 
the need for gauge factor compensation. 

This work indicated that we now have a potential capability 
hitherto not available to us, and which could be exploited to 
our advantage, in the consideration of very small, reliable 
balances. 

LOOKING TO THE FUTURE 

The anticipated benefits of the Finite Element approach to 
balance design will include a better optimised structural 
solution owing to the large number of iterations that can be 
performed in a computational method, and a much faster 
convergence to that solution which will reduce the design 
phase for the balance, currently some 6 weeks, to perhaps 2 
weeks. The method will also lend itself to the production 
of a theoretical 'calibration' of the final design, which, 
whilst not replacing the conventional method, will reduce 
the number of loadings required, and hence the time required 
for calibration, from some six weeks for a six component 
balance, to perhaps around three weeks. 

The successful outcome of the semi-conductor work has led 
on to the use of this type of strain gauge for a full 
ix-component overall forces balance, which we believe is a 
world first ,and their incorporation in very small balance 
structures to provide component measurement where the use 
of conventional gauges would have resulted in insufficient 
output - for example, axial force measurement on a small 
stiff cantilever. The most recent six-component design is 
shown in figure 2, and here only the axial force system is 
gauged with semi-conductors - the balance is of the order 
of 10mm. diameter. 

Further work is about to begin on providing balances for 
Sidewinder missiles at 1:21 scale; this leads to a balance of 
approximately 5mm. diameter, and in turn to thoughts of 
materials, for example Tungsten, having much greater 
inherent stiffness than the usual maraging steels, because at 
this size, the problem changes from one of ultimate 
material strength to one of balance deflections giving rise to 
model fouling. 

THE LIGHT MODEL SCALING TECHNIQUE 

The best way of simulating the release of stores from combat 
aircraft in the wind tunnel is a problem that has exercised the 
minds of aerodynamicists and wind tunnel engineers for 
decades. The Aerodynamic Technology department at British 
Aerospace M.A.D. has used the so-called 'Light Model' 
scaling technique. Here the model store is made to full scale 
density, which greatly simplifies model manufacture, but 
owing to the absence of a scaled gravitational field, and in 
the presence of correctly scaled aerodynamic forces, the 
vertical separation characteristic between store and parent 
aircraft will be pessimistic. To overcome this effect, the 
relative acceleration between the aircraft model and the 
store must be correctly scaled, whereas, in unmodified 
'light model' scaling, and for a typically 1:30 scale model, 
as used in the relatively confined space of the Division's 
facilities, there would be a 29g deficiency in this parameter. 

THE ACCELERATED MODEL RIG 

The solution to this problem of the vertical separation error 
lay in the development and utilisation of an actuation 
system, capable of accelerating the parent aircraft model 
upwards at the instant of store separation, with 
pre-calibrated magnitude governed by the scale being used. 
The device developed at British Aerospace was known as the 
Accelerated Model Rig (A.M.R.) which was designed 
specifically for the use of typically 1:30 scale models, and 
was therefore required to accelerate an approximately 3Kg. 
model upwards at 29g. for a period of 0.020 seconds 
(equivalent to 0.6 seconds at full scale), being sufficient 
time to investigate the effects of store/aircraft flowfield 
interaction. Figure 3 shows the rig mounted on the roof of 
the now closed BAe. 0.68m.x 0.68m. High Speed Wind 
Tunnel, and figure 4 is an in-tunnel view of a Hawk model 
attached to the rig's accelerating strut. Although now out 
of commission, this rig provided much development of 
expertise in the techniques associated with accurate 
small-scale modelling, some description of which is 
worthy of inclusion here. 

The accelerated model technique compensates for the 
displacement deficiency of the store relative to the aircraft, 
but there is still a small residual induced incidence 
deficiency arising from the store having an incorrect vertical 
component of velocity. This can be itself reduced to 
insignificance by the use of a tiny offset in the miniature 
ejector release unit line of action, to correct the initial store 
pitch rate. 
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E.R.U's 

Ejector Release Units as fitted to British military aircraft 
generally comprise two rams, which are made to bear down 
on the top surface of the store to be released by the action of 
a gas generation cartridge exploding and feeding gas to the 
ram cylinders, via settable throttles. Differential sizing of 
the throttles will result in an initial pitch characteristic 
being imparted to the store during the ram stroke. The unit 
also incorporates positive hook latching of the store to the 
pylon, which is automatically released by the action of the 
rams. 

The model ejector release units have been developed to fully 
simulate the action of 'in-service ' devices (e.g.ERU119, 
ERU120, MACE etc.), including ram force, stroke length 
and pitch offset. Two main designs have been used over the 
past few years, which both rely on pneumatic tubing feeding 
high pressure air to the gun , the mechanism being held 'safe' 
by a small stainless steel bolt, ground locally to form an 
electrical fuse. When conditions for release have been 
achieved in the wind-tunnel, the 'burn-bolt' is electrically 
fused by the discharge of a pair of large capacitors, allowing 
the applied compressed air to operate the ram. 

The original design used the compressed air to force a 
miniature piston down a cylinder, the free end of the piston 
bearing onto a flat faced stud counterbored into the store 
body. Pitch correction could be achieved by previously 
calculated position in relation to the store centre of gravity, 
and moving the ram assembly, within its own housing in the 
pylon, to match the stud position. The burn-bolt was 
connected directly between store and pylon, and formed the 
primary means of reacting the aerodynamic loads until 
release. 

Modifications and improvements to this design have realised 
a   miniature gun, shown in figure 5, having an actuating 
'foot', which is made to bear on a very small reaction pin in 
the store   body, positioned in the same way as the larger 
stud. The alteration of the required pitch characteristic is 
now much more    easily achieved by simply moving the 
reaction pin on the store  (assuming the required movement 
is within the confines of the   length of the ejector foot). 
Another   benefit   of   this   design   is   the   simultaneous 
unlatching of a pair of small catches, during  store ejection, 
via direct contact with  the ejecting foot,  which     were 
previously engaged in mating cut-outs in the store body 
top. The catches provide positive latching of the store to the 
pylon and counteract the aerodynamic loads until the point 
of release. This allows the burn bolt to be housed within the 
foot actuation mechanism, where any small variation in the 
fusing characteristic will have ho effect on the store 
trajectory. 

The ejection units are calibrated before each trials series 
according to 'pit-drop' gun performance figures supplied by 
the relevant E.R.U. manufacturer, which have been adjusted 
for predicted aerodynamic loading. These figures are used to 
derive the required pneumatic pressures and gun line of 
action offset to reproduce the end-of-stroke velocity and 
pitch rate conditions sought. Figure 6 shows how the 
airborne E.R.U. mathematical model is translated into the 
wind-tunnel E.R.U.    simulation. 

INITIATION PULSE 

During wind tunnel trials, the pulse to initiate the firing 
sequence was derived from the control system driving a set 
of high-speed cine' cameras. When correct wind-tunnel 
conditions had been achieved, the cameras were started, and 
on reaching a pre-determined framing rate (usually 2000 
frames per second), the release occurred, thus capturing the 
whole trajectory on   film, for later analysis. 

STOREMODELS 

The model stores themselves were usually moulded from a 
variety of plastics to fine dimensional tolerance, and 
carefully prepared to ensure their principal mass 
characteristics were correctly scaled using internal ballast. 
Figure 7 shows a fuel tank made from expanded 
polyurethane foam, and a BL755 cluster weapon moulded in 
polystyrene. Lifting surfaces were also usually moulded 
from polystyrene and correctly scaled wherever possible, 
but the slenderness of some full-scale designs occasionally 
dictated slight over-thickness to provide sufficient 
strength. 

Some variations in store manufacture were developed along 
the way, including the use of carbon fibre laminate to 
strengthen weak plastic areas; stores were sometimes made 
with densities greater than the full scale value in order to 
simulate release at high altitude; and common salt was used 
inside otherwise empty fuel tank models in an effort to 
simulate the effects of residual fuel sloshing around. 

FLIP-OUT CONTROL SURFACES 

The early aerodynamic capture of released stores is crucial to 
the subsequent lift characteristics, and many stores now 
incorporate 'flip-out' surfaces which operate early in the 
release phase, whilst the store is in close proximity to the 
aircraft 

This sequence of events was seen as the next logical 
development in the wind-tunnel free-store release 
simulation technique, and a major success for the team has 
been the provision of 1:30 scale models of the general 
proportions of the   cruise-missile, equipped with flip-out 
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wings, which were  deployed after a representative delay in       before the methods are fully developed. 
the release sequence. Figure 8 shows the weapon installed on 
the port shoulder pylon of a 1:30 scale model Tornado, and 
figure 9 shows the store 'before and after' wing 
deployment. 

The delayed wing deployment was achieved using a miniature 
in-store explosive protractor device to actuate the wing 
deployment mechanism. It was found necessary to provide a 
dual electronic circuit inside the store body to cater for the 
detonation pulse, and for the time delay from release for its 
initiation. The firing circuit was electrically charged via 
contacts between the store body and pylon, and on the 
instant of release, the timing circuit began its task of acting 
as a delay switch before redirecting the firing circuit charge 
to the protractor. Closely repeatable releases were 
performed, and the delay could be adjusted, by selection of 
the timing circuit resistor value, to simulate a range of 
full-scale   deployments. 

CONCLUSIONS 

The improvements sought in the balance design process will 
lead to a marked reduction in the design cycle time for 
strain-gauged balances, and the successful outcome of the 
programme to evaluate the use of semi-conductor strain 
gauges has led on to the production of a number of balances 
incorporating these devices. Semi-conductor devices offer 
significant advantages over conventional foil gauges for 
applications where physical size limitations, coupled with 
the conflicting requirements of fairly stiff structures and 
reasonable signal output, must be reconciled. We have 
shown that it is possible to fully temperature compensate 
bridge circuits composed of semi-conductor gauges, and 
would encourage other potential users to conduct their own 
appraisal of these devices. 

The wind-tunnel stores separation technique has proved to 
be extremely useful in looking at the release envelope for a 
number of    store/aircraft/aerodynamic    configuration 
combinations, especially where the release characteristics 
have been found to be marginal in terms of risk to the 
airframe. The results of this work have demonstrated that 
accurate results are entirely possible at very small scales 
given that flight trial comparisons were invariably 
favourable, and the technique became a tool against which 
other methods could be calibrated in the effort to reduce 
stores clearance costs. 

Whilst Computational Fluid Dynamics is gradually taking 
over from wind-tunnel testing in the prediction of store 
release characteristics, there are some special areas, notably 
in 'flip-out' wing and fin modelling, and multiple stores 
release,   where C.F.D. has quite a lot of ground to cover 
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Figure 3 - The Accelerated Model Rig 
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Figure 4 - Hawk Model on A.M.R. Strut 
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AIRBORNE EKU MATHEMATICAL MODEL 

AIRCRAFT WING DATA 

MASS 
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TORSION DAMPING COEFF. 
WING C.G. TO FOR'D RAM 
WING C.G. TO AFT RAM 
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FLEXURAL AXIS 
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MODEL 

OF 

AIRCRAFT E.R.U. 

WIND TUNNEL STORE 
LOADS N.F. P.M. 
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E.R.U. TYPE 
FOR' D THROTTLE DIA. 

AFT THROTTLE DIA. 

STORE END OF 
E.R.U. STROKE 

X       X 
a      e 

WIND TUNNEL 
STORE LOADS 
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MODEL E.R.U. 
PROGRAMME 

MODEL E.R.U. RAM 
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STORE MASS 
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MODEL E.R.U.  RAM 
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TO STORE C.G. 

WIND TUNNEL E.R.U SIMULATION 

Figure 6 - Airborne E.R.U. Model to Wind-Tunnel Model Simulation 
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Figure 7 - Typical Moulded Store Models 
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Figure 8 - Installed Store Model Having Active Wings 

Figure 9 - Model Before and After Wing Deployment 
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IN THE IAR/NRC 1.5m BLOWDOWN WIND TUNNEL 

James A. Thain 
Research Council Officer, Institute for Aerospace Research, 

High Speed Aerodynamics Laboratory, National Research Council, 
Montreal Road, Ottawa, Ontario, Canada. K1A 0R6 

Capt Robert Lafrance 
CF 18 Stores Certification Engineer, DFTEM 7-7-2, 

National Defence Headquarters, 
Ottawa, Ontario, Canada. K1A 0K2 

SUMMARY 

A Canadian Forces stores separation prediction 
capability was initiated in the late 1970s with the 
development of a store separation computer model 
supported by wind tunnel measurements. The 
separation of an external store from an aircraft is a 
complex event requiring, among other items, a detailed 
knowledge of the influence of the aircraft flowfield 
upon the store. The grid survey method, which is 
essentially a flowfield mapping technique, offers an 
accurate method for acquiring aerodynamic 
interference coefficients which are input to the store 
separation model. However, due to small model scales 
used for grid survey measurements, additional larger 
scale wind tunnel investigations are often necessary in 
order to ensure a faithful reproduction of the store 
model. 

1 INTRODUCTION 

The certification of external stores carriage and release 
cannot be obtained by flight test alone because of the 
prohibitive cost of testing a multitude of aircraft/store 
combinations and the associated risk to pilot and 
aircraft. It is imperative that all external stores released 
from an aircraft separate cleanly without interfering 
with the aircraft structure or other external stores. Over 
the past 25 years the method for determining the safe 
release of external stores from military aircraft has 
evolved into procedures which combine theoretical, 
analytical and experimental techniques. 

The procedure generally followed in Canada to assess 
the relative safety/risk of the release of external stores 
from the CF-5 and CF-18 aircraft is by means of a 
Store Separation Model (SSM) which was developed at 
Canadair, a Division of Bombardier in Montreal 
(Reference 1). The SSM uses aerodynamic and 
gravitational forces and moments and ejection system 
simulation to predict the store trajectory by solving the 
Euler equations of motion. Accurate and reliable store 
trajectory predictions require a competent knowledge of 

the aerodynamic effects which, in some instances, 
govern the store trajectory and its safe release from the 
parent aircraft. 

Under a joint Canadian Department of National 
Defence (DND)/National Research Council (NRC) 
Store Certification Technology Program which 
commenced in 1979 a capability was developed in the 
Institute for Aerospace Research (IAR) 1.5m blowdown 
wind tunnel, with limited funding, to conduct grid 
survey measurements of a variety of external stores in 
the flowfield of a 6% scale model of the F18 aircraft. 

This paper describes the grid survey technique 
currently employed in the IAR 1.5m blowdown wind 
tunnel and includes a description of some additional 
wind tunnel investigations which were performed to 
support the grid survey results. Our future plans 
regarding enhancements to our experimental 
techniques are also discussed. 

2 TEST FACILITY 

The aerodynamic measurement programmes were 
carried out in the 1.5m x 1.5m blowdown wind tunnel. 
This facility has trisonic capability to a maximum 
Mach number of 4.25 and may be operated through a 
range of stagnation pressure at fixed Mach number 
thus allowing independent variation of Mach and 
Reynolds numbers. The transonic test-section, having 
ventilated walls, was used for the programmes being 
discussed. A description of the facility with 
performance tables is given in Reference 2. 

3 GRID SURVEY RIG 

3.1 General 

Grid survey wind tunnel tests require a two sting rig 
and a simple, inexpensive system shown schematically 
in Figure 1, was developed for the IAR 1.5m blowdown 
wind tunnel (Reference 3). This rig features a sting 
mounted aircraft model (F18) attached to a strut which 

Paper presented at the AGARD FDP Symposium on "Aerodynamics of Store Integration and Separation", 
held in Ankara, Turkey from 24-27 April 1995, and published in CP-570. 
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is suspended from the wind tunnel ceiling and a store 
positioning rig, or articulated sting, which is mounted 
on the main model mounting strut. Only the vertical 
and horizontal motion of the store rig are powered but 
store pitch, roll and lateral position, and the parent 
aircraft pitch angle may be adjusted manually. 

Aerodynamic forces and moments on the store are 
measured utilising either a five or six-component 
internal strain gauge balance. The store position 
relative to the parent aircraft is determined using an 
optical system. The "Watsmart" optical tracking system 
was commissioned in 1985 and used in numerous wind 
tunnel entries through 1991 and in March 1993 the 
IAR took delivery of a new enhanced system, the 
OPTOTRAK/3020. Like the old system the new 
equipment obtains, by non-intrusive means, the X, Y, Z 
locations and Yaw, Pitch, Roll of both the parent 
aircraft model and an external store. However, unlike 
the old system which suffered from optical reflection 
deficiencies and low data rates, the new equipment has 
enhanced optical capabilities and the data rate, 
reliability and accuracy have been substantially 
improved. 

3.2 Camera System And Installation 

The OPTOTRAK system consists of four major 
hardware components: target markers, a camera unit, a 
system control unit and a computer. The camera unit 
is responsible for sensing the positions of the target 
markers while the system control unit has three 
functions. These are, the timing control of the Optotrak 
system, the processing of the camera sensing 
information and interfacing with the computer. The 
markers used with the Optotrak system consist of small 
Infrared Emitting Diodes (IREDs). Two types were 
supplied with the new camera system, one for the 
parent aircraft and another for the stores, however 
some of our older stores are equipped with older 
markers which still function with the new camera 
system. 

Two Optotrak/3020 cameras were installed in the 
plenum chamber on the south side of the wind tunnel 
as shown in the schematic in Fig. 1. Each camera 
consists of two one-dimensional sensors mounted such 
that two 2048 element (pixels) linear charge-coupled 
device (CCD) arrays are orthogonal and at least two 
cameras are required to determine the 3-dimensional 
position of a marker (IRED). The linear CCD array 
accurately measures the position of the imaged line 
projected by the lens system from the target marker. 
This CCD overcomes the reflection problems 
encountered with the old Watsmart system by digitising 
the image and, by examining the brightest pixel along 
its neighbours the resolution of the sensor is increased 

to better than 1:2048. The median position of the of the 
image is then determined by a weighted algorithm and 
this technique ignores all low level interference such as 
ambient lighting and reflections. Unlike the original 
system installation, which had one camera in the wall 
and one in the floor, both cameras are mounted in the 
test section wall insert, close to the tunnel floor, and 
there is no glass between the cameras and the 
airstream. In an effort to minimise the effect of the wall 
cut-outs, which are large relative to the camera 
dimensions, on the test section flow, skirts were fitted 
between the cameras and the wind tunnel wall. The 
cameras and system control units are air cooled by 
means of filtered, regulated shop air. 

The orientation of the cameras in the tunnel walls is 
such that the viewing area on the tunnel centreline, as 
seen by both cameras, blankets an area measuring 
approximately 20" x 20" which includes the parent F18 
IREDs close to its upper boundary. The optical system 
has demonstrated an accuracy which meets or exceeds 
the manufacturers specifications. 

3.3 F18 Parent Aircraft 

The IAR 6% scale complete model of the CF18 is 
mounted on a 1.5 inch diameter 6-component balance, 
(or on a dummy balance if parent forces and moments 
are not required), and secured to a roof mounted sting 
which is attached to the tunnel ceiling at one of the five 
available axial locations. The axial location selected 
depends on the type of store and the associated 
trajectory programme, while ensuring that the store 
and parent aircraft IREDs are within the camera 
viewing area for a grid area of interest. Although a 
minimum of four diodes are needed to define a rigid 
body a total of ten markers were installed so that the 
model could be installed at a number of axial positions 
and still have the minimum number within the viewing 
area. 

3.4 Articulated Sting 

In order to place a store or probe adjacent to the parent 
F18 model, and have the facility to move it during a 
blowdown, an articulated sting was conceived and built 
for the IAR wind tunnel. The specifications required 
that the probe be adjustable (by pre-setting in pitch, 
roll, yaw and spanwise translation), in height and axial 
translation under power. The probe was designed to 
carry either a six-component force and moment 
measuring balance or a pressure and flow angle sensor. 
The articulated sting, shown in-situ in Figure 1 is 
mounted on a powered strut (normally used to mount 
sting supported models), which is housed in the 
diffuser section of the wind tunnel. This strut has a 
vertical range of 38 inches while the axial translation 
of the articulated sting carrier is 16 inches. Differential 
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indexing of the inboard and outboard arms of the 
mechanism allows the carrier to be placed in over 
100,000 positions relative to the support strut within a 
radius of 24 inches from the centre of the mounting 
shank. 

During a grid survey investigation of a missile model 
which was conducted in 1991, it was found that the 
axial travel of the articulated sting was severely limited 
due the drive motor stalling as the sting was being 
extended. Excessive aerodynamic loads on the "goose 
neck" sting due to its conical shape and high crank 
angle and a considerable amount of friction in the axial 
drive mechanism were thought to be the cause. A new 
sting, having a much reduced crank angle, was 
designed and constructed, and replaced the old sting 
for future grid survey tests. Like the old "goose-neck" 
the new sting has an internal bore to accommodate the 
balance wiring harness and a surface trough has been 
provided for wring to power store Infrared Emitting 
Diodes (IREDs. 

4 TEST TECHNIQUE 

4.1 General 

The flow of data from the wind tunnel measuring 
equipment through the data processing phase for a grid 
survey investigation is shown schematically in Figure 
2. It should be noted that the vision system data 
channels are correlated in time with the filtered 
balance data by digitally filtering the appropriate 
channels. The processed data is used as input to a 
Stores Separation Model (SSM) program, developed by 
Bombardier Inc., Canadair Div., Montreal (shown as 
Client Workstation in Figure 2). The SSM program 
computes the trajectory of the ejected store from the 
CF18 and has the capability to visually display the 
results. 

4.2 Store Position 

The set-up procedure which is performed prior to a 
blowdown to position a store at a known position 
relative to the parent aircraft is currently a time 
consuming, labour intensive, exercise but as we gain 
experience and confidence with the new vision system 
we feel that this time can be considerably reduced. 
Since we only have control of the store in the axial and 
vertical planes under power the store spanwise position 
and its attitude must be pre-set prior to a blowdown. 
The set-up is further complicated by the effects of 
aerodynamic loading on the articulated sting and the 
parent aircraft which initially requires some intuitive 
estimates for their deflections under load. 

Prior to obtaining the new vision system the set-up 
procedure involved positioning the store at known 
locations relative to its carriage position on the parent 

aircraft; operate the vision system; and input the 
calculated co-ordinates in the appropriate vision system 
channels. Dining the most recent stores clearance 
investigation we gained a great deal of confidence with 
the new equipment which permitted us to revise and 
simplify the set-up procedure resulting in a 
considerable saving of time and effort. By replacing the 
real store with a simplified pseudo store, whose IREDs 
have a common reference point with those on the real 
store, and attaching it to the parent aircraft in the 
carriage position we simply use the vision system to 
define the carriage position. We do, however, perform 
a visual safety check with the real store close to the 
carriage position and carefully examine the vision 
system calculated co-ordinates. The final task in the 
set-up procedure is to perform the desired grid survey 
traverses wind-off and examine the calculated results. 

4.3 External Store Investigation 

Three 6% scale models of external stores, namely a 
Mk83 bomb, an Aim7 missile and a BL755 bomb, were 
tested during a lengthy test period in 1993. Grid survey 
measurements were conducted with these stores in the 
underwing flowfield of the 6% scale model of the F18 
aircraft at a number of high subsonic Mach numbers 
for a variety of adjacent external store configurations. 

The stores under investigation were mounted on the 
IAR 5-component (Normal and Side forces, Pitching, 
Yawing and Rolling moments) ARA 0.35 inch internal 
strain gauge balance. Each store was equipped with 6 
surface IREDs located in pockets on the main store 
body. These markers and the associated wiring 
channels were covered with transparent epoxy and 
faired flush with the surrounding surface. The depth of 
the IRED pockets were designed so that only a very 
thin epoxy film was required to cover the marker thus 
eliminating any potential for refraction. The 
instrumentation wiring from the IREDs was routed to 
the surface of the sting, bridging the metric and 
non-metric surfaces, and soldered to the built-in wiring 
on the cranked sting. The x, y and z co-ordinates of 
these markers were accurately measured as well as 
those on the parent aircraft. 

The Aim7 missile was tested in 1991, but the results 
obtained during that grid survey experiment were 
unsatisfactory due to the previously described problems 
with the articulated sting, so the current investigation 
was a repeat of that exercise. The modifications to the 
articulated sting and associated equipment detailed 
above, and a new approach to the test technique, helped 
overcome most, but not all, of the deficiencies 
experienced in 1991. For this investigation the parent 
aircraft was rolled 17 degrees in order to align the store 
traverses with the ejection plane (The Aim7 is ejected 
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at an angle of 17 degrees). This technique was 
employed at aircraft angles of attack of 0 and 2 degrees 
only and traverses performed as shown in Figure 3. At 
higher parent angles of attack the aircraft was set at 
roll 0 degrees and three vertical traverses were 
performed to encompass the 17 degree ejection plane. 

The Mk83 and BL755 bombs were traversed in the 
aircraft flowfield as shown in Figure 4. On completion 
of the traverses a fireestream datapoint was recorded 
with the store positioned as far upstream as possible 
and well below the parent aircraft. 

4.4 Results 

Figure 5 presents typical aerodynamic results plotted as 
a function of radial distance from the carriage position 
for the three traverses detailed in Figure 4 for a single 
blowdown. These data are the total static aerodynamic 
forces and moments acting on the ejected store and are 
the sum of the freestream and interference 
contributions. Also shown in the Figure is a single 
freestream datapoint which as explained earlier was 
obtained with the store in what was assumed to be 
"freestream". It was noted during the analysis of these 
results that the "freestream" data varied when the store 
was located at different lateral and radial positions 
particularly at Mach numbers of 0.85 and above. 
Isolated store freestream measurements were then 
obtained with the parent model removed from the test 
section. The results shown in Figure 6 demonstrate that 
the aircraft flowfield effects are significant at distances 
well below the parent. 

By subtracting the freestream values from the total 
values, at the same store incidence, the interference 
forces and moments are obtained as a function of store 
attitude and position in the aircraft flowfield. Due to 
the small scale (6%) of the grid measurement store 
models it is not possible to reproduce a model which is 
devoid of scale effects so the isolated store aerodynamic 
data should be obtained from a large scale wind tunnel 
model. These results serve as a database in the SSM for 
subsequent trajectory calculations. 

5 MUTUAL INTERFERENCE EFFECTS 

5.1 General 

A few years ago the Canadian Forces embarked on a 
CF18 stores certification programme for a variety of 
weapons released in proximity to the 480 gallon (US) 
external fuel tank. However, due to in-flight collisions 
during multiple store releases from VERs in the 
presence of the smaller 330 gallon external fuel tanks, 
the cause of these incidents had to be investigated prior 
to performing multiple releases of weapons adjacent to 
the 480 gallon tanks. The reason for the collisions was 
suspected to be caused by wing and VER recoil motion 

and/or mutual store-to-store aerodynamic interference 
effects. Consequently a wind tunnel investigation was 
conducted to determine the mutual interference 
aerodynamic effects for a pair of external stores. 

5.2 Wind Tunnel Investigation 

The wind tunnel investigation was conducted in the 
IAR 1.5m blowdown wind tunnel on a pair of 25% 
scale models of the Mk 20 Rockeye II Cluster bomb. 
The models were secured to 6-component balances to 
measure the aerodynamic forces and moments and 
mounted on stings as shown in Figure 7. One of the 
models, simulating the attached store, was secured to a 
pedestal at fixed angles of incidence (zero, -5 and +5 
degrees) while the second model, simulating the ejected 
store, was mounted on the main wind tunnel support 
strut on a cranked sting (Figure 7). The latter was 
swept through an incidence range from -32 to +20 
degrees at a fixed horizontal distance from the former. 
Interference effects were investigated for a variety of 
vertical separation distances as shown in Figure 8. It 
should be noted that the VER, shown in the figure, was 
not present during the investigation. The effect of 
extending the tail fins on the ejected store, a situation 
which occurs after the store has been released, was 
explored at some of the vertical displacements. To 
determine the aerodynamic interference coefficients the 
ejected store was tested in isolation to obtain freestream 
data. The tests were conducted at discrete Mach 
numbers in the range 0.6 to 0.95 at a unit Reynolds 
number of 6.5 million. 

5.3 Results 

Preliminary analysis of the data indicate that 
freestream longitudinal stability coefficients are fairly 
consistent but the lateral data clearly demonstrates the 
effect of asymmetric vortex shedding at large positive 
and negative angles of attack. The mutual interference 
effects are significant at high angles of attack when the 
stores are close. On completion of the analysis the 
appropriate data will be input to the SSM so that 
theoretical multiple release analysis may be performed. 
Consequently flight testing will be performed by the 
end of 1995. 

6   FUTURE PLANS 

6.1 Grid Survey Measurements 

Our experience with the Optotrak vision system has 
shown that the equipment is reliable, sufficiently 
accurate and easy to operate, so it could be utilised to 
provide real time feedback of the position and attitude 
of the parent and store. This should provide the 
following significant benefits which are currently being 
implemented. 
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Collision Avoidance 

The parent and the store/articulated sting are complex 
three dimensional objects which are manipulated in 
close proximity to each other in a variety of attitudes to 
generate the required trajectories. The possibility for 
human error in programming an erroneous trajectory, 
the elastic deflections under aerodynamic loads and a 
failure of the servo controlled positioning system could 
lead to a costly collision. A real time feedback system 
which can detect and avoid collisions by taking the 
appropriate action is currently in the design stages. 

Deflection Correction 

The servo systems which are currently used to position 
the store model do not account for deflection of the 
system under aerodynamic loads. In practice these 
deflections are estimated but this approach is labour 
intensive and error prone. The real time system 
discussed above will be designed to measure and 
correct for these effects. 

6.2 Carriage Loads 

In most grid survey investigations performed to date in 
the IAR blowdown test facility a store has never been 
closer than approximately 0.25 inches to the carriage 
position during a wind-on run. By implementing the 
above system enhancements we may be able to reduce 
this gap but only marginally. Even with these 
improvements extrapolating the store forces and 
moments to the carriage position can be a difficult task. 
A wind tunnel investigation is currently underway to 
determine the carriage loads for the 6% scale Mk83 
bomb utilising VER mounted in-store 5-component 
balances as shown schematically in Figure 9. As well 
as obtaining carriage aerodynamic forces and moments 
data will be gathered at 0.15 and 0.3 inches (model 
scale) below the carriage position, thus overlapping 
with the grid survey measurements. 

During the grid survey investigation of the Mk83 bomb 
described above the store forces and moments were 
adjusted theoretically to account for the support sting 
effects. A comparison of the above carriage 
aerodynamic data with the grid survey measurements 
should confirm the effect of the support sting. 

7   CONCLUDING REMARKS 
a. The new vision system performed 

favourably in measuring store attitude 
and position particularly when the new 
store IREDs, optimised for the 
Optotrak camera position, were 
utilised. 

b. It was initially assumed that the 
"freestream" store measurement 
performed in conjunction with the grid 
traverses was interference free but it 
was found that these data varied with 
aircraft angle of attack and 
configuration. By repeating the 
"freestream" points with the parent 
aircraft removed the results clearly 
demonstrated a difference between true 
and pseudo freestream values. 

c. The store set-up procedure utilising a 
pseudo store is fast, accurate and 
repeatable, and significantly reduces 
the possibility of human error 

d. The store support sting was redesigned 
to reduce deflections but the lateral 
deflections are still high at the store 
which results in time consuming set-up 
procedures. 

e. The mutual interference wind tunnel 
measurements and the subsequent 
flight testing should help the Canadian 
Forces understand the dynamics of 
stores ejected in the ripple release 
mode. 
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Estimation of Store Interference Loads using Transonic Small 
Disturbance Theory and Influence Function Method 

P. Piperni 
K. Stokoe 

Canadair Aerospace Group, Bombardier Inc. 
400 Cote Vertu Road West 

Dorval, Quebec, Canada H4S 1Y9 

1. SUMMARY 

This paper presents a method for predicting 
aerodynamic interference loads on stores 
which are ejected or launched from the CF-18 
aircraft at transonic flight conditions. A 
transonic small disturbance theory and an 
influence function method were employed to 
estimate interference loads. Predictions for 
the AIM-7 sparrow missile in the presence of 
a 330 gallon fuel tank on the aircraft cen- 
terline and 480 gallon fuel tanks on the 
inboard wing pylons are compared with wind 
tunnel test results. Corrections for sting 
effects are also included. 

LIST OP SYMBOLS 

AEDC 

AIM-7 
AOA 
Cy 

Cn 

Cz 

Cm 

CF 
CFD 
CSF 
DND 

EFT 
IAR 

IDL 
IFM 
KTRAN-M 

NAWC 
SSM 
TSD 

Arnold Engineering Development 
Center 
Sparrow Missile 
Aircraft Angle-of-Attack 
Side Force Aerodynamic 
Interference Coefficient 
(positive outboard) 
Yawing Moment Aerodynamic 
Interference Coefficient 
(positive nose outboard) 
Normal Force Aerodynamic 
Interference Coefficient 
(positive down) 
Pitching Moment Aerodynamic 
Interference Coefficient 
(positive nose up) 
Canadian Forces 
Computational Fluid Dynamics 
Computational Surface - Fuselage 
Department of National Defence, 
Canada 
External Fuel Tank 
Canadian Institute for Aerospace 
Research, Ottawa Canada 
Interference Distributed Loads 
Influence Function Method 
Canadair Transonic Small 
Disturbance Computational Fluid 
Dynamics Program - Military Version 
U.S. Naval Air Warfare Center 
Store Separation Model 
Transonic Small Disturbance 

3. INTRODUCTION 

Canadair has been contracted by the Canadian 
Department of National Defence to predict 
the trajectories of stores (weapons or 
external fuel tanks) released from CF-18 
aircraft and the clearances between the 
released stores, the aircraft and other 
stores, carried or released. In- order to 
accomplish this task, Canadair engineers 
have developed a store separation model 
which solves the six degree-of-freedom Euler 
equations of motion for rigid bodies using 
aerodynamic, ejection and gravitational 
loads. Accurate SSM predictions require an 
accurate aerodynamic data base, comprising 

freestream and interference coefficients. 
Freestream coefficients provide isolated 
store aerodynamic loads as functions of 
incidence (AOA, sideslip) and Mach number. 
Interference coefficients account for loads 
which are induced by the aircraft flowfield. 

Historically, interference coefficients 
have been obtained from wind tunnel tests. 
This approach has been very time consuming 
and expensive, since tests are required for 
each combination of aircraft configuration 
and metric store. An alternative approach 
would be to use theoretical methods to pre- 
dict interference coefficients for every 
aircraft configuration followed by valida- 
tion of critical cases by wind tunnel tests. 

The U.S. Naval Air Warfare Center employs a 
technique for evaluating interference coef- 
ficients using a map of the aircraft flow- 
field and store influence coefficients. 
Influence coefficients are obtained from a 
program which combines the Arnold Engineer- 
ing Development Center Interference Distrib- 
uted Loads program and an Influence Function 
Method program, referred to as IDL/IFM. Can- 
adair obtained the IDL/IFM program from DND. 
Flowfield data required by IDL/IFM may be ob- 
tained from computational fluid dynamics 
methods. 

Canadair engineers have developed a CFD pro- 
gram (KTRAN-M) capable of predicting air- 
craft flowfields for complex aircraft 
configurations at transonic speeds. To ef- 
fectively use KTRAN-M for store separation, 
an external fuel tank mounted on the fuselage 
centerline was modelled. 

4. DESCRIPTION OP KTRAN-M 

The KTRAN-M program was developed at Canadair 
under two DND contracts (references 1 and 2) 
using the method described in reference 3. 
The version delivered to DND in 1989 could 
model the CF-18 aircraft (excluding the ver- 
tical tail) with under-wing stores and engine 
flow through effects. 

KTRAN-M solves a modified version of the 
transonic small disturbance equation in a 
system of embedded grids. In this method a 
global grid, which encompasses the entire 
computational domain, is used to solve the 
flow equations in areas where gradients are 
small and is also used as a communication 
link between fine grid solutions. The fine 
grids, which are embedded in the global grid, 
are used to provide accurate solutions near 
each aircraft component. One fine grid is al- 
located for each component; fuselage, wing, 
horizontal stabilizer and for each store 
mounted on the aircraft. An illustration of 
the global grid and fine grid boundaries for 
the wing, horizontal tail, Mk-83 mounted on 

Paper presented at the AGARD FDP Symposium on "Aerodynamics of Store Integration and Separation", 
held in Ankara, Turkey from 24-27 April 1995, and published in CP-570. 
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the wing outboard pylon, 480 gallon EFT 
mounted on the wing inboard pylon and 330 
gallon EFT mounted on the fuselage center- 
line is shown in figure la. A front view of 
the CF-18 aircraft model, depicting the glo- 
bal, fuselage, centerline tank and wing 
mounted store grids, is shown in figure lb. 
Also shown in this figure are the global grid 
points and fuselage fine grid points, as cir- 
cles and dots respectively, which lie on the 
fuselage computational surfaces. 

4.1 Computational Surfaces 

Lifting surfaces, such as wings and horizon- 
tal stabilizers, are modelled by applying 
flow tangency conditions on equivalent pla- 
nar surfaces. This technique is only accu- 
rate if the distance between the planar and 
lifting surfaces are small. The aircraft fu- 
selage and store surfaces have large tangen- 
tial gradients in some areas, particularly 
at the nose and tail. Computational surfaces 
are employed for these bodies, since they re- 
duce the effect of large surface gradients 
in the computational domain. Computational 
surfaces are of constant cross-section, de- 
fined by grid points closest to the physical 
surface at the location of maximum width. 
This profile is extended longitudinally, 
usually to the limits of the computational 
domain. Boundary conditions are calculated 
on the computational surfaces, using slender 
body potential theory to correct for the sep- 
aration distance between the physical and 
computational surfaces. 

4.2 Boundary Conditions 

Two types of boundary conditions, Dirichlet 
and Neumann, are calculated by KTRAN-M. Di- 
richlet boundary conditions are applied on 
grid perimeters. They are used to transfer 
information from outside the grid domain and 
are obtained by interpolating solutions from 
adjacent grids. Neumann boundary conditions 
are applied on computational surfaces and 
lifting planar surfaces. They are obtained 
by imposing flow tangency conditions at the 
physical surface. 

4.3 TSD Solver 

CF-18 Model (Top View) 

KTRAN-M uses a modified version of the tran- 
sonic small disturbance equation (reference 
4) and a successive line over-relaxation 
method to solve for the flow in each grid. 
The equation is in the form of the perturba- 
tion potential, which assumes isentropic and 
irrotational flow. The numerical scheme uses 
upwind differencing in supersonic zones and 
central differencing in subsonic zones. The 
solution is over-relaxed in subsonic zones 
only. This method is described in detail in 
reference 3. 

Figure 1 a 

To effectively use the present application, 
KTRAN-M required extensive modification to 
include a 330 gallon EFT mounted on the fu- 
selage centerline. 
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CF-18 Model (Front View) 
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KTRAN-M MODIFICATIONS 

Two approaches were considered, in order to 
model a fuel tank mounted on the fuselage 
centerline. 

(1) Modify the fuselage fine grid algorithms 
to include the centerline store. 

(2) Incorporate a fine grid, computational 
surface and flow solver which are dedicated 
to the centerline mounted store. 

The first approach would have required a sub- 
stantial increase of the fuselage fine grid 
density in order to properly resolve the flow 
between the fuselage and centerline store. 
This would have been very inefficient, since 
the fuselage fine grid encompasses large re- 
gions where high resolution grids are not re- 
quired. Consequently, the second approach 
was adopted. 

5.1 Grid Domains and Computational Surfaces 

A Cartesian grid for the centerline store was 
embedded in the fuselage fine grid, within 
each component fine grid, the computational 
domain typically extends to the grid limits. 
In the case of the centerline store fine 
grid, the grid upper boundary coincides with 
the fuselage lower surface, as shown in fig- 
ure lb. 

For most problems, it is realistic to con- 
strain the flow to be parallel to the unper- 
turbed freestream at all grid points on the 
computational surface upstream and down- 
stream of the store. However, this would be 
unrealistic for a store mounted on the fuse- 
lage centerline, due to its close proximity 
to the fuselage. Therefore a finite center- 
line store computational surface was de- 
fined. 

The fuselage computational surface was orig- 
inally composed of two sections, in front of 
the engine inlet (CSF1) and behind the engine 
inlet (CSF2) as outlined in figure 2. This 
arrangement is used to account for engine 
flow-through effects. Additional fuselage 
computational surfaces were required in or- 
der to include the centerline store. The 
downstream boundary of CSF1 was moved for- 
ward of the centerline store and the upstream 
boundary of CSF2 (re-numbered as CSF4) was 
moved behind the store. Two new computation- 
al surfaces, designated CSF2' and CSF3, are 
situated between CSFl and CSF4. These new 
surfaces have the same geometry as CSFl and 
CSF4 respectively, except that they circum- 
scribe the centerline store as outlined in 
figure 3. Computational.surface 2' extends 
from the aft face of CSFl to the engine inlet 
and computational surface 3 extends from the 
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engine inlet to the front face of CSF4. 
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5.2 Application of Boundary Conditions 

Neumann boundary conditions are calculated 
at fuselage fine grid points on fuselage com- 
putational surfaces 2' and 3 as shown in fig- 
ure 3, using fuselage and centerline store 
surface normals. Fuselage normals are used 
at all surface grid points above the engine 
inlet bottom. These boundary conditions are 
imposed for all fuselage fine grid itera- 
tions up to and including iteration ITBMAX, 

which is input by the user. For the first IT- 
BMAX fine grid iterations, a solution is ob- 
tained using all aircraft component fine 
grid solvers except for the centerline store 
fine grid. This ensures that the fuselage 
fine grid solution at the centerline store 
fine grid outer perimeter has sufficiently 
evolved before activating the centerline 
store fine grid. 

Once the centerline store fine grid solver 
is activated, Dirichlet boundary conditions 
are applied at all fuselage fine grid points 
on CSF2' and CSF3, including the front face 
of CSF2' and the rear face of CSF3. These 
boundary conditions are calculated by inter- 
polating from the centerline store fine grid 
solution. 

Neumann boundary conditions are calculated 
at all centerline store fine grid points on 
the fuselage and centerline store computa- 
tional surfaces. The number of grid points 
on CSF2' and CSF3 depends on grid height, 
grid width and grid density. The user inputs 
these parameters. Upper limits for this grid 
are constrained to coincide with the fuse- 
lage computational surface. 

Boundary conditions applied at centerline 
store fine grid points located on the engine 
inlet face and on the front and rear faces 
of the centerline store computational sur- 
face are based on mass flow ratios. Mass flow 
through the engine inlet is input by the 
user. Mass flow at the entry and exit planes 
of the centerline store computational sur- 
face is calculated using the local fuselage 
fine grid solution. 

6. DISCUSSION OF RESULTS 

A KTRAN-M solution, depicted as pressure 
contours on the CF-18 aircraft and store sur- 
faces, for Mach =0.95 and AOA = 0° is shown 
in figure 4. In this figure regions of red 
indicate positive pressure and regions of 
blue indicate suction. This solution is re- 
alistic since it shows: 

1) an increase in pressure near the engine 
inlet caused by inlet blockage, 

2) large pressure gradients at the center- 
line store nose and tail 

3) centerline store interference effects on 
the aircraft fuselage, above the store nose 
and tail. 

Supersonic flow is indicated on the aft bod- 
ies of the external fuel tanks and fuselage 
surface above the centerline EFT by the fa- 
vorable pressure gradient (yellow upstream 
to dark blue downstream), as shown in figure 
4. 
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KTRAN-M Solution (Mach=0.95, AOA=0) 

Figure 4 
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6.1 AIM-7 Interference Coefficients 

To evaluate the KTRAN-M /(IDL/IFM) method, 
predictions for the AIM-7 missile ejected 
from the CF-18 fuselage station, with a 330 
gallon EFT on the fuselage centerline and 480 
gallon EFT on wing pylons, were compared with 
wind tunnel test results. This is a difficult 
problem for any theoretical method to solve, 
since the AIM-7 has large wings and fins 
which pass very close to the fuselage and ex- 
ternal fuel tanks. Wind tunnel measurements 
of interference coefficients along four 
paths, as shown in figure 5, were obtained 
from tests at IAR in 1993. 

The wind tunnel results included herein for 
comparison with theoretical predictions are 
for aircraft angles-of-attack of 0 and 4 de- 
grees . The metric store was traversed along 
all four paths in the store ejection plane 
for AOA = 0°. This plane is inclined 17 ° with 
respect to the aircraft vertical axis. For 
AOA =4°, these paths are in the vertical 
plane containing the store captive position. 

A program was developed at Canadair to cal- 
culate the interference loads using IDL/IFM 
influence coefficients and KTRAN-M flowfield 
angularity data. This program calculates in- 
terference loads for a metric store oriented 
in any manner relative to the parent aircraft 
and along any path which is described in air- 
craft body axes. The flow angularity data is 
interpolated at the centroid of each body 

segment and multiplied by the body segment 
influence coefficient. These products are 
then summed over the length of the body. This 
technique assumes that the flowfield gradi- 
ent is linear across each body segment. 

IDL/IFM calculates influence coefficients by 
estimating the loads applied to the store at 
multiple locations in a known non-uniform 
flowfield (conducted in the IDL section), 
and then solving a system of equations which 
relates influence coefficients and flowfield 
angularity with these loads (conducted in 
the IFM section). Consequently, the only un- 
knowns are the influence coefficients. A de- 
tailed description of IDL/IFM is provided in 
reference 5. 

Sting effects were estimated by adding an af- 
ter-body to the IDL/IFM model in order to ob- 
tain body-sting influence coefficients. 
Interference coefficients were then calcu- 
lated using influence coefficients corre- 
sponding only to the body. This technique 
should eliminate the influence of the metric 
store base pressure on interference predic- 
tions . 

IAR test results for side force, normal 
force, pitching moment and yawing moment in- 
terference coefficients are shown in figures 
6 to 8. These figures also include predic- 
tions, with and without sting effects. 

AIM-7 Paths for IAR Wind Tunnel Tests 
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AIM-7 Interference Coefficients (MM, A0A=4, Path=4) AIM-7 Interference Coefficients (0.7M, AOA=4, Path=4) 
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AIM-7 Interference Coefficients (0.95M, AOA=0, Path=4) AIM-7 Interference Coefficients (0.95M, AOA=0, Path=4) 
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Predicted normal force interference coeffi- 
cients are consistently smaller than IAR 
test results, as shown in figures 6c, 7c and 
8c. Also, predictions are significantly 
smaller than test results for A0A=4 °, as 
shown in figures 6c and 8c. Side force, yaw- 
ing moment and pitching moment interference 
predictions are in much better agreement 
with test results for A0A=4 °, as shown in 
figures 6 and 8. Normal and side force in- 
terference coefficients were based on a com- 
mon set of influence coefficients, since the 
AIM-7 is a symmetric store. Modifying influ- 
ence coefficients to improve normal force 
correlation would therefore diminish side 
force correlation and modifying KTRAN-M 
downwash values would diminish pitching mo- 
ment correlation. Some of the discrepancies 
between test results and predictions may be 
due to wind tunnel model imperfections or 
store/sting misalignment. The AIM-7 moment 
reference center is located very close to the 
store wing center of pressure. Therefore if 
the wind tunnel model's horizontal wing was 
deflected slightly, normal force correlation 
could be affected by an increase in AOA with- 
out significantly affecting pitching moment 
correlation. The AIM-7 wing was damaged dur- 
ing the first test for positive aircraft an- 
gles-of-attack. This wing was re-aligned by 
IAR staff, to undetermined levels of toler- 
ance. 

Inclusion of sting effects consistently in- 
creases values of the interference coeffi- 
cients, which usually improves correlation 
with IAR test results. 

Correlations between predictions and IAR 
test results for paths 2 and 3 are similar 
with correlations for path 4. Results are not 
included due to space limitations. 
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Correlations between predictions with sting 
effects and test results are not as good for 
path 1, as shown in figures 9a and 9b. The 
technique used to include sting effects is 
detrimental to the correlation with IAR test 
results for low transonic or subsonic Mach 
numbers, but improves correlation for cases 
at high transonic Mach numbers, as shown in 
figures 9a and 9b respectively. The AIM-7 po- 
sition along path 1 remains close to the in- 
board wing pylon and the tank after-bodies. 
Pressure recovery near the tails of bodies 
with substantial taper angles, such as fuel 
tanks, are typically over-estimated by CFD 
codes, which do not account for viscous ef- 
fects. This can further degrade KTRAN-M pre- 
dictions, since shock strength could be 
over-estimated and strong shocks cannot be 
accurately resolved. Evidence of shocks is 
indicated by the test results, which show a 
significant effect of Mach number on yawing 
moment and a lesser effect on side force. 
Predictions do not reproduce these effects. 
It may be necessary to include a boundary 
layer correction on store surfaces in order 
to improve correlation. Store and sting in- 
terference on the aircraft flowfield can 
also diminish correlation between IAR test 
results and predictions, since the IDL/IFM 
method cannot account for these effects. 

7. CONCLUSIONS 

Predicted interference coefficients are in 
reasonable agreement with IAR test results 
for various flow regimes. This demonstrates 
the viability of the overall approach. The 
present analytical tool should provide ade- 
quate estimates of interference coefficients 
for a wide variety of test conditions, there- 
by reducing reliance on wind tunnel test re- 
sults. 
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It must be kept in mind that the evaluation 
of aerodynamic loads in transonic flow on a 
store ejected from an aircraft with multiple 
stores is a very difficult aerodynamic prob- 
lem. The complexity of the flow, which typ- 
ically includes strong shocks, significant 
viscous effects and flow separation, is 
challenging for any CFD method, including 
the most capable Euler and Navier-Stokes 
codes. The strength of the present method is 
that it combines a CFD method (KTRAN-M) with 
a semi-empirical tool (IDL/IFM) to produce 
interference loads which would be difficult 
to significantly improve upon with any other 
theoretical method. The use of a TSD method 
with a mesh embedding technique also avoids 
the generation of body fitted grids required 
by higher-order methods, which significantly 
reduces computing time. 

Wind tunnel testing is still required to val- 
idate predictions for critical cases. Pre- 
dictions of interference loads for stores 
located in the carriage position are less ac- 
curate, since the IDL/IFM method does not ac- 
count for effects of the metric store on the 
aircraft flowfield. Critical cases also oc- 
cur for metric store locations where the air- 
craft induced flowfield is dominated by 
strong shocks and viscous effects, which KT- 
RAN-M cannot account for. 
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1 SUMMARY 

The use of store trajectory prediction techniques is an 
integral part of a stores release clearance programme. 
In support of these prediction techniques, it is 
necessary to produce a highly accurate measured 
trajectory from the flight trial demonstrations. The 
procedure used at Warton is based on a mathematical 
model and a fly - match - fly progression and this 
paper identifies the techniques used by British 
Aerospace Warton to calculate the store release 
trajectories. It identifies the store trajectory analysis 
system that is currently in use and the system 
enhancements, which includes an automatic tracking 
facility, that are being introduced. The aim of the 
system updgrade is to produce more accurate 
trajectories in reduced timescales and hence reduce 
the number of flights and store releases required. 
This will lead on to a reduction in costs and shorter 
trials programmes. The paper also identifies future 
system enhancements that can be introduced that may 
lead to the advent of real time store trajectory 
analysis. 

2 INTRODUCTION 

This paper defines the techniques and systems used 
by British Aerospace Warton Flight Test department 
to calculate the nearfield trajectory of stores and 
weapons when released from an aircraft. It identifies 
the system that is presently in use and identifies the 
system enhancements that are currently being 
introduced and assessed. 

3     REQUIREMENT FOR STORE 
TRAJECTORY ANALYSIS 

The procedure currently used at BAe Warton for 
store safe separation clearance work is based on a 

mathematical model and a "Fly 
progression as shown in Figure 1. 

Match - Fly" 

The mathematical model is the starting point for all 
stores safe separation work and is based on data 
inputs such as aircraft flowfield, weapon carriage 
system characteristics, installed loads, free air 
aerodynamics and the release/jettison characteristics 
for each store. The model is used to predict the store 
behaviour during release and jettison throughout the 
required flight envelope for a particular aircraft and 
store combination. The factors that influence store 
trajectories include: 

Gravity 
Store aerodynamic forces and moments 
Aircraft flowfield 
Flowfield due to adjacent stores 
Aircraft/store mutual interference effects 
Initial release velocity and store pitch rate given 
by the ejector release unit(ERU) 
Store attachment flexibility 
Store physical characteristics, mass and CG 
Motor thrust characteristics for powered stores 
Physical restraints, rail hangar, hooks 
Parachute deployment characteristics for retarded 
stores 

The aircraft flowfield has a dominant effect on the 
store trajectory behaviour and can be generally 
divided into three zones as shown in Figure 2. 

Based on the mathematical model, a flight condition 
is defined at which a release trial is to be carried out 
at, and from which it will be possible to validate the 
store release model. In support of this, the 
requirement is that Flight Test produce an accurate 
measured trajectory from the flight trial 
demonstration. Accuracy is essential in order to 
reduce the number of flights and store releases 
required to a minimum and hence reduce costs and 
shorten trials programmes. 

Paper presented at the AGARD FDP Symposium on "Aerodynamics of Store Integration and Separation", 
held in Ankara, Turkey from 24-27 April 1995, and published in CP-570. 
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4 VIDEO IMAGING STORE TRAJECTORY 
ANALYSTS (VISTA) 

The system used by BAe Flight Test is called VISTA 
and has been in use since 1984. This was developed 
by BAe and consists of a number of pieces of 
hardware linked together to operate as a complete 
system via a PDP11/34A computer. The major 
elements of hardware are shown in Figure 3 and 
comprise: 

i. 16mm manually operated Cine Film Projector 
and Video Camera (Telecine unit) which is used 
to convert the film images to video. 

ii. Colour graphics processor and computer VDU 
which are used to give "at a glance" information 
regarding the stores trajectory with graphical 
displays of displacement in each of the six 
degrees of freedom against time. Manipulation 
of the computer generated image is achieved 
using a Data Tablet which allows control of the 
image in each of the six axis. 

iii. Random access hard and floppy discs for picture 
and data storage. 

The analysis technique is based on superimposition 
principles. Images recorded in flight by onboard high 
speed cine cameras using 16mm wet film are 
displayed on a TV monitor via a video processor. 
The Flight Test engineer controls the position and 
attitude of a computer generated outline image of the 
store which is produced based on the the camera lens 
type fitted and the relative positions of the camera 
selected and the store position. The operator places 
the computer generated outline over the store image 
and by analysis of several camera views, in 
conjunction with the computer generated store image, 
this allows a progressive build up of the store 
positional data culminating in a three dimensional 
and rotational trajectory of the store release. 

5 ANALYSIS SUPPORT REQUIREMENTS 

In support of the VISTA analysis there is a large 
amount of setting up work to be done prior to the 
flight trial as detailed below. 

i. An accurate 3D model of the store to be released 
must be input into the computer. 

ii. The position of the aircraft reference markers 
which are identified as fixed points from an 
analysis point of view, and camera positions 
within the relevant pods must be input into the 
system. 

iii. A synchronised camera system should be used 
where possible such that each film frame from 
different cameras views the store at the same 
instant in time. It is possible to use 
non-synchronous cameras, but a procedure to 
identify the time differences between different 
frames on the cameras is required. 

iv. Corrections for the camera lens should be 
incorporated within the computer. 

6     VTSTA OPERATION 

Once the film has been processed and having 
established the frame rates for each camera, the 
general philosophy for VISTA is to build up a 
trajectory in three dimensions by use of a logical 
sequence of camera views and superimposing the 
outline of the computer generated store image upon 
them. Certain camera views will provide better 
opportunity for analysis of specific parameters than 
others, and individual cameras will view the store 
over different timeslices. 

VISTA offers three levels of operation for 
performing an analysis: 

Level 1: 

This allows analysis of a single camera view and 
superimposition of the store image throughout the 
viewed trajectory. 

Level 2: 

This allows the display of two camera views of the 
same time frame to be viewed sequentially, allowing 
the operator to modify the store outline on one 
camera view and select the second view on the other 
camera to see how the outline is positioned over the 
image from that frame. 

Level 3: 

This allows the display of two camera views 
simultaneously allowing the operator to visually 
assess the effects of store manipulation on both the 
current camera view and a previously stored camera 
view. This facility is invaluable for determination of 
lateral store movement and its coupled effect on 
vertical movement. Similarly the pitch/yaw interplay 
can be more accurately determined. To carry out 
Level 3 analysis, it is essential that the frames being 
analysed are matched in time. 

Due to the advantages that Level 3 analysis offers 
over Level 2, it has been found that in practice only 
Level 1 and Level 3 are used for full analysis. 
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A normal analysis would generally consist of starting 
in Level 1 and selecting a camera which has a good 
view of the store to be released/fired when in its 
installed position on the aircraft. At least three 
aircraft reference markers should be in view and a 
good overlay of these markers should be obtained 
throughout the camera analysis. This allows for any 
wing bending or camera pod movement and is 
achieved by manipulation of the camera orientation 
and focal length using the data tablet. Once this has 
been achieved, a good fit of the store outline in the 
installed position should automatically follow. The 
film is then progressed using a suitable frame 
increment, which is selected dependant on the 
store/weapon type being released, by matching the 
overlay of aircraft reference markers and store 
outline respectively. This continues until the store 
passes out of view or is too small to match, and the 
analysed trajectory is saved. 

A second camera is then chosen and using the 
trajectory from the previous camera it is possible to 
confirm the trajectory trend. Adjustments can be 
made to improve the overall fit and the modified 
trajectory is saved. This method can continue, using 
each available camera, or it is possible to return to 
the original camera and start a more detailed analysis 
using Level 3, storing the pictures onto disc. The 
second and subsequent cameras are selected to allow 
comparison and manipulation of the store outline on 
the two camera views. 

Throughout the analysis, confirmation of a smooth 
consistent trajectory is obtained via displays of each 
parameter on the VDU. This is useful for identifying 
any obvious errors that may occur in positioning the 
store outline and identifying any Y/Z displacement 
errors or pitch/yaw attitude errors. 

On completion, data is stored onto disc and the 
trajectory analysis is passed over to the design 
department for them to validate their mathematical 
model. The cycle then continues as they determine 
the next flight condition for a release trial. 

7     PROBLEMS WTTH VISTA 

The problems for VISTA and the technique used for 
analysis is that it is costly and time consuming, but it 
is reliable and reasonably accurate. The main error 
associated with this technique can be put down to the 
interpretation of the store position and orientation by 
the analyst. The main costs associated with this 
system can be attributed to two factors:- 

i. The time taken to acquire and process the 
imagery. 

ii. The time taken to match a model of the store to 
multiple frames of imagery and different camera 
views to calculate the trajectory. 

To improve on the errors associated with the 
engineers interpretation of the store position and 
orientation and reduce analysis time, an automatic 
tracker has been and is still being developed by the 
British Aerospace Sowerby Research Centre and is a 
major part of the upgrade that the system is currently 
undergoing as an upgrade to the VISTA system. 

8     VTSTA UPGRADE 

Sowerby Research centre were originally approached 
to identify a replacement for the VISTA system 
taking advantages of the latest image processing and 
analysis techniques. 

The requirement for the new system was to act as an 
assistant to the Flight Test Engineer automatically 
tracking the stores under his supervision. The 
original objective was that the tracking system should 
operate in real time but for this to be possible, the 
aircraft would have to transmit high speed video 
image data back to the ground for analysis. However, 
it was recognised that this is not likely in the near 
future and therefore the new system uses digitised 
cine film as at present. 

The aim of the automatic system is to free the 
Engineer from the drudgery of manual tracking 
whilst considerably speeding up the trajectory 
analysis. The automatic system will enable the data to 
be analysed in more detail since every frame can be 
measured instead of a representative sample as at 
present. 

The framework upon which SRC worked in order to 
produce the system was: 

i. All 6 parameters of position and orientation of 
the store relative to the aircraft must be found ie. 
Pitch, Roll, Yaw, X, Y and Z. 

ii. Camera positions are known and calibrated as is 
the starting position of the store. 

iii. Predicted models of the store trajectory exist. 

iv. Tracking should be automatic as far as possible 
with little operator intervention beyond a 
monitoring role. However, in order to make 
tracking easier the operator may alter various 
parameters   at   the   start   of   a   run(such   as 
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designating features on the store). In the event of 
a failure of the automatic mode the operator 
should have the capability of correcting the 
problem and continuing the ran. 

v. The processing time to locate the store in the 
image should be approximately 1 to 2 seconds 
per frame. 

Store Markings: 

To aid the automatic tracker, it will be necessary to 
mark up the store with areas of high contrast such 
that edges are well defined. This will include 
identifying specific schemes to highlight motion in 
specific orientations eg. Bands on the nose and fins to 
identify roll. This information is input into a data file 
for use by the automatic tracking routine. 

9 ARTTP f AUTOMATIC REAL TIME IMAGE 
PROCESSING) 

The new system that has been developed as an update 
to VISTA has been named ARTIP and a layout of 
this system is shown in Figure 4. 

The aim of the new system is to track a store 
throughout a complete release sequence. This is 
achieved by identifying the best fit between a 
computer generated image of the store and the image 
data supplied by the onboard cameras. At each frame, 
the software uses a prediction of the current store 
position with respect to the aircraft to calculate the 
projection of visible features on the store within the 
image data using edge detection techniques. Once 
these features have been located in the film image, 
the software adjusts the predicted store position until 
the computer generated image projections fit the 
detected features. 

10 ANALYSIS SUPPORT REQUIREMENTS 

The support requirements are the same as those 
required for the standard VISTA analysis with the 
addition of the following: 

Predicted Store Position: 

The system requires an accurate estimate of the store 
position for the first three time frames to be analysed 
which is stored within a data file. After the first three 
frames, predictions of store position are calculated 
taking into account the previous store positions. It 
has not been decided how this information would be 
provided, though there are 3 main possibilities: 

i. Use the aerodynamic pre-flight predictions 

ii. Use some form of equation to define predicted 
position dependant on the store type to be 
released 

iii. Manually position the store outline over the store 
image for the first three time frames and then the 
system would use these values to calculate the 
predicted store position. 

H   SYSTEM OPERATION 

As with VISTA, the cine film will have to be 
processed and the frame rates established for each 
camera. Analysis is then carried out by analysing two 
cameras at a time which can view the store over a 
similar time period. Ideally, for best analysis, the 
cameras should provide orthagonal views of the store 
to be released. Once the relevant cameras and frames 
have been selected, the system offers two modes of 
operation. 

Semi - Automatic: 

In this mode, the initial predicted position is 
displayed for the store. The operator can then 
manually adjust the position of the store outline if 
required. Once complete, the next time frame is 
selected and the model moves to the new predicted 
position. This procedure then continues for each time 
frame to be analysed thus reducing the time required 
to manipulate the computer generated image over the 
store position. 

Automatic: 

In this mode, feature detection and model fitting 
proceed with no user involvement necessary. This 
continues through all the time frames to be analysed. 

12   SYSTEM OUTPUTS 

The output from the system consists of the calculated 
trajectory of the store relative to the aircraft along 
with graphs showing predicted and calculated plots 
over the trajectory for each of the six degrees of 
freedom. A set of graphics illustrating the estimated 
store position overlaid on each of the camera images 
is also available if required. 

With both VISTA and ARTIP, the calculated 
trajectories are automatically converted into the axis 
convention required by the design department for 
them to use and update their original model. 



17-5 

13   FUTURE IMPROVEMENTS 

Telemetry Data: 

A large number of new test vehicles developed for 
release trials of weapons such as AMRAAM and 
ASRAAM are now fitted with telemetry packs which 
are operational during the release and can provide 
acceleration data. This information can then be 
integrated to calculate displacement. It is foreseen 
that this data can be fed directly into the ARTIP 
system and when the cine film has been processed 
and is available, the image frames can be run through 
automatically using this data. The operator can then 
make manual modifications to the store outline to 
refine the position if required. 

High Speed Video: 

When high speed video becomes available in a 
suitable package for fitment in aircraft camera pods, 
the ability to transmit this image back to the ground 
will make the possibility of real time analysis a 
reality. ARTIP could be used in the automatic tracker 
mode for stores without telemetry and if the store 
does have telemetry, then this information could be 
used as described above. This capability will be the 
major breakthrough in the advent of real time store 
trajectory analysis. 
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Navier-Stokes Solutions Of Turbulent Transonic 
Cavity Flows 

J.L. Tracey 
B.E Richards 

Department of Aerospace Engineering 
University of Glasgow 

Glasgow, G12 8QQ, UK 

Abstract. A code has been developed to model the flow over 
cavities. An implicit, finite volume technique is used to solve 
the two and three dimensional Navier-Stokes equations. Tur- 
bulence is modelled using the Baldwin-Lomax model with 
the Degani-Schiff modification. Solutions are presented for 
two test cases, the results of which are compared with exper- 
imental data and Rossiter's model. 

1   Introduction 

Cavities occur in aerospace applications such as undercar- 
riage wheel wells or as storage areas on aircraft. Experimental 
studies [1] [2] have shown the flow within the cavity can be 
complex and have identified different types of flow which can. 
occur depending on the geometry and freestream flow. 

Motivated by the development of the next generation of mili- 
tary aircraft the analysis of cavity flows is receiving attention. 
The incorporation of stealth technology and the constant aim 
of decreasing drag has resulted in increasing importance be- 
ing attached to the housing of missiles within the aircraft 
body. Internal storage has the effect of reducing the aircraft 
cross sectional area and in turn its succeptibility to detection 
by radar. The resulting decrease in cross sectional area also 
reduces the drag. 

Cavity flows can be seen, under certain conditions, to ex- 
hibit characteristics which are undesirable. For instance, the 
flow over a shallow cavity will result in a large pressure dif- 
ferential between the front and rear of the cavity which will 
result in a moment acting on the store housed within. This mo- 
ment may be large enough to affect and inhibit the launch of 
a missile. Under certain conditions deep cavities experience 
self-sustaining pressure oscillations which may be of such a 
strength as to cause structural damage or damage to sensitive 
electrical equipment that may be stored within the cavity. 

The high cost of wind-tunnel testing coupled with the on- 

going development and increasing use of computational fluid 
dynamics(CFD) has made necessary and possible the appli- 
cation of CFD to the solution of cavity flows [3] [4] [5] [6] 
[7] [8] [9]. The presence of a transonic, separated, highly 
unsteady and three-dimensional flow results in a challenging 
CFD problem which is computationally time-consuming and 
expensive to solve. The adequate resolution of the unsteady 
flow features is computationally intensive. In addition the 
transonic flow regime necessitates the use of a sophisticated 
and time consuming solution algorithm. Typically the flows 
of interest are at high Reynolds number so that a large num- 
ber of grid points are needed in order to resolve the boundary 
layer. The resulting small cell sizes limit the maximum allow- 
able time step, further increasing the computational overhead. 
The turbulent nature of the flow at these Reynolds numbers 
adds to the complexity of the problem and a turbulence model 
needs to be used to resolve the turbulent quantities of the flow. 

This paper describes the various types of cavity flows as well 
as the method used to solve the flowfield. Results are pre- 
sented for the flow over deep and shallow cavities. 

2   Classification Of Cavity Flows 

The flow over a cavity is characterised by a shear layer sep- 
arating the relatively high speed external flow from the low 
speed flow in the cavity. Three types of cavity flow have been 
identified and can be characterised by the length to depth 
(L/D) ratio of the cavity. 

The first of these flows occurs for L/D < 10 (Fig.l) and 
is termed open flow. In this case the shear layer bridges the 
cavity opening and reattaches downstream of the cavity trail- 
ing edge. The pressure remains slightly above the freestream 
value along most of the length of the floor but rises towards 
the rear of the cavity as the shear layer impinges on the rear 

Paper presented at the AGARD FDP Symposium on "Aerodynamics of Store Integration and Separation", 
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face. When L/D>13 (Fig.3) the shear layer separates as the 
flow expands on entering the cavity before reattaching on the 
cavity floor. The flow separates once again before leaving 
the cavity and reattaching downstream. This type of flow is 
termed closed cavity flow. The expansion around the front 
face creates a low pressure region. A pressure plateau slightly 
above freestream occurs over the impingement region while 
the pressure rises sharply towards the rear of the cavity as 
the shear layer impinges on the rear face. Intermediate cavity 
flow occurs when 10<L/D< 13 and the flow periodically ex- 
hibits characteristics of both the open and closed types (Fig.2). 

In the case of the deep cavity self-sustaining pressure os- 
cillations can occur. These fluctuations become increasingly 
random as the length to depth ratio increases. Various ana- 
lytical studies [10] [11] [12] have attempted to describe the 
mechanism by which these oscillations occur and to predict 
their frequencies. Rossiter proposed a model for the predic- 
tion of the frequencies of oscillation based on the shedding of 
vortices from the front cavity lip. This was adapted by Heller, 
Holmes and Covert [13] to account for the different speed 
of sound in the cavity. Rossiter's adapted formula is shown 
below:- 

/=¥^ (1) 
where:- 

ß=- 

L   3 + 

Ma 

Fv 

(-i-i> Ml)h (1+    2 

and a and kv are constants that have the empirically derived 
values of 0.25 and 0.57 respectively. 

3   Mathematical Formulation 
The modelling of the cavity flowfield requires the solution 
of the Navier-Stokes equations. Simplifications to this set of 
equations such as the thin layer approximation are not appro- 
priate due to the presence of multiple walls. The conservation 
laws are Reynolds-Averaged and expressed in integral form 
as shown:- 

y( j QdQ+  f(H.n)dS=0 (2) 

where, in two dimensions, S represents the surface of a cell 
of area ft with normal n, and Q is the vector of conserved 
variables: 

Q=(p. pu, pv, E,)T 

where p represents the density and u and v are the velocity 
components. The flux tensor H can be expressed in terms of 
the Cartesian fluxes :- 

H=(E' - Ev)i + (F; - Fv)j (3) 

where the superscripts / and v refer to the inviscid and viscous 
fluxes respectively. These fluxes are expressed as:- 

E'=[p«, pu2 + p, puv, (E, +p)u]T 

F'=[Pv, puv, pv2 +p, {E, +p)v]T 

np 
EV=[0,  Txx.  Txy.  UTxx +  VTxy  - <fr] ^ 

rr\ 

FV=[0,  Try,  Tyy,  UTxy + VTyy  - <fr] 

where Et, r and q represent the energy, shear stress and heat 
conduction terms which can be expressed as follows:- 

Et= 
(7 

P 1   ,  "> 
3T) + 2'("+vr) 

2   ndu      dv. 

Tyy=~ßQ- 
dv     du 

3      dy     dx 

,du     dv 

,dT ,dT 
*—*&■*—*äy 

The finite volume method discretises the integral form of 
the Navier-Stokes equations and as a result the quantities of 
mass, momentum and energy will remain conserved at the 
discrete level. This important property of the method allows 
the accurate resolution of flow discontinuities such as shock 
waves. The finite volume discretisation of (2) can be written 
as:- 

^(ft,vQ,v) + E,+ i,-E„ 
dt ■i> + F«v+i *V-r° (4) 

where E,+ ij.E^i^F,^! ,F^_i refer to the values of the 
flux functions evaluated at the cell interfaces. 

The algorithm calculates cell-centred values, interpreted as 
cell averages, for the flow variables. Fluxes are evaluated at 
the cell interfaces with the dependent variables extrapolated 
onto the interface using the MUSCL extrapolation [14] with 
a limiter to avoid spurious oscillations in the solution around 
discontinuities. The inviscid fluxes are evaluated at each cell 
interface using Osher's approximate Riemann solver while 
the viscous fluxes are calculated using central differences. 

3.1   Time-Stepping Scheme 

Both explicit and implicit time-stepping schemes have been 
incorporated in the code. Although the implicit algorithm re- 
quires more memory and is more complicated to program 
than the explicit scheme, the implicit method has been used 
in the current calculations. This is due to the fact that stability 
considerations require a far smaller time step to be used with 
the explicit method. Although the explicit scheme requires 
less cpu time per iteration the larger time steps possible using 
the implicit method mean that far fewer iterations are needed 
to obtain the unsteady solution. Li this respect the implicit 
scheme is, on average, three times faster than the explicit 
method. The memory rquirements for each version are 16Mb 
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and 1.9Mb for the implicit and explicit methods respectively 
on a grid with approximately 8100 points. The code employs 
the implicit ADI scheme to update the conserved flow vari- 
ables at each time step. One implicit step can be written as:- 

,<9R dR" 
(I + Af^)(I + A^)AQ=Af(R!; + R£)      (5) 

In the above equation we have adopted the notation that the 
discrete nonlinear system to be solved is written as R(Q) = 
0 where the elements of R consist of the cell based residuals 
arising from the spatial discretisation of the Navier-Stokes 
equations and Q is the vector of the cell based conserved flow 
quantities. 9R" /3Q anddR" /<9Q are the Jacob ian matrices 
with respect to the conserved variables Q and:- 

AQ=Qn+1-Q" 

where n+1 and n refer to the updated and previous time steps 
respectively. 

the solution. The presence, in the cavity, of a large vortical 
structure is a source of error in the turbulent viscosity which 
can be eliminated by incorporating the Degani-Schiff [16] 
modification. This will not eliminate all the errors associated 
with the turbulence model as there is no capability within the 
model to account for turbulent history effects. 

4   Test Cases 

The following test cases are presented. The test cases were 
chosen to validate the code against experimental data of both 
open and closed cavity flow types. The experimental data for 
each test case was obtained by Tracy and Plentovich [17]. 
The computational grid used in the 2D computation for test 

case L/D Moo Reynold's no. 
1 
2 

4.4 
20 

0.9 
0.6 

2.81:no7 

2.81X107 

3.2   Boundary and Initial Conditions 
At solid surfaces the no-slip boundary condition is specified, 
while the adiabatic condition is applied to the temperature. 

an 

Characteristic boundary conditions are used for the inflow, 
outflow and farfield boundaries. 

The unsteady computation is started from an approximate 
solution obtained from a steady cavity code which has also 
been developed. This solution takes 30mins to obtain on a 
Silicon Graphics Indy workstation with a R4400 processor 
and ensures that the unsteady computation is started from a 
solution with the boundary layer upstream of the cavity fully 
developed. The following initial conditions are set for the 
steady computation. In the freestream:- 

M=f/oc ^=0,7=700 ,/>=/?oo 

and in the cavity static conditions are assumed:- 

u=v=0,T=TwaU,p=pao 

These initial conditions are set in order to approximate, as 
closely as possible, the conditions above and in the cavity. 

3.3   Turbulence Modelling 
Turbulent effects are taken into account using the Baldwin- 
Lomax algebraic turbulence model [15]. Although developed 
and used successfully for attached or mildly separated flows 
the simplicity and speed of the model makes it an attrac- 
tive proposition for the current study. Without modification, 
however, the model computes erroneously high values for the 
turbulent viscosity in the cavity which significantly affects 

Table 1.    Test cases 

case 1 is shown in Fig(4). For both the test cases the cavity 
length is 0.28575m, with a depth of 0.0649m and 0.0143m for 
case 1 and 2 respectively. Both the test cases employ 113x41 
grid points in the freestream and 85x41 points in the cavity. 
This ensures that the boundary layer upstream of the cavity 
opening was resolved with at least 15 grid points. The value 
of y+ in the cell adjacent to the solid surface was between 1 
and 5. This was considered adequate to resolve the laminar 
sublayer. The values of Reynolds' numbers in Table 1 are 
based on the cavity length. 

5   Results and Discussion 
5.1    Case 1 
Case 1 is flow over an open cavity. The unsteady solution was 
allowed to progress for O.Ollsecs, corresponding to seven 
characteristic times. This was sufficient to allow the initial 
transients to decay. The characteristic time is defined as the 
time taken for a fluid particle to travel the length of the cav- 
ity(L) at freestream velocity. The computational data was then 
stored for the purpose of analysis. 

The computed time-averaged pressure coefficient along the 
cavity floor is compared with experimental data and displayed 
in Fig(5). The computed values show qualitative agreement 
with the pressure rise towards the rear face being picked up. 
The data shows a large difference from the experimental val- 
ues at x IL = 0.6. The solution obtained from the steady code 
is also displayed. The large difference between this solution 
and the time-averaged experimental data illustrates the un- 
steady character of this problem. 
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For the purposes of the unsteady analysis computed pres- 
sure data was recorded over a time of 8ms at each of the 
85 points along the cavity floor. In this time the data was 
seen to vary greatly. Fig(6) shows the spread of values on the 
cavity floor by displaying the time-averaged value along the 
cavity floor together with the maximum and minimum values 
recorded at each point. This result in conjunction with the lack 
of agreement obtained from the steady state solution shows 
the unsteady nature of this test case. 

Individual values of pressure were computed at x IL = 0.3 
and a Fast Fourier Transform(FFT) was carried out on the 
time history pressure data in order to determine the domi- 
nant frequencies of oscillation. For this purpose 13000 data 
samples were taken in a sample time of 0.020855secs. This 
corresponds to a resolution of 48Hz. The results of the FFT 
carried out on the computed time pressure history can be seen 
in Fig(7). The values of frequency derived from Rossiter's 
model and the experimental data can be seen in Table(2). As 
can be seen from Fig(7) the code predicts the first two frequen- 
cies with values of 155Hz and 430Hz. The code also predicts 
some additional frequencies, such as 290Hz, which were not 
predicted by Rossiter's method or evident in the experimental 
data. 

method mode l(Hz) mode 2(Hz) mode 3 (Hz) 
experiment 

Rossiter 
170 
182 

435 
427 

695 
666 

Table 2.    Oscillatory frequencies derived by experiment and 
Rossiter's formula 

to progress for five characteristic times before data was stored 
for analysis. 

The pressure coefficient along the cavity floor was obtained by 
averaging over 5.85ms, equivalent to one characteristic time. 
Fig(8) shows the comparison of pressure coefficient along the 
floor with the experimental data. The computed results show 
qualitative agreement with the experimental values in that the 
pressure coefficient is negative towards the front of the cavity 
and rises towards the rear. The computation fails, however, to 
resolve the pressure plateau over the centre part of the cavity 
floor and significant differences occur between the experi- 
mental and computed values at the front of the cavity. Also 
included is the solution obtained from the steady code. 

The spread of computed values of pressure coefficient along 
the cavity floor obtained from the unsteady calculation is 
shown in Fig(9). These are displayed by plotting the time- 
averaged pressure coefficient along with the maximum and 
minimum values computed at each of the points along the 
cavity floor. As in case 1 there is a large spread of values. This 
was not expected for case 2 and may indicate the importance 
of modelling the third dimension for a shallow cavity. 

The pressure at x/L = 0.3 was computed 72,000 times over 
0.042secs. This is equivalent to a resolution of 23.8Hz. The 
FFT analysis of this computed pressure time history is shown 
in Fig(10). No dominant frquencies are observed which was 
expected for a shallow cavity. 

As was stated above the large variation in time of the pressure 
along the cavity floor was not expected. As a result it was 
thought necessary to model the flow using the 3D Navier- 
Stokes equations. A code was developed by which this could 
be achieved and case 2 used as a test case. 

Fig(12) shows the computed streamlines in the cavity at 
three time instants. They correctly show the shear layer bridg- 
ing the cavity opening and a number of vortices in the cavity. 
Fig(12a) shows a vortex at x/L =0.2 which has been shed from 
the front of the cavity. 0.0008secs later this vortex has trav- 
elled downstream and can be seen at x /L = 0.3 in Fig(12b). 
At time t=0.0016secs the vortex is centred at x /L = 0.5 as 
shown in Fig(12c). The appearance of these vortices travel- 
ling downstream in the cavity seems to indicate the method 
has captured the periodic vortex shedding from the front lip. 

Li total this computation took 27.5hours on a Silicon Graphics 
Lidy workstation with a R4400 processor. 

5.2   Case 2 

Case 2 is the flow over a closed cavity. In this case the flow 
should approach a steady state solution. As for case 1 the 
starting solution for the unsteady calculation was obtained 
from the steady code. The unsteady computation was allowed 

Due to memory restrictions the computation was carried out 
on a relatively course grid which had 55x31x41 points in the 
freestream and 35x25x21 points in the cavity. A converged 
solution was obtained in 37 hours on an IBM RS6000 Model 
320H. 

The values of pressure coefficient along the cavity floor ob- 
tained at three instants during the steady 3D computation are 
shown in Fig(ll). As can be seen from this diagram the 3D 
steady solution is in better agreement with the time-averaged 
experimental data than is the solution obtained from the 2D 
computation Fig(8). The 3D version resolves the pressure 
plateau over the centre section of the cavity which was not 
achieved with the 2D code. At the front area of the cavity 
the steady solution predicts the negative pressure coefficient 
while the large rise in pressure at the rear face is also picked 
up. The only poor part of the solution occurs for 0.85 < x / 
L < 0.95 where the code underestimates the pressure. This is 
also the area in which the solution varies the most. As a result 
it would be necessary to carry out an unsteady 3D calculation 
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in order to resolve the time-averaged pressure coefficient in 
this region of the cavity. 

Fig(13) shows the computed streamlines at three spanwise 
positions ( £ = 0.5, 0.25,0.1, where w is the width of the 
cavity) in the cavity as computed by the steady 3D code. The 
cavity height has been magnified by a factor of two for clarity. 
It can be seen that the shear layer has separated at the entrance 
to the cavity before reartaching on the cavity floor as expected. 
The flow separates once again before leaving the cavity. The 
three-dimensional affects are illustrated by the differences in 
the solution at each of the spanwise positions. 

6   Conclusions 

The two test cases represent the two extremes of cavity flow, 
case 1 being of the open type and case 2 a closed flow. The 
characteristics of each type of flow have been captured and 
the results obtained from the code have been compared with 
the experimental data. For case 1 the computed frequencies 
have been compared with Rossirer's model for the prediction 
of the oscillatory frequencies of an open cavity. 

The differences between the computed and experimental re- 
sults can be explained as follows. Firstly, in the computational 
analysis, the data used for the time-averaging of the pressure 
values along the cavity floor was obtained by sampling twelve 
times in the course of one characteristic time. This is signifi- 
cantly less than the time over which the data was sampled for 
the experimental analysis. For the purpose of the FFT, data 
was sampled at one point on the cavity floor. Although an 
implicit time stepping scheme was used, the restriction on the 
maximum time step was such that a resolution of 48Hz for 
case 1 and 23.8Hz for case 2 could be achieved in the com- 
puted FFT values. This compares with a resolution of 3Hz in 
the experimental values. 

The turbulence model is also a source of error. Although 
modifications were made to the Baldwin-Lomax model to ac- 
count for the separated flow in the cavity no account is taken 
of the turbulent history effects which will be important in this 
type of flow. 

The flow in a cavity is strongly three dimensional and errors 
in the results have been introduced as a result of modelling 
the flow using the two-dimensional Navier-Stokes equations. 
A three-dimensional model has been developed and initial 
validation has indicated that it is extremely time consuming 
when applied to the unsteady flow within cavities. The steady 
3D code has been run on a shallow cavity (case 2) which is 
expected to exhibit a solution which on the whole does not 
vary significantly with time. Comparison of the results from 
the 2D and 3D steady codes for case2 highlights the improved 
results obtained with the 3D version. 

It would be beneficial to run the 3D unsteady code on a 

deep cavity although this would require a large amount of 
computing power. As a consequence of the large run times 
necessary for a unsteady three-dimensional computation the 
code is being developed for use in a parallel environment. 
This has been achieved, initially in two dimensions, using the 
Parallel Virtual Machine (PVM) messagepassingroutines for 
the transfer of data between processors. 

The study has shown that the code is able to capture the 
characteristics of the different types of cavity flow. In ad- 
dition reasonable quantitive comparisons can be made with 
both the experimental data and Rossiter's model. The use of a 
three-dimensional solver and improvment in the resolution of 
the sampled computational data would improve the accuracy 
of the computation. 
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Figure 2.   Typical flowfield and pressure distribution diagrams for 
intermediate cavity flow 
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Figure 1.    Typical flowfield and pressure distribution diagrams for 
open cavity flow 
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Figure 3.    Typical flowfield and pressure distribution diagrams for 
closed cavity flow 
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Figure 4.    Grid used for compulation on deep (UD=4.4) cavity Figure 6.   Spread of cavity floor pressures for case 1 
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Figure 5.    Comparison of experimental time-averaged pressure 
coefficient along the cavity floor with the time-averaged computed 

values and output from the steady code for case 1 
Figure 7.   FFT analysis of computed data for case 1 
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Figure 8.   Comparison of experimental time-averaged pressure 
coefficient along the cavity floor with the time-averaged computed 

values and output from the steady code for case 2 

Figure 10.   FFT analysis of computed data for case 2 

Figure 11.   Pressure coefficient along the cavity floor at three 
instances during the steady computation (case 2) 

Figure 9.   Spread of cavity floor pressuresfor case 2 
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Figure 12.   Computed cavity streamlines for case 1 at limes t = 0 secs(top), t = 0.0008 secs(middle) and t = 0.0016 secs(bottom) 
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Figure 13.    Cavity streamlines at three spanwise positions for case 2 as computed by the 3D steady code, - =05 (top), 
*- = 0.1 (bottom), 

■■ 0.25 (middle). 
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1. SUMMARY 
Pressure distribution and pressure drag due to a 
supersonic flow over a dual cavity geometry were 
studied at Mach 1.5 and 2.5. The study was per- 
formed numerically and results compared with an 
earlier experiment. The mass-averaged Navier- 
Stokes equations were solved using a finite-volume 
scheme. The inviscid cell interface fluxes were es- 
timated using Roe's approximate Riemann solver 
with a second-order extension. Turbulence was 
modeled using a two-equation k-u model with 
compressibility corrections. Two test configura- 
tions were selected: (1) a length to depth ratio 
L/D = 1 cavity followed by another L/D — 1 
cavity separated by a distance of ID, and (2) an 
L/D = 3 cavity followed by an L/D = 1 cavity 
separated by a distance of 3D. The pressure and 
drag of the individual cavity was compared with 
those of a single cavity of same L/D. It was found 
that the pressure field around the L/D = 1 was 
substantially modified by a preceding L/D = 3 
cavity. 

1. INTRODUCTION 
A cavity or a cavity cascade exposed to an ex- 
ternal stream is likely to produce a highly com- 
plex flow field. Under certain conditions, the 
flow could be unsteady. If the external flow is 
either transonic or supersonic, a shock wave sys- 
tem forms above the cavity, which could introduce 
changes in the structure performance and the 
acoustic field. Many applications can be found for 
this type of flow. An example is the flow around 
an internal store bay during the store release pro- 
cess. The induced pressure variations could cause 
several adverse effects, including (i) a high pres- 
sure field near the downstream corner causing the 
store to experience nose-up pitching moments; (ii) 
pressure drag increase; (iii) structure fatigue due 

to the pressure fluctuation; and (iv) far field noise 
radiation. It is necessary to develop predictive 
methods including numerical ones. 

An important parameter in defining the pres- 
sure field is the length to depth ratio {L/D) 
Experimental evidence^1-3) suggests that the 
time-averaged flow field can be divided into 
"open" (L/D < 10 ~ 13) and "closed" (L/D > 
10 ~ 13), depending on the shear layer attach- 
ment position (either on the downstream face or 
on the floor). The type of flow could be influenced 
by the width and yaw angle(2~3\ and to a less ex- 
tent by the Mach number and the Reynolds num- 
ber. Under the "closed" condition, the flow is nor- 
mally steady. In contrast, the "open" cavity quite 
often experiences large pressure fluctuations^4-6'. 
Here the added complexity is the momentum ex- 
change near the trailing edge, often resulting in 
an increased level of the pressure drag. To study 
the unsteady flow requires both wind tunnel tests 
and numerical analysis. 

There have been a number of computational 
efforts. Earlier attempts^7-9) followed basically 
the same strategy, employing finite-difference 
schemes and zero-equation turbulence models. 
Recent efforts generally used two-equation models 
(W10) and k-c/11). Although the two-equation 
models do not introduce new physics into the 
simulation, they are of the so-called "complete 
form" and avoid the ad hoc application of the 
zero-equation models inside and after the cavity. 
It is still debatable whether the unsteady envi- 
ronment can be faithfully reproduced. The exact 
unsteady behaviours are not the subject of the 
present paper and will be addressed in a future 
study. The available experimental evidences^6), 
though, do suggest that the internal environment 
is dominated by large vortices. These are driven 
by the turbulent shear layer. If the turbulent mix- 
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ing and entrainment can be modeled correctly, it 
is possible that the time-averaged pressure field 
can be predicted. This is the strategy adopted in 
the current study(for details the reader is referred 
to the section on computation). 

In the current study, we. investigated the time- 
averaged pressure distribution over dual cavity ge- 
ometries, and the interaction between the cavities. 
The test cases selected were also used to validate 
the numerical model. 

2. TEST FLOW CASES 
We selected two types of two-dimensional dual 
cavity geometries with the depth of the cavity 
D fixed at 15mm(12): type A-an L/D = 1 cav- 
ity followed by an L/D = 1 cavity at a sepa- 
ration distance of 15mm; type B-an L/D = 3 
cavity followed by an L/D — 1 cavity at a 
separation distance of 45mm. A schematic is 
given in Fig. 1. The main reason for the se- 
lection was the two types of oscillation repre- 
sented by the two geometries^12). Two Mach num- 
bers (MQO = 1.5 and 2.5) were selected. The 
Reynolds number based on the depth of the cav- 
ity was 4.5xl05. At Moo=1.5, the freestream 
air temperature T^ was 200K and static pressure 
Poo 53801.7 psia. The oncoming boundary layer 
had a thickness 5 of 5mm, a displacement thick- 
ness 6* of 0.929mm, and a momentum thickness 
9 of 0.417mm. The skin friction coefficient C/ 
was 2.05xl0~3. At Moo=2.5, the respective val- 
ues were 128.9K, 12390.7 psia, 5mm, 0.328mm, 
1.29mm and 1.79xl0-3. In the computation, 
the freestream values of the turbulent kinetic en- 
ergy level k were 1.258m2/s2 at Moo=1.5, and 
1.912m2/s2 at Moo=2.5. 

3. COMPUTATIONAL ANALYSIS 
The computational analysis solved the govern- 
ing equations for the conservation of mass, mo- 
mentum and energy of a viscous flow written 
in cartesian form^11). Turbulence was mod- 
eled using the Wilcox k-u model^13-14). The 
model equations were modified for the effects of 
compressibilities^14). 

We believe that the unsteady shocks are im- 
portant in defining the pressure field and for the 
far-field acoustic radiation. This aspect of the 
flow was often neglected in the past and was ad- 
dressed in this study through a strategy of em- 

ploying a Riemann solver and a structured grid 
of uniform cell size. The Roe flux difference split 
approximate Riemann solver^15) was used to eval- 
uate the inviscid fluxes on the cell surfaces. A sec- 
ond order extension was implemented^16-17). The 
integration was performed by the Hancock's two- 
step finite-volume scheme. Implementation of the 
k-u) equations into the scheme followed the same 
procedures described by Roe^16) and will not be 
repeated here. To preserve monotonicity the min- 
mod flux limiter was used. The viscous stress and 
heat fluxes were calculated from the application 
of Gauss theorem. Central difference was used to 
calculate viscous terms at the cell vertex and at 
the cell face center. 
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Figure 1: Schematic of the test geometry: (a) 
type B; (b) type A. Surface sl-upstream face; 
Surface s2-downstream face. 

The boundary conditions were as follows: (i) 
along the inlet, the flow variables were fixed. The 
inlet profile was fully developed; (ii) the no-slip 
condition was applied to the solid surfaces. The 
surface shear stress was estimated using the Van 
Driest compressible law of the wall; (iii) along the 
top boundary, a simple wave condition was im- 
posed; (iv) along the outlet, the conservative vari- 
ables were extrapolated along the streamwise di- 
rection by assuming zero transverse components. 
The starting condition was the so-called 'no-flow' 
condition^9). The computational domain covered 
was from x/D — -1 to 9 and y/D = -1 to 4 
for the type A configuration, and x/D = — 1 to 
11 and y/D = -1 to 4 for the type B configu- 
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ration. The cell sizes were Ax — 0.5556mm and 
Ay = 0.5556mm. This followed a numerical ex- 
periment and was found to be adequate for this 
stud/11). A fixed time step of At = O.OObD/V^ 
was used throughout. 

The pressure drag coefficient was calculated as 

J-i   PooV^/2 
(1) 

4. RESULTS AND DISCUSSION 
For a two-dimensional cavity flow oscillation, 
there are two possible sources of the unsteadiness: 
(1) that associated with the shear layer instabili- 
ties and longitudinal modes of oscillation; (2) that 
due to the pressure response to the disturbances 
in the shear layer spanning the cavity and trans- 
verse modes of oscillation. The longitudinal oscil- 
lation is strongly influenced by the external flow 
Mach number, which has a significant effect on the 
shear layer instabilities. At a sufficient high Mach 
number(MQO > 2\/2 for a vortex sheet), the shear 
layer is stable. It follows that the cavity flow will 
not experience the longitudinal oscillation. The 
shear layer though is still likely to provide some 
disturbances so that large pressure fluctuations 
could still exist. 

In this study, the L/D = 1 cavity represents a 
deep cavity and the L/D = 3 cavity a shallow cav- 
ity. Measurements^6) showed that the L/D = 1 
cavity flow was mainly dominated by a longitudi- 
nal mode at 25.7Hz at M» = 1-5 and a transverse 
mode at 26.4Hz at Moo = 2.5. The L/D = 3 
cavity flow was influenced by longitudinal modes 
at 2645Hz, 5900Hz(dominant mode), and 9155Hz 
at Moo = 1-5. At MQO = 2.5, the values were 
3467Hz, 6787Hz and 10,010Hz(dominant mode) 
respectively. Current computation was able to 
capture the flow patterns and to predict the fre- 
quencies. While we are not claiming that our ap- 
proach could resolve the time-dependent features 
faithfully to a high degree of accuracy. The re- 
sults obtained so far suggest that the dominant 
physics were reproduced for the present flow con- 
ditions. Fig. 2 presents snap shoots of the density 
contours for the single cavity flows. A close ex- 
amination of moving images obtained in the study 
suggests that the wave patterns in Figs. 2(a), 2(c) 
and 2(d) represent the longitudinal mode domi- 
nated flow oscillations and that in Fig. 2(b) rep- 

resents the transverse mode dominated flow oscil- 
lation. The predicted frequencies are as follows: 
25,087Hz at L/D = 1 and Af«, = 1.5; 27,951Hz 
at L/D = 1 and Af«, = 2.5; 2651Hz(lst mode) at 
L/D = 3 and Moo = 1.5; and 3408Hz(lst mode) 
at L/D — 3 and M^ = 2.5. These results are 
encouraging in that the weak flow oscillations at 
L/D = 1 and their mechanisms are reproduced. 
A main feature associated with the longitudinal 
cavity flow oscillation is the induced vortices by 
the shear layer. Their motion is coupled with the 
larger vortex motion inside the cavity. As they 
move towards to the trailing edge, the vortices 
grow in size. The flapping motion of the shear 
layer ejects the vortices out of the cavity period- 
ically. As a result, large vortical structures exist 
in the wall-bounded shear layer and will exert in- 
fluence on the trailing cavity flows (see Figs. 2(a) 
and 2(b)). 

There are two possible mechanisms that may 
influence the cavity-cavity interaction. The first 
is the existence of the wall-bound shear layer and 
subsonic region near the wall. This will allow the 
trailing cavity to influence the preceding one and 
vice versa. The second mechanism is the con- 
vection of the vortical structures. Examples of 
the flow interaction are shown in Fig. 3. For the 
type A configuration(Figs. 3(a) and 3(b)), the un- 
steady mechanism is not altered fundamentally. 
However, the wave patterns above the cavity sug- 
gest that the mode is changed at both Mach num- 
bers. It is obvious from Figs. 3(c) and 3(d) that 
the flow in the trailing L/D = 1 cavity is sig- 
nificantly altered by the preceding cavity in the 
type B configuration. The instantaneous density 
contours in the L/D = 1 cavity indicate stronger 
pressure fluctuations than the single cavity flow. 
We also notice that the flow in the L/D = 1 cav- 
ity at MQO = 2.5 is still influenced by a transverse 
mode. However, one would expect the convective 
vortical structures to exert a strong influence on 
the pressure field inside the cavity. 

In order to obtain a reliable estimate of the 
time-averaged pressure and pressure drag, the 
flow was allowed to develop until a self-sustained 
state was reached in the computation. This re- 
quired a flow running time > 250-D/Voo. The 
time was significantly longer than those in some 
of the earlier attempts. We found this was neces- 
sary to obtain consistent data. The long running 
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Figure 2: Instantaneous density contours: (a) L/D = 1, M^ = 1.5, Ap/p^ = 
0.015; (b) L/D = 1, M«, = 2.5, Ap/Poo = 0.015; (c) L/D = 3, M^ = 1.5, 
A/>/Poo = 0.035; (d) L/D = 3, M^ = 2.5, Ap/p^ = 0.035; 
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Figure 3: Instantaneous density contours: (a) type A configuration, M^ = 1.5, 
Ap/poo = 0.015; (b) type A configuration, Af«, = 2.5, Ap/poo = 0.015; (c) 
type B configuration, M^ = 1.5, Ap/p^ = 0.035; (d) type B configuration, 
Moo = 2.5, Ap/poo = 0.035; 
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Figure 4: Pressure drag coefficient variation of a 
single cavity at L/D = 1: (a) Mx> = 1.5 and (b) 
Moo = 2.5. 

time also helped to resolve low frequency features 
and minimize the effects of the starting up pro- 
cess. The time-averaged pressure and pressure 
drag were monitored over a period of at least 5 
oscillation cycles and the results were averaged. 
The calculated pressure drag coefficient results 
are shown in Figs. 4-6. For an L/D = 1 cavity, 
the presence of the trailing cavity is to change the 
dominant mode to a low frequency one. When a 
second cavity is added, the response is different 
at the two Mach numbers.   For the longitudinal 
mode dominated flow at M0 1.5, the oscilla- 
tion is enhanced. There is a phase shift between 
the oscillations. The presence of the first cavity 
effectively phase locks the second cavity oscilla- 
tion. For the transverse mode dominated flow at 
Moo = 2.5, the result of the interaction is to re- 
duce the oscillation level. This is possibly caused 
by the disruption to the shear layer. The effects of 
a preceding cavity are much more pronounced in 
the type B configuration. Fig. 6 shows the effects 
of the L/D = 3 cavity on the trailing L/D = 1 
cavity. The pressure field is now influenced by the 
convected vortical structures which are ejected at 

the dominant frequency. The L/D = 3 single 
cavity results are not included as they are simi- 
lar to the dual cavity ones. The averaged drag 
coefficients are as follows: (1) at L/D = 1 and 
Moo = 1.5, Cd = 6.82 x 10~3; (2) at L/D = 1 and 
Moo = 2.5, Cd = 5.14 x 10~3; (3) at L/D = 3 and 
Moo = 1-5, Cd = 7.28 x 10-2; (4) at L/D = 3 and 
Moo = 2.5, Cd = 3.33 x 10"2; (5) for the type A 
configuration at Moo = 1-5, {Cd)ut = 5.91 x 10~3, 
{Cdhnd = 8.01 x 10~3; (6) for the type A con- 
figuration at Moo = 2.5, {Cd)ist = 2.33 x 10~3, 
(Cd)2nd = 3.60 x 10-3; (5) for the type B con- 
figuration at Moo = 1-5, {Cd)ist = 7.91 x 10~2, 
(Cdhnd = 9.81 x 10-3; (6) for the type B con- 
figuration at Moo = 2.5, (Cd)nt = 3.98 x 10-2, 
{Cdhnd = 5.58 x 10~3. Apart from the type A 
configuration at M» = 2.5 where the pressure 
drag coefficient of the trailing cavity is reduced. 
The pressure drag coefficients of the trailing cav- 
ity are increased by the presence of the preceding 
cavity. 
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Figure 5: Pressure drag coefficient variation of 
a type A configuration: (a) Moo = 1-5 and (b) 
Moo = 2.5. 

The time-averaged surface pressure distribu- 
tions are presented in Figs. 7-10.   These results 
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Figure 6: Pressure drag coefficient variation of 
a type B configuration: (a) MM = 1.5 and (b) 
Moo = 2.5. 

suggest that the pressure distributions in the cav- 
ity can be predicted by the present method. The 
vortex dominated flow is clearly shown by the 
pressure distribution along the faces of the cav- 
ity. The shear layer is seen to reattach to the 
downstream face instead of the trailing edge of 
the L/D = 3 cavity at M^ = 1.5. The pres- 
sure between the cavities at Moo = 2.5 was 
not predicted well. The poor agreement reflects 
the turbulence model's inability in dealing with 
the time-dependent, separated, wall-bound shear 
layer. The flow inside the cavity, on the other 
hand, is dominated by large vortices. The present 
model is able to predict the turbulent mixing and 
flow entrainment, thus the good agreement in the 
cavity. 

SUMMARY REMARKS 
A computational analysis was carried out on flows 
over two dual cavity geometries at Mach 1.5 and 
2.5. The mass-averaged Navier-Stokes equations 
were solved. Turbulence was modeled using a k- 
u) model. The shock waves were captured using a 
Riemann solver. It was found that a self-sustained 
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Figure 7: Averaged pressure distribution along 
the cavity surfaces for the type A configuration 
at Moo = 1-5: (a) horizontal surfaces; (b) up- 
stream face-lst cavity; (c) downstream face-lst 
cavity; (c) upstream face-2nd cavity; (d) down- 
stream face—2nd cavity. 

oscillatory state was achieved under the compu- 
tation for the present flow and geometrical con- 
ditions. For the type A configuration, the pres- 
sure drag variation was enhance compared with 
the single cavity flow at Moo = 1-5, where the 
flow was found to be dominated by a longitudi- 
nal mode. The pressure drag variation was re- 
duced compared with the single cavity flow at 
MQO = 2.5, where the flow was found to be dom- 
inated by a transverse mode. The averaged pres- 
sure drag coefficient of a L/D = 1 cavity was 
increased through the presence of a preceding 
L/D = 3 cavity at both Mach numbers. The 
averaged pressure fields in the cavities were pre- 
dicted by the present computation. 
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SUMMARY 
A computational capability has been developed 

for predicting the flow field in a three-dimensional 
weapons bay (or cavity). Computations have been per- 
formed for an empty bay and for a store placed within 
the weapons bay. The chimera overset grid methodol- 
ogy, a domain decomposition strategy, is used to 
simplify mesh generation. An implicit Navier-Stokes 
code with a thin-layer approximation is used to com- 
pute the weapons bay flow field at free-stream Mach 
numbers of 0.6, 0.95, and 1.20. The computational 
results are compared to experimental results for time- 
averaged pressure coefficients, overall sound pressure 
levels, and the frequency spectrum of the sound pres- 
sure levels on the bay walls. In addition, loads on a 
store placed within the bay are computed. 

LIST OF SYMBOLS 
Cm coefficient of pitching moment about an axis 

through the center of gravity of the store which 
is parallel to the Y axis, pitching moment/qSD, 
positive counterclockwise looking in from the 
+Y direction (nose down into the bay, see Fig. 
5). 

Cm pitching moment (Cm) obtained from time- 
averaged computational results 

Cms the sum of Cm plus/minus the standard devia- 
tion of the time history of the calculated 
pitching moment about Cm 

CN coefficient of normal force in the XZ plane, 
normal force/qS, positive in the +Z direction 
(see Fig. 5) 

CN coefficient of normal (CN) force obtained from 
time-averaged computational results 

CNs the sum of CN plus/minus the standard devia- 
tion of the time history of the calculated 
pitching moment about CN 

Cp pressure coefficient 

Cp pressure coefficient obtained from time-aver- 
aged computational results 

Cpe 

Cps 

D 

H 

L 

Mo,, 

SPL 

T 

- ref 

q 

s 

w 

pressure coefficient obtained from the experi- 
mental data 

the sum of Cp plus/minus the standard devia- 
tion of the time history of the calculated 
pressure coefficients about Cp 

maximum diameter of the store 

bay height 

bay length 

free-stream Mach number 

sound pressure level 

time interval for computing time averages 

characteristic time, i.e., the time required for 
the free-stream flow to traverse the length of 
the weapons bay 

standard reference pressure (2.90075 psi) 

root-mean-square of the pressure fluctuations 
about the average, in psi 

dynamic pressure in the free stream 

area of maximum cross section of the store 

width of the bay 

X,Y,Z   rectangular coordinate system (see Fig. 5), pos- 
itive Z is into the bay 

Zs Z location of the store centerline 

ÄCp       difference in Cp of the free-stream side minus 
the bay side of the store [see Eq. (3)] 

1. INTRODUCTION 
Wind tunnel testing and analysis of weapons bay 

(or cavity) configurations to evaluate the separation of 
stores are continuing activities at the Arnold Engineer- 
ing Development Center (AEDC).1,2 A complementary 
computational fluid dynamics (CFD) approach to the 

*The research reported herein was performed by the Arnold Engineering Development Center (AEDC), Air Force Materiel 
Command. Work and analysis for this research were done by personnel of Micro Craft Technology/AEDC Operations, technical 
services contractor for the AEDC aerospace flight dynamics facilities. Further reproduction is authorized to satisfy needs of the U. S. 

Government. 

Paper presented at the AGARD FDP Symposium on "Aerodynamics of Store Integration and Separation", 
held in Ankara, Turkey from 24-27 April 1995, and published in CP-570. 
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testing programs is also under investigation at the 
AEDC.3"5 The primary objective of the current CFD 
effort is to develop capabilities for computational sup- 
port of internal store separation testing. Specifically, 
computational capabilities to predict the flow field of 
the weapons bay and the loads on stores within the bays 
have been targeted. The subject of this paper is the 
description of the methodology used to perform the 
computations and results with comparisons to wind tun- 
nel data. 

Weapons bays or cavity flows are unsteady with 
large velocity and pressure fluctuations inside the cav- 
ity forced by the external flow.6"9 Cavity flow fields 
can be categorized into at least three types: open, 
closed, and transitional,10 all forced by the external 
stream (Fig. 1). A boundary layer develops over the 
body surface upstream of the cavity, separates from the 
leading edge of the cavity, and becomes a free shear 
layer. The shear layer typically oscillates in and out of 
the cavity, developing a highly vortical flow in the cav- 
ity. As shown in Fig. la for open cavity flow (length-to- 
height (L/H) ratio less than about 9), the shear layer 
spans the cavity and stagnates on the aft wall. For 
closed cavity flow (L/H greater than about 13), the flow 
attaches to the bottom wall of the cavity as depicted in 
Fig. lb. Cavities with an L/H between about 9 and 13 
are considered to be transitional, where either type of 
flow may occur, depending on the external flow condi- 
tions. These L/H ranges for open, closed, and 
transitional cavities are not precise and are used only as 
a general guideline in categorizing cavity flow fields. 

-Shear Layer 

Front Plate- 

Front Wall- C_> 
L Aft Plate 

—Aft Wall 

Bottom Wall 
a. Open cavity flow 

b. Closed cavity flow 
Fig. 1. Flow in a cavity. 

Several numerical studies which solve the Navier- 
Stokes equations for two-dimensional11"16 and three- 
dimensional 3-5, 17-22 cavity flows have been made over 
the past several years. The numerical predictions 
reported in these studies were typically for open cavity 
flow, and were compared with experimentally obtained 
pressure coefficients and, for a few cases, the overall 
sound pressure levels and the frequency spectra of the 
sound pressure levels. The comparisons of the com- 

puted pressure coefficients with the experimentally 
derived pressure coefficients in the preceding numerical 
studies typically showed good agreement at supersonic 
Mach numbers and worse agreement at the subsonic 
and transonic Mach numbers. Typically, comparisons 
of computations and experiments for the frequency 
spectra of the sound pressure level were not conclusive. 
The time interval used to evaluate the frequency spectra 
from the computations was significantly shorter than 
that for the experimental results, thus giving poor fre- 
quency resolution. The exception to this was the 
computations performed by Rizzetta18 for a rectangular 
cavity at a free-stream Mach number of 1.5. Rizzetta 
used a computational time interval that gave good fre- 
quency resolution for comparisons with experimental 
data. 

The approach of using the complete Navier-Stokes 
formulation was followed in all the above numerical 
studies11"22 with the exception of the studies by Suhs.3" 
5 The approach of Refs. 3 - 5 used the thin-layer approx- 
imation to the viscous terms, which is less com- 
putationally intensive. The computations presented in 
this paper demonstrate the ability to apply the thin-layer 
approximation to compute open cavity flow (L/H = 4.5) 
for a three-dimensional empty weapons bay at free- 
stream Mach numbers (MM) of 0.60, 0.95, and 1.20. 
The results are compared with experimental pressure 
data for locations on the bay walls. The computations 
were performed for a time interval that allowed for the 
resolution of the frequencies. Additionally, computa- 
tions of the weapons bays with a store mounted on a 
sting were performed. A description of the experimen- 
tal data is outlined, followed by a description of the 
numerical procedure used to perform representative 
computations. Comparisons of the computations with 
the experimental data are then presented and analyzed. 

2. EXPERIMENTAL DATA DESCRIPTION 
Data used for comparisons were recorded during the 
Weapons Internal Carriage Separation Program 
(WICS), which was sponsored by Wright Laboratory/ 
Armament Directorate, formerly the Air Force Arma- 
ment Laboratory. The basic configuration tested, 
shown in Fig. 2, was a generic flat plate and weapons 
bay. The store, shown in Fig. 3, is an ogive-cylinder- 
ogive mounted on a bent sting that allows for the inser- 
tion of the store into the bay. Measurements were taken 
at Moo from 0.6 to 5.0 in AEDC Aerodynamic Wind 
Tunnels 4T and A. Typical instrumentation locations 
for the generic flat plate and weapons bay are shown in 
Fig. 2. 

Two basic types of instrumentation were installed 
on the flat plate, bay, and store: static-pressure orifices 
(connected to Electronically Scanned Pressure (ESP) 
modules) and flush-mounted differential-pressure trans- 
ducers.1"2 A total of 95 static-pressure orifices and 33 
differential-pressure transducers were installed on the 
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Fig. 3. Store mounted on the bent sting. 

flat plate and weapons bay model, and 38 static-pres- 
sure and 6 differential-pressure transducers were 
installed on the store model. The static-pressure orifices 
were scanned at a rate of 15 Hz, and the differential- 
pressure transducers were scanned at a rate of 10,000 
Hz. 

3. NUMERICAL PROCEDURE 
Several factors were taken into account in deter- 

mining the numerical approach to use in the present 
study. First, the cavity flow field has been shown exper- 
imentally to be unsteady; hence, the numerical flow 
solver must be time-accurate. Second, because of the 
large flow gradients present, the free shear layer that- 
crosses the cavity opening should be spatially resolved. 
Finally, cavity flow problems become even more com- 

plex with the addition of doors, acoustic 
suppression devices (spoilers, fences, rakes, vor- 
tex generators), and stores. Domain 
decomposition is a convenient methodology for 
treating such complex configurations. Thus, the 
chimera overset grid methodology23"25 was cho- 
sen as the numerical approach for solving three- 
dimensional cavity flow. 

The chimera methodology allows 
the computational domain to be divided into sim- 
pler overlapping regions for which grids are 
more easily constructed. The chimera methodol- 
ogy is composed of two codes. The first, 
PEGSUS,25 uses individually generated grids as 
input and defines the communication and inter- 
polation data among interacting grids. The 
second, XMERA, uses as input the composite 
mesh, interpolation data created by PEGSUS, 
and flow conditions to compute the flow field. 
The XMERA code is a three-dimensional 
implicit Navier-Stokes code based on the Pul- 
liam-Steger implementation of the Beam and 
Warming algorithm,26 with a thin-layer approxi- 
mation to the viscous terms in one direction 
(normal to the flat plate and the bottom wall of 
the cavity, Fig. 1). The algorithm is first-order 

accurate in time and uses the Bald- 
win-Lomax turbulence model. 
The turbulence model is used 
only on the flat plate and not 
within the bay. A trial computa- 
tion using a modified version of 
the Baldwin-Lomax turbulence 
model for the shear layer gave 
results that differed insignifi- 
cantly from the computation 
without a turbulence model for 
the shear layer. 

3.1 Computational Meshes 
The meshes for computing 

the flow field were generated to 
obtain good resolution for regions 

with high flow gradients and sized to fit in the available 
computer memory. Several meshes were developed and 
combined into the configurations required for the com- 
putations. To decrease the computational time required 
for each solution, the domain was reduced by one-half 
by assuming a lateral plane of symmetry. Representa- 
tive trial computations for the entire domain showed 
that the flow in an empty bay was symmetric. 

Two overlapping meshes were developed and 
combined to create the flat-plate/bay configuration. One 
mesh defines the flat-plate region including inflow, out- 
flow, and symmetry planes. The weapons bay mesh 
defined the total bay and extended 0.25 bay depths 
above the opening of the bay so that most of the fluctu- 
ating shear layer is resolved within the bay mesh. Each 
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region was discretized with a stretched Cartesian mesh. 
The points in both meshes were clustered near walls 
and in the vicinity of the shear layer, as illustrated in 
Fig. 4a for the symmetry plane. Exponential and hyper- 
bolic-tangent stretching functions28 were used to 
distribute the mesh points in the flat-plate and bay 
meshes. The exponential stretching function was used 
for placing points where a specific spacing is needed at 
only one end point, e.g., from the flat plate to the far- 
field boundary. The hyperbolic-tangent stretching func- 
tion was used when a specific spacing was needed at 
both ends of a line, e.g., from the front wall to the aft 
wall and from the bottom wall to the opening of the bay. 

The store and sting were represented with separate 
body-conforming meshes. The store and sting meshes 
were generated separately. The mesh points on the body 
and symmetry plane surfaces were obtained by using 
both exponential and hyperbolic-tangent stretching 
functions. The interior mesh points were obtained by 
using transfmite interpolation.28 The symmetry plane of 
the store and sting meshes is shown in Fig. 4b. 

The store/sting meshes were combined with the 
weapons bay meshes using the chimera overset grid 

a. Symmetry plane of empty weapons bay configuration 

c 
b.Symmetry plane of stone/sting configuration 

methodology.23"25 In Fig. 4c, the symmetry plane of 
the flat plate and bay meshes is shown with the store/ 
sting embedded. The points excluded from the 
meshes are points that are not part of the solution 
because of the embedded store/sting. 

3.2 Boundary/Initial Conditions 
Figure 5 illustrates the location of the surfaces on 

which boundary conditions are specified. The Y = 0 
plane is the plane of symmetry and the side plane coin- 
cides with the side edge of the flat plate. The inflow 
boundary condition used when M» > 1.0 was set by 
placing the inflow plane one cavity depth upstream of 
the leading edge of the cavity, with the inflow velocity 
profile set to that of a turbulent boundary layer which 
begins at the leading edge of the flat plate. The velocity 
profile was based on the l/7th power law, and the den- 
sity and energy terms were computed from the X- 
distribution of the experimental static pressure with an 
assumed zero normal pressure gradient through the 
boundary layer. This inflow boundary condition is 
appropriate for free-stream Mach numbers greater than 
1.0 and is used for the examples in this paper. The 
inflow boundary  condition  used for subsonic  free- 
stream flow required the inflow plane to be located 
about one bay length upstream of the flat plate leading 
edge. The boundary layer was then allowed to develop 
along the plate. All points on the inflow plane were set 
to free-stream conditions. The no-slip condition was 
imposed on the solid surfaces of the plate and bay. 
This is the correct condition for the flat plate and for 
the bottom wall since the thin-layer viscous terms are 
included normal to these surfaces. For the weapons 
bay front, aft, and side walls, the no-slip condition was 
used as a matter of convenience to avoid double-val- 
ued points at the edges and corners. The use of the no- 
slip conditions (as opposed to the normally used invis- 
cid tangential flow condition) was justified because a 
computation with thin-layer approximations for all sur- 
faces showed no significant changes in the computed 
flow. Symmetry conditions were enforced on the side 
surface (see Fig. 5) of the meshes exterior to the bay 
and on the symmetry plane of the bay. The boundary 
conditions for the upper surface (see Fig. 5) were set 
to free-stream conditions, except for the value of the Z- 
component of momentum which was evaluated by 
zeroth-order  extrapolation.   The  conditions  on  the 

Flow Upper 

c.   Symmetry   plane   of  weapons   bay   with   store/sting       Inflow Side'    Downstream 

embedded 
Fig. 4. Computation meshes. 

Fig. 5. Diagram of the surfaces requiring boundary 
conditions. 
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downstream outflow surface (see Fig. 5) depended on 
whether the local flow was subsonic or supersonic. If 
the flow was locally subsonic, all flow variables except 
the total energy were set by zeroth-order extrapolation. 
The total energy was calculated assuming free-stream 
pressure and the extrapolated values of density and 
momentum. If the flow was locally supersonic, all val- 
ues, including the total energy, were set by zeroth-order 
extrapolation. 

Inviscid slip conditions were imposed on the solid 
surfaces of the store and sting. This condition was used 
to keep the run time to a minimum for these calcula- 
tions (i.e., if the no-slip condition were used and the 
viscous terms were resolved near these surfaces, finer 
mesh spacing would be required which would greatly 
increase the run time). A test case, with the viscous 
terms and no-slip conditions imposed on the store and 
sting, showed only small changes in the results from 
those with the slip boundary conditions. 

The computational flow domain was initialized by 
setting the flow velocity in the weapons bay to zero and 
by using the boundary-layer profile prescribed at the 
inflow surface to define the initial condition across the 
entire exterior mesh. It was found that the thickness of 
the initial boundary layer should be as realistic as possi- 
ble since an inaccurate distribution could have a 
significant effect on the decay of the initial-condition 
transients. If the initial boundary-layer thickness is too 
large, a significant number of additional time steps are 
required before the starting transients disappear. 

4. RESULTS AND ANALYSIS 
Two sets of computations were performed as a 

demonstration of this capability. First, computations for 
an empty weapons bay were performed at M«, = 0.60, 
0.95, and 1.20. The second set of computations was per- 
formed for the same weapons bay, but with a store 
mounted on a sting placed within the weapons bay at 
MM = 0.60, 0.95, and 1.20. For all cases a Reynolds 
number of 2.6 x 106/ft was used. The bay was 18 in. 
long and 4 in. deep, giving an L/H of 4.5. The results 
for the empty bay presented here are comparisons of 
computations with experimental data on the bay walls 
for static-pressure coefficient (Cp), overall sound pres- 
sure level (OASPL), and the frequency spectrum of the 
sound pressure level (SPL). The results for the store/ 
sting in the bay are comparisons of computations with 
experimental data on the store for Cp. In addition, loads 
on the store are given, although no data comparisons 
are available. Before reviewing these comparisons, the 
methodology used to reduce the computational, as well 
as the experimental data, must be examined so that the 
relationships between the two are well understood. 

4.1 Analysis Techniques 
Three parameters are used to represent the pres- 

sure on the bay walls, namely Cp, OASPL, and the 
frequency spectrum of the SPL. The experimental pres- 
sure coefficient (Cpe) was obtained by scanning each 

orifice at a rate of 15 samples/sec (once every 66 msec). 
The most recent 15 values were averaged to give the 
recorded value of pressure at each location following 
the steady-state flow ESP sampling techniques. 
Because of the low number of samples and the low sam- 
pling rate, the experimental results show a variability in 
Cpe that is not within the normal error band of the 
experiment.1 The magnitude of the variations increase 
as the free-stream Mach number decreases, as cited by 
Dix1 and Plentovich.29 Plentovich29 has also shown 
that the variations in Cpe decrease by increasing the 
number of samples. 

Since bay flow is unsteady, the time-averaged 
pressure coefficient (Cp) for the computations is 
obtained by integrating over a time interval (Tavg). Tavg 

is chosen to be of sufficient length so that the average is 
independent of time. It is convenient to express time in 
units of the characteristic time (tc), which is the time 
required for the flow to traverse the length of the cavity 
at the free-stream velocity. At the test conditions associ- 
ated with a MM = 0.60, 0.95, and 1.20, tc is 0.00225, 
0.00149, and 0.00123 sec, respectively. Experience has 
shown that to ensure that the starting transients have 
decayed, solutions must be calculated for 5tc prior to 
beginning the interval, Tavg, used in the determination 
of Cp. Cp is determined in the same way as for earlier 

3-5 i.e., for Tavg = 6tc. Use of a larger computations, 
value for Tavg resulted in small changes in Cp that were 
within the variations seen for Cpe in Fig. 6. In compari- 
son to Cpe, which was averaged from 15 values 
recorded at a rate of 15 samples/sec, the Cp determined 
for the computations was averaged for 1,200 samples 
(6tc) at a recording rate of 162,600 samples/sec. 

The OASPL is computed in a manner similar to 
that used for computing Cp. The OASPL in decibels 
(dB) is defined as: 

OASPL =180 + 20 logfPnns/Pref] (1) 

where P^ is the root-mean-square of the pressure fluc- 
tuations about the average in pounds per square inch 
(psi) and Pref is equal to 2.90075 psi (a standard refer- 
ence pressure). Pms is defined as: 

PHnS=(S(P; avg -P)2/N)( 0.5 (2) 

where P is the pressure at each time step, Pavg is the 
averaged pressure used to compute Cp, and N is the 
number of time steps. The OASPL was computed in the 
same way as for Cp, i.e., for Tavg = 6tc. A small varia- 
tion, typically less than 1 dB, in OASPL was observed 
when a larger value of Tavg was used. 

The experimental values for OASPL were 
obtained from over 25,000 samples recorded by differ- 
ential-pressure transducers at a rate of 10,000 samples/ 
sec. The recording rates for the computations and exper- 
imental results were much closer for the OASPL than 
for Cp. The recording rates for OASPL differed by a 
factor of 16, while the rates for the pressure coefficients 
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differed by a factor of 10,840. Therefore, 
the comparisons for the OASPL are con- 
sidered more definitive. 

The frequency spectrum of the SPL 
was determined by analyzing the time his- 
tory of the pressures in the weapons bay 
using conventional fast Fourier transform 
techniques. The computational results 
were analyzed in a similar manner to that 
used for the experimental data. A record- 
ing rate of 10,000 samples/sec and sample 
size of 1,024 was used for both the com- 
putations and the experiment, with the 
data for both being analyzed by the same 
computer program. This recording rate 
and sample size are equivalent to 83.25tc. 
The only difference in the analysis meth- 
ods was that 25 experimental ensembles 
(independent groups of 1,024 samples) 
were averaged to get the final frequency 
spectrum, while 15 ensembles were aver- 
aged for the computations. The fifteen 
ensembles obtained from the computa- 
tions also differed in that they were not 
independent groups of samples like the 
experimental data. Instead, these 15 
ensembles were obtained from over 98tc 

of computational results which were 
grouped in overlapping ensembles spaced 
by ltc. 

Loads on the store were found by 
integration of the computed pressure. 
Both the coefficient of the normal force 
(CN) and the coefficient of the pitching 
moment (Cm) were computed as time- 
averaged values for 6tc. The area of inte- 
gration includes the total store surface, 
but excludes the base of the store. 

4.2 Empty Weapons Bay 
Results for the empty weapons bay 

are shown in Fig. 6 for M^ = 0.60, 0.95, 
and 1.20. In Figs. 6a, 6c, and 6e, Cp distri- 
butions are shown along the centerlines of 
the front, bottom, and aft walls of the cav- 
ity. The computations are represented by 
the solid and dashed lines. The solid line 
is Cp while the dashed lines are C„s, 
which are the sum of Cp plus and minus 
the standard deviation of the time history 
of the calculated pressure coefficients. 
The experimental data Cpe are shown for 
repeat data points. The OASPL for the 
computations and the experimental data at 
locations along the centerlines of the 
front, bottom, and aft cavity walls are 
shown in Figs. 6b, 6d, and 6f. 
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Fig. 6. Comparison of computations and measurements on the walls of 

the empty weapons bay. 
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Fig. 6. Concluded. 

Shown in Fig. 6a are the Cp distribu- 
tion comparisons of the computations to 
the experimental data for the empty bay 
at MM = 0.60. The spread of experimen- 
tal data is bounded by the computational 
results Cps. On the other hand, as shown 
in Fig. 6b, the agreement was not as good 
for the OASPL, especially for 0.65 <X/L 
<1.0 on the bottom wall of the bay. 

In Figs. 6c and 6d, comparisons for 
an empty bay at M„ = 0.95 are made. 
The computed and experimental data Cp 

distributions along the centerlines of the 
front, bottom, and aft walls of the bay 
agree well, as is shown in Fig. 6c. 
Depicted in Fig. 6d is the comparison of 
the computation and the experimental 
data for the OASPL. Very good agree- 
ment between the computations and 
experimental data is apparent as both the 
amplitude and trends are predicted by the 
computation. 

In Figs. 6e and 6f comparisons for 
the empty bay at M«, = 1.20 are illus- 
trated. Similar to the results obtained at 
MM = 0.95, the comparisons of computa- 
tions with experimental data are 
satisfactory for the pressure coefficients 
shown in Fig. 6e and for the OASPL 
shown in Fig. 6f. 

Computations and experimental 
data are in good agreement when consid- 
ering the results for all three Mach 
numbers. The variations in Cpe in the aft 
half of the bay indicate large fluctuations 
in pressure. In all cases, the variations in 
the experimental results are greater in the 
same regions where there are large varia- 
tions in computed pressure coefficients. 
The computed OASPL at locations along 
the centerlines of the front, bottom, and 
aft bay walls agrees well with the data 
levels and follows the trends remarkably 
well. This is particularly encouraging, 
since the sampling rates for the experi- 
mental and computational results are 
closer. Note that the experimental data 
shows the variations in the Cp (Cps 
minus Cp) to decrease as M„ increases. 

In Fig. 7 a frequency spectrum is 
shown for an empty bay at M^ = 1.20. 
The spectrum is for a point on the aft 
wall of the bay, Z/H=0.18 from the top 
edge. The solid line represents the expert- 
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mental data while the dashed line represents the 
computational results. Experimental data and the com- 
putations compare very well at the low frequencies, 
capturing the first two modes at 225 and 518 Hz. As the 
frequency increases, the agreement between computa- 
tions and experimental data is less satisfactory. This 
disagreement possibly occurs from numerical modeling 
effects. 

— Experiment 
—- Computation 

1000 2000 3000 4000 5000 
Frequency, Hz 

Fig. 7. Frequency spectra of SPL on the aft wall of 
the empty weapons bay, M*, = 1.20. 

Both computational and experimental pressures 
along the walls of the weapons bay indicate large pres- 
sure fluctuations within the bay. In Fig. 8, Mach 
number contours for the symmetry plane illustrate the 
fluctuations that occur during a short time within the 
empty bay at M«, = 1.20. Three different times sepa- 
rated by 3tc (approximately 0.0037 sec) are shown. As 
can be seen in Fig. 8, the flow velocities change quite 
dramatically, particularly in the aft region of the bay. 

The local Mach number ranges from zero to about one- 
half of the free-stream Mach number. In some cases, 
the flow near the bottom wall of the weapons bay is in 
the opposite direction to that of the free stream. Finally, 
note that the shear layer changes as it stagnates on the 
aft wall or the flat plate downstream of the bay opening. 

43 Store/Sting in the Weapons Bay 
Computations were performed for the store/sting 

in the weapons bay with the store located at Zg/H - 
0.75, 0.0, and -0.30 for M» = 1.20. Additionally, com- 
putations were made with the store located at ZJH = 
0.0 for M«, = 0.60 and 0.95. Depicted in Fig. 9 are the 
three locations of the store used for the computations. 
For all computations the store nose is located at X/L = 
0.026. 

Zs/H = -0.30 

Zs/H = 0 
=eid 

Zs/H = 0.75 3=a 

X/L = 0.026 

Fig. 9. Store/sting locations within the cavity. 

The results for the store/sting in the weapons bay 
are depicted as Cp distributions on the free-stream and 
the bay sides of the store, as well as the difference in Cp 
between the two sides. The Cp distributions, Cp and 
CpS, were computed in an identical manner to the val- 
ues in Fig. 6 for the empty bay walls. One difference in 
the presented results is that only one value of Cpe is 
available at each sensor location, unlike the empty bay 

a.tn b. L, + 3tc 

CONTOUR LEVELS 
II 00000 
II 1000D 
11 20000 
II 30000 
II 40000 
II 50000 
n Roono 
£1 

70000 
3i".';i[: 

1 20000 
1 30000 
1 40000 
1 50000 
1 60000 

Fig. 8. Mach number contours in the symmetry plane of the empty weapons bay, M» = 1.20. 
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results which have 5 to 13 measured values available on 
the bay walls. The difference in Cp between the free- 
stream and bay sides is defined as 

ACp = Cp,free-stream side - Cp,bay side (3) 

The ACp distribution along the length of the store is 
illustrated to give a relative indication of the loads in 
the Z direction that would be experienced by the store. 
For all store results, X/L relates the position of the store 
in the bay, where X is the axial distance of a point on 
the store measured from the front wall of the bay and L 
is the length of the bay. Thus, the store nose is at X/L = 
0.026 and the boattail of the store intersects the sting at 
X/L = 0.824. 

Comparisons of the computations with the experi- 
mental data are depicted in Fig. 10 for the store/sting at 
different locations at M,*, = 1.20. Comparisons of the 
computed and measured Cp distributions on the free- 
stream and bay sides of the store are shown in Figs. 10a 
and 10b, respectively, for the store placed deep within 
the bay at Zs/H = 0.75. The agreement on the store is 
unsatisfactory in the aft region of the bay. To investi- 
gate the overall effect that the poor agreement has on 
computing store loads, ACp is shown in Fig. 10c. The 
computed ACp distribution gives a relative indication of 
the store loads in the Z direction. As can be inferred, 
the loads on the store would be predicted with relatively 
small errors. 

In Figs. lOd and lOe, the comparisons of Cp distri- 
butions are illustrated for the free-stream and bay sides 
of the store. Similar to the computations at Zs/H = 0.75 
(Figs. 10a and 10b), the computed Cp increases along 
the aft portion of the store and does not compare well to 
the experimental data. Depicted in Fig. lOf is the ACp 

distribution for the store. The front portion of the store 
compares well, while the aft portion shows some diver- 
gence from the data. 

The comparisons for Cp along the free-steam and 
bay sides of the store located outside of the bay at Zs/H 
= -0.30 are shown in Figs. 10g and 10h. The agreement 
is very good. At this location the store is farther from 
the influence of the bay, and there is improved compari- 
son between the computations and the experimental 
data. Finally, the ACp distribution for the store is shown 
in Fig. lOi. It is unsatisfactory near the nose (X/L = 
0.2), which is in marked contrast to Figs. 10c and lOf. 

The computational results generally display an 
increasing Cp with X, which implies a decreasing veloc- 
ity (see Figs. 10a, 10b, lOd, and lOe). On the other 
hand, the experimental results display a decreasing Cpe 
with X, implying an increasing velocity. The incorrect 
trend of decreasing velocity for the computations is typi- 
cally the result of inadequate spatial resolution which 
artificially diffuses the shear layer. Large oscillations of 
the shear layer cause it to move into regions with much 

coarser mesh resolution. Thus, the differences observed 
between the measured and computed Cp may be caused 
by inadäquate spatial resolution of the shear layer. 
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c. ACp, Zs/H = 0.75 
Fig. 10. Comparisons of computations and mea- 

surements on the store/sting in the cavity. 

Additional illustration of the load variations ver- 
sus store position in the weapons bay is shown in Fig. 
11. Both CN (Fig. 11a) and Cm (Fig. lib) for the store 
at three positions, Zs/H = 0.75, 0.0 and -0.30, are 
depicted. In Fig. 11a the calculated results are repre- 
sented by the time-averaged value CN (the symbol) and 
the sum of CN plus/minus the standard deviation of the 
time history of the calculated normal coefficient about 
CN (CNs, error bar). The CN results show little differ- 
ence in the variations from one location in the bay to 
the next. On the other hand, Cm, which is depicted as 
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Fig. 10. Concluded. 
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Cm and Cms in a similar manner as CN in Fig. lib, is 
seen to have the largest variations (i.e., a larger stan- 
dard deviation) at Zs/H = 0.0 with lesser variations at Zs/ 
H = -0.30 and 0.75. 

examined. These variations in some cases were greater 
in value than the time-averaged value of the loads. The 
effects of these variations, i.e., the unsteadiness on store 
separation, are yet to be determined. 

CN and Cm for the store at Zs/H = 0.0 for MM = 
0.60, 0.95 and 1.20 are depicted in Fig. 12. Similar to 
Fig. 11, CN, CNs, Cm and Cms are shown. A definite 
trend in the variations of these values can be seen. As 
the Mach number increases, the variations of CN (Fig. 
12a) and particularly Cm (Fig. 12b) increase. This 
increase in variations is similar to what is seen for the 
computed Cp values on the empty bay wall, see Fig. 6. 

The variations that are observed for the loads on 
the store are quite significant for each configuration 

5. CONCLUSIONS 
An implicit Navier-Stokes code with a thin-layer 

approximation has been used to compute the flow for a 
three-dimensional rectangular weapons bay and a store/ 
sting located in the bay at a free-stream Mach numbers 
of 0.60, 0.95, and 1.20. The principal conclusions that 
can be drawn from this study are: 

1. The empty bay computations show overall good 
agreement with the experimental data at all Mach num- 
bers. On particular note, at Mach 1.20, the first and 
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Fig. 12. Loads on the store in the weapons bay, variation in Mach number, Zs/H = 0. 

second frequency modes of the sound pressure levels 
are predicted by the computations. 

2. The flow within the empty bay was observed to 
be highly unsteady with the shear layer moving in and 
out of the cavity. Very low-amplitude velocities were 
measured and computed in the front region of the cav- 
ity, while highly varying velocity amplitudes occurred 
in the aft region of the cavity. 

3. The computational pressure coefficients and 
overall sound pressure levels of the empty bay need 
only be integrated over 6 characteristic times to obtain 
satisfactory agreement with the experimental data. This 
integration time indicates that the quality of the compu- 
tation can be evaluated after executing the computation 
for only a relatively short interval of only 11 time 
characteristics. 

4. The level of agreement between computations 
and experimental data for the store/sting in the bay var- 
ied with the position of the store. When the store was 
positioned at the plane of the bay opening (Zs/H = 0.0), 
poor agreement was observed on the aft portion of the 
store for all computed Mach numbers. It is believed that 
the poor agreement between the computations and the 
measurements for the aft region of the bay with the 
store present indicates that this region needs more reso- 

lution to avoid excessive dissipation of the streamwise 
velocity component. However, the computed difference 
in pressure across the store agreed well with the data. 
When the store was positioned deep within the bay (Zs/ 
H = 0.75) at Moo = 1-20, the agreement between com- 
puted and experimental data on the aft portion of the 
store decreased. However, the computed difference in 
pressure across the store agreed well with measurement 
and was similar to what was seen for the store at the 
plane of the cavity opening. Finally, when the store is 
positioned outside of the weapons bay at Zs/H = -0.30 
for Mo, = 1.20, the agreement between computations 
and experimental data was found to be good, probably 
because the store was outside the shear layer. 
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SUMMARY 

Against a backdrop of a review of the capabilities and 
limitations of a modern digital aircraft flight control system, 
this paper considers the implications of the carriage and 
release of a wide range of stores for modern high 
performance military aircraft. 

At the heart of any flight control system design is 
consideration of the characteristics of the vehicle and its 
operating environment. It is in consideration of these 
aspects that the major impact of external (and internal) 
stores carriage and release occurs. The relevant vehicle 
characteristics are described by its aerodynamic, inertial, and 
structural properties which are all complex in their own right 
but are also substantially affected by stores carriage. 
Releasing stores from the vehicle will excite both rigid body 
and flexible modes of the vehicle due to rapidly changing the 
vehicle's mass, inertial and aerodynamic characteristics. 

Despite the rapid technological advances in flight control 
system design, the underlying physical limits remain, and 
will continue to do so! A clear recognition of these 
limitations and their implications is essential, particularly at 
the concept and early design stages of a project. 

This paper addresses the major issues involved and the 
interaction between stores integration and flight control 
system design for modem fighter aircraft. 

LIST OF SYMBOLS AND ABBREVIATIONS 

^Lmax maximum lift coefficient 
Cl„ dihedral derivative 
Cmq pitch damping derivative 

Cma pitch stiffness derivative 

Cma control power derivative 

CNa 
Cn„ 

coefficient of i^ per (X 
directional stiffness derivative 

Cn6dyn 
dB 

dynamic Cnß 

decibel 
FCC 
FCS 

g 
Hz 

i. 

Flight Control Computer 
Flight Control System 
acceleration due to gravity 
cycles per second 
non-dimensional inertia about body x axis 
non-dimensional inertia about body z axis 

Ka incidence feedback gain 
ms milli-second 
M aircraft mass 

n* normal acceleration 

q pitch rate 
s Laplace operator 
S reference area 
td time to double-amplitude 
V free stream velocity 

a angle of incidence 

ß angle of sideslip 

G (unstable) root position 

p density of air 

1.   INTRODUCTION 

McRuer (Reference 1) observed that the traditional process 
of systems integration is to make individually designed 
subsystems work together on an aircraft; that is, to ensure 
compatibility and minimize adverse interactions. The 
logical goal for the future must therefore be to carry out 
multi-disciplinary optimization of the highly interactive 
systems in order to maximize aircraft performance. 
Interdisciplinary understanding is essential to achieve an 
overall cost-effective balanced design for such integrated and 
dynamically interacting systems. 

The purpose of this paper is to review the capabilities and 
limitations of a modern digital flight control system and 
examine the implications of the carriage and release of a 
wide range of stores. It is hoped that this paper will 
therefore contribute to wider interdisciplinary understanding. 
The effect of stores on the aircraft physical properties and 
their implications are described and examined from an FCS 
view-point. Examples of FCS design which require 
extensive interdisciplinary understanding chosen for this 
paper are the flight control system of a highly unstable 
combat aircraft, and some of the issues relating to flight at 
moderate/high incidence. 

2.   PITCH AXIS FCS OF AN UNSTABLE 
COMBAT AmCRAFT 

A fundamental part of the FCS design process is 
consideration of the characteristics of the vehicle and its 
operating environment, including the effects of stores 
carriage and release. The designer of the weapon system 
configuration and the flight control system must take due 
account of these interactions from day one. This section 
indicates, that for a highly unstable airframe, the carriage of 
a wide range of stores can directly affect the level of FCS 
design effort. 

Paper presented at the AGARD FDP Symposium on "Aerodynamics of Store Integration and Separation' 
held in Ankara, Turkey from 24-27 April 1995, and published in CP-570. 
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2.1 Maximum Levels of Instability 

To enable a modern fighter aircraft to have optimized 
lift/drag characteristics and hence exhibit maximum 
performance, static stability margins have been relaxed. 
Many of today's combat aircraft have significant static 
instability over large parts of their flight envelope and 
require stability augmentation by means of a closed-loop 
controller. It is perhaps worthwhile at this point to reflect on 
the different definitions of stability and to identify the most 
useful definition from the FCS engineer's view-point. 

Measures of instability may include negative manoeuvre 
margin or positive Cm«. Both these measures do not 
convey the speed at which the aircraft would depart in pitch 
if uncontrolled - this is a function of further parameters 
including the aircraft chord, pitch inertia and flight 
condition. The single measure of instability which provides 
most information for the FCS engineer is the unstable 'short 
period' root position, a. This can be used to derive the time 
to double-amplitude, td, by the following expression: 

td = loge2/CT 

There is, of course, a limit to the instability which can be 
adequately controlled by the FCS and thus a limit to the 
extent to which the lift/drag characteristics may be optimized 
by reduction of static stability. The limiting instability is 
governed by the available hardware technology within the 
FCS, and the need to provide a robust control system to meet 
applicable airworthiness clearance criteria. 

The FCS hardware necessary for correct functioning of the 
system introduces lags and time delays into the closed-loop 
control system. The hardware includes sensors, actuators, 
and digital computing elements such as anti-aliasing filters, 
asynchronous delays and computer transport delays. 
Additional lags are also usually present due to the structural 
mode filters required to attenuate flexible resonances, which 
may be superimposed on the rigid body motion feedback 
signals (FCS-structural coupling is described further in 
Section 2.5). 

Figure 1 shows the individual contributions to the total 
phase lag from the hardware elements and structural notch 
filters within a typical flight control system. As noted above, 
this contributes to there being an upper limit to the level of 
aircraft instability which may be adequately controlled by 
the FCS. Based on appropriate requirements for robustness, 
the maximum controllable instability may be established. It 
is shown in Figure 2 that a root position of approximately 
3.9 (td= 180 ms) is typically the maximum instability that 
may be controlled whilst meeting production aircraft criteria 
such as those defined in Reference 2. Less stringent criteria 
would lead to higher levels of instability being tolerable. 
For example, the X-29A is more unstable, with a time to 
double-amplitude as low as 120 ms (Reference 3). 
However, the FCS for this aircraft was designed to meet 
relaxed stability margins appropriate only to a carefully 
controlled flight test environment. 

A further constraint on maximum instability levels due to 
hardware considerations occurs at low airspeed, when the 
aerodynamic control surfaces are potentially required to 
move through large angles. Actuator rate-limiting, which 
should be avoided to retain control of the aircraft, is another 

factor which must be considered for a balanced design. 
Figure 3 shows schematically how system phase lag and 
actuator rate-limits influence the overall aircraft instability 
levels. 

2.2  Pitch Static Stability Augmentation 

As this section describes the FCS features for non-FCS 
specialists, the following account is more descriptive than 
mathematical and avoids debate on different flight control 
law algorithm design techniques. Physical characteristics 
are described whilst avoiding, as far as possible, any 
complex mathematical formulae or abstract ideas. 

Simple  proportional  incidence,   a,  may  be  used  as  a 

feedback parameter to augment Cma and hence provide 
static stability. However, alternative feedback parameters 
may be scaled to provide the same effect. The following 
approximate relationships show how normal acceleration, r^, 
and pitch rate, q, may be used as feedback states in place of 
a to give the same effect: 

M. 

n,       V2pV2SCNa 

a 

q       1+T,s 

M.V 
where    T,   = 

% p V2 s CN« 

This flexibility allows potential interchange of a, i^, and q 
feedback states throughout the flight envelope, to match the 
manoeuvre demand characteristics required and avoid 
transients when changing from one manoeuvre demand type 
to another. It is clear from the above expressions that 
appropriate scheduling of the feedback parameters is 
required for r^ and q to provide an 'incidence equivalent' 
feedback for stability augmentation. Mass, including the 
contribution from internal or external stores, and airspeed 
scheduling is required for the basic relationships. 
Additionally, further stores scheduling may be required if 
external carriage of different stores affects the CN(X term or 
significantly alters the control power characteristics of the 
aircraft. 

2.3   Manoeuvre Demand and Carefree Handling 
Features 

An integral term within a control law can be used to ensure 
that the steady-state response of the aircraft is equal to the 
i^, a or q response, as demanded by the pilot's pitch stick 
position. Experience within BAe during the Experimental 
Aircraft Programme (Reference 4) showed that a q-demand 
system is desirable at medium to high speeds and low angles 
of incidence. At low airspeed and high incidences, an a 
demand system provides good flying qualities and also 
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enables departure limits to be easily applied to the pilot's 
demands via stick scaling. At high airspeed and high 
g-levels, an ^-demand system provides good flying qualities 
and a mechanism to introduce i^ limiting to prevent 
over-stressing of the airframe. 

Figure 4 shows a schematic of the main features of a 
pitch-axis flight control system of a typical unstable aircraft. 
In addition to the stability and manoeuvre demand features 
described above, a pitch rate feedback term is shown for 
augmenting pitch damping (Cmq) and command path filters 
are shown, to enable optimum shaping of the response 
characteristics to provide good handling qualities. For 
clarity, notch filters necessary to prevent excitation of the 
aircraft flexible modes are not shown. Gust alleviation and 
autopilot functions are also not shown. 

The FCS structure shown in Figure 4 utilizes several 
non-linear functions matched to the aerodynamic 
characteristics of the aircraft. These functions are 
determined by several factors including variations in: 

Cma   and Cmq with incidence, Mach number and 
airspeed; 
control power, Cms, with flight condition; 

Cma,   Cmq   and   Cms   with   external   stores 
configuration; 
mass and inertia characteristics from the design 
database. 

Clearly, external stores carriage will directly contribute to 
changes in aerodynamic characteristics, whereas internal 
carriage may only affect the aerodynamic characteristics 
whilst any bay doors are open. However, it is clear that in 
general, consideration of stores carriage may be a significant 
factor in the design of the aircraft FCS. 

2.4   Effect of Stores Characteristics on FCS Gains 

Figure 5 shows indicative variations of unstable 'short period' 
root position and control power with external stores for a 
highly unstable modern combat aircraft. The FCS designer 
for such an aircraft could possibly select 'average' feedback 
gains which provide adequate stability over the whole range 
of stores configurations. However, for an unstable airframe 
the closed-loop controller is conditionally stable, i.e. a 
reduced gain margin will result if the feedback gain is too 
high or too low. 'Average' gains may therefore not be a 
viable option for an extremely unstable aircraft. Hence the 
FCS feedback gains may require scheduling with external 
stores configuration to account for the effect the stores have 
on the aerodynamic characteristics of the aircraft. 

If scheduling of the FCS feedback gains is used to directly 
affect the closed-loop stability of the aircraft, the scheduling 
signals must be of high integrity to ensure the feedback gains 
are appropriate for the stores being carried. Clearly, the 
gains must reflect the stores on the airframe at the time. The 
scheduling must therefore be based on the presence of the 
stores, rather than the store release signal, in order to 
accommodate some failure tolerance in respect of store 
hang-fires. It is noted that if the stores scheduling system is 
fail/safe (provides reliable indications of stores scheduling 
failure) the FCS may be able to revert to a back-up mode if 

the stores scheduling system fails. This may provide a safe 
condition although possibly with degraded handling qualities 
and/or a reduced flight envelope. 

The provision of carefree handling (also known as automatic 
boundary control) by the introduction of appropriate 
manoeuvre limiting in the command path of the FCS can 
substantially reduce pilot workload and enhance the 
capability of the aircraft. This provides the pilot with the 
flexibility to use full-stick deflection for manoeuvres at all 
points in the flight envelope without risk of departure or 
over-stressing the airframe. In a balanced weapon system 
design, the carriage of internal or external stores may affect 
the aircraft's cleared envelope in terms of i^ and/or a. Thus, 
to provide carefree handling, the command path limiting 
must adequately reflect the appropriate boundaries in effect 
with the stores fitted to the aircraft. The command path 
functions may therefore also be scheduled with stores 
configuration. Note that some stores configurations may 
affect the gains in the feedback paths and not necessarily the 
gains in the command paths and vice-versa. 

For an aircraft whose FCS gains are scheduled with stores 
configuration, the store release phase is of particular interest 
for FCS design engineers. As the store is released, the gains 
change from one value to another, directly resulting in 
control surface deflections and hence a transient change in 
the forces and moments acting on the aircraft. The changes 
in mass, inertia and aerodynamic characteristics resulting 
from the store release also contribute to a transient change in 
the forces and moments acting on the aircraft. The FCS 
design engineers must ensure that by design, the two 
transient effects on the airframe resulting from the store 
release cancel out, leaving only small residual transients. 
Simulation and flight testing is therefore required to evaluate 
any transient behaviour of the aircraft caused by the FCS 
during store release. 

The scheduling of FCS gains with stores configuration 
affects the size of the FCS design and assessment task. 
Instead of designing gains for the clean aircraft, the FCS 
design engineer must provide sets of gains appropriate to 
carriage of different stores. To minimize this task, the 
external stores configurations may be grouped into laey" 
configurations, with each being representative of several 
other stores configurations with broadly similar aerodynamic 
characteristics. However, the number of key configurations 
is a significant factor in establishing the effort required to 
design and clear the FCS for flight. 

It is noted that scheduling of FCS gains with stores carriage 
only becomes necessary if the airframe instability levels are 
close to the limits. Inevitably there is a trade-off between 
performance and cost/timescales to provide an overall 
balanced design. 

2.5   Stores Carriage and the Effect on 
FCS-Structural Coupling 

Aircraft, like any flexible structure, exhibit many modes of 
vibration, each having an associated resonant frequency and 
mode shape. Figure 6 shows the exaggerated motion of a 
typical symmetric fuselage bending mode, which may have a 
resonant frequency of around 15Hz. Note that the FCS 
motion sensors are located to minimize the sensitivity to 
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such resonances. However, the aircraft will typically have 
many flexible modes and it is not possible to locate the 
sensors in an area which is isolated from the effects of all 
the resonances. Note also that many of the flexible modes 
will vary significantly in frequency and amplitude of 
response with any external or internal stores carried. 

FCS-structural coupling is a phenomenon associated with the 
introduction of a closed-loop controller into a flexible 
airframe. The FCS motion sensors detect not only the rigid 
body motion of the aircraft, but also the superimposed higher 
frequency oscillations due to the resonances, or 'flexible 
modes' of the structure. The high frequency component of 
the sensor output usually requires attenuation to avoid 
driving the aircraft's flying control surfaces and further 
exciting the flexible modes (Reference 5). 

Commonly, the structural coupling solution is to introduce 
electrical analogue or digital filters, for example notch 
(band-stop) filters, into the feedback paths. The major 
constraints on filter design are the need to meet specified 
stability requirements for the flexible modes, and the need to 
minimize additional phase lag introduced by the filters at 
'rigid aircraft' control frequencies. The effect of stores 
carriage on the flexible modes of the airframe results in 
changes to the modal frequencies and amplitudes, as shown 
schematically in Figure 7. Consequently, a 'narrow1 notch 
filter cannot accommodate the variation in modal 
characteristics. A wider notch is therefore required to 
reliably attenuate the high frequency signals associated with 
the flexible modes. Unfortunately the wider notch has more 
phase lag at the lower aircraft control frequencies than a 
narrow notch and can reduce the maximum instability which 
may be controlled, whilst meeting appropriate criteria for 
stability margins. In extreme circumstances, required 
instability levels may lead to 'narrow' notches being specified 
with the notch centre-frequency being scheduled with stores 
configuration. 

The carriage of a wide range of stores can therefore lead to a 
complex design problem: to provide an adequate structural 
coupling solution without too severe a phase penalty at 
aircraft control frequencies. This is further exaggerated for 
highly unstable aircraft, since the closed-loop incidence 

feedback gain, Ka, shown on Figure 4 is a function of 
unaugmented instability levels. The rigid body modes of 
such highly unstable aircraft require high FCS gains for 
adequate stability augmentation, yet the need to attenuate 
the flexible modes leads to a conflicting requirement for the 
design of the FCS gains. Additionally, phase advance filters 
in the feedback paths improve control at the rigid aircraft 
frequencies by reducing overall phase lag. However, these 
introduce additional gain at the higher frequencies, which 
adds to the structural coupling problem. Interdisciplinary 
understanding is therefore required to provide an overall 
solution which uses both phase advance and structural mode 
filtering to give a balanced design. 

BAe have, on previous fly-by-wire aircraft, incorporated a 
conservative approach to FCS-structural coupling stability 
margins. An overall gain margin of 9dB has been specified 
at structural frequencies, thus ignoring any phase 
information. Experience gained during the Experimental 
Aircraft Programme (Reference 4) has shown that the 
aerodynamic and structural models used to design the notch 
filters are sufficiently accurate to provide reliable phase 

information at the lower flexible aircraft frequencies. 
Relaxed stability margins for FCS-structural coupling can 
therefore be used, which allow reduced gain margins, 
provided there is adequate phase margin, up to a maximum 
closed-loop phase lag of 900°. The two different approaches 
are shown on Figure 8. The relaxed stability margins, 
known as 'phase stabilization', provides the following 
significant benefits: 

* Although notch filters may still be required, they 
are shallower and scheduling of the filters with 
stores configuration is not necessary; 

* The shallower notches result in reduced phase lag 
at rigid body frequencies, thus easing the aircraft 
control solution. 

3.   FLIGHT AT MODERATE AND HIGH 
INCIDENCE 

The above section has concentrated on the pitch axis FCS for 
an unstable combat aircraft. Many of the issues described, 
including levels of instability and FCS-structural coupling, 
apply equally to the lateral/directional axes. These axes 
present additional design challenges and further 
opportunities to review where stores carriage can have 
implications on the aircraft FCS design. 

The incidence available for aircraft manoeuvring may be 
limited by various phenomena, including: 

Lack of control power, 
Lateral  instability  at  high  incidence  such  as 
wing-rock arising from zero or negative dutch roll 
damping; 
Yaw-off arising from a reduction in directional 
stiffness. 

The carriage of a wide range of stores can contribute to each 
of the above phenomena. For example, asymmetric store 
release can introduce rolling moments due to both store mass 
and aerodynamic characteristics. The amount of control 
deflection required to balance the aircraft may increase with 
load factor to counteract inertia loads caused by the mass 
contribution to asymmetry. The control to balance the 
asymmetry may also increase with incidence, depending on 
the asymmetric aerodynamic characteristics. In conditions 
where control power is a limiting factor, the FCS can only 
provide limited augmentation. Provided there is enough 
control power, a closed-loop control system may be designed 
to improve the high-incidence lateral handling characteristics 
of the aircraft. 

3.1   Design of a High Incidence Lateral FCS 

This example addresses the lateral departure characteristics 
of a strike/fighter aircraft at high incidence (typically around 
CLirax). Figure 9 shows the incidence limits of the 
unaugmented aircraft for different stores configurations, 
based on a margin from the onset of lateral departure. The 
departure mechanism for the aircraft considered in this 
section is wing-rock for the 'clean' aircraft and light stores 
configurations, and yaw-off for heavy stores' configurations. 
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The influence of stores carriage on the aircraft lateral 
departure mechanism is probably best described by 
considering the simplified equation for Cn^: 

Cnßd^ = CnB-Clß.ic/i,.sina 

It is evident that the greatly increased roll inertia, i„ due to 
the heavy stores considerably reduces the C1B contribution to 
CnMjn (c'p is usually negative). This causes Cn^ to 
become negative at a much lower incidence than for light 
stores configurations with lower roll inertias, but with 
similar directional stiffness, 0% The Cn,^ characteristics 
are shown diagrammatically in Figure 10. 

A closed-loop controller may be designed to augment Cn6 by 
using sideslip feedback to rudder to make CnB more positive 
and alleviate the loss of stiffness of the basic aircraft at high 
incidence. When the aircraft considered in this section was 
fitted with a high incidence FCS such as the one described, 
flight testing confirmed that the aircraft was provided with 
much improved incidence limits. 

The above discussion has highlighted that the carriage of 
stores, and the effect this has on aircraft roll inertia, can 
significantly influence the lateral departure characteristics 
and hence the design of the aircraft flight control system. 

4.   SYSTEM INTEGRATION ISSUES 

The application of an integrated systems approach to design 
is gaining momentum and providing diverse benefits, which 
not only offer direct systems performance improvements and 
possible cost savings, but also enhance the weapons system 
performance by reducing space and mass requirements, and 
enable advanced configurations to be designed which would 
otherwise be non-viable. Whilst current applications have 
tended to be limited to single integration, for example flight 
control system and powerplant control system integration in 
ASTOVL research programmes (Reference 7), the 
implementation of a total vehicle management system is 
clearly on the horizon. A vehicle management system may 
integrate the functionality of several, traditionally separate, 
airframe systems, including perhaps the FCS and stores 
management system together with the navigation system. 

It is therefore imperative that engineers and technologists 
from widely differing fields understand how their respective 
disciplines interact. In such complex design situations, 
satisfactory design trade-offs will only be achieved if the 
multi-disciplinary influences are fully and widely 
understood. 

5.   CONCLUSIONS 

3.2   Controlled Post-Stall Manoeuvring 

Recent experimental programmes demonstrating post-stall 
manoeuvring in combat scenarios (for example the X-31 and 
F-16 MATV) offer enhanced weapon firing opportunities at 
the expense of energy loss and consequently, increased 
vulnerability. Whilst the operational effectiveness of this 
capability is still under debate, the technology is available. 
Through the use of alternative controls such as thrust 
vectoring, aircraft may be controlled at incidences well 
beyond those at which conventional aerodynamic surfaces 
cease to remain effective. Clearly the carriage of a wide 
range of stores in these regimes of flight will have similar 
implications on the FCS design as those described earlier. 

It is noted that whilst a great deal of effort has been applied 
to the development and demonstration of highly agile 
airframes, there has been comparatively little development 
of combined airframe and weapon agility. Indeed, McKay 
noted that there is currently a mismatch between the 
weapons and airframe capability (Reference 6). The tactical 
advantages of post-stall manoeuvring may thus be reduced 
once the perceived mismatch between airframe and weapon 
agility has been resolved. Whilst it is recognized that 
fundamental research programmes are required to explore 
new technologies, it is considered by the authors that this is 
possibly an area where the research is concentrating too 
tightly on airframe aspects without consideration of the 
trade-offs necessary during the design of complete weapons 
systems. 

This section is included to emphasise the need for fully 
integrated research programmes which respect appropriate 
trade-offs and provide answers applicable to the design of a 
complete weapons system. 

This paper has reviewed some of the capabilities and 
limitations of modem flight control systems. The impact of 
stores carriage and release on the aircraft flight control 
system has been described by reviewing the stores effects on 
aircraft aerodynamic, inertial, and structural properties. 

It has been shown that for highly unstable aircraft, the FCS 
gains may need to be scheduled with external stores 
configuration, to account for aerodynamic interaction 
between the stores and aircraft. The scheduling of FCS 
gains with stores configuration affects the size and cost of 
the FCS design task and can act as a significant factor in 
establishing the effort required to design and clear the FCS 
for flight. It has also been shown that hardware elements 
lead to an upper limit to the maximum static instability 
which may be adequately controlled. 

FCS-structural coupling has been described. It has been 
shown that the carriage of a wide range of stores can lead to 
a complex design problem in order to provide an adequate 
structural coupling solution, without imposing too severe a 
phase penalty at rigid aircraft control frequencies. This may 
be alleviated to some extent by the use of phase 
stabilization. 

It has also been shown that the carriage of a wide range of 
stores can result in different lateral departure characteristics 
at high incidence. Provided there is enough control power, a 
closed-loop control system may be designed to improve the 
high-incidence lateral handling characteristics of the basic 
aircraft. Additionally, it is recommended that future studies 
of post-stall technologies respect weapon limitations and 
provide information necessary for a balanced weapon system 
design. 

The concept of further systems integration was briefly 
reviewed. It is noted that wider understanding and 
appreciation of other disciplines  is required to ensure 
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appropriate trade-offs are made during the overall weapon 
system specification and subsequent design. It is hoped that 
by describing the implications that stores carriage and 
release has on the design of the aircraft flight control system, 
this paper has contributed to there being a wider 
understanding between disciplines. 
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SUMMARY 

A Computational Fluid Dynamics (CFD) technique 
based on a Vortex Lattice Method (VLM) is presented 
for treating the unsteady, low speed aerodynamics of a 
Wing/Fuselage/Pylon/Store (W/F/P/S) combination in an 
incompressible flow. The main emphasis is placed on a 
practical, cost-effective engineering solution of the 
complex problem with a reasonable computational 
efficiency allowing the computer code to run on small 
personal computers. The computational model 
presented in this study enables the calculation of the 
unsteady aerodynamic forces acting on a wing system 
undergoing a time dependent three dimensional motion. 
An unsteady, wing following and wake shedding 
procedure provides the transient wake shapes. 
Computed flow field simulations are presented for 
various unsteady and angle of attack conditions, 
involving pylon/store locations at various spanwise 
locations under the wing. The external store separation 
under the influence of the unsteady wake rollup behind 
the wing system is modeled by considering the full 
mutual interaction between the store and the W/F/P 
configuration. The results show that the method is 
capable of simulating the important features of the 
unsteady forces and wake development behind the 
W/F/P/S configuration. 

1. INTRODUCTION 

The modeling of the unsteady wake rollup behind a 
maneuvering Wing/Fuselage/Pylon/Store (W/F/P/S) 
combination and the store separation requires 
advanced computational techniques. A grid based 
approach seems to be computationally expensive 
requiring a grid update during the history of the flow 
field. On the other hand, the VLM (Vortex Lattice 
Method) approach is one of the most efficient tools for 
complex geometries as it uses only a surface grid which 
is relatively easy to generate (1,2,3). The VLM is 
basically one of many panel methods used by today's 
Aerodynamicist. In the present study, the VLM model 
of the three dimensional flow field was used to treat 
arbitrary maneuvers of a trapezoidal wing with and 
without an underwing store. A time dependent wing 
following and wake shedding procedure has provided 
the transient wake shapes and wing loading without 
utilizing the iterative wake relaxation procedure. A 
computer code, so called TRNVLM, enables the user to 
orchestrate the input motions of a variety of unsteady 
conditions. 

An underwing installations affect the performance 
characteristics of the wing. They are frequently a 
source of considerable adverse aerodynamic 

interference giving large increases in drag, variations 
in aerodynamic stability derivatives and change in 
flutter boundaries (4,5,6,7,8). An understanding of the 
wing-store interaction is central to determining the 
unsteady airloads, the safe store release and the sound 
generation characteristics. 

Separation effects occur when a store is released from 
an aircraft and its motion is temporarily influenced by 
the disturbed flow between the aircraft and the store. 
Separation effects testing involves releasing stores 
from an aircraft, one at a time, under controlled test 
conditions. A scenario which shows negligible 
separation effects under one set of delivery conditions 
may show large separation effects at different release 
conditions. The total number of external stores needed 
for store testing reaches upto a three digits store 
amount for complete store characterization (4,8). 

On the other hand, computer aided experiments will 
help the store designer to cut certain amount of 
possibilities before doing the full set of planned 
experiments. This study aims at providing a new 
computer aided analysis procedure that can be used to 
reduce the number of experiments for the store 
certification after the calibration and the validation of 
the computer code with various store testing studies. 

The scope of this paper is twofold: 1) The development 
of a numerical procedure based on the Vortex Lattice 
Method (VLM) to treat time dependent aerodynamic 
conditions of W/F/P/S configuration which moves along 
a prescribed path of motion, 2) The application of a 
simple computational approach to study unsteady store 
separation from an underwing pylon. Although the 
basic W/F/P/S configuration to be considered in this 
study is simple compared to more realistic 
arrangements, it will provide a first step to future 
where more realistic geometries including boundary 
layer effects will be used. 

2. NUMERICAL SIMULATION METHODS 

There are various theoretical and experimental 
methods to study the nonlinear aerodynamic 
characteristics of the wing and other aircraft 
components. However, the complexity of the flow 
require approximate models with reasonable 
engineering accuracy. Recent advances in techniques 
for exact solutions of the Euler equations and the full 
Navier Stokes equations require expensive computation 
time (9,10,11,12). The grid generation procedures still 
require very large programming efforts. The combined 
fluid dynamic problem of an external store carriage/ 
release and three dimensional wing leading/trailing 
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edge separations is highly complex and a challenge to 
the numerical predictor. 

For a maneuvering aircraft, the instantaneous state of 
the flow field depends on the time history of the aircraft 
motion. Detailed solution of the complete nonlinear 
fluid dynamics equations ( Navier Stokes Equations ) 
along time dependent flight paths requires the 
computational grid to cover large wake histories. 
Furthermore, during the store release, the grid update 
procedure at new store stations need extensive 
programming efforts and computing time. On the other 
hand, the use of simplified fluid dynamic equations 
while retaining the three dimensional nature of the 
aircraft geometry and its flight path is a realistic 
engineering approach for the problem associated with 
the carriage and the release of stores from an aircraft 
(13,14,15). 

The simulation of unsteady aerodynamics and the 
resulting wake dynamics due to a maneuvering aircraft 
is very complex and it is a very dificult task for today's 
Aerodynamicist. The presence of external stores 
complicates the overall flow field over the wing. During 
the complex maneuvering phases of the wing, the 
aerodynamic loads on the store are also modified. 

In this research investigation, a computational method 
based on the vortex ring element representation of the 
body surface was used to solve three dimensional 
unsteady flow field equations based on a Laplace 
Equation formulation. This method is based on the 
general Vortex Lattice Method (VLM) formulation ( 1,2). 
The VLM has not been developed yet to become a full 
surface panel method for complex configurations. 
However, wide applications cited in the literature 
makes the method an effective and practical 
engineering alternative to classical panel methods 
(1,2,3,14). Authors have aimed at developing an 
engineering code based on the Vortex Lattice Method 
ready to be used for practical applications. The present 
code is named as TRNVLM ( TuRkey Nonlinear Vortex 
Lattice Method ) in which the main emphasis is placed 
towards maneuvering solid bodies along the prescribed 
paths and the store separation modeling during the 
path of the body motion. The TRNVLM computer code 
is written in FORTRAN language and it is open to 
structural modifications. Currently it is running on a 
80486 type PC computer with a minimum required 8 
Mb RAM total memory. 

3. BRIEF DESCRIPTION OF THE FLUID 
DYNAMICS MODEL 

The following brief description is aimed at explaining 
the important steps of the numerical formulation. More 
details on the principals of the formulation can be 
obtained in the text book by Katz and Plotkin (14, pages 
422-431). The motion history of the W/F/P/S coordinate 
system (x,y,z) is assumed to be known and orchestrated 
in an inertial frame of reference (X,Y,Z). The relative 
motion of the origin of the W/F/P/S fixed frame 
reference is given by R0(x,y,z;t)and the instantaneous 

rotation angles are given by© (^g^;/) (See Fig.l) . 

It is assumed that the flow is incompressible, inviscid 
and irrotational over the entire flow field apart from 

Body fixed 
frame of reference 

Inertial frame 
of reference 

Figure 1. Research geometry and frames of references 
to describe the motion of the W/F/P/S configuration. 

the solid boundaries and its wakes. A disturbance 
velocity potential <&(x,Y,Z) can be defined in the 

inertial frame and the continuity equation becomes 

V2<I>-0 (1) 
The first boundary condition requiring zero normal 
velocity across the body's solid boundary is 

(v«& + v)'«-0 (2) 

where V is the kinematic velocity of the W/F/P/S 
surface due to the motion as viewed in the body frame 
of reference, and n is the normal vector to the surface 

in terms of the body surface coordinates. If we let V0 be 

the kinematic velocity of the (x,y,z) system's origin 

and Q be the rate of rotation of the body frame of 
reference, the boundary condition which requires zero 
normal velocity at each control point on the body is 
satisfied by the equation, 

(vO-Vo-v^-Qxr} •«,-() (3) 

where r(x,y,z)is the position vector in body (x,y,z) 

coordinates and v^ is the velocity due to an additional 

relative motion with respect to (x,y,z) system. This last 
velocity vector is needed during the application of the 
store separation from the wing to satisfy the boundary 
condition on the store surface. 

The second boundary condition for Eq. (1) requires that 
the W/F/P/S induced disturbance will decay far from 
the body. Hence, 

limV<E>-0 (4) 
r-*oo 

For the unsteady flow, the use of the Kelvin condition 
supply an additional condition that can be used to 
determine the streamwise strengths of the vorticity 
shed into the wake. The overall circulation, T , around a 
fluid curve enclosing the body and the wake is 
conserved, 

— -0    (for any t) (5) 

The solution of Eq. (1) with the above boundary 
conditions can be obtained by using Green's theorem 
which states that a general solution consists of a 
doublet and source distribution over the body surface 
and the wakes (14). However, as noted by Katz (2,14 ), 
for the lifting problem solution, the vortex distribution, 
which can be defined by doublets, is sufficient. In the 
present study, every surface is treated as a lifting 
surface and they were divided into panels. Then a 
vortex ring was placed on each panel (See Figure 2). 
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W/F/P configuration 
with Store A 

W/F/P configuration 
with Store B 

Figure 2. Example of a vortex lattice system on a 
W/F/P/S system 

The zero thickness wing lifting surface is divided into 
NxM (NxM=NW) vortex rings with streamwise 
panelling. Each vortex ring of an unknown 
strength, r • ,(j=l,NW) is bound to the 1/4 of the panel 

chord thus satisfying the Kutta condition. Similar to 
the wing surface paneling, fuselage is divided into 
NNxMM (NNxMM=NF) vortex rings with, rf. (j=l,NF) 

vortex strengths, pylon is divided into NNNxMMM 
(NNNxMMM=NP) vortex rings with, Tp., (j=l,NP) 

vortex strenghts. Finally, the external store surface is 
divided into NNNNxMMMM (NNNNxMMMM=NS) 
with, r, • (j=l,NS) vortex strengths. Nxxx and Mxxx 

values represent the number of panels in the spanwise 
and chordwise directions respectively. Two different 
store geometries are studied in this investigation. The 
W/F/P and Store A combination is used basically to 
study unsteady wake characteristics. On the other 
hand, the W/F/P and store B combination is used both 
in the investigation of the transient wing/store force 
characteristics and the store release analysis. The 
lattice model of the configuration with Store B consists 
of 261 vortex rings, with NW=100, NF=64, NP=25 and 
NS=72 (See Figure 2). 

The complete solution of the problem in terms of the 
unknown bound circulation strengths,  r^.r^.r^ 

andr  » is carried out by satifying Eq.3. The induced 

velocity, (d<p/dz)   , due to W/F/P/S ring vortices, the 

wing trailing edge wake and the wing tip wake 
elements is given at each control point by (14), 

(21-r WFPS 

T,    • 

1 1 

* NW 

r 1 NF 

+ [TEWI" + [TIPI" 

*NP r,..,. I|«w,m 

r 
.     NS 

(6) 

unit singularity distribution on a panel acting at the 
control point of another panel. The influence coefficient 
matrices are obtained by using the Biot-Savart law. If 
the W/F/P/S geometry is unchanging with time, 
|"wFps]remains constant, although [TEWl] and [TIPl] 

are varied due to wake evolution. In the case, where we 
study store separation, a relative motion between the 
store and the other bodies is important. Hence, the 
coefficients representing the influence of the store on 
other bodies must be updated at any moment, t. The 
kinematic velocity w > at eacn control point, is due to 

W/F/P/S instantaneous velocities, V and rotations,   Q . 
Then the final condition that satisfies Eq. 3 will be, 

W: I 0 (7) 

The influence matrix coefficients [WFPS}[TEWl] 

andpnpil in this equation represent the influence of a 

This equation yields a set of n (n=NW+NF+NP+NS) 
linear algebraic equations for n bound body vortex 
strengths. An indirect method, the Gauss Seidel 
iterative technique is used to solve the unknown 
intensities of the vortex ring elements. 

Vortex Wake Modelling 
The unsteady wake roll up behind a maneuvering 
W/F/P/S configuration is studied by properly accounting 
the local flow separation from the wing tip and trailing 
edges. The VLM approach is one of the most efficient 
tools among the typical and widespread singularity 
methods for the modeling of the unsteady wake 
structure. The ability of the method is well 
demonstrated in the literature (1,2). 

A lagrangian type wake shedding procedure is used. 
The modeling of the wake, which is shed from the wing 
tip and the trailing edge, is achieved by releasing vortex 
ring segments at each time interval from the 
corresponding edges. The vortex ring segments released 
at each time step, At, build the continuous wake 
structure behind the wing. The instantaneous wake 
deformation is simulated by calculating the velocities at 
each ring corner point. Then, based on an explicit single 
step Euler scheme, the vortex rings are moved. A very 
simple vortex core model ( core radius equals to 
0.001*CR) is used for the wake rollup procedure. 

The modeling of the flow separation from the bluff store 
geometry was neglected and left for the future study. 
However, the kinematic velocity of the W/F/P/S system 
defines the direction of the vortex filaments of the F/P/S 
trailing edge horseshoe vortices, representing the 
vorticity field shed from the fuselage, pylon and the 
store trailing edges. 

Unsteady Aerodynamic Loads 
The calculation of aerodynamic loads on the store 
during carriage and release requires complicated 
aerodynamic strategies. In the present investigation 
this task involves the following sources of effects; 
a) unsteady interference of the wing/store system, b) 
the disturbance on the store caused by the unsteady 
wake rollup, c) unsteady effects including store and 
wing rotations during release and maneuvering. To 
evaluate these interference effects, two computation 
tasks were carried out simultaneously, 1) the continues 
mutual interference evaluated by unsteady 
aerodynamics including wakes, 2) the resulting store 
motion by flight mechanics. 
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After the solution of the vortex circulation strengths, 
the unsteady surface pressures are computed by using 
the Bernoulli's equation. The pressure coefficients are 
given by the following relation (14), 

P-Prcf (v*): 

J-fv + ^+Qxfl VO- 
c><l> 

at 

(8) 
where prrf is the far field pressure andvref is the 

kinematic velocity defined as 

Vrf-V + Qxf+Vrf 0) 

The contribution of a vortex ring element with an area 
of AAk to the aerodynamic load, AFk is given by 

AFk--Cllk(]/2pv!^AAA (10) 

The resulting three dimensional forces and moment 
coefficients are obtained by integrating each panel 
normal force, AFt, along the body surface (14). 

Store Separation Analysis 
The store separation prediction techniques in use 
throughout NATO countries have already been 
discussed in the literature (4,6,8). These techniques 
may be discussed under three main categories: 
theoretical, empirical and analogy. The present study 
uses the theoretical approach. The theoretical store 
separation predictions utilize flow equations which can 
be either coupled or uncoupled to the equations of the 
store motion. By coupling the flow equations to the 
equations of motion, we can solve for the new altitude of 
the store at a specified interval of time and then use 
this new aircraft/store physical relationship to 
calculate a new flow field. In the present study, both 
the equations of flow and the equations of the motion 
are solved together. 

Meto and Kaykayoglu (16) have previously investigated 
the separation characteristics of a store after release 
from an aircraft by using a flow grid method combined 
with a classical panel method. The similar approach 
was also applied by Von der Broek (17 ). The computer 
code developed by Meto and Kaykayoglu applies panel 
singularity distribution over the surface of the F-4 type 
aircraft. The isolated store, after separation from the 
aircraft, moves through the nonuniform flow field 
consisting of the free stream plus the perturbation flow 
field created by the aircraft. The nonuniform flow field 
is defined at the mesh points of a three dimensional 
orthogonal grid covering the separation region of 
interest. Hence, the presence of the store has no direct 
influence on the perturbation flow field. The computer 
code numerically integrates the six degree of freedom (6 
DOF) equations of the store motion for a specified small 

time interval, At*, to arrive at a new store position in 
the flow grid system. Figure 3 shows two store 
separation scenarios studied so as to understand the 
effect of store spanwise location on the store trajectory 
characteristics. 

The separation prediction of an external store from the 
W/F/P system requires the evaluation of unsteady 
aerodynamic forces and moments on the store. These 
parameters depend upon the nonuniform flowfield 
around the W/F/P and the store motion itself. 
Deslandes (18) have outlined the concepts about the 
evaluation of aerodynamic loads on the external stores 
which is related to the aerodynamic coupling of four 

Figure 3. Store separation analyses by using a 
combined panel method/flow grid technique (16). 

main effects. Due to the first order effects present in 
the method used by Meto and Kaykayoglu, authors of 
the present paper has preferred to use a new approach 
which will be more realistic and accurate for the 
prediction of the store trajectory. This new approach 
enables continuous interaction between the W/F/P and 
the store. In the present study, we consider 1st, 2nd 
and some of the higher order effects to evaluate the 
unsteady aerodynamic loads on the external store as 
described by Deslandes. First order effects, which 
stands for the steady interference of the W/F/P and the 
airflow around the store, is valid during the 
advancement of the store over a time step which 
corresponds to the shedding of one row of wake vortices 
from the wing's trailing edge. Second order effects, 
which stands for the relative motion of the store and 
the W/F/P including instantaneous rotations are 
included fully in the formulation. Higher order effects 
due to wake rollup during unsteady maneuvers of the 
W/F/P combination are also taken into account. 

Aerodynamic forces and moments on the store are 
computed and then supplied to the 6 DOF equations of 
motion. The force and moment data are combined with 
the weight, moments of inertia and center of gravity 
information of the store. Then the equations of motion 
are solved by using a second order Runge Kutta scheme 
to predict the store's next position relative to W/F/P 
system. The time interval for shedding a vortex ring 
into the wake is divided into 20 equal time increments 
and At/20 is used as a time step in the Runge Kutta 
integration scheme. The force and moment 
characteristics are updated at each time step. A new 
store position is then used in the next time step when a 
new row of vortex rings are released from the wing tip 
and trailing edges. The computer simulation procedure 
is very much similar to the experimental technique so 
called Captive Trajectory System (CTS) (4). 

In the simulation procedures, aerodynamic force and 
moment coefficients have to be scaled to the actual 
flight conditions. The accelerations of the store model 
will be similar to the full scale flight conditions if the 
total forces and moments, mass, center of gravity and 
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moments of inertia are properly scaled to flight 
conditions (4). Vortex Lattice Method based computer 
codes are capable of simulating low speed, 
incompressible fluid flows if no transformation is used 
to introduce compressibility effects. Hence we can 
assume that the simulation is reasonably valid upto 
Mach number 0.3 (Ma=03). In the present 
investigation, we have used linear geometric and 
velocity scaling for the research configuration assuming 
Ma=0.1. Although the present store trajectory program 
provides reasonable store release scenario, the 
sensitivity of the method to many different variables 
should be further studied.: 

Computer experiments have been performed to predict 
the lift coefficient value as a function of angle of 
incidence for various rectangular wings having 
different Aspect Ratio.AR. The variation of the lift 
coefficient slope with the Aspect Ratio is presented in 
Figure 5a. The computed results agree well with the 
theroetical values obtained by Graham (20). The curves 
shown in Figure 5b are the predictions of the transverse 
loads on a rectangular wing having an AR= 1. In this 
Figure, the experimental results of Lamar (21) and the 
computational results of Fang and Luo (22) are also 
shown. The computational results of Fang and Luo are 
based on a Vortex Lattice type modeling, 

4. RESULTS AND DISCUSSION 

Figure 4 shows the research configuration featuring 
W/F/P/S setup in details. The research wing has an 
Aspect Ratio, AR=3 and zero thickness. The geometry of 
several classes of wing systems can be defined by 
parameters like sweep, camber and twist by the 
geometry module of the computer code prepared. 
Present investigation considers a trapezoidal wing with 
the relevant dimensions of CR/CT=3.28, S/CR=2 
and A - 35°. The W/F/P/S configuration is considered to 
be symmetric with respect to the plane shown in Fig. 4. 

As mentioned earlier, two store geometries were 
studied in our investigation. The store A has a 
symmetric ellipsoidal geometry and the store B has an 
ellipsoidal geometry with a tapered trailing edge. The 
location of the store installation under the wing is 
chosen with respect to the geometric center of the store 
measured from the origin of the body reference axis. 
The Store Aspect Ratio, SAR, Store Spanwise Location, 
SSL/CR, Store Transverse Location, STL/CR and Store 
Chordwise Location, SCL/CR are the main parameters 
used in this investigation. The pylon has a rectangular 
geometry. The geometry of the pylon can be defined by 
parameters like used in the wing system. And finally, 
the wing-fuselage interaction problem is handled 
similar to the work of Atta and Nayfeh [ 19 ]. 

\ \ \ \ \ \ \ 

1 1 

3D view symmetry 
plane "\l 

t\  SCL 

T 

i^STL 

Y— s/2 -~j 

side front 
Figure 4. Geometry of the W/F/P/S combination and 
important parameters. 

P 

Validation of the Computer Code.TRNVLM 
As means of establishing the credibility and the 
engineering accuracy of the computer code, TRNVLM, 
some basic applications of the steady and unsteady 
aerodynamics will be presented first. 
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Figure 5. Validation of the computer code, TRNVLM. 
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too. The predictions with TRNVLM computer code are 
very near to both results. The transient lift coefficient 
variation with time for various aspect ratio rectangular 
wings which are suddenly set into forward flight is 
depicted in Figure 5c. A steady state configuration of 
the near wake is reached for a dimensionless time,T, 
approximately equal to 6. A comparison of the steady 
state lift coefficient predictions between the present 
computer code and the computational code supplied by 
Katz (14) is shown in Figure 5d. The agreement 
between two codes are remarkable. 

The present computer code, TRNVLM is capable of 
predicting the unsteady wing loading during 
maneuvering flight along a three-dimensional 
prescribed path. The computer code, in its current state, 
simulates diving, climbing, pitching, heaving and 
rolling motions or combination of these motions where 
predictions by experiments and other computational 
techniques are limited. Furthermore, the unsteady 
aerodynamic problem associated with the release of a 
store at any instant of the maneuver can be modeled by 
the computer code. The examples presented in the next 
section serves mainly to understand the unsteady 
nature of both the flow field and the aerodynamic 
loading during the store carriage and release. 

Wake Development: Effect of angle of attack 
The near wake of an aircraft has major effects on the 
aircraft's aerodynamic characteristics, such as tail 
plane loads, wake induced turbulence on the 
approaching aircraft, wing presssures and store 
trajectory paths after the release. For this reason, it is 
essential that a computational code can model wakes 
accurately. 

Figure 6 shows an overall plan view of the 
instantaneous structures of the trailing edge wakes for 
different angle of attacks. The shed vortex rings deform 
continuously under the influence of W/F/P/S 
configuration. The continuous spill of the flow from the 
lower surface of the wing combines with the upper 
surface flow and then forms the classical wing tip 
vortices at high angle of incidences. The new flow field 
boundary conditions imposed by the store modifies the 
near wake structures by creating an additional 
longitudinal vorticity at high angle of incidence. The 
clockwise rotating wing tip vortex ( viewed from the 
rear) is augmented at higher angle of incidences. Along 
the wing/fuselage junction the wake is attached to the 
fuselage surface until it leaves the body. The similar 
vortex roll-up but in the counterclockwise direction 
takes place along the wing-fuselage junction as the 
wake develops in the streamwise direction. At 

a - 20° there exists an additional secondary vortex 
rollup in the clockwise direction starting at about three 
root chord distances from the trailing edge of the wing. 
Such kind of a wake character also appears for the 
negative angle of incidence. In negative angles of attack, 
the secondary vortex, rotating counter clockwise forms 
early at about two and a half root chord distance 
( viewed from the rear) and then spirals into a large 
vortex core. Similar type of vortex formations were also 
observed behind a wing/ trailing edge flap combination 
[18]. 

Figures 7 through 10 show the main features of the 
trailing edge near wake development in details as a 
function of angle of attack at a nondimensional time, 

trailing ec 
wake 

tip wake 

SAR=12 
SSL/CR=-0.434 
STL/CR=-0.163 
SCL/CR=0.652 

a -20° secondary 
vortex rollup 

■-TTT 

-H-i-tTTTTt : I   4-N 

a-10° 

a -0° 

a - -20° 1 secondary 
vortex rollup 

Figure 6. Computed shapes of seperated trailing edge 
wake structures behind the reserach configuration: 
effect of angle of attack. 

T= Ut/CR= 8.3. The pictures are presented at various 
view angles. Figure 7 shows the case fora -0° of 
incidence. The instantaneous wake structure is 
represented with the deformed shapes of the shed 
vortex rings. The side view of the complete wake 
development is shown in Fig. 7a. The transient wake 
development near the wing/fuselage juncture shows 
both a twist and also a light roll-up in the 
counterclockwise direction (See Figure 7b). The roll up 
of the trailing edge wake is viewed from the rear 
parallel to the wing's trailing edge in Fig, 7c. The wake 
is deflected down by forming a bowl shape under the 
continuous influence of the store. The wake exhibits a 
strong antisymmetry thus more likely to cause an 
antisymmetric and downward forces on the wing. 

Figures 8a-c present the wake structure for an angle of 
attack ( climb mode ) value, a - 10°. Figure 8a shows 
the side view of the streamwise vortex rings separating 
from the trailing edge. The distortion of the near wake 
due to the presence of the external store is shown from 
different view angle in Fig. 8b-c. There is no indication 
of a secondary roll up in the wake region. At a higher 
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positive angle of attack value, a - 20°, the lateral size of 
the wake, hence the extend of the rotational region, 
increases ( see Figures 9a-c ). The secondary rollup of 
the wake sheet with the influence of store complicates 
the wake structure. This new vortex mechanism 
controls the final wake shape by modifying the classical 
wake formation. 

The direction of the wake deflection is downward for 
the negative values of angle of incidence ( dive mode ). 
Figure 10 shows the instantaneous wake structure 
from different view points. The wake sheet deflects 
slightly upward near the trailing edge of the wing and 
then deflects downwards. The upward deflected wake 
shape with the presence of a secondary vortex, rotating 
in the counterclockwise direction between the wing tip 
and wing/fuselage junction, is the important character 
of the transient wing motion during the forward dive 
motion. 

Recently, Richason.Katz and Ashby (23) have 
investigated the interaction between two airplanes, 
large and small, flying along different paths by the use 
of an unsteady panel method. It was shown that the 
transient interaction between two airplanes causes 
significant changes on the time dependent forces. This 
is due to the unsteady nature of the bound wing vortices 
and the trailing edge wake developing behind them. 
The downwash induced by a large aircraft's wake 
modifies the aerodynamic loading on the smaller 
aircraft underneath. Hence, the interaction between 
two aircrafts are very much functions of the unsteady 
wake shapes. We believe that, the wake-aircraft 
interaction will be quite different under the continuous 
effect of an external store system on the developing 
trailing edge wake structure. 

Unsteady Wing and External Store Loading 
The transient development of the force coefficients for 
the wing and store geometries that were suddenly put 
into forward climbing motion is reported in this section. 
In the first part of the presentation, the wing lift 
coefficient variation due to the forward climb motion 
will be discussed. This discussion will be followed by 
presentation of the 3-D transient force development on 
the external store. 

The transient lift coefficient variation for the wing 
suddenly set into a climb motion without an external 
store is presented in Figure 11. The final wake 
structure behind the W/F/P configuration is also 
presented by using streamwise vortex filaments as a 
function of angle of attack. During the early phases of 
the motion, the rate of change of the unsteady force 
coefficient is very large. The lift coefficient reaches its 
steady state value under the transient effect of the 
starting wing vortex and also due to the change in 
downwash velocities induced by the wake. The initial 
lift build up continues almost three root chord distance 
of motion for all the cases investigated in Figure 11. 

Figure 12 depicts the transient lift coefficient 
development for the wing with an external store that is 
suddenly set into climb motion. In these cases, the 
length of the transient lift build up is a function of angle 
of attack. A relatively short length of transient lift 
development is obtained ata - 10°. The steady state lift 
value is reached after two root chord distance. The 
initial time length for the lift build up increases with 

the angle f attack.It is clear that the presence of the 
store modifies the initial lift variation by causing 
additional perturbations. The presence of the store 
dramatically reduces the lift values. This is primarily 
due to the changing wake characteristics as shown in 
the Figures. Of course, the change in the strengths of 
the wing bound vortices due to the store presence is the 
other major source of reason. 

The cross comparison of the stady state wing lift 
coefficient values with and without an underwing store 
are presented in Figure 13 as a function of angle of 
attack. The variation is almost linear for the range 0 to 
20 degrees. There is a negative lift value at 0 degree of 
incidence due to the presence of an external store. The 
lift coefficient values are reduced by more than 50% due 
to the wing-store interaction. 

Understanding of the transient force development on 
the external store is extremely important since the 
characteristic values set the initial conditions for store 
separation. For this reason the instantaneous pressure 
distribution over the store surface is integrated over the 
subsurfaces and the normal force values are 
determined. By resolving the normal force components 
in three directions, the transient force component 
history is obtained(See Figure 14). Figure 15 shows the 
variation of the external store force coefficient in the 
streamwise direction as a function of angle of attack. 
The x-component of the store force values are found to 
be all positive. The streamwise x-force component 
decreases as the climb angle increases. The transient 
nature of the force variation increases with the angle of 
attack value. The z- directional force values are positive 
and reach maximum values at higher angles of attack 
(See Figure 15b). Figures 16a-c presents the transient 
moment coefficients of the external store during 
forward climb motion. Although steady state levels are 
reached in a relatively short time for the 
M   and M  components, M„ coefficient needs longer 

times to reach a steady state level. 

Our calculations show that the transient force build-up 
on the store is different than the wing's transient lift 
development. Since, we assume that there is no wake 
shedding from the store geometry, the perturbations 
coming from both the neighboring bodies and the 
developing wing wake modify the transient force and 
moment history. 

External Store Separation 
The store separation analysis consisted of calculating 
the aerodynamic forces and moments on the store in 
several locations in the vicinity of the maneuvering 
W/F/P configuration. The authors solve for the new 
altitude of the store at a specified interval of time in the 
store trajectory and then uses this new W/F/P/S 
physical relationship to calculate a new flow field. The 
interaction aerodynamics is updated and the process is 
repeated for a complete store trajectory by using the 
new flow field. 

Figure 17 shows the transient wing normal force 
variation as a function of initial store position during a 
complete store separation scenario. The store initial 
position data are given in the Figure. The prescribed 
path of the W/F/P/S system is set to a dive mode with an 
angle of attack value -20 degrees. It is planned to 
release the store at a nondimensional time, T=2.6. The 
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whole configuration is assumed to continue its motion 
along the preset path after the store separation. As the 
W/F/P/S configuration set into a dive motion, a negative 
normal force starts to build up on the wing. Almost 99% 
of the steady state force level is reached by T=2.6. At 
this instant of time, store is released from the pylon. 
After the store separation, the negative force coefficient 
value drops sharply. Then it reaches a constant value 
near T=4.6. The separation effect is reflected on the 
transient force coefficient variation for 2 
nondimensional time units. A slight change in the 
relative store position results in a dramatic force 
variations (Observe the change in the force values for 
the initial store position #2). In the figure, we also show 
the the steady state force coefficient levels. These levels 
indicate the steady state values corresponding to the 
W/F/P/S configuration with no store separation. The 
store which is located closer to the wing tip will result 
in a relatively low steady state force level on the wing. 
The force coefficient reaches an asymptotic level after 
the store separation. Although it was not shown on the 
Figure, two asymptotic values which corrresponding to 
two different initial store positions will go to the same 
limit value as the W/F/P motion continues. Figure 18a 
shows the separation scenario for the store relased 
from position #1. The store trajectory path is shown at 
four selected instants of time. The streamwise vortex 
filaments are also presented in the pictures. Figure 18b 
shows the plan view of the position of the store at 

t = 2At*. The store pitches and also rotates around the z 
axis along its time dependent trajectory. 

Figure 19 shows the transient normal force variation as 
function of initial store position during a complete store 
separation analysis for the climb mode. The planning of 
the store release scenario is similar to the case 
described in Figure 17. After the store separation, the 
transient force coefficient shows a big peak under the 
influence of the changes in velocity potential value. A 
recovery takes place in a short time duration and the 
force coefficient attain a fairly constant value. Figure 
20a-b shows the instantaneous locations of the store 
after a release from the pylon. Figure 20a shows the 
store positions at four instants of time. The store 
travels a relatively long vertical distance compared to 
the case discussed in Figure 18. Furthermore, the 
rotations around the store mass center is augmented. 

Figure 20b shows the store position at t = 2At*. The 
store mass center moves laterally towards the fuselage 
as opposed to the case observed in the Figure 18. 

Figure 21 shows the transient lift coefficient variation 
for a W/F/P/S motion with 0(zero) angle of incidence. 
W/F/P/S configuration which is set into a forward 
sudden motion experiences negative force value under 
the influence of the transient wake rollup behind the 
wing. As soon as the store is released from the pylon 
(T=2.6), the force coefficient starts to level near a zero 
value. Hence, after the store separation, the clean wing 
enables the zero lift condition as expected. Figures 
22a-d show the different aspects of the store separation. 
Figure 22a shows the instantaneous side view of the 
wake structure prior to store separation. The wake 
sheet is deflected downwards causing a negative 
loading on the wing. Figure 22b shows the final wake 
shape well after the store separation. Figure 22d shows 
a perspective wiew of the wake. Finally in Figure 22c, 
the instantaneous store positions are shown at selected 
times. 

Roll and Pitch Motions During Steady Flight 
Figure 23a shows the wake oscillation patterns behind 
the W/F/P/S configuration undergoing a roll motion at 
zero angle of incidence. The roll amplitude is 10 degrees 
and the whole configuration sinusoidally rolls with 
respect to x axis. The oscillation reduced frequency 
isk =2nfCR/2U„=0.95. The sinusoidal roll motion of 

the system is reflected in the wake structure. The 
rollup of the tip vortex sheet disappears and wake 
vorticity field forms crests and troughs. The wavy 
nature of the wake continues with a growing nature. 

One of the simplest but yet an important maneuver is 
the oscillatory pitch motion of the system. The W/F/P/S 
configuration is put into a pitch mode with respect to 
wing apex with the same oscilation parameters chosen 
for the roll analysis. The final wake structure is shown 
in Figure 23b. 

Finally, the nature of the transient force coefficient 
during roll motion combined with/without a store 
separation scenario is shown in Figure 24. The motion 
characteristics are as follows:oscillation reduced 
frequency.k = 2jtfCR/2U„=108, the roll angle,,), . 2°, 

and the angle of attack,a » 20° (dive mode). The 
transient force coefficient oscillates with the same 
frequency of the roll motion. The store separation at 
T=2.6 slightly modifies the force values as opposed to 
drastic changes observed in Figures 17 and 19 

5. CONCLUDING REMARKS 

The topic of airframe/store compatibility is of major 
importance to both the aircraft and store designers. The 
aerodynamics problem associated with the store 
carriage/release are very complex. In this paper, we 
have aimed at presenting the capablity of a computer 
code, TRNVLM, for the simulation of this complex 
problem. The computer code offers a first look at details 
of the unsteady flow field due to store carriage/release 
that normally are not easy to obtain by experimental 
test techniques. 

The Vortex Lattice Model enabled the calculation of the 
transient wing lift characteristics with and without an 
underwing store. Only a single store position is studied 
to reveal the transient nature of the aerodynamic forces 
and moments for the forward climb motion. The 
continuation of this work should include the 
investigation of other store positions. 

The application of the VLM can be very useful in the 
study of store separation characteristics as long as the 
limitations of the methodology are kept in mind. 
Sample cases presented in this paper show that the 
post history of the wing transient forces after store 
separation is critical and should be studied in details. 

Presently, the authors are working on the program to 
build a more reliable and user friendly source code for 
the aerodynamic solution of the store separation 
problem. 
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(a) 

a = 10° 

Figure 8. Computed shape of a wake structure behind 

the W/F/P/S configuration fora - 10°; a) Side view of 
the near wake and deformation of the wake structure, 
b) Perspective details of the near wake with hidden 
vortex surfaces, c) Representation of the wake with 
streamwise vortex filaments. 

Figure 7. Computed shape of a wake structure behind 

the W/F/P/S configuration fora - 0°; a) Side view of the 
wake rollup. b) Perspective view of the wake evolution, 
c) Rear view of the wake with wire diagrams showing 
the vortex lattice structure, d) Rear view of the wake 
with hidden vortex surfaces. 

a - -20° 

Figure 9. Computed shape of a wake structure behind 

the W/F/P/S configuration fora - 20°; a) Side view of 
the wake rollup. b) Perspective view of the vortex wake 
evolution and the formation of the secondary vortex 
with the influence of the external store. c),d) Details of 
the near wake structure. 

Figure 10. Computed shape of a wake structure behind 

the W/F/P/S configuration fora - -20°; a) Side view of 
the wake rollup. b) Plan view of the wake evolution. 
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Figure 11. The transient lift coefficient of the wing after 
W/F    configuration was suddenly set into a constant 
speed forward climb motion. 
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Figure 13. Effect of an external store on the steady 
state wing lift coefficient variation as a funtion of angle 
of attack. 
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Figure 12. The transient lift coefficient of the wing after 
W/F/P/S configuration was suddenly set into a constant 
speed forward climb motion. 

SAR=8 

Figure 14. Underwing Store B geometry: force and 
moment components. 
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Figure 15a. The transient force coefficient, Fra, of the 

store after W/F/P/S configuration was suddenly set into 
a constant speed forward climb motion. 
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Figure 15b. The transient force coefficient, Fa, of the 

store after W/F/P/S configuration was suddenly set into 
a constant speed forward climb motion. 
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Figure 16a. The transient moment coefficient, M   , of 

the store after W/F/P/S configuration was suddenly set 
into a constant speed forward climb motion. 
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Figure 17. The transient force coefficient, F  , of the 

wing before and after the store separation during a 
constant forward dive motion: Effect of store position. 
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Figure 19. The transient force coefficient, F , of the 

wing before and after the store separation during a 
constant forward climb motion: Effect of store position. 

store   position    #1 

Figure 18. a)Instantaneous store positions at selected 
times, b) Plan view of the store position att* = 2At. 

Figure 20. a)Instantaneous store positions at selected 
times, b) Plan view of the store position att* = 2At 
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Figure 21. The transient force coefficient, F  , of the 

wing before and after the store separation during a 
constant forward zero angle of attack motion. 
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Figure 23. a) Perspective and the side view of the 
computed vortex wake structure behind the W/F/P/S 
configuration performing sinusoidal roll motion, 
b) Perspective and the side view of the computed vortex 
wake structure behind the W/F/P/S configuration 
performing sinusoidal pitch motion. 
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Figure 22. a)Instantaneous wake structures before the 
store separation, b) Instantaneous wake structures 
after store separation, c) Store positions. d)Perspective 
view of the wake showing the pre and post store 
separation effects. 

Figure 24. The transient force coefficient, F   , of the 
cz 

wing before and after store separation during a roll 
motion with forward dive motion. 
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FOR PREDICTING FLUTTER OF FIGHTER AIRCRAFT WITH EXTERNAL STORES 
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SUMMARY 

An analysis of steady wind tunnel data, obtained for a 
fighter type aircraft, has indicated that shock-induced 
and trailing-edge separation play a dominant role in 
the development of Limit Cycle Oscillations (LCO) at 
transonic speeds. On the basis of these data a semi- 
empirical LCO prediction method was developed. Its 
preliminary version has been applied to several con- 
figurations and has correctly identified those which 
have encountered LCO. It has already shown the po- 
tential for application early in the design process of 
new aircraft to determine and understand the non- 
linear aeroelastic characteristics. In the present pa- 
per this method is upgraded on the basis of results 
of unsteady wind tunnel force and pressure measure- 
ments obtained from on oscillating fighter type wings. 
In particular, an aerodynamic nonlinear state-space 
model embedded in the LCO prediction method will 
be demonstrated. The developed aerodynamic model 
is a semi-empirical, unsteady, nonlinear model which 
makes use of these experimental steady and unsteady 
data. Validations are presented for various fighter con- 
figurations by comparing calculated LCO results with 
information from flight test data. 

1.    INTRODUCTION 

Requirements of fighter aircraft to operate with high 
maneuverability in the transonic speed regime in- 
crease the potential to encounter a transonic nonlinear 
flutter, known as limit cycle oscillations (LCO). LCO 
is a limited amplitude self-sustaining oscillation pro- 
duced by a structural/aerodynamic interaction. The 
phenomenon is related to buffet but has characteris- 
tics similar to classical flutter in that it usually oc- 
curs at a single frequency. From an operational point 
of view, LCO results in an undesirable airframe vi- 
bration that limits the pilot's functional abilities and 
produces extreme discomfort and anxiety. More im- 
portantly, targeting accuracy is degraded, e.g. wing 
mounted missiles cannot be fired because of high lev- 
els of wing motion that prevent target lock-on. 

As an example a recording is shown in figure 1 of 
LCO of a fighter aircraft which was encountered dur- 
ing flight flutter tests <-1\ LCO is characterized by an 

almost harmonic oscillation which appears at Mach 
numbers ranging from 0.8 to 1.1, and at moderate 
angles-of-attack depending on the Mach number, but 
usually less then 10 deg. The flow conditions dur- 
ing this type of LCO are characterized by mixed at- 
tached/separated flow (Fig. 2) (2\ Lowly damped vi- 
bration modes tend to respond provided they have the 
proper characteristics to couple with this type of flow. 
This coupling frequently occurs near flutter bound- 
aries, which implies that classical flutter predictions 
with linear theory may be applied as a guide for iden- 
tifying lowly damped modes in the transonic speed 
range that might be sensitive to LCO. 

Currently there are several aerodynamic computer 
codes available to predict the unsteady loading in sub- 
sonic, transonic, and supersonic inviscid flow. How- 
ever, codes capable of dealing with the transonic 
speed range with regions of separated flow and shock- 
wave/boundary-layer interactions have not yet been 
developed to an acceptable level of reliability. 

In response to the need to improve the accuracy of 
unsteady aerodynamics and flutter predictions and to 
reduce the time and costs of flutter clearance of the 
many store configurations of a fighter aircraft, an in- 
vestigation was started as a cooperative effort between 
NLR and Lockheed Fort Worth Company (LFWC) to 
understand the nature of LCO experienced by fighter 
aircraft maneuvering at transonic speeds. This inves- 
tigation has been funded by the US Air Force, The 
Netherlands Ministry of Defense, LFWC, and NLR. 

LNCH MISSILE(B) MISSILE(A) 

LOADING: LNCH / MISSILE(B) / MISSILE(A),   M=0.90, ALT. = SK FT. 

IISI .  - -.1-  I  |-tM^  ■ 

Fig. 1  Recording of accelerometer during flight flutter 
testing of fighter-type aircraft. 

Paper presented at the AGARD FDP Symposium on "Aerodynamics of Store Integration and Separation", 
held in Ankara, Turkey from 24-27 April 1995, and published in CP-570. 
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Fig. 2 Type of flow regions encountered. 

The investigation existed of an extensive wind tunnel 
test program (3'4) with oscillating models which has 
been completed now, and the development of a semi- 
empirical method for predicting LCO characteristics 
of full-scale aircraft. The wind tunnel data are being 
used in some form in the development of this semi- 
empirical method. 

An analysis of steady wind tunnel data, obtained for 
a fighter type aircraft, indicated that shock-induced 
and trailing-edge separation form nonlinear mecha- 
nisms which play a dominant role in the development 
of LCO at transonic speeds. On the basis of these 
data a semi-empirical prediction method was devel- 
oped, which has been extended to include the use of 
unsteady data from the above wind tunnel test pro- 
gram. A preliminary version of the method was dis- 
cussed in reference 5. 

This paper will present the prediction method in its 
most recent formulation, especially the aerodynamic 
model which is embedded in the method. Also valida- 
tions are given comparing calculated results for var- 
ious fighter configurations with measured flight test 
data. 

2.   FLUTTER PREDICTION 

As stated already, classical flutter predictions employ- 
ing linear transonic aerodynamics may be applied as a 
guidance to establish LCO sensitivity. An example of 
such flutter predictions for a fighter aircraft is shown 
in figure 3 W. The applied aerodynamic codes were 
FTRAN3 (6'7) developed by NLR for oscillating three- 
dimensional wings in transonic attached flow, and the 
well-known subsonic doublet lattice method. The re- 
sults in figure 3 were all computed with the doublet 
lattice method, except for the critical modes near 5 Hz 
for which also the damping curves calculated with 
FTRAN3 were plotted. 

The results show that there exists indeed a noticeable 
transonic effect, although the flutter speed is hardly 
affected, probably because the reduced frequency is 
fairly high. It may be concluded that as long as the 
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Fig. 3  Influence of transonic airloads versus subsonic 
airloads on calculated flutter characteristics. 

the flow across the wing remains attached, conven- 
tional linear subsonic aerodynamics are sufficient. 

3.   NONLINEAR AERODYNAMICS 

In order to identify the important nonlinearities in the 
aerodynamic forces that could drive LCO, steady pres- 
sure data of a full-span wind tunnel model of a fighter 
aircraft were analyzed at NLR which were made avail- 
able by the aircraft manufacturer (8). The objective of 
that test was to obtain pressure data for investigating 
the role of shock-induced trailing-edge separation in 
LCO. Pressure data were acquired on the wings, the 
horizontal tails and the fuselage for the following test 
conditions: Mach number ranging from 0.90 to 0.96, 
with increments of 0.01, and angle-of-attack ranging 
from 0 to 10 deg, with increments of 0.5 deg. 

s© WING STATION NO 

Fig 4  Location of pressure orifices and corresponding 
panels on the model wing planform. 
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LEF = 0 DEG 

0.0        6.0        12.0 

Fig. 5 Steady lift and moment coefficients at station 1 
as function of Mach number and angle-of-attack 
at leading-edge flap setting 0 deg. 

UPPER 

LEF = 0 DEG 

M = 0.92 
LOWER 

Fig. 7 Steady pressure distributions at station 1 as function 
of angle-of-attack and constant Mach number (M = 0.92) 
at leading-edge flap setting 0 deg. 

LEF = 0 DEG 

Fig. 6 Steady lift and moment coefficients at station 6 
as function of Mach number and angle-of-attack 
at leading-edge flap setting 0 deg. 

UPPER 

LEF = 0 DEG 

M = 0.92 
LOWER 

0.0 0.5 1.0 0.0        0.5 1.0 

Fig. 8  Steady pressure distributions at station 6 as function 
of angle-of-attack and constant Mach number (M = 0.92) 
at leading-edge flap setting 0 deg. 

During these tests different tip launchers and leading- 
edge flap settings were also included in the configura- 
tion matrix. The wing planform of the wind tunnel 
model provided with pressure orifices is shown in fig- 
ure 4. Also shown is the panel distribution used in 
the chordwise and spanwise integration to calculate 
sectional and/or generalized aerodynamic forces. 

Results of the NLR analysis are presented for one type 
of tip launcher and one leading-edge flap setting. In 
figures 5 and 6 the steady normal force and moment 
sectional coefficients are shown for stations 1 and 6 
(most inboard and outboard, respectively) as function 
of angle-of-attack (0 to 10 deg), Mach number (0.90 
to 0.96) and leading-edge flap setting of 0 deg. The 
coefficients for the intermediate stations show a grad- 
ual transition. It will be clear that the coefficients in 
station 1 do not show any irregular behavior, whereas 

in station 6 both the lift and moment coefficients show 
rapid changes in short intervals of the angles-of-attack 
(centered on about 5 to 7 deg) in the greater part 
of the Mach number interval. These rapid changes 
are typical of those described in reference 9 that were 
shown to drive LCO. 

To analyze the kind of pressure distributions which 
lead to the rapid changes in the section aerodynamic 
coefficients, the pressure distributions on the upper 
and lower wing surface in stations 1 and 6 at Mach 
number 0.92 are presented in figures 7 and 8. The 
pressure distribution at the upper surface in sta- 
tion 1 shows a very gradual development with angle- 
of-attack, with a small upstream shift of the shock 
along with a slight trailing-edge flow separation at 
the highest angle-of-attack. At station 6 a strong up- 
stream shift of the shock starts at about 5 to 7 deg 
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coupled with a rapidly developing flow separation at 
the trailing-edge. This occurs after a merging of the 
weaker nose and aft shocks into a much stronger sin- 
gle shock that induces the extensive separation as is 
discussed in detail in reference 10. The shock motion 
also reverses at this point which coincides with breaks 
in the sectional lift and pitching moment coefficients. 
The pressure distributions on the lower side show only 
very gradual developments. 
For the other type of tip launcher and leading-edge 
flap settings the same kind of trends were observed. 

4.   LCO PREDICTION METHOD 

The development of the LCO prediction method will 
be given in this section. The applied aeroelastic equa- 
tions of motion, and implementation of nonlinear aero- 
dynamics involved with transonic LCO will be dis- 
cussed followed by a description of their solution pro- 
cedure using a time-marching approach. 

4.1    Aeroelastic Equations of Motion 

An adequate description of the displacements of the 
unrestrained aircraft structure is obtained by taking: 
1) the flexibility matrix of the free-free aircraft struc- 
ture to describe the mean displacements and 2) a 
set of symmetric and antisymmetric natural vibra- 
tion modes as generalized coordinates, completed by 
adding the rigid body modes. The equations for mean 
displacements are expressed then in matrix form as: 

{hm} = [CFF]{Fa} (1) 

where hm is the vector of mean displacements, CFF 

is the "interpolated" flexibility matrix for the aerody- 
namic control points which is obtained from the flex- 
ibility matrix based on the structural control points, 
and Fa is the vector of mean aerodynamic loading. 
The equations of motion are expressed in matrix form 
as: 

MR 

0 

0 
0 

0 
ME 

0 
MEOJI {   ql   j = {   LE   j ' 

0 
2(,EMEU>E ]{£}♦ 

(2) 

where M is the generalized mass matrix and q is the 
vector of generalized coordinates. The indices R and 
E refer to the rigid body and elastic modes and their 
number is NR and NE , respectively. C and u> are the 
damping factor and natural frequency of each elastic 
mode. Li is the generalized aerodynamic force for the 
i-th coordinate. 
The mean aerodynamic load distribution Fa is formu- 
lated as: 

Fa = \pV2   I     Cpn 1       JAS 

in which \pV2 is the dynamic pressure, Cmr(x, y, am) 
is the pressure distribution over the wing depending 
on the angle-of-attack distribution am, and AS is the 
panel area. 
The generalized aerodynamic force for the i-th coor- 
dinate, Li, is defined as: 

Li = \PV2 J M*. v)C;{x,y,a(t))dS, (4) 

where (f>i(x,y) is the natural mode shape and 
C*{x,y, a(t}) is the differential pressure distribution 
over the wing, 

C*p{x,y, a(t)) = Cp{x,y, a{t}} - CPm(x, y,am),      (5) 

depending on the angle-of-attack distribution a. This 
distribution is expressed by: 

a-ctm + Aa, 

&m — °Cp T   Q    "m> 

*r_ i AT-   ^ ' 

(6) 

(7) 

(8) 
NR+NE 

ap is the prescribed angle-of-attack, and Aa the time- 
dependent variation at point x, y. 
Expression (5) is used to make a distinction be- 
tween the mean pressure distribution resulting from 
nonoscillatory deflections, CPm (which, like am, may 
be a function of time), and the oscillatory pressure 
distribution resulting from oscillatory deflections, C*. 
For, the oscillatory deflections are the subject of the 
present investigation, and may eventually lead to 
LCO. In the simulation process CPm is calculated by 
feeding Cp into a low-pass numerical filter. 
The pressure distribution C* in expression (4) to (5) is 
a time-dependent nonlinear function of a. It are these 
relations by which the aerodynamic peculiarities asso- 
ciated with shock motion, flow separation, etc. enter 
the equations of motion (2), weighted by an appropri- 
ate mode shape <j>i. The algorithm to determine Cp is 
discussed in section 5. 

In the numerical solution of the equations of motion 
the aerodynamic forces Fa and Li are discretized as 
follows: 

r! = \pV*(CPm(x,y,a.))kASk, (9) 

{x,y,am)dS, (3) 

and 

Li = ±pV2y£(<f>i{x,y)C;(x,y,a{t)))kASk,      (10) 
1 k 

in which ASfc is the k-th panel area, and (CPm) in 
expression (9) and the product (<^,C*) in expression 
(10) are taken constant over the whole k-th panel, be- 
ing evaluated at the (x, y) position of the k-th pressure 
orifice. Because of the nonlinear aerodynamics, these 



25-5 

forces have to be evaluated for both right and left wing 
and added correctly at each time step of the time sim- 
ulation. It should be noted that in the present study 
only aerodynamic forces on the wing have been taken 
into account and those on the wing stores, fuselage 
and empennage surfaces have been ignored. 

Before solving, the complete set of equations of mo- 
tion (1) and (2), the expression (2) are brought into 
state space form. Writing equation (2) as: 

[M] {q} + [C] {q} + [K] {q} = {L(q, q)} , (11) 

their state space form is: 

{s} = [Mr1«^)}-^}-^?}), 
{q}    =    {*}, (12) 

LCO configuration (oscillating outboard wing) 

and the working form is: 

{*} ={Ä\{x}+ [B] {u} , (13) 

where A and B are constant matrices that result from 
the change of the variables x = [s, q] and u is the 
generalized force L{q,q). 

The influence of mean deformation enters the calcula- 
tions through a simple iterative matrix multiplication 
procedure based on equation (1). If the flight con- 
ditions are hold constant and the mean deformations 
are within an assigned accuracy the latter are frozen. 

The aeroelastic time-marching solution procedure ap- 
plied to integrating equation (13) is similar to that 
described by Edwards et al (n\ The final result of 
the time integration process is the variation of the 
generalized coordinates q and their time derivatives 
as functions of time. 
They can easily be reduced to quantities of practical 
interest, like wing tip acceleration, pilot seat acceler- 
ation, etc. 

5.   AERODYNAMIC STATE-SPACE MODEL 

The use of unsteady aerodynamic data obtained from 
harmonically oscillating wind tunnel models for pre- 
dicting time varying airloads for arbitrary motions is a 
practical means for solving aeroelastic problems where 
the aerodynamic characteristics are highly nonlinear. 

The present unsteady aerodynamic model comprises 
a state-space modeling of the unsteady pressure data 
obtained from the wind tunnel test program with os- 
cillating fighter type wings. 

The objective ofthat test was to obtain unsteady pres- 
sure data for the same test conditions mentioned for 
the steady pressure measurements (8K During these 
tests, different launchers, missiles and flap settings 
were included in the configuration matrix. The wing 
planform of the wind tunnel model (Fig. 9) and loca- 
tion of pressure orifices were essentially the same as 

o LOCATION 
ACCELEROMETERS 

STRAKE ♦ FUSELAGE. FIXED TO TURNTABLE 

MISSILES 

TIP LAUNCHER 

PITCHING AXIS 

LOCATION PRESSURE 
ORIFICES   

Fig. 9  Wind tunnel model of fighter type wing for 
LCO investigation. 

shown in figure 4. In figure 10 the wing panel is shown 
in more detail. Support was provided through a semi- 
span balance beam which was in turn supported by 
bearings mounted on the sidewall turntable. The hy- 
draulic actuator, also mounted on the turntable, pro- 
vided the oscillatory pitching excitation of the wing 
panel. Model mean angle-of-attack was then con- 
trolled through positioning of the sidewall turntable 
indepent of the hydraulic actuator position. 

Outboard wing panel 

WINOTUNNEL SIDE WALL - 

TURNTABLE . 
WING BALANCE 

LOCATION PRESSURE 

ORIFICES 

BEARINGS 

0   ACCELEROMETERS 

Fig. 10 Wind tunnel model of fighter type wing 
(Outboard Wing Panel and Support). 
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CONF.:   A.     UPPER WING SURFACE. 

MACH - 0.93.     FREQ.   - W Hz.    da   - 0.47 DEG,   k - 0.183 

0.9-r 

CN 
► -  mean values 

"1/4 
- -♦- - mean value« 

ALPHA (deg) 
-0.14-1- 

I- ALPHA (deg) | 

Fig. 11  Lift and moment section coefficients in WS6 
as function of angle-of-attack (M = 93). 

Specific requirements of the LCO wind tunnel test 
were to provide: (1) steady mean data for reference 
conditions unique to the LCO wind tunnel model ge- 
ometry and test setup; (2) harmonic unsteady data 
with sufficient incidence and Mach number resolution; 
and (3) time history recordings of unsteady data. 
Correlations of the steady pressure data from the 
semi-span test with those of the full-span test (8) 
showed very good agreement in spite of differences 
between the model and test setup. It was possible to 
reproduce the incidence and Mach sensitive character- 
istics in detail sufficiently enough to conclude that a 
good match between the two wind tunnel tests was 
achieved. 

As an example hysteresis loops of integrated lift and 
moment coefficients are shown in figure 11 for various 
mean incidences and compared with the steady value 
curves at station 6 for Mach number 0.93. The direc- 
tions in which the loops are passed are indicated. It 
appears that the direction of the lift coefficient loops 
is counterclockwise for mean incidences up to 6.5 deg 
and becomes clockwise for incidences from 6.5 deg on. 
The moment coefficients for M = 0.93 are character- 
ized by counterclockwise loops for incidences up to 
4 deg (positive damping), and by clockwise loops from 
4 deg up to 8 deg (negative damping), except for the 
incidence at 7 deg where the orientation of the loop is 
changed to counterclockwise (positive damping). The 
moment coefficient loops appear to track clearly the 
slopes of the mean value curves. Negative slopes show 
a counterclockwise loop and positive slopes a clock- 
wise loop. The observed trends of lift and moment 
coefficients are similar to the investigation presented 
in reference 12. 
Similar hysteresis loops were found for the other wing 
stations and flow field conditions. On the basis of the 
observed unsteady trends a state-space modeling of 
the unsteady pressure data was chosen. 

'FS 

cF(t) = cFl + cF2 

CF =  CF,  +  CF2 

CFi  +  a1 CF   =   f1 (q.q.q) 

CF2 +  a2CF2 +  a3CF2   =   f2 (q,q,q, ACFg) 

Fig. 12  Generalized "ONERA" unsteady aerodynamic stall 
model concept. 

The basic model was developed by the Office National 
d'Etudes et de Recherches Aerospatiales (ONERA) for 
loads at rotor blade sections operating in or near 
stall conditions (13 t0 19\ This concept has been ex- 
tended by NLR to individual pressures for a three- 
dimensional wing as a part of the current investigation 
on predicting LCO characteristics of fighter aircraft. 

The following subsections will first present an intro- 
ductory discussion of the basic technique concept used 
by ONERA for fitting aerodynamic loads data. This 
will be followed by a condensed description of the NLR 
unsteady pressure model and its applications. 

5.1    ONERA Unsteady Aerodynamic Model 

The ONERA model is a semi-empirical, unsteady, 
nonlinear model which uses experimental data to pre- 
dict aerodynamic forces on an oscillating airfoil which 
experiences dynamic stall. The model incorporates 
a single lag term operating on the linear part of the 
airfoil's steady force curve, and a two lag term oper- 
ating on the nonlinear portion of the airfoil's steady 
force. The model was later investigated by Peters (17) 
who differentiated the roles of angle-of-attack due to 
pitch, 6 and plunge, h, and by Petot k Dat <18) to re- 
formulate the differential force equations so that they 
reduce to the Theodorsen formulation in the case of a 
flat plate in a perfect flow. 
The basic principles and equations used in the dy- 
namic stall model are illustrated in figure 12. The 
variations of the functions CF, and Cjn(r) are typical 
of two-dimensional lift near and at stall where CF, is 
the steady force and CF{T) is the dynamic force re- 
sulting from unsteady wing motion. The three equa- 
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tions shown in figure 12 are the generalized differential 
equations necessary to establish a nonlinear relation- 
ship between CF{T) and the displacement variable q 
(which is typically angle-of-attack, a). The final form 
of the model incorporates all terms that are needed to 
fit the theoretical Theodorsen coefficients in the case 
of a flat plate in a perfect flow (18); 

CF(r) 

CFAT) 

CFy {r) + a1CFy{T) 

CFl(r) + CF2{r), (14) 

CFI{T)+CX a+c2*e   (15) 

ai(cFlin(a) + b2ö) + 

*(^ä+*/**) (16) 

CV2 (T) + a2 02 (r) + a3CF2{r) = 

dACF{a) 
da «3 ACF{a) + di 

and 

ACF,(a)    =    CF,(a)-CFltn{a), 

(17) 

(18) 

where a = 9+ h/b,    ( )= <9( )/dr and r = Ut/b. 
The parameters 0,1,0.2,0.$ and 61,62 and ci,c2 and d\ 
must be determined empirically by parameter iden- 
tification techniques.   A physical meaning for these 
equations will be described briefly. 

The first equation (14) simply states that the nonlin- 
ear function CF(T) is the sum of a linear part, CFI(T), 

and a nonlinear part, CFi{r). CFI(T) is defined by the 
linear part of the CF, = CFlin curve (Fig. 12). The 

EXPERIMENT SMALL 

AMPLITUDE Aa 

iar. M. k) RANGE 

DATA 

REDUCTION 

FOURIER 

■H TRANSFORMS 

DETERMINE PARAM'S 

GIVING BEST FIT TO 

LINEARIZED EQUATIONS 

FOR EACH ar, M 

EXPERIMENT 

STATIC TEST 

(Or, M) RANGE 

DATA 

REDUCTION 

DETERMINE 

EXPERIMENT DYNAMIC 

SEPARATION 

DATA 

REDUCTION 

SOLVE FULL 

EQUATIONS FOR 

GIVEN CONDITION 

DETERMINE 

EXPRESSIONS 

FOR PARAM'S 

Fig. 13  Evaluation of parameters and comparison of 
calculated results with experimental data. 

determination of CFl (r) is obtained through the sat- 
isfaction of the conditions posed by the equations (15, 
16), where CFl(r) is further refined to include the 
circulatory terms (CFy) and non-circulatory terms. 
These equations alone, when used in the linear re- 
gion, provide a full accounting of the unsteady aero- 
dynamic effects including time lag and flow inertia ef- 
fects. These effects are analogous to the Theodorsen 
function in two dimensional oscillatory aerodynamics. 
The unknown parameters oj, 61 and 62 represent a 
time delay, a pitch rate delay and a phase shift. c\ 
and c2 are unknown "relative mass" parameters, a is 
the instantaneous angle-of-attack and 9 is the instan- 
taneous pitch angle. These last two terms are deter- 
mined with the expressions (6-8). 
CF2(T) (17) has to be determined when the character- 
istics depart from the linear variation CFlin as shown 
in figure 12. Equation (17) is essentially the same as 
that governing a damped spring-mass system with a 
known nonlinear right hand side forcing function. The 
nonlinear feature is represented by the ACF, function 
which describes the departure of the nonlinear steady 
CF, curve from the linear curve, CFiin, as shown in 
figure 12. The unknown a2 and a3 parameters rep- 
resent a "damping" and "stiffness" (or "frequency") 
respectively for the equivalent spring-mass system. Fi- 
nally, the unknown parameter d\ is another phase shift 
specifically for the nonlinear effects. 
Additional conditions for the parameters are: a\ > 0, 
a2 > 0, a3 > 0 and 4a3 > a\. These conditions 
are needed to avoid instabilities and hence facilitate 
the fitting procedure. 

Evaluation of the parameters ai,a2,a3 and 61, 62 and 
ci,c2 and d\ is possible using e.g. results of model 
tests in the wind tunnel during which the aerodynamic 
loads have been measured due to oscillatory motions 
with small-amplitude Aa about some mean angle, ar. 
The values of the eight parameters are considered as 
constants during the small-amplitude motion, whereas 
CF, is variable. The measured loads are first Fourier 
analyzed to determine the real and imaginary compo- 
nents of the Fourier harmonics. The fitting procedure 
by which the eight parameters are evaluated takes ac- 
count of these harmonics. During arbitrary wing mo- 
tions e.g. LCO, the values of the parameters are not 
considered as constants any more. Therefore, the fit- 
ting procedure has to be repeated for a range of values 
ar which is dictated by the expected arbitrary wing 
motions. 
In this way a complete description is obtained of the 
unsteady loads in the time domain for any flow condi- 
tion within the data base using only the eight param- 
eters and the characteristics of CF, ■ Having obtained 
these parameters, the governing equations (14-18) can 
be solved to generate the unsteady aerodynamic loads 
for an arbitrary time history of cv. The entire sequence 
is diagrammed in figure 13. 
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hysteresis loops 
aft shock 

(SITES) 

Fig. 14   "NLR" state-space pressure model concept. 

5.2    NLR Unsteady Pressure Model 

The NLR unsteady pressure model follows along the 
logic discussed above for the ONERA model for un- 
steady forces. The objectives of both approaches are 
the same where it is desired to predict nonlinear un- 
steady aerodynamic forces or pressures for arbitrary 
wing motions. A discussion of these parallels follows. 

The basic principles in figure 14 and the equations 
(14-18) are essentially the same as those for the 
ONERA model, but now applied to the individual 
pressures over the wing area. The nonlinear variation 
of Cp(r) is the sum of two parts CPI(T) and CP2(T), 

where the former is primarily governed by the slope of 
Cpiin and the latter by ACP,, the difference of Cp$ and 
CPHn. In the same way as for the ONERA model the 
position of CPlin was determined originally by the lin- 
ear variation of Cp, with or for conditions of attached 
flow (small incidences) where no changes occur in flow 
fields such as shock passages and Shock-Induced and 
Trailing-Edge Separation as illustrated in figure 14. 
However, taking into account correctly the local non- 
linear features of flow fields such as shock passages, 
etc.    (Fig. 14) at higher incidences, the meaning of 
Co ACp, and their derivatives has been redefined 
in the NLR pressure model. This modified approach 
consists of locally developed CPlin and ACP, with a. 
So, the main difference with the ONERA model is 
that the complete set of equations is applied at each 
event, i.e. no distinction is made between linear and 
nonlinear portions of the Cp, curves (Fig. 15). This 
implies that all eight unknown parameters have to be 
determined a priori for each reference angle-of-attack 
ar and each pressure location at a given Mach num- 
ber. 

In section 5.1 an attempt was made to provide a phys- 
ical background to the parameters in the ONERA 
model. This interpretation can be maintained largely 
in the NLR model. Thus, it might be supposed that 
CPl, equations (15,16), is defined mainly by the linear 
variation of a steady local CPlin and five parameters, 

fwd shock aft shock 

T ♦ y 
n        a-T -T, angle-of-attack, Oi UiT-l "r + 1 

a > ar: 

ri    I   \        r>    I     \   \   CPs(ar+l)-CPs{ar) Cps(a) = CPs{ar) -\ (a - ar) 

= CPs(ar) + mr(a- ar) 

a < ar: 

CPs(a) = CPs{ar) -\ (a - ar) 

= CPs(ar) + mr_x (a - ar) 

Fig. 15 Approximation and interpolation of measured 
steady pressure coefficient curve. 

di, and 61,62 and c\,C2- These quantities account for 
the time delay effects as well as flow inertia effects. 
In the same way CP2, equation (17), is defined by the 
steady local nonlinear function, ACP,, and three pa- 
rameters, 02,03 and d\. These quantities account for 
such effects as flow separation and reattachment, time 
delay of flow transitions and shock-wave passage. 

The solution procedure for evaluating the eight un- 
known parameters in the NLR pressure model at each 
reference angle-of-attack ar and at each pressure loca- 
tion makes use of a parameter identification technique, 
in a similar way as was outlined already in section 5.1 
for the ONERA model. This technique implies that 

¥> = arccos (l/yjl + (kx)2) 

Fig. 16  Steady pressure coefficient curve to be 
Fourier analyzed. 
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use is made of results of the model test in the wind 
tunnel during which pressures were measured due to 
oscillatory motion at small amplitude about some 
mean angle-of-attack ar. The technique consists of 
a few steps: 

1. For each panel the steady pressures are approx- 
imated and interpolated as shown in figure 15. 

2. Formulation of the oscillatory motion of each 
panel as presented in figure 16. 

3. Applying Fourier analysis to Cp, over the small 
amplitude trajectory of each panel as shown in 
figure 16. 

4. The pressure CP{T) at each panel is Fourier ana- 
lyzed (14-18). The Fourier components are iden- 
tified with the corresponding components from 
the experimental data base. 

5. Estimating initial values of the parameters using 
the above results and equations (14-18). 

6. Applying a constraint optimization procedure, 
which searches for optimized values for these pa- 
rameters, such that the pressure hysteresis loops 
of a set experimental values is reproduced as 
closely as possible. 

Oscillatory data for about 0.5 deg amplitude, 40 Hz 
frequency, Mach number 0.93 and a reduced frequency 
of 0.158 from the unsteady wind tunnel test (3'4) were 
used to develop the parameter data base for validation 
purposes (see section 5.3). 

The whole procedure for determining the parameters 
has to be repeated for each Mach number and each 
measured test configuration. 

In the NLR unsteady aerodynamic model, time vary- 
ing nonlinear Cp distributions are reconstructed for 
arbitrary wing motions using the above obtained pa- 
rameters. The technique for reconstructing these time 
histories is based on a finite difference formulation of 
the four equations where backward differences are em- 
ployed for predicting pressures at the next time step. 
This finite difference procedure has been implemented 
in the aerodynamic loads module of the LCO predic- 
tion method. The system of equations of motion is 
solved by the method described in reference 11. 

5.3   Application of the NLR Model 

The NLR model was used to recompute the unsteady 
pressure distributions from which the model parame- 
ters were obtained. This gave a direct evaluation of 
how well the method could reproduce the data which 
it was attempting to fit. A few typical results are 
shown in the figures 17 and 18 (leading-edge flap set- 
ting 0 deg), including a description of important flow 
characteristics to indicate how the model results cor- 
relate with various types of hysteresis loops. 

The simplest case to begin with is attached flow fields 
where no transitions occur. This is illustrated in fig- 

Cp   - mean values 

0.0 0.5 1.0 

a)  Mean pressure coefficients, upper wing surface, WS3. 

-CP 

1.5 

u 
Cp    - hysteresis loops 

1.0 - 

0.5 

ATTACHED 
SUPERSONIC FLOW 

ALPHA (deg) 

3.0 6.0 90 

b)  Pressure coefficients, upper wing surface, WS3, pt 1. 

-cPu 

1.2-r- 

Cp   - hysteresis loops 

0.7- 

0.2 

SHOCK PASSAGE 
AFT MOVEMENT 

ALPHA (deg) 
9.0 3.0 6.0 

c)   Pressure coefficients, upper wing surface, WS3, pt 4. 

Fig. 17  Pressure coefficients, upper wing surface, WS3, pt 1 ic 4, 
(M=0.93), comparison of calculated hysteresis loops 
with experimental data. 
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ure 17b for a forward pressure location at wing sta- 
tion 3 on the upper surface of the wing. With a free 
stream Mach number of 0.93, the flow at point 1 is 
continuously accelerated supersonically for all angles 
shown from 4 deg to 8 deg. Thus, the flow field type 
illustrated is attached supersonic flow where the lo- 
cal Mach number is always supersonic normal to the 
wing leading-edge. The mean (steady) chordwise pres- 
sure distributions shown in figure 17a for the incidence 
sweep indicate that the pressure point 1 at wing sta- 
tion 3 (denoted by an "•") is indeed forward of the 
nose shock. 

The format for the unsteady pressure data portrays 
the hysteresis loops at a free stream Mach of 0.93 
and various mean incidences about which the model 
is oscillating at 40 Hz with a constant amplitude of 
Aa ta ±0.5 deg. Direction of the hysteresis loops 
with time is indicated by arrows. Hysteresis loops for 
the recalculated data sets are also plotted to demon- 
strate how the unsteady model reproduces the mea- 
sured characteristics. 
When a shock develops and moves aft with increasing 
incidence, the characteristics shown in figure 17c be- 
tween a = 5 deg and 6.5 deg are obtained. The mean 
(steady) chordwise distributions (Fig. 17a) show how 
the nose shock develops and moves aft with incidence 
as indicated by the "x" symbols for a pressure point at 
wing station 3. The development of hysteresis loops 
below a = 5 deg is typical of a local shock-induced 
separation bubble but is not significant in producing 
aerodynamic forces that are important to LCO. Those 
at a = 6.5 deg and higher are typical of attached su- 
personic flow where the local Mach number is always 
supersonic normal to the wing leading-edge. The large 
loops near shock passage are important and are much 
larger than those produced at lower and higher inci- 
dences. All the loops are still counterclockwise. The 
outer boundary formed by the shock loops appear to 
form a shape that would be produced if the steady 
shock Cp distribution was shifted either +0.25 deg 
(increasing incidence or time) or -0.25 deg (decreas- 
ing incidence or time). 
The comparison with recalculated loops highlights aft 
shock passage between a — 5.0 deg and 6.5 deg. Some 
deviation is noted for the loop centered on a = 5.5 deg, 
especially for increasing incidence and time. In this 
example, the unsteady model tries to make the loop 
more elliptical. On the whole, however, the match be- 
tween the model and measured characteristics is ex- 
cellent. 

A more complicated picture arises when the transi- 
tion to (or from) shock-induced trailing-edge separa- 
tion (SITES) is encountered during the oscillation cy- 
cle. This characteristic is shown in figure 18b for the 
loop centered on about a = 7 deg at the wing tip sta- 
tion 6 region. The mean (steady) chordwise pressure 
distributions (Fig. 18a), indicated by the symbols "•" 

CP   - mean values 

0.0 0.5 1-0 
a)  Mean pressure coefficients, upper wing surface, WS6. 

_Cp 
cPy - hysteresis loops 

1.2-r 
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SHOCK PASSAGE 
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ALPHA (deg), 
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b)  Pressure coefficients, upper wing surface, WS6, pt 7. 

Fig. 18 Pressure coefficients, upper wing surface, WS6, pt 7, 
(M=0.93), comparison of calculated hysteresis loops 
with experimental data. 

corresponding to the hysteresis loops (Fig. 18b), re- 
spectively, show how the forward shock develops, 
moves aft, combines with the aft shock and moves 
forward as the trailing-edge pressure diverges to high 
suction levels. The hysteresis loops at a = 4.5 deg and 
5.0 deg are characteristic of the aft shock movement 
noted in figure 18b. Those at a = 5.5 deg to 6.5 deg 
(Fig. 18b) are typical of flows supersonic normal to 
the leading-edge also seen in figures 17. All of these 
loops are counterclockwise. 
The loops at a = 7.0 deg are typical of SITES transi- 
tion and is now clockwise because the shock is moving 
forward. The shape of the SITES loops is also much 
more circular than that for shock aft passage and is 
indicative of much larger time lags for flow transition. 
Although the model reproduces the SITES transition 
loops at a — 7.0 deg, it has minor trouble with the aft 
moving shock loops at a = 5.0 deg and 5.5 deg, shown 
in figure 18b. This is not surprising since the SITES 
loops are nearly a circle but the aft shock passage 
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loops are more nonlinear. Comparing the measured 
and "NLR model" loops, it appears that the trends 
are described correctly. 

The examples of figures 17 and 18 are typical of the 
linear and nonlinear effects that must be accounted 
for in unsteady aerodynamic models that are used in 
the prediction of transonic LCO for aircraft wings. 
At all other flow conditions where the flows are pre- 
dominantly linear, the hysteresis loops are very ellip- 
tical and have a counterclockwise orientation. 

Although the reproduction of individual pressure vari- 
ations with time is important, the chordwise integral 
of these variations is more important for the predic- 
tion of LCO. This is true mainly because very little 
chordwise bending exists in the vibration modes that 
are typically involved in LCO. Thus, errors in the pre- 
diction at a pressure location are generally smoothed 
out in the integration process. 

CONF. A, UPPER WING SURFACE, 

MACH = 0.93, FREQ. = 40 Hz,   dCK = 0.474 deg, k = 0.158 

3.0 6.0 9.0 

Fig. 19  Lift and moment coefficients in WS5 as function of or, 
(M=0.93), comparison of calculated hysteresis loops 
with experimental data. 

CONF. A, UPPER WING SURFACE, 

MACH = 0.93, FREQ. = 40 Hz,   dCü = 0.474 deg, k = 0.158 

3.0 6.0 9.0 3.0 6.0 9.0 

Fig. 20  Lift and moment coefficients in WS6 as function of a, 
(M=0.93), comparison of calculated hysteresis loops 
with experimental data. 

Comparisons of measured section normal forces and 
pitching moments with those recalculated with the 
NLR model are carried out for the same conditions 
corresponding to figures 17 and 18. These results are 
shown for the two outer outboard chordwise pressure 
rows (wing stations 5 and 6) in figures 19 and 20. 
The same hysteresis loop format for varying mean in- 
cidence is also used in these comparisons. The mea- 
sured loops are indicated by the solid lines and NLR 
model loops by the dashed lines. 

The agreement for CN loop predictions is excellent 
whereas the Cm loops show slight differences between 
calculated and experimental values, as was expected 
from the individual pressure hysteresis loops. Again 
deviation of loop shapes from elliptic are indicative of 
the local nonlinearities that are embedded in the in- 
dividual pressure variations. Although the Cm loops 
are becoming more nonlinear in this wing station, the 
NLR model does quite well in following the trends. 
This is particularly evident for the Cm loops above 
a = 6.5 deg where the flows are dominated by SITES 
transition. Generally, the model reproduces the mea- 
sured hysteresis loops of sectional coefficients very 
well. Again the same observations have been estab- 
lished for the inner wing stations. 

Thus, it has been demonstrated that the NLR un- 
steady aerodynamic model can reproduce the highly 
nonlinear features of flows which are typical of tran- 
sonic LCO. The next step will be to evaluate applica- 
bility of the model to the prediction of LCO as will be 
discussed in the following section. 

6.    LCO PREDICTIONS 

LCO predictions are presented for five different 
fighter-type aircraft configurations, e.g. A, B and 
a cluster of comparable configurations C, D and E, 
with the modified LCO calculation method that con- 
tains the NLR unsteady aerodynamic model to eval- 
uate the applicability of the new aerodynamic force 
algorithm. Configuration A and B include the same 
under wing missiles. The difference is that configura- 
tion B is configuration A with tip missiles and external 
fuel tanks installed. Configuration C includes external 
fuel tanks, underwing (optional) and tip missiles, and 
different heavy stores. Finally, configuration D and 
E are configuration C but now equipped with multi- 
ejection racks equipped with three smaller stores and 
four smaller stores, respectively. For all configurations 
modal characteristics were calculated and "classical" 
flutter calculations were performed based on the sub- 
sonic doublet lattice method and supersonic poten- 
tial gradient method (20). For some configurations the 
transonic FTRAN3 method t6,7) was also applied. 

Conditions for the LCO calculations are given below. 
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• Mach number was 0.92, altitude 5K ft, and angle- 
of-attack am=6.0 deg. This implies a sustained 
turn at a constant load factor. 

• Natural vibration modes were considered, anti- 
symmetric and unrestrained, with frequencies up 
to about 15 Hz. Structural damping was assumed 
uniform for all modes, g=0.02. 

• Only aerodynamic forces on the wings were con- 
sidered. No deflections of wing flaps and control 
surfaces were assumed. 

• The calculated responses are (1) the normal ac- 
celeration at the front end of the tip launcher, 
(2) the same at the rear end and (3) the lateral 
acceleration at the pilot seat, all accelerations in 
g. In general, initial disturbances were given to 
the natural vibration modes which develop limit 
cycle oscillations. 

• The simulations were carried out over a period of 
20 s. 

Flight test data are available for all configurations. 

Generally, steady pressure data of the full-span wind 
tunnel model '8) were applied, augmented with the 
earlier determined parameters, which were used in 
conjunction with the aerodynamic model to reproduce 
the unsteady pressures. 

Because the NLR model is based on steady and un- 
steady pressure data, realistic unsteady airloads could 
be generated only for the four outboard sections on 
the upper wing surface (see Figs. 4 and 9). For the 
remaining inboard sections on the upper surface and 
all sections on the lower surface a quasi-steady ap- 
proach was applied and modified with aerodynamic 
damping and stiffness forces obtained from linear the- 
ory. In particular, the generalized airloads were ob- 
tained with the subsonic doublet lattice method, while 
the contribution of the outboard wing surface in these 
airloads was reduced by a factor 0.5. This approach 
still retains the important unsteady nonlinearities on 
the outboard upper surface but permits evaluation of 
the unsteady aerodynamic model in the prediction of 
LCO. 
Further, the use of aerodynamic forces on the fuselage 
and tail surfaces (21) was neglected. 
Applications of this hybrid version of the unsteady 
pressure model, including the latest modifications, in 
realistic LCO predictions will be shown in the follow- 
ing subsections. 

6.1    Configuration A 

The first example shows response calculations for con- 
figuration A. This configuration was selected because 
it was extensively discussed in references 21 to 24. 
Classical flutter calculations show an unstable anti- 
symmetrical mode at a frequency of 7.6 Hz just above 
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Fig. 21 Response calculation of Conf. A with state-space 
pressure model; 12 DOF, M = 0.92, am = 6 deg, 
alt. = 5K ft. 

the desired maximum speed of 600 KEAS, neglecting 
structural damping. The calculations were carried out 
for a system with natural modes (antisymmetrical) 
up to 15 Hz (12 DOF). The results are presented in 
figure 21. The LCO response levels at the tip launcher 
forward location (acc.l) is ±5.4 g, at the tip launcher 
aft location (ace.2) ±3.9 g and ±0.9 g at the pilot 
seat, lateral, (ace.3) as well as ±0.29 deg oscillatory 
wing tip motion. As can be seen, the LCO develops 
uniformly and smoothly for this case. The frequency 
is about 7.6 Hz. 
From test flight data, measured during wind-up turns, 
it was estimated that LCO amplitudes for the forward 
accelerometer on the wing tip launcher should be of 
the order of 3 to 5 g at the conditions used in the 
calculations. The conclusion is that the calculated 
LCO and flight test data seem to agree. 

6.2   Configuration B 

The loading conditions of configuration B is the same 
as configuration A, but now tip missiles and external 
fuel tanks are installed. No appropriate wind tunnel 
data were available for configuration B, but it is cer- 
tainly justified to apply the data of configuration A, 
because the typical nonlinear transonic flow phenom- 
ena occur on the upper surface of the wing. Response 
calculations were carried out for a system with natural 
modes (antisymmetrical) up to 15 Hz (17 DOF). The 
flight conditions were kept the same as for configura- 
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Fig. 22 Response calculation of Conf. B with state-space 
pressure model; 15 DOF, M = 0.92, am = 6 deg, 
alt. = 5K ft. 

tion A. The results are shown in figure 22 for the re- 
sponses at the tip launchers, pilot seat (lateral), and 
wing tip motion. It appears that an LCO develops at 
a frequency of about 5.8 Hz, but the amplitude lev- 
els are very low. Indeed, classical flutter calculations 
do not show any instability at all. In flight tests of 
configuration B no LCO problems were observed, so 
again the conclusion is that calculated LCO and flight 
test data correlate well. 

5.3    Configuration C 

LCO results are presented for configuration C, which 
is essentially the same as configuration A with respect 
to the outer wing area, but now in combination with 
external fuel tanks, tip missiles, and heavy stores in- 
stalled. In particular, the influence of the mass prop- 
erties of the different heavy stores on the LCO predic- 
tions is shown and compared with known flight test 
data. Classical flutter calculations already showed a 
severe unstable antisymmetrical mode at about 5 Hz 
(Fig. 3), which became even more severe at increasing 
mass of the heavy stores and visa versa. 
Again, no appropriate wind tunnel data were available 
for those configurations. Therefore, the aerodynamic 
data of configuration A were used. The reason for 
applying these data was already discussed for config- 
uration B in the same situation. 
Responses were calculated for the same flight condi- 
tions as above and the four different types of heavy 

stores. For each case antisymmetrical natural modes 
up to 15 Hz (17 DOF) were applied. In figure 23 
the results are presented for the case with the lighter 
heavy stores, referred as C.l. The following acceler- 
ation levels are found: acc.l: ±0.6 g, acc.2: ±0.9 g, 
and acc.3: ±0.13 g, and a wing tip motion of ±0.17 
deg. The frequency is about 5.6 Hz. 
The same type of calculations were repeated for the 
three other heavier stores. The final results for the 
four different types of heavy stores are presented in 
figure 24 as function of the heavy store mass. The bar 
in the lower part of figure 24 shows the four heavy 
store masses, indicated by C.l to C.4. In the upper 
part of the figure the final response levels at the same 
locations of the tip launcher (acc.l, acc.2), at the pilot 
seat (acc.3) and the wing tip motion are shown. The 
results for each configuration C.l to C.4 are indicated 
by different symbols. 
It appears that for the first three cases C.l to C.3 
the LCO develops uniformly and smoothly with final 
amplitudes values shown in figure 24. The last case 
C.4 with the heaviest stores leads definitely to a di- 
vergent motion. Details of the calculation results are 
mentioned in references 25 and 26. 
Available flight test data of configuration C show no 
LCO problem for the cases C.l and C.2. A moder- 
ate LCO was indeed observed for the case C.3 with 
amplitudes for the forward accelerometer (acc.l) on 
the wing tip launcher of the order ±3 g at the con- 
ditions used in the calculations, but did not lead to 
flight restrictions. 
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Fig. 23 Response calculation of Conf. C with state-space 
pressure model; 17 DOF, M = 0.92, am = 6 deg, 
alt. = 5K ft. 
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Configuration C.4 already experienced heavy vibra- 
tion at low speed conditions and was never cleared. 
Again, the conclusion is that LCO predictions cor- 
relate well with the corresponding flight test data. 
These results lead also to the additional conclusion 
that the aerodynamic influence of the underwing 
stores play a minor role in predicting LCO. 

5.4   Configurations D and E 

The loadings of configurations D and E are essentially 
the same as configuration C, but now different multi- 
store racks are installed equipped with three smaller 
stores (loadings D.l and D.2, slightly different mass 
properties of the applied stores) and two inboard or 
outboard smaller stores (loading E.4, maximum four 
stores can be carried with this rack), respectively, 
which corresponds to mass properties smaller than the 
lighter of the heavy stores of configuration C (see Fig. 
24 lower bar). Classical flutter calculations showed 
flutter mechanisms which are the same compared to 
that of configuration C. The same aerodynamic data 
were applied as discussed for configurations B and C. 
LCO responses were calculated for the same flight con- 
ditions as above. Again details of the calculation re- 
sults were presented in references 25 and 26. In fig- 
ure 24 (left-hand side) the results are given for both 
configurations D and E. For configurations D again an 
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Fig. 24  Results of response calculations of confs. C, D ic E with 
state-space pressure model; M = 0.92, atm = 6 deg, 
alt. = 5K ft, as function of mid-station loading. 

LCO develops uniformly and smoothly (not shown) at 
a frequency of about 5.5 Hz, however the response lev- 
els are low, even slightly lower than those found with 
configuration C.l. 
In flight tests of these configurations no LCO prob- 
lems were observed, which leads again to the conclu- 
sion that flight test data and calculated LCO results 
correlate well. 
For the downloading case E.4 a slowly increasing os- 
cillation at a frequency of about 5 Hz appeared. After 
a simulation time of 35 s a divergent motion occurs. 
From flight test data of case E.4 it is known that the 
downloading of configuration E is restricted up to a 
speed of 400 kts. 
Overall, it has to be concluded (Fig. 24) that for the 
considered configurations C D, and E, all of the same 
type, the predicted LCO trends correlate well with 
known flight test data. 

The above applications of the NLR unsteady pres- 
sure model embedded in the LCO prediction method 
show results which correlate correctly with flight test 
data. In order to apply the method in full, there 
is a need to extend the application of the unsteady 
pressure model to all known pressure orifice locations 
over the wing (upper and lower surface), angle-of- 
attack ranges, Mach number ranges and both different 
wing tip stores (launchers with and without missiles) 
and leading-edge and trailing-edge flap settings of the 
steady pressure data base 8. The different ways to 
obtain the desired unsteady data for all mentioned 
steady conditions are discussed in section 7. 

7.   IMPROVEMENTS AND REFINEMENTS 

The above description of the NLR pressure model 
shows that extensive use is made of steady and un- 
steady wind tunnel test data. It is clear that the ef- 
fectiveness and reliability of the model strongly de- 
pends on the completeness of the experimental data 
base and the thoroughness of the evaluation of the 
model. These, however, have been obtained on a lim- 
ited scale in the present research program. Continued 
research is therefore needed to enhance the confidence 
in the model and to establish its applicability for wide 
ranges of model and flow parameters. Such research 
may be defined in one or more of the following direc- 
tions. 

1. Continued pressure and load measurements in the 
wind tunnel. 

The aim of this test is to extend the unsteady part 
of the data base, which currently corresponds to a 
limited number of model and flow parameter val- 
ues, and so to bring it in balance with the steady 
part of the data base, which corresponds to an 
extensive set of parameter values. Particularly, 
interest exists in collecting data for more leading- 
edge and trailing-edge flap deflections and denser 
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frequency ranges (e.g. frequency sweeps). In the 
test use can be made of the existing wind tunnel 
model (Fig. 9). 

2. Development of a simplified unsteady aerody- 
namic model. 

In references 21 and 22 it was concluded that the 
LCO predictions based on steady aerodynamic 
data were qualitatively correct and that quantita- 
tive improvements could be obtained by introduc- 
ing unsteady aerodynamic effects. Current think- 
ing suggests that configuration and flow condition 
specific information can be obtained from steady 
pressure tests and that unsteady information can 
be developed that is more generic, such as tran- 
sition lag times at forward shock motion and aft 
shock-induced trailing-edge separation (which are 
defined implicitly in the NLR unsteady pressure 
model), effects of surface motion, etc. This un- 
steady information is related to the different types 
of flow region. However, such regions can only 
be distinguished insufficiently on the basis of un- 
steady pressure measurements in the few sections 
of the existing wind tunnel model (Fig. 9). An ef- 
fective solution is expected from the application 
of unsteady flow visualisation techniques and the 
coupling of its results with the already available 
results of the unsteady pressure measurements. 
Such an wind tunnel investigation on the same 
fighter type wing as used in the LCO investiga- 
tion, has been started at NLR again as a coop- 
erative effort with LWFC. The attractiveness of 
this approach is the use of the steady part of the 
data base without the need to have the full cor- 
responding unsteady part available. 

3. Application of CFD. 

For model configurations and flow conditions 
which have not or can not be represented in a 
wind tunnel test program the required aerody- 
namic information may be obtained from Compu- 
tational Fluid Dynamics techniques, steady and 
unsteady. The current development of these tech- 
niques shows that they are very promising, even 
for the complicated types of flow including flow 
separation, but that they have not yet matured 
sufficiently. It is to be expected that in the near 
future these techniques may play a complemen- 
tary role. 

8.    CONCLUSIONS 

A semi-empirical method to predict LCO character- 
istics of fighter aircraft has been described, empha- 
sizing the development of the NLR unsteady pressure 
model and its capability of producing nonlinear tran- 
sonic aerodynamics that are typical of transonic LCO. 
Results were presented for the unsteady aerodynamic 

modeling and for the latest LCO predictions. In addi- 
tion to the conclusions in references 5 and 21 to 24, ad- 
ditional conclusions from the investigations discussed 
in the current paper are summarized below. 

1. It has been demonstrated that the NLR model 
can reproduce accurately the highly nonlinear 
features of flows which are typical of transonic 
LCO. 

2. It seems that the NLR model is capable of pro- 
ducing the unsteady aerodynamic loads suitable 
for use in the simulation of LCO phenomena. 

3. It has been shown for a number of aircraft config- 
urations that the current LCO prediction method 
produces results which correlate correctly with 
flight test data. 
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GENERAL DISCUSSION 
END OF OPEN SESSION 

C.D.S. Clarkson, British Aerospace Defence Ltd, U.K. 
The technical Evaluator, Cliff Bore, will now lead the discussion off with a 5 to 10 minute precis of what he has 
seen so far. 

C. Bore U.K. 
Good afternoon. Thank you for the invitation. I was told yesterday I might be put on the spot today, so I haven't 
done a vast number of slides, you'll be glad to know. I was asked to raise some points for discussion because not 
everyone will be able to wait until the grand climax tomorrow afternoon. In considering "which questions", we 
have to think of what we tried to do. 

We have had contributions from organizations which vary immensely in their range of experience and amount of 
effort that has gone in. Some people have been working 20 years with large organizations, but others have been 
doing University studies. I notice that the attitude of people here is (like me) that the inexperienced groups have to 
start somewhere and it is only right to encourage them. It is also a good idea to give them some pointers to what 
they might be doing to improve their efforts later on. It is in that spirit that we deal with these contributions from 
widely differing organizations. This doesn't mean, of course, that the experienced groups know all the answers. 
They wouldn't be searching and working so hard if they thought they did know all the answers. 

When I started trying to prod people into looking at stores and aircraft together, 20 odd years ago, the point was 
that there were expensive aircraft, and much more expensive airforces, all trying to achieve objectives, but at that 
time stores were being developed on the basis of saying: "these stores have got to be dropped and destroyed, so 
make them as cheap as possible". What was happening was that the stores were extremely draggy things, which 
made very big reductions to the overall efficiencies of the airforces. In other words, the "tail was wagging the 
dog" in a bad way. Eventually, we got people to recognize that the stores and the aircraft have to work together. 
That is why we are here. 

One way of classifying the points that we want to raise is to look at one session at a time, but remembering that we 
have to use all of these techniques in order to save aircraft being knocked down by the stores, and indeed, to make 
sure that the stores, when released, go in the right place, not in the wrong place. After all, you can have a complete, 
very expensive, airforce but it is of zero value if it fails to deliver its missiles on target. That really is the essence 
of the story. 

Experience shows that serious expensive problems of store release often start from strong disturbances such as jet 
effluxes, vortices, shock waves, boundary layer separations, and so on. So, if we cannot predict the effects of those 
disturbances, we are going to miss some important effects. That is shown by experience very strongly. 

When we use CFD methods, we have to try to make them predict these strong disturbances. The trouble there is 
that the most elaborate methods (such as Chimera plus Navier-Stokes) are expensive and time consuming. Of 
course, because they are time consuming it means it takes a long time to work out what to do on the aircraft. We 
are not only considering computer time, we are considering the delay in the design process. People don't normally 
point to that. It is all very well to talk about hours on the computer, but it may mean weeks of delay between 
seeing a problem and finding the answer. The most elaborate methods cannot be used all the time because they can 
be too slow and too elaborate. 

So of course, the engineers tend to use the simpler, quicker methods where it is judged that they are acceptable. 
Can we boost simpler methods? Panel methods have been discussed and so on. Can we boost them by inserting 
experimental or empirical knowledge of the strong disturbances? Indeed, the paper that we have just listened to is 
showing something of this sort by inserting measured aerodynamic pressures back into the calculation. The general 
question is: "to what degree can we make simpler methods import physical knowledge of real strong 
disturbances?". 

Looking at the CFD sessions we find questions such as: "how far can we trust Euler solvers, as they can miss 
some viscous effects?" and "what are the Reynolds number effects of artificial dissipation? If it is really going to 
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have an effect of inserting some viscosity, it must be related to Reynolds number in some way". No one has given 
an answer to that so that is a question that someone must address. Again, there are many approaches to Navier- 
Stokes solvers but there seem to be no criteria for knowing how accurate they are, except for the most elaborate. 
There is probably a need to generate rules for the fineness of the grids near the boundary layers, and other shear 
layers, so that the rules will make the Navier-Stokes solvers cheaper and quicker. 

Not all of the schemes we have been treated to are Chimera (which was introduced to us at Athens 10 years ago). 
That seems to be well favoured by many people, but not everyone uses that. The questions are: "Are the other 
schemes better in some way; are they more economical? What are the best overlapping grid schemes?" 

Now we turn to Session 2, the engineering methods. Most of the engineering methods are so thoroughly based on 
long and very extensive (and expensive) work that few controversies arise. With an engineering method, it is being 
checked against experience all the time. There isn't a great deal of disagreement across the Atlantic between the big 
teams, Nielsen on one side and the British Aerospace on this side of the Atlantic. They are not in essential 
disagreement about what you have got to do. You have got to tie everything back to experience. 

There was a younger method which raised questions about reliability of higher order panel methods in trying to 
predict strong disturbances. Can they be made to model boundary layer separations and wakes, and cope with stores 
at high angles? So can high order panel methods be trusted at this stage of the game? Maybe some more work is 
needed. 

Session 3 - we looked at experimental techniques there. Captive trajectory rigs are still running and there are new 
improvements being brought in all the time. With captive trajectory rigs, the support-stings are there, which might 
hit the models, so people are working out anti-collision protection. The rigs can bend, so groups are working out 
methods of seeing where the store and the aircraft really are, instead of where they thought they were on the 
assumption that the rigs were rigid. Captive trajectory stings cause discrepancies if the base interference, or the 
wakes from the store are important. 

We were treated to the latest improvements of the accelerated-model release technique which, of course, gets rid of 
the problems of sting mounting. I wouldn't really like to envisage a captive trajectory system for investigating 
release of 40 bomblets from a canister. The sight of 40 little stings criss-crossing all over the place would be 
formidable! So accelerated-model release has its place. I was encouraged by the new techniques being developed, 
notably the miniature load balances that are insensitive to temperature. 

Session 4 was about cavity aspects. We have seen computer fluid dynamic results for simple cavities, and wind 
tunnel results for quite complex cavity/store combinations, and the experimental results are showing that indeed, the 
shaping of the downstream wall of the cavity can make large improvements. So a designer will ask, inevitably, what 
benefits we can make by making the rear wall of the cavity sloped and rounded and what effects are going to come 
from the opened cavity doors. Are they going to stick out or slide sideways? The effects of the doors will have to 
be looked at. Will little cross frames underneath the stores at the bottom of the cavity favorably interfere with the 
longitudinal flow recirculating down the back of the cavities? Questions of that sort maybe are not answerable here 
because people haven't done it yet, but it is not a bad idea to ask those questions. 

Finally, we come to Session 5, Airframe Store Integration, which I hope is sufficiently fresh in your mind that I 
haven't got to prod your memories about that. I hope I have raised some questions to prod the discussion. 

A. Boudreau, AEDC, U.S.A. 
I was Chairman of the Cavity Session this morning and at the coffee break we were discussing CFD treatment of 
cavity flow and concluded that the CFD that we saw, the pure CFD, was on rather elementary shapes, whereas the 
experimental work was on quite complex configurations. Perhaps there is a challenge to the experimental and CFD 
community to look at some more complex shapes. As an experimentalist I was eager to jump in and say, ' 'why 
don't we try this and why don't we try that in an experiment". We see that the environment in the cavity is quite 
hostile, and with the newer munitions which have electronics on board, may be very sensitive to that very hostile 
environment. We aerodynamicists could do a great deal, I think, to improve the aerodynamics. So, I would 
challenge the experimentalists to produce some more complex configurations with rounded edges, with sloping 
walls, etc., and then for the CFD people to try to match those. 
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C.D.S, Clarkson, British Aerospace Defence Ltd, U.K. 
I could make one or two observations from my experience. Certainly from the Bath Conference in 1990, I was 
surprised here that there has been no mention of unstructured methods really. At the end of the Bath Conference 
that was seen as one of the ways to go with Navier-Stokes. No mention at all of unstructured methods. Very little 
comment on using CFD correcting for Reynolds number effect in the wind tunnels. All of our wind tunnel testing 
for stores is done at low Reynolds numbers. Who is to know whether that is anything like what happens in flight, 
especially with separations on fuel tanks and bombs. I certainly know that British Aerospace have tried to measure 
in-flight loads, but they have never agreed with what we saw in the wind tunnel. On the airframe side we used CFD 
quite a lot to correct the wind tunnel results we get at low Reynolds number for higher Reynolds number flight 
conditions. Similarly, with the work that Nick Sellars showed on Euler and how easy it is, if you are not careful, to 
fool yourself into thinking you are getting a viscous solution and then on the next solution that has a circular body 
it is not a viscous solution, it is an inviscid solution. How sensitive that can be to the gridding that is used. 
Certainly, my experience is with a lot of our younger engineers that they are very keen to get in and use the CFD 
without fully understanding the physics of what they are trying to model and also the physics of the method that 
they are trying to use. One question I would ask, there were no papers on the heavy model technique, is that 
technique still in use; what are peoples' experiences with it? 

C. Bore, U.K. 
I do have a remark on that. I hope I buried heavy model techniques 10 years ago, because I showed that they were 
fallacious. 

C. P. S. Clarkson, British Aerospace Defence Ltd, U.K. 
Finally, I must say that I was very impressed with the Arnold presentation this morning, which is very much the 
approach that certainly British Aerospace has sought to take to our Store Clearance work, in trying to bring together 
all the methods that were available into a cost effective and efficient approach to providing store clearances. 

D. Lovell, DRA Farnborough, U.K. 
Taking along the same line, what we haven't heard, so to speak. This Conference so far has had no papers on 
methods for predicting installed drag. Does that mean that people here are saying that it is a "done" thing, that 
they are happy with what they have? I rather doubt it. The range is going to be a very strong driver for the next 
airplane, so I would like to pose the question: "should we be working at CFD for very complex configurations for 
the aircraft with the stores on?" 

J. Ross, DRA Bedford, U.K. 
To answer to David's question, we are extremely active in both the experimental verification and the prediction of 
installed store drag. It is our view at the moment that CFD methods can do little to predict stores drag. I would 
greatly encourage CFD application specialists to work towards producing codes which can predict store drag 
increments, but the sort of tasks I am asked to do are to start on Monday and by Friday produce the installed drag 
increments on 6 aircraft for 15 store configurations. To do that, I am for a long time going to continue to use 
empirical and semi-empirical methods based on experience, because in this area, one needs to make a rapid 
response to operational analysis people who ask the questions. We are there to answer questions. 

J. Slooff, NLR, Netherlands 
Another remark on the issue of drag prediction by CFD: Before we can start hoping to predict drag for 
configurations with stores, we should be able to do it for the clean configurations, and that, as yet, is still an 
unsolved problem, I am afraid. 

M. Mendenhall, Nielsen Engineering and Research, U.S.A. 
I think there are a couple of points that have been made that we should emphasize. This was also a discussion 
during the coffee break today. That is, we really cannot lose sight of the physics. You just emphasized that yourself. 
I think this is a critical issue. We know from observation and experience what some of the important physics are, - 
the shocks, the vortices, etc., in all store separation problems. As the conversation went, as some of us older folks, 
who have had to work with the physics because we did not have some of the higher level computational methods 
available, retire and leave the industry, who is going to be around to keep emphasizing that you must always 
compare your CFD methods with data. I think this is a critical issue that is going to lead some of our CFD 
solutions down the wrong path if they don't keep looking at what is really going on. It is also interesting, from one 



GD-4 

of the early store separation meetings that I attended 10 years ago or so, as I recall, CFD was going to solve this 
problem in 5 years, and we are still waiting. What has happened, and maybe this goes along with what has 
happened at this meeting, maybe some realism has crept into the CFD area, and it is a much tougher problem than 
any of us thought at the time. 

C.D.S. Clarkson, British Aerospace Defence Ltd, U.K. 
I would agree with that, but I was very encouraged to find that certainly CFD methods do seem to be used much 
more in routine design and clearance than they were 5 or 10 years ago. People are only just starting to get to grips 
with Chimera. People do seem to be actually using it to investigate those problems where you do have to get into 
the fine detail and where you have got a wealth of information available from CFD that you can use. But it has to 
be used in a good engineering approach. 

G. Howell, Lockheed, Fort Worth, U.S.A. 
We have had airplanes that were designed for many years with less than perfect methods, and I think that we all are 
well aware of this. I believe that in any design, there are places for the elementary methods moving from panel 
codes to small disturbance theory to Euler codes to Navier-Stokes. One of the things we have had missing at this 
Conference so far this week is a discussion of unstructured grids which I view as the technology with the most 
potential over the long term. I have seen some papers in the recent past that have made some extraordinary progress 
in this particular area. I think that we should keep those in mind as well. 

C.D.S. Clarkson, British Aerospace Defence Ltd, U.K. 
Certainly, as I said earlier, as a result of the Bath Conference in the early 90's, unstructured grids was seen as being 
one of the main players in this area, and yet we didn't really receive, although one or two mentions in people's 
work, there has not been much presented on unstructured grids. Certainly, at BAE we have been pursuing that 
approach in using unstructured grids for store carriage. Maybe Franco wants to say something about that. 

F. Moretti, BAe Warton, U.K. 
In the Session after lunch, I will show you some pictures of unstructured grid application. That doesn't necessarily 
mean that I will show you a comparison against data. We continue to use that method and think it has still got a lot 
of potential. The major problem at the moment is how to change the grid as the store moves down. We have seen 
some developments on that, but we don't have any particulars, nor do we think it is very easy to use and very 
simple to apply. We can throw a lot of configurations at that method. The problem still is how to get sufficient 
computer capacity, strong and fast enough to run all these solutions. For simple geometries we expect responses in 
a matter of a very few days. So, it is still something I still believe in. Unfortunately, it still is not perfect yet. 

B. Simpson, Eglin AirForce Base, U.S.A. 
I have a couple of comments. First, I guess about 3 years ago we ran a special session at a symposium comparing 
unstructured grids and the structured grids for this very case of store carriage and separation. It was very clear at 
that point in time that the unstructured grids was still significantly behind where the structured grids were, and the 
decision was made at Eglin AirForce Base to go with the structured grid, the over-unstructured grid technology. I 
will add though, that I think all of us certainly understand the potential there for the unstructured grid and the 
ultimate solution, which is often, or most often the case in the real world, it is probably going to be a hybrid 
solution, a combination between the two. We are working that problem. The code that I mentioned earlier that we 
are using at Eglin today, called the 'begger' code has been designed and is being looked at as a hybrid code 
application for this problem. I think that we are making progress there, but the store clearance business has to take 
small, slow steps because there are flight safety issues involved and they are not willing to step out on a limb with 
some untested technologies. 

Unknown 
I would like to know if anyone has been looking at the thermal effects within stores and store release. We haven't 
seen anybody quoting heat transfer rates and things like that. This is obviously important as the Mach number 
increases, i.e., ablation and things like that. 

R. Deslandes, Daimler-Benz Aerospace, Germany 
I didn't understand your last comments on thermal effects. I want to inject into your mind that in an Euler approach 
you can compute the temperatures. If you set, for instance, boundary conditions at the end of the store in the area 
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where the exhaust of the jet is, you can produce a good approximation of the temperature and the temperature 
radiation into the field. I have shown one vu-graph with the hot plume of a missile that was separating from a 
Tornado aircraft and you can also find it in the paper I presented. Well, it is not one hundred percent true, but 
however, it is a useful approximation. I doubt that you can produce a better one with a lower order method. You 
wouldn't be successful. 

I have also some comments on what is the best method to use for store separation. The best method is always the 
one you have available at your company for the task. If you ask, for instance, "what is better, Euler solutions or 
panel solutions?", the answer is very simple. The Euler solution is the better one. You don't need to cheat for 
compressibility. The interferences are well transported through the flow field whereas in the panel method it is 
something like radiation by the potential. There is no transport in the panel method. Then you have the vorticity 
completely included in the Euler equations, and also vortex transport is included in the Euler equations. This is not 
included in a panel solution. You have to model the wake, as we have also seen today, and even modelling the 
wake you can cheat anywhere you want. It depends on the track you give to this vortex, and you will have double 
the lift you want to have, or half of it if you want. I think that to use Euler methods is real progress. Also the work 
stations today are fast enough that you can even use a Chimera approach with a fully unsteady separation 
computation within a reasonable time. 

S. Sheard, British Aerospace Defence Ltd, U.K. 
Just a final comment to respond to what Mr. Deslandes said. You sort of are saying that with panel methods you 
can indeed get double the lift by playing around with the wakes, but the work that Nick Sellars showed looking at 
four separate Euler techniques showed a similar band of scatter. I don't think you can get as consistent answers 
with Euler as you think. 

R. Deslandes, Daimler-Benz Aerospace, Germany 
I think that you were playing with separation, etc. I didn't mention separation. But, if you want, even then, I think 
that the Euler solution is the best available. It is worse than the Navier-Stokes solution because the Navier-Stokes 
solution is more complete in the formulation. However, on the next level below the Navier-Stokes I don't think that 
you will find something better than the Euler. That is what I think. Do you agree? 

C.D.S. Clarkson, British Aerospace Defence Ltd, U.K. 
I would agree with that, I think the problem is that we faced when we brought engineering methods and panel 
methods, that you have got to build up the same level of experience of using the method and knowing where it is 
right and where it is wrong, and what you need to do to correct for it. You can always correct for a method's 
inadequacies if you know what the inadequacies are. It is when you don't know where the inadequacies are that you 
have got a problem. Provided you know what they are and what physics it's modelling, then you should be able to 
correct them. And it is just a case of building up the right level of experience. 

R. Deslandes, Daimler-Benz Aerospace, Germany 
A last comment on that. I was working a very long time with the panel methods. And I was a really tricky engineer 
in that field. I think that it was always a bad feeling for me not to know the complete truth. This means that 
without any experiment I couldn't say if the trajectory I was computing with the panel method was really good or 
not. Well, with the Euler code I do not tune the solution any more. With the panel solution, you have to apply 
boundary conditions and those boundary conditions will provide you a broad variety of solutions. The Euler method 
always converge to one single solution or to no solution. Normally, if you make a mistake in gridding, you will 
have a negative density and then your square root of the sonic speed explodes. With the panel method you may 
have one of billions of solutions you can produce with boundary conditions. That is the great uncertainty which you 
have to fight with all the time if you use the panel method. On the other hand, you have good confidence with the 
conservative laws which are used in the Euler equations. 

Unknown 
Why don't you put it this way: "panel methods is a modelling technique. Normally, it will only give you one 
solution. If you model correctly, namely if you impose, e.g., the Kutta condition, that will get you a unique solution 
of a panel method"? 
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R. Deslandes, Daimler-Benz Aerospace, Germany 
Except that your Kutta condition means that you will have a certain flow getting out of your trailing edge. But now, 
you have to define the direction of this wake. Here you can cheat. If you let it go in the middle line (directly in the 
middle of your angle) if this is the line which you define as the line where the wake goes, you may have a 
completely different result as if you are using the angle of attack also in order to determine the way the wake has to 
leave the trailing edge. This is for me an uncertainty. 

Unknown 
Based on my experience, the shear of the wake has little influence on the body itself. It has a strong influence on 
the downstream body. If you have a panel code which allows you to model the shear, you have found out the shape 
of the wake has little influence upstream to the body itself. 

R. Deslandes, Daimler-Benz Aerospace, Germany 
I am thinking of a concrete project I was working on. It was the Sidewinder. The Sidewinder has two arrangements 
of wings; the front fin and the tail. Depending on the way you let your vortices or your wake come off the front 
fin, you could double the lift of the total configuration because they were affecting the back end. I am sorry, I 
cannot rely on such a method if I can tune it like this. I cannot do the work always by myself, I have to give it to 
other people to do it, who are not so experienced and then you fail perhaps in your analysis with such a rough tool, 
but you have to rely on it if you don't have anything else. If you can use, for instance, an Euler code for such a 
project, you are on the better side of the trajectory. 

Unknown 
Well, I have to agree, Euler methods give you a better answer. But time-wise there is no comparison between the 
panel method and the Euler code. One thing I have to emphasize here. People talk about the CPU time to run a 
CFD code. But, they don't talk about the engineering time required to set up the 3-D grid. That is the most 
expensive part. I think people spend months and months to try to set up a 3-D grid. Once you set it up you have to 
run it through the computer and check everything out. If something goes wrong you have to go back to change the 
grid. Probably today's computer speed is fast enough for a steady state Euler solution for a whole aircraft, the CPU 
time is only about a couple hours, but the engineering time to set up the grid takes months. 

R. Deslandes, Daimler-Benz Aerospace, Germany 
You need a very good grid generator. I am sorry that there is no paper on grid generation. 

S. Sheard, British Aerospace Defence Ltd, U.K. 
I just want to make the comment that it is our experience that the grid generation times in Euler are now 
approaching those for setting up panel methods. There is not going to be that much difference. 

M.F.E. Dillenius, Nielsen Engineering & Research, Inc., U.S.A. 
In fact, there is more to aerodynamics than panel methods, or CFD, if you want to be a classicist, and Dr. 
Deslandes knows about this. There are aspects of slender body theory that help you out. So, to say that I don't 
know what to do with the wakes in a panel method because the panel method doesn't allow wakes. Not so! That is 
what I was trying to make clear. You can add wake models to a panel method using elements of slender body 
theory and let the components that are downstream feel the wake and you can pretty reliably track these vortices 
using slender body theory. Sure, you have to have a slender body, that is the limitation there. So you have got to 
use your judgement and know what you are looking at and not just look blindly. There is plenty of room, but the 
lower the order of the method, the more artistry you can apply, which is what Dr. Deslandes calls "cheating". 

C.D.S. Clarkson, British Aerospace Defence Ltd, U.K. 
Which comes back to the fact that you have to know what you are trying to model and you have to know what you 
are trying to model it with. 

M.F.E. Dillenius, Nielsen Engineering & Research Inc., U.S.A. 
I have another question. My favorite topic. CAVITIES. I didn't hear anything mentioned about scaling effects. We 
have looked at little ones, you have applied your calculations to little ones, did they scale up to a size 100 times 
bigger? 
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C.D.S. Clarkson, British Aerospace Defence Ltd, U.K. 
We were discussing this with Cliff. Our experience with Buccaneer was that the results we got in flight in the bomb 
bay were not the results we got in the wind tunnel. There were scaling effects that we weren't properly able to 
model. 

M.F.E. Dillenius, Nielsen Engineering & Research Inc., U.S.A. 
I didn't hear the first part, but that is O.K. I was told many times that the turbulence model near the rear wall fails 
when you go up in scale. As a result, the pressures on the rear wall, which are important, can be the damaging 
factor in a cavity, because they do not scale up. 

C.D.S. Clarkson, British Aerospace Defence Ltd, U.K. 
That was our problem in the 70's with Buccaneer that the acoustic field was not properly predicted in the wind 
tunnel, and therefore you got a more severe acoustic field in flight. With that I will close this Session. This is the 
end of the Open Session. I would like to thank all the authors, who did some very good presentations, all of them 
finishing on time. This is very good and unusual. Also the quality of the slides and presentations was very good. 
Thank you to the audience for the interesting questions that you raised. 
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GENERAL DISCUSSION 
END OF SYMPOSIUM 

R. Deslandes, Daimler-Benz Aerospace, Germany 
I want to give you an impression I had, and I want to tell it publicly. Twenty years ago, when I started at the 
Aerodynamics Department of MBB-Ottobrun, I went to a VKI Symposium in Brussels. They showed me there a 
film about catastrophic separation and I was totally afraid. But today, I can say that it is a benefit of computational 
fluid dynamic methods in store separations that these catastrophic situations have disappeared completely from our 
field of investigation. 

M. Mendenhall, Nielsen Engineering and Research Inc., U.S.A. 
I don't think there is much argument here, but we have been hearing a lot about CFD methods and obviously we 
have heard a lot about the engineering methods people have been working on for years. I have had similar 
discussions at other meetings, and I am saying this as a caution. Don't believe that CFD is the only thing that we 
are going to need in a few years. I think every engineer in this room needs a tool box of methods. I think the 
engineering methods are here to stay, and they will continue to be used for some time. I think CFD methods are 
coining along and are obviously being used more and more. At a previous meeting I attended last year, it seemed to 
me that, to the exclusion of all other methods, CFD was the saviour of all of our engineering problems, and it 
seemed at that time that many good methods were being thrown away. The only thing that they had wrong with 
them was that they were probably 10 or 15 years old. Please keep that in mind. Don't throw out the good methods 
just because new ones are coming along. 

C.D.S. Clarkson, British Aerospace Defence Ltd, U.K. 
I think that we all concur with that sentiment. 

Kurasori, Turkey 
My comment is going to be in a parallel line with the last comment. Personally, I am working in the design group 
in Roketsan Industries and I am mostly interested in the conceptual design work. What you need is fast response 
tool boxes that you can use. One thing that I believe should be covered in such a Symposium should be some more 
parametric studies that help you build new design envelopes, put some constraints and borders where you want to 
avoid certain critical issues, during the very early phases of your design, because what you are doing in that phase 
of design is you have a mission need statement in your hand which has some operational and technical requirements 
and you try to meet those requirements with some conceptual solutions. In that case I think using CFD or going 
directly into the wind tunnel or flight testing, is out of the question. What you need is good parametric studies and 
things like this. 

R. Deslandes, Daimler-Benz Aerospace, Germany 
May I complete your comments by putting on some vu-graphs. I have put some items here that will be important 
for the future. First of all, a comment I heard two days ago. It seems that structured grids for store separation are 
now favored against unstructured because most of the applications were structured. The second thing which is very 
important for me is that quasi-unsteady or if you want, pseudo-unsteady methods are in the great majority at this 
Symposium. I think that Chimera codes are actually purely pseudo-unsteady in this area, and I think that the future 
will bring an attractive solution for improvements if Chimera codes presently in development in the different plants 
can find unsteady formulation. About an N-S solution, while I think they are very attractive, but they still have two 
big disadvantages. We have no reliable turbulence modelling and the running times are still too long for store 
application. 

My fifth comment is on grid generation. I think that this field needs a 100% adaption to store separation problems. 
I think they have to become more efficient and they must be cheaper for fast solutions. Then for Chimera 
applications, you have to operate with smart or intelligent grids. Finally, we need an extension which is practicable 
on those grids for Navier-Stokes solutions. That is the future. We have seen, very nicely presented by Franco, that 
fuel slosh is a necessary accessory for modelling store separation. There most of the methods must introduce this 
improvement for the future. Finally, this means that an appropriate Euler solutions should be discussed as a focal 
point because there are still some misunderstandings in appropriate formulations for store separation. This is not the 
normal formulation you can find anywhere, it is a special one. 
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C.D.S. Clarkson, British Aerospace Defence Ltd, U.K. 
I would agree with you. One thing I would ask about is on the unstructured grid. This morning we saw a few more 
papers on unstructured grids demonstrating their use at DASA, etc. I think that there are advantages in terms of 
gridding time, whether that outweighs or not the Chimera approach is still a question that has to be answered. 
Which one wins out in the future or whether both have a place is worthy of discussion. 

J.W. Slooff, NLR, Netherlands 
I think that there must be at least a dozen or so people who would like to react to, if not protest against, the first 
conclusion. I think the main reason why we have seen more structured grid applications than unstructured grid ones 
is that the level of proliferation, so to speak, of structured grid methods is at this point in time still somewhat larger 
than that of unstructured grid methods. That unstructured grid methods have a disadvantage is, of course, also true. 
In particular, it is not clear how accurate they are in case of viscous, that is, Navier-Stokes simulations. But, I think 
that it is only a matter of time. 

C.D.S. Clarkson, British Aerospace Defence Ltd, U.K. 
Certainly British Aerospace's experience with unstructured grids is that the limiting factor is your computer size and 
if you can get enough grid points, you can get equal quality to a structured grid approach for Euler solutions. 

N. Malmuth, Rockwell International Science Center, U.S.A. 
I sat through the Conference and I saw a very nice interplay between CFD and experimental work. One thing I 
found was missing was some basic theoretical activities that are possible in this area. When we look at the store 
problem, we look at the interaction of the store with the complete airplane. We are automatically interested in 
getting a result for the full-up configuration and we try to deal with the full computational complexity of that. I 
think there is still some room to work on some unit problems like just taking a cross-flow plane, looking at a cross- 
section of even a cylinder store dropped from an infinite plane, what are the time scales associated with that. Even 
trying to do a moving cylinder, we have got all Reynolds numbers regimes from the acceleration from zero to just 
dropping it in an infinite inviscid fluid and then putting a boundary on it, we have a possibility of reflection of the 
wakes. I think that would be a very interesting unit problem. That would give us some insight about one of the 
aspects that was brought up associated with the importance of unsteady effects, even though it is widely accepted 
that pseudo-steady is supposedly the way to go with these types of problems. I think we need some fundamental 
understanding and one way to get that is to work on unit problems that will enhance our insight. 

C.D.S. Clarkson, British Aerospace Defence Ltd, U.K. 
I think to be fair, the reason that there weren't so many fundamental papers, the Program Committee deliberately 
set up the Conference to be on a more practical application side of things and the call for papers reflected that. I 
think that is why there is so little in terms of fundamental papers this time. 

P.W. Sacher, DASA, Germany 
I think that that was a very valuable comment from Ronnie Deslandes, but there should be a proper balance 
between experiment and CFD. I know that you are a CFD man. I was very much impressed this morning during the 
Session by the presentation from the combined Lockheed/AEDC work, and I am always against any tendency where 
CFD claims to replace the experiment. Even in this complex field, I ask now for a proper balance. I have seen in at 
least two contributions a chart giving the impression that the experimental work is going down, the numerical work 
is going up, and I think that the experimental work must not disappear. There should be a proper balance. There 
could be much more covered by CFD, but not everything. I was really impressed this morning to see, that it seems 
to be a good balance in the Lockheed work and maybe in some other contributions, but some tend to overemphasize 
CFD. Maybe this is a little provocative, but I would not like to see somebody recommending to replace experiment 
completely by CFD - not yet. 

M. Borsi, Alenia Aeronautica, Italy 
I completely agree with the last sentence from Peter Sacher since I think that for the engineer aiming at the design 
and integration of new stores on an aircraft, CFD and wind tunnel experiments are two complementary tools. It is 
impossible to rely only upon one of them because the wind tunnel can provide data difficult to be generated by 
computation, it can benefit from CFD for the analysis and interpretation of results, and it supports CFD for 
validation aspects, while CFD-based tools can be very helpful and cost-effective for flow field estimation, store 
integration and release/separation simulation. 
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I would also like to mention another point. We know pure structured or unstructured grids, but there are new 
technologies, like Chimera and hybrid grids, that are trying to approach the flow simulation problem by mixing the 
two techniques in some way. I think that the hybrid grid technology will become very interesting for this kind of 
computation, since it offers the possibility to get Navier-Stokes grids, with structured-type resolution near the body 
and unstructured-type resolution in the flow field, with the easiness and speed of some unstructured grid generation 
processes. 

A. Boudreau, AEDC, U.S.A. 
I would also like to agree on the experimental aspects of store separation testing. What we at AEDC are calling 
integrated test and evaluation is in fact our future, not simply CFD. If we can't combine the best aspects of 
experiments, of CFD and of flight testing together in an integrated approach, we will never make progress, so they 
have to go forward together. I would like to make another general comment. We have emphasized in this 
Symposium mostly subsonic and low supersonic store separation. We need also to have one aspect of our thinking, 
and this is the future, and the future may be indeed a hypersonic systems, hypersonic cruise missiles and so on, and 
store separation from those. I would submit to you that none of us are prepared to approach that. The experimental 
side is very weak in this area. I know of only one CTS mechanism available for hypersonic store separation, and 
that is the one we have for tunnels A, B, and C at AEDC. There may be others, but I know that that one does exist. 
The computational aspects and challenges are mind-boggling when one thinks of all the thermal effects and so on, 
with hypersonic store separation. Flight testing is simply a dream at this point. So, we need to consider that future 
and we need not think that we are very mature in this art. It is a tremendous challenge that we have ahead of us. 

J.D. Marion, Dassault Aviation, France 
An additional comment concerning unstructured grids. This is an answer from the concern from Prof. Slooff and 
Prof. Borsi. We have some experience in this, unstructured grids, and concerning viscous effects. We think that we 
can take them into account with quite a good level of confidence with a grid which becomes more and more 
structured as we come close to the surface, so we combine structured quality in the viscous part of the flow and 
really unstructured grid outside where we do not need much more grid. This is one approach. The other one is, and 
I do also agree with Prof. Borsi, concerns the use of a hybrid scheme with hybrid grids. One part, for example, 
structured grid and the other part unstructured. 

C. Bore, U.K. 
While we are on the discussion of structured versus unstructured grids, there are two points that occur to me. 
Number one point, if you are doing Euler flow solvers, there is not likely to be much difference between the two. 
When you get to Navier-Stokes and you are interested in the boundary layer and its separation, and so on, then 
surely it must be necessary to have a fairly structured grid very close to the surface where all the viscous effects are 
happening. Number two point is that the boundary layer separation criteria need to be fed into this, and these are 
not only a matter of pressure gradients, they are also matters of heat transfer into the boundary layer region at the 
same time. I think that if anyone wants to discriminate between structured and unstructured grids, my suspicion is 
that you will need to look very closely at the way they resolve detailed boundary layer separation phenomena and 
things of that sort. 

C.D.S. Clarkson, British Aerospace Defence Ltd, U.K. 
We have seen some of that during the Conference. 

N. Malmuth, Rockwell International Science Center, U.S.A. 
I would respond to that by looking at some of the new adaptive unstructured grids that reportedly have the 
capability of resolving high solution curvature regions like boundary layers and other kinds of features that occur in 
the solution, so there is that possibility. 

P. Woodward, DRA Farnborough, U.K. 
Can I take you away from this perpetual argument and discussion about CFD and structured and unstructured grids 
and be controversial. Mr. Howell showed this morning how the release characteristics of missiles with auto pilots 
were fairly benign. The performance was very reasonable. If you tie that together with the idea of future weapons 
being smarter because you need higher accuracy, then contrary to the idea of store release being a very difficult 
subject, can I suggest that in future you won't have a job at all, because all of your stores will have auto pilots and 
you won't have any trouble in releasing them. 
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R. Deslandes, Daimler-Benz Aerospace, Germany 
Normally, if you are utilizing an auto pilot in the vicinity of an aircraft you must be aware that the auto pilot may 
fail. These are failure cases you have to analyze, because some of them are allowable and have a high probability. 
For instance, on an AMRAAM as we have seen this morning, we have a flip-over of 30 degrees on one of the 
flippers and then you have to demonstrate safe separation. But you will never go into flight test to demonstrate such 
a case, you have to simulate it. So I think that we will not be out of a job. 

P. Allen, British Aerospace Defence Ltd, U.K. 
Thanks for that comment. You were controversial and it allows me to make one or two points. I think in some 
areas of flight control systems, be it an airplane or the weapon, there is something that can hide all the evils of the 
flow field around the airplane or the missile. Having studies to look at control power effectiveness and the flow 
field in release will be required to insure that the automatic control system can indeed provide the improvements in 
the trajectory that looks as if it is required in a lot of cases. Again, it is another plea to that confrontation that the 
flight control system isn't the answer to everybody's prayer. 

C.D.S. Clarkson, British Aerospace Defence Ltd, U.K. 
I think I would agree with that. Certainly, we have seen cases where the store flight control system can't cope with 
the non-linearities of the flow. 

A.C. Roberts, British Aerospace Dynamics, Bristol, U.K. 
I think that there is an intermediate case for flight control systems, which we have looked at on a number of 
occasions, where you have a control configuration change for launch which puts the controls into a configuration 
such that you get a good separation, and then full authority of the flight control system happens afterwards. So you 
then have the case where, if that control configuration doesn't happen, the launch doesn't happen. You have still got 
a problem for the jettison case, but for normal launch you can usually ensure that you are in a launch configuration 
prior to launch; it depends on the missile. 

R. Deslandes, Daimler-Benz Aerospace, Germany 
Most of the trajectories I have shown on Monday are real flight trajectories which were flight tested exactly. The 
first picture, which explained how long such a trajectory is in the duration, is a failure case on a Phantom where an 
AMRAAM was launched and was a complete auto pilot missed. The missile pitches up and these are those cases 
we have to take into account even if the auto pilot is degraded for the safe separation phase. You have still a high 
risk of malfunction and you have to take this into account. 

J.W. Slooff, NLR, Netherlands 
I would like to come back briefly on the so-called CFD versus experiment controversy, if you permit, Mr. 
Chairman. I think that there is at least one common aspect between the two. We don't know what the accuracy is, 
neither in the CFD case nor in the experimental case. Nobody seems to care in the CFD community, or seems to be 
able to afford to do a mesh-refinement study. Doing so should at least make it clear how numerically accurate the 
results are. To the experimental situation, for example in the case of CTS systems, the question is how accurate are 
the corrections for sting and wall interference and support interference and the like. If we look at test set ups with 
stings of a diameter of something like half of that of the store, there must be an appreciable correction. I am not 
sure that we can determine such corrections accurately enough (apart from questions like: "what are the scale 
effects for, Reynolds number effects, that we have to live with?"). 

C.D.S. Clarkson, British Aerospace Defence Ltd, U.K. 
Certainly for me, that has always been a big bugbear in that we do all of our stores testing at low Reynolds and 
then we go and flight test it at high Reynolds number often on circular stores that have got separations, fuel tanks 
that have got separations, that are definitely Reynolds number sensitive. That is something that CFD could actually 
help and answer, what those Reynolds number sensitivities are. 

J.W. Slooff. NLR, Netherlands 
I forgot to add that as long as we are not able to answer those questions, the discussion will, as David Woodward 
said, be perpetual, I am afraid. 
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S.J. Rawley-Brooke, Armaments Trial, U.K. 
As an engineer and one that is responsible for the some of the clearances, I would like to reassure all the 
aerodynamicists here that there is a future for them with these smart control surfaces. We test to the first failure 
case. If you think of the number of failures that you can actually go through on flight control systems and smart 
stores, and then work out the cost of actually flight trialing those, or even in the wind tunnels, then I think that 
there is a great future for what you are doing, provided you can give me a nice warm feeling of the accuracy of 
your techniques. 

C.D.S. Clarkson, British Aerospace Defence Ltd, U.K. 
We have got time now for one more question or comment. Does anyone have any comments to make about the 
computing requirements on some of these CFD methods. 

N. Malmuth, Rockwell International Science Center, U.S.A. 
Just to make some further comments not related to the last question, we are concentrating a lot here on the 
combination of CFD and experiment. I would suggest that we consider the role of theory in this combination. I 
agree with the comment regarding wall interference, particularly at the high transonic Mach numbers. It can be 
quite important while the stores are in the field of the parent airplane. Unit solutions, even though we have a 
practical emphasis in this meeting, can give us needed basic understanding of the physics of store interactions. They 
can be a check on CFD solutions and the experiments. Furthermore, theory, such as asymptotics, can accelerate the 
CFD procedures. The triad of theory, computation, and experiment can provide important and useful insight into 
the stores problem. It might be useful to think about some fundamentally oriented meeting dealing with theoretical 
studies of store interactions to complement the practical emphasis here. 

C.D.S. Clarkson, British Aerospace Defence Ltd, U.K. 
I would like to close there just before Christian gives his closing remarks as the Chairman of the Fluid Dynamics 
Panel. I would like to say thank you to all the authors for some very good presentations. The quality of the slides 
and the content was extremely good. Everyone kept to the time. Also I would like to thank the local organizers for 
organizing such a superb lecture room and area and doing so well with the overhead projector slides and also the 
translators and the man operating the video and microphone system. I would also like to thank the audience for 
getting well involved with questions and involved in the discussion and helping to make it such a successful 
conference. 

C. Dujarric, ESA, France 
Chris, I think that you have said the main, important things that I had to say. Ladies and Gentlemen, we have had 
three days of presentations and lively technical discussions. Now we will close this colloquium. I think that there 
was a lot of basic scientific information that will enable each of us to prepare technical recommendations for each 
of our respective organizations. Compiling recommendations for NATO will be more difficult, because a summary 
is necessary to make this specialized information understandable to the major countries. This work will be starting, 
on missile separation as in other areas, by the Fluid Dynamics Panel. Our Panel participates in a NATO working 
group organized under the initiative of AGARD. The objective of this group is to project future technological 
developments on military performance in the year 2020. They will provide recommendations on the future 
developments of military material. 

The work of this week will provide us with a first class basis to give substance to the recommendations for all of us 
concerned with missile separation. This Symposium has been a success, due not only to the quality of the 
presentations, but also to the level of enthusiasm of the participants in the discussion. Excuse me for repeating the 
thank yous, but I would like to warmly thank the authors, the chairmen of the sessions and the persons who have 
participated in the discussion. 

I believe that all the participants will join me in congratulating the Program Committee who defined the goals and 
content of this meeting, who gave it structure and controlled quality by a rigorous selection of the presentations. 
We, therefore, thank Mr. Chris Clarkson, Chairman of the Program Committee. We also wish to thank the members 
of this Program Committee, Prof. Decuypere, Dr. Chan, Mr. Jouty, Mr. Sacher, Prof. Georgantopoulos, Prof. Russo, 
Mr. Elsenaar, Prof. Norstrud, Mr. Monge, Prof. Ciray, Mr. Herring, Mr. Boudreau and Mr. Selegan. We thank the 
meeting's technical advisor/evaluator, Mr. Cliff Bore, who accomplished a particularly difficult task by making an 
excellent critical summary of the debates. 
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I believe that the high quality of the technical work should not make us forget the remarkable organizational work 
that we have seen, and especially the wonderful welcome we have received. In the name of the Fluid Dynamics 
Panel, I would like to thank the Turkish authorities, and in particular the national delegates, Colonel Batmaca and 
Colonel Soylerkaya, and Major Akyurek, National Coordinator, who invited us to hold our meeting at Ankara. I 
remind you that many organizations contributed to our delightful stay, especially TUBITAK, the Turkish Agency 
for Scientific and Technical Research; the Technical University of the Middle East, METU; and the Aeronautic 
Industries, TUSAS; the Missile Industries, ROCKETS AN; the Motorization Industries, TEI; and finally the Turkish 
Air Force. We thank them warmly. For all of us, I would particularly like to thank our Deputy Chairman, Prof. 
Ciray, who coordinated everything locally and who is the symbol of Turkish hospitality. We would also like to 
thank Prof. Alemdaroglu, from the FVP, who efficiently helped Prof. Ciray. These conferences would not be 
possible without complex logistics requiring a lot of good will, so I would like also to thank the interpreters who 
managed to translate, even considering the verbal enthusiasm of some of the speakers; Mrs. Celie, Mrs. Danisman 
and Mrs. Vioche. And we thank Mr. Abinader, our AGARD security officer, and his Turkish equivalent Lieutenant 
Hanifibay. Finally, we thank the technicians who kept the presentation equipment functioning, and all the people 
who contributed to the welcoming and the smooth running of the congress. And especially, we thank our Panel 
secretary, Miss Anne Marie Rivault, who was awarded the AGARD personnel medal this year for her devotion to 
our cause. We thank the Panel Administrator, Mr. Jack Molloy for his work with the considerable preparation for 
this meeting. 

I remind you that, this afternoon, we will have a round table discussion on the Stealth Aircraft Aeronautics. Access 
to this meeting, which is classified, will be restricted to the members of the Panel and to the Speakers. The goal of 
this meeting is to evaluate the possibility of organizing an activity in the field of stealth aircraft. 

I would like to conclude by presenting the Fluid Dynamics Panel program for 1995 and 1996. We will hold a 
symposium on the Progress and Future Prospects in CFD Methods and Algorithms, October 2 to October 5 1995 in 
Seville, Spain. I believe that this symposium will clarify certain aspects of the questions we have heard. I hope 
many of you will attend in Seville this Fall. In 1995, we have organized two special courses at the von Kärmän 
Institute: the first, which just ended, on the Aero-thermodynamics of Space Capsules, and the second on Parallel 
Computing in CFD from May 15 to May 19 1995. In 1996, we are planning a spring conference in Norway which 
will cover the Characterization and Manipulation of the Wake of Lifting Bodies. In the Fall, and for the first time in 
AGARD's history, we will organize a symposium in Moscow. It will cover the Aerodynamics of Wind Tunnel 
Circuits and their Components. The Russians have a great deal of experience in this field and have promised to 
share their expertise. We are, therefore, on a new road to cooperation, a cooperation that could be technically very 
fruitful. In 1996, there will also be two special courses at the VKI, the first on Progress in Cryogenic Wind 
Tunnels, the second on Aerothermodynamics and Propulsion Integration for Hypersonic Vehicles. You are all 
invited to participate in our future programs and I hope to have the pleasure to meet you there. Thank you for your 
attention. 
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