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PREFACE 

The engineering community is presently going through a major transformation brought 
•bout by the miniaturisation of computer systems. On« of the important aspects of this 
transformation k that most of these systems deal directly with knowledge - from data 
manipulation to specifying recommendations. Expert Systems, a successful by-product of 
Artificial Intelligence, are good examples of these knowledge handling tools. Affordable 
hardware and software make Expert System technology easily accessible to the most remote 
users of expertise, The fact that operative knowledge can now be transported onto diskettes 
and updated on-slte brings a renewed flexibility to various domains of engineering. The 
constant drain of corporate memory and knowledge imposed by postings sad transfers In 
DND could be minimized by capturing and storing expertise in these systems. 

The first Symposium/Workshop on the Applications of Expert Systems In DND was 
held In March 1089 at RMC and many of the participants expressed the desire to hold 
regular, similar meetings In the future. Sinee then, a Symposium/Workshop has been 

organised each year. 

As for the previous Symposium/Workshop», this one is organised with the intent to 
create a vehicle, within the Department of National Defence, to promote, stimulate and 
demystify the development of Expert Systems and their applications to eng&eerinjr The 
material and tSLormation contained in the papers are published in the exact form as'given 
by the authors. Any statement, opinion or view expressed. In the papers are the sole 
responsibility of the authors. Mention of trade names or commercial products does not 
constitute endorsement or recommendation for use,. 

We would like to express our sincere appreciation to the authors for their contribution 
and cooperation in the production of these proceedings. We are grateful to the staff of the 
Royal Military College of Canada for their support in organising this meeting. 

The editors. 

G. Akhras and P. R. Roberge 
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Reproduction 
Reprints of all or parts of these Proceedings may be made on the condition that credit 
is given to the auihor(s) and that reference is made to these Proceedings. 
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APPLICATIONS OF EXPERTS SYSTEMS IS DSD 

WK, Ongtm, CMfffc Cm** 

DEVISING A BATTLE PLAN WITH CASE-BASED REASO*StHa 

James Bowen* 

Abstract 
When devising strategic and tactical plans an Impcwtont aspect to consider 

Is th« response of the opposing force for the Implementation of the plans. W a 
computerized system could be bulk* which would anticipate opposing force reaction 
to offensive movements ft could result hi discovering weaknesses hi strategic and 
tactical plans. This system would need to take Into accouni many different pieces 
of Information In order to determine possible opposing force response tactics. 

One such method of generating possible responses must first determine 
If the opposing force commanders team by examining previous military situations. 
This method of reasoning was observed In me recent war when defense strategies 
used resembled those of WW I. . 

tf so then a method calted case-based reasoning might provide the basis 
for such a computerized system. This system could combine limitations Imposed 
by the environment, eg. personnel, orders, equipment, etc., with previous military 
situations to suggest responses to planned offense movements. This paper 
discusses the appropriate military situation, case-based reasoning, previous 
applications, a military example, limitations, the research issues, and a brief 
comparison to rotes and neural nets. Finally, a case-based reasoning system 
could be the beginning of atrue teaming machine whteh would continually increase 
Its understanding of opposing forces. 

•CompEngServ Ud, Suit* 300,19 Faünnont Are, Otttwt, Ontario, K1Y 1X4 (613)722-3008 
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MILITARY REASONING 

In general, • military commander's strategic ami tactical response to events 
generated by the opposing force is guided by six considerations: direct orders, military 
policy (e.g. guidelines, contingency plans, etc.), inteUigence/infotmadon, 
experience/training, limitations of equipnMmt/resourcesAenain/personnel/etc., and 

analysis of previous military situations. As a case in point, Iraq's strategical and tactical 
manoeuvres with Iran and later with coalition forces were reminisced of WW I defense 
*trategies.In addition, coalition ground strategies were reminiscent of the Korea war and 

wwn 

At die battlefield level, in toulitian regimes such as communist states (USSR 7) 
or dictatorships (Iraq) there is little room for creative or free thinking on the part of the 
commander. If faced with a situation outside the direct orders or known policy, response 
might be determined by using solutions proved successfully in similar previous 
situations. This also allows the commander to justify action taken at a later date. 

If a system could be designed which would incorporate known military policy, 

restraints on equipment, resource, terrain, personnel, etc., as well as, previous military 
situations it could have potential in determining response to offensive movements. This 
could be (tone by determining a profile of the capabilities of the opposing side and its 
studied or experienced military situations. Each previous military situation could be 
compared to anticipated offensive movements and the closest match may indicate 
opposing force response. Such a system could indicate a weakness in offensive 

movements. 

In the case of "freer" nations a wider definition of "closest match" could be 

used. 
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In addition, such a system could incorporate the individual profile of a Canadian 

Commander's experience to produce a system to probe for weaknesses in their thinking. 

If properly designed it could be used in a war games approach. Where the system reacts 

to the user's movements according its role as the opposing force. 

Recently, a need has been exptessed for computer support in devising plans for 

• tactical and mission oriented pilot's associate; autonomous land vehicles; naval battle 

management; and, the air land battle concept of NATO [1J [21. This paper is designed to 

give an overview of a technology, which may be appropriate for such systems, called 

case-based reasoning. 

CASE-BASED REASONING 

Artificial Intelligence (AI) encompasses many different areas such as natural 

language processing, robotics, etc [3]. One area is machine learning (although some 

argue it is not a part of AI). In machine learning there are 4 main subareas: Induction 

(teaming a general concept from viewing both positive and negative examples), analytic 

(deductive approaches using paU experiences to provide example» and guide the solution 

for a new problem, for example, case-based, analogical, explanation based learning), 

genetic algorithms (produce mutations of examples by selecting the best features of a 

class and use a selection process to achieve objective) and connectionism or neural nets. 

Before discussing Case-based teaming its worm while to discuss a few points 

about learning in general, first some definitions [4]: 

1) Analogy which infers resemblance between two objects. For example, 

class attributes of a first case are listed and a second case is compared to 

see if it is a member of the same class of cases; 

2) Generalization may occur when two or more cases share two 

characteristics and where a class of additional cases share one of the 
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characteristics. In the generalization process the second characteristic is 
inferred as an attribute of the additional cases as well 
3) Cause and •' ct connections can be inferred between events or 
attributes which Witt to occur together for cause and effect analysis. 

b general, learning approaches may require the following abilities [4]: 

1) The ability to reason with cases and examples through analogy; 

2) Handle ill-defined, open textured problems i.e. to prove an argue 
through a logical analysis of subjective information with little or no 
predefining parameters; 
3) Handle fundamental conflicts between previously generated rules and 

newly generated rates; 
4) Handle change and non-monotonocity, which is defined as the constant 
change in the proposed rutes as die underlying cases change. 

If a computerized learning system was built it would have [4]: 

1) Indexing abilities in order to search tor relevant previous cases; 
2) Assessment abilities of similarities and differences between the current 
case and previous ones; 
3) The ability to generalize in order to evaluate potential solutions; 

4) The ability to adapt to changing underlying facts. 

Case based reasoning (CBR) has received some attention lately as theoretic 
concepts are now being applied to real problems [51 [4]. This type of reasoning got its 
start with die theory of Dynamic Memory Structures [6] [7]. Case-based reasoning can be 
defined as the ability to match the facts of a situation against previous ones and adapt the 
solution so the new case. The central idea behind CBR is that reasoning is done from 
previous cases and not from "first principles", i.e. conclusions are drawn from the 
available case. This allows a problem solving and reasoning system to avoid known 
errors and reach a solution in a more guided way, i.e. incorporating the solution 
methodologies found successful in previous cases. The basic method is to first select a 
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case(s) which best matches the current situation. Next, these cases are slightly changed or 
even drastically modified in order to more closely match and solve the current case. If 

the solution is correct the new case may be added to the knowledge base. 

PREVIOUS CASE-BASED RFASONING SYSTEMS 

Now, wim an idea of general learning concepts and what case-based reasoning 

is, the following section examines previous computerized uses of iL This learning^ 

approach has been used in a variety of areas. For example. Chess has been a popular 
application area [8] 19], understanding human intentions in military situations [10J, 
accomplishing Natural Language processing [11]. Some authors have suggested a 
planner that would retrieve and modify past experiences as guides to solving new cases. 
Their work was concerned with adversarial planning. 

ARIES [12] used a certain type of memory for the storage of cases and a partial 

matcher with a built-in criterion and an indexing mechanism for case retrieval. The 
retrieved case was changed heuristically until it satisfied the requirements of the current 
problem. Because of the obvious problems of such a retrieval strategy (ARIES cannot 

consider alternatives or retrieve subproblems, instead of whole problems, from memory). 
The author presented a new methodology and a novel definition of when two cases are 

"similar": two problems are similar if their initial analysis yields the same reasoning 

steps, i.e., they consider the same issues and make the same decisions [13]. Furthermore, 

by storing alternatives, failed solutions and reasons, the system is capable of better 

utilizing its previous experiences. 

MEDIATOR is a case-based system that stores its cases as generalized episodes 

[14] t?5]. MEDIATOR uses an a priori evaluation of the closeness of fit of a plan in 

memory to the current case for old plan selection. Indexing is furthermore enhanced by 

the features that describe possible plan failures. 

5 
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WOK f 16] and CHEF 117] {It] are two care-based planning programs that work 

in the domain of cooking. WOK generates plans by retrieving an old one from memory 

and modifying them to fit me current problem. WOK is unique in its »trieval method, 

since it uses subgoal interactions is indexing mechanism. CHEF retrieves plans 

according to the number of goals they satisfy and the interaction of foals, and then 

modifies mem to satisfy unsatisfied goals. 

PLEXUS is a planner applied to common-sense reasoning [1% PLEXUS 

retrieves old plans by use of Ae background knowledge of a plan that includes general 

plans, categorization and causal knowledge. 

Finally. TOLTEC is a case-based planning system that has been applied to 

manufacturing problems pOJ. 

The domain of application of CBR systems is constantly being expanded. New 

systems are attempting to apply CBR in legal reasoning, battlefield manager«, medical 

diagnosis, manufacturing, and so forth. CBR is vieaed by many as the new 

methodology for intelligent systems, which will eventually replace the current rule-based 

formalisms for certain types of problems. 

SAMPLE MILITARY CBR 

The following very simple example suggests one of many possible approaches 

that could be looked at in a military CBR study. In order to construct such a system we 

allowing methodology might be used: 

1) Identify the features in each previous military situation/case. Assuming each 

case contains both information of general content and technical expertise. The technical 

expertise might be extracted by: a) Identifying key words, phases or combinations of 

letters which represent the possible inputs. This could cover weapons, geographic, 

tactics, strategic intent, etc. b) In the situation where a tactic can be linked in a hierarchy. 
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The next step is to identify second level or as many levels es necessary of resulting 
tactics. TTüs could occur where there U more than one tactical goal, c) Establish 

relationships between the features, esublish strength and direction of relationship. I.e. 

causality. For example, troop and weapons movements, d) Identify results or causes of 

features and establish relation between features and results/causes. For example, troop 

movement; may precede road and radar upgrades or aggressive political statements, e) 

Identify «nd establish relationships between results and successful counter 

offense/defense. For example, static defense lines may be by^passable. 0 This system 

would have to be able to distinguish and deal with commonly accepted words such as 

"airborne" and variable standard words such as adjectives like "massive". 

2) A software tool to translate cases into structured representation, the features, 

the military situation and possible responses must be linked. This relationship would 

contain three values: the link, causality, degree of streng*. The main result would be 

the ability to link each feature with its defensive manoeuvre and give a certainty value. 

. 3) Once operational, a machine learning system would accumulate new rules 

from new cases. This system would have to address the issue that new cases might either 

change the relationship derived earlier or extract new relationships. This system would 

have to be able to handle conflicts generated by new cases. For example, in the situation 

where several tactical defensive solutions are acceptable given the same offense tactics. 

4) The resulting symptom would then be able to recognize the key features of a 

new case, match them against previous cases and derive a listing of probable causes. 

Since each feature has a degree of strength associated with it and a cause, the system 

could compute, using an appropriate certainty or probability scheme, which cau$e(s) are 

most probable. At this point, the same kind of procedure cculd compute the listing of 

most probable defensive tactic. 
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PRIMACY OF RECENT DATA 

The following two sections discuss heuristics for designing such systems. 

One important point that has been learned is: recent data would always take 

precedence over older data pt]. 

The best way to make certain the most recent data in the system lakes 

precedence over old data is to run cases from the data base through the learning system in 

chronological order (when training the system). This would be. necessary as 

advancements in military technology continually allows more options. Using this form of 

the algorithm, the system does not need to search the data base, fcstead, if the system 

generates its own rules derived from cases then for each new case, it searches its own 

rule base until it finds the rule that best matches the case. The rule it finds might be based 

an a single case or could be a generalization from many cases. Then the system needs to 

check the conclusion of the rule and compare it to the correct decision on the case it is 

considering. If the decisions match, the system can create a more general rule (or just 

leave the current role in place). 

However, if the decisions differ the system needs to create a new rule based on 

the KW cass. In addition, it needs to examine how closely the old rule matched the 

current cases. The system designers need to be able to vary this strength of match 

parameter. If the rule does not match very closely, the system can create a new rule that 

matches the current case better than the old rule. 

If the old rule matches very closely the system must make a more sensitiv* 

decision. A close match means me system is looking at a case that is very similar to 

previous cases, but the correct answer is different from what it has been in the past The 

new case might represent a change in policy or in the world e.g. technology, and the old 

rule is no longer appropriate. The system may then decide to replace the old rule with the 

new one. 
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MACHINE LEARNING LIMITATIONS 

Despite to tremendous potential, machine learning cannot solve every problem 

(21]. ft only works well for domains in which a large body of experience exists. 

Naturally, this experience should be available on line since the effort of encoding it could 

be enormous. Leading systems also might not work well for real-time applications since 

they have to search a large rule base w find the best rules for each new situation. 

A more significant point to keep in mind is that learning* systems cannot decide 

for themselves what parts of the data are important If the military had a very rich data 

base with lots of data for each case, the system engineers mun first decide which 

information in each case is most important This filtering of data almost always requires 

the assistances of experts, so a modified knowledge engineering role is still part of the 

process of buUding a teaming system. If the data is fed into the program unfiltered. the 

contradictions or incompleteness, etc. in cases might be so great (for example, in the 

form of spurious correlation, which would lead to rules that could never work) that the 

program might never adequately learn. 

Finally, systems that learn from experience cannot learn a principle that is not 

embodied in the experience they've had. If military intelligence senses the opposing 

force is operating on a different principle such as conserving manpower or concentrating 

on air defences and wants the teaming system to make decisions to reflect that change, 

the engineers responsible for the system may need to modify it manually. 
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RESEARCH ISSUES IN CASE-BASED REASONING 

The following section discusses research issues for a CBR system [4]. 

The typical reasoning of a CBR system involves selection of the appropriate 

case in memory, modification of the old case according to the new problem, and possible 

storage of the new solution as a case in memory. Each step of this cycle has many open 

research issues associated with it 

First, the question of how to represent the case and its features in computerized 

form must be addressed [22]. 

Second, a CBR system must select the best case or cases from memory. The 

question mat must be answered is what constitutes an appropriate case. What are the 

criteria of closeness or similarity between cases, and how should cases be indexed. In the 

simplest approach, find which case has the most matching features. An important issue is 

to determine if the features are of the same important [22]. 

Third, a new solution must be checked to decide if it solves the problem. 

Checking a solution can take many forms. Some situations allow the application of 

analysis techniques to determine the goodness of a solutions; other situations may require 

simulation; others may allow a formal proof of solution correctness. Whatever the means, 

after a solution is checked the results of this check must be evaluated. If the solution is 

acceptable, based on some domain criteria, then the CBR system is done with reasoning. 

Otherwise, the case must be modified again, and this time the modifications will be 

guided by the results of the evaluation of the solution. 

Fourth, after an acceptable solution has been found, the CBR system must 

decide if and how it should be added to its dynamic memory. During this learning phase 

the CBR system must decide if the new solution is sufficiemly different from others, 

already known ones, to warrant storage. If it does warrant storage, it must be decided 

how the new case will be indexed, on which level of abstraction it will be saved, and 

where it will be put inside the dynamic memory organization. 

10 

■•-■»-"•■^ 

m 

:':f 



i^Wf^W^JMH     UHUWWWW» ■ Wf I ,W WWWWP Jl»> J"f»: 
HUM IIJW. l;U|   . I|.UIllilllU   LI .11 .... I «WWW..! MIIIIJ 

...,: ^^.^w..,^^.^^ „.■ M»^a^Mh/tefa^.^n^L^^^ 

11 

Indexing a case is essential in establishing similarity, since the Indices help 

define the elements of a problem that are important and which should be consideied 

when studying a problem. Part of the case Is the knowledge gained from solving the 
problem represented by the case. In other words, cases should also be indexed by some 
elements of the solution. According to the theory of dynamic memory the events that 
help most in reminding are failures: we remember situations where our expectations 

failed easier than situations which were stereotypical and according to expectation. 
Thus, any indexing scheme should include failures and deviations from stereotypical 
events. Two main approaches exist: First, hierarchical approaches arranged features 

from general to specific i.e. a decision tree. This is most suited for domains using well 

defined searches [22]. The associative approach involves linking features independently 

dtis allows more flexible searches. 

BRIEF COMPARISONS 

How does CBR compare to other AI approaches [22]. In comparison to rules, 

development time is spent creating features from cases rather than trying to articulate an 
expert's heuristics. In addition, a CBR provides better explanations of decisions by direct 
links to previous decisions rather than through a "distilled" rule base. This is also a 
problem with neural nets which can not provide explanations for their classifications of 

new problems. Once the system has generated a set of strategic or tactical plans, 

experienced personnel could then enhance it by devising creative and unexpected 

modifications. Thus, receiving explanation of how the plan was developed is extremely 

important in assessing its strengths and for use in extending or refining the computer 

generated plan. 
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CURRENT STATUS OF CBR SOFTWARE 

Currently there appear to only be two publicly available CBR software systems, 

they are relatively expensive (>$10,000 US) systems: Remind by Cognitive and CBR 

Express by Inference (see review in October 1991 issue of "AI Expert"). 

CONCLUSIONS 

This paper described a methodology called case-based reasoning which could 

have potential in developing bom strategic and tactical offenste and defensive plans. It 

summarized a list of research issues which must be addressed both a fully automated 

system could be developed. However, such an approach could be the foundation for 

generating battle plans which draw upou accumulated military experience. 
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A DECISION SUPPORT SYSTEM FOR ELECTRONIC WARFARE ANALYSTS 

Major J.Q.L Dumouchel* and Dr AL Jenkins? 

Abstract 
Or» of the main goals of Electronic Warfare <EW) is to Identify enemy 

units and determine their intentions. This is accomplished through the analysis of 
data obtained by Electronic Warfare Support Measures (ESM). One of the 
techniques employed by EW analysts Is to use deployment templates as defined 
in doctrinal publications to predict the deployment and intentions of the enemy 
forces facing our own forces. This paper presents a prototype Decision Support 
System (DSS) written in the SmalltaJc programming language. K makes use of 
doctrinal templates to assist the EW analysts in estimating enemy locations, 
identities and "intentions. Initial reactions to the DSS suggest it is a tool that wiil 
greatly enhance the working environment of the EW analysts. 

'Project Manager, Director Signals Engineering and Maintenance. NDHQ, Ottawa 
'Professor, Dept of Engineering Management, RMC, Kingston 
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EW, which i» defined u military action» involving the us« of 
electromagnetic energy to determine, exploit, reduce or prevent hostile uee 
of the electromagnetic »peetrum, «ad action» to retain its u»e by frisndly 
force», ha» b»»n practiced in every major conflict «inco radio 

communications war» first wad. Ill, although an integral part of air and 
naval operation», «a» generally ignored by western arnia» after World War 
XX oatii tha Vietnam War. Today, increased effort» are being devoted to 
this critical component of combat power. Modern warfare is becoming 

iaereaaingiy dependant on high technology coamand and control, »ttrveillance 
and weapon aystams, the majority of which use »caw» portion of the 
electromagnetic »peetrum for guidance and/or communication», the »id« that 
beet makes us» of the electromagnetic »peetrum and reduce» the enemy'» use 
of the »ame »peetrum will have a decided advantage in winning the war. 

SLBCXftOWXC WUKNUUI 0PE8ASX00S 

1W tU embrace» the following three divisional 
a. Electronic Warfare Support Measures (ESM)> 
b. Electronic Counter Measures (ECM)} and 
c. Electronic Counter Countsr Measures (ECCM). 

SOCM are the defensive measure» taken to protect friendly electronic 
systems against the enemy threat. ECM are action» taken by friendly EW 
unit» to prevent or reduce the enemy'» use of the electromagnetic »peetrum. 
ESN involve actions taken to March for, intercept, locate, record and 
analyse radiated electromagnetic energy for the purpose of exploiting such 
radiations in support of military operations. ESM provide a source of EW 
information required to conduct ECM operations, ECCM planning, threat 

•election, warning and avoidance, target acquisition and warning. The 
division» of EW and their relationship with other EW terms can be best 

illustrated a» in Figure 1. 
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WK ia an activity that ha« s«v«ral int«r-r«lat«d and int«r-d«p«ndant 
eompoeants. Figur« 2 auamaria«« th« «ntir« W procais. th« aupport«d 
ff^T^fM^i- nMds information about th« «n«my deployment and intention« to 

•ffactively deploy hie own formation», on« of th« many aourc«« for thia 
information is th« BW unit ander hia eosmand. Therefore, th« co«mand«r, 

through hi« «taff, giv«s direction« to th« EW unit a» to th« typ« of 
information h« r«guir«s to foraolat« hi« plan. Thi« i« known a« th« 
conoandar'« Primary Information Requirements (PIRs) and Information 
Requirements (IRa). Th« SW onit operations c«ntr« tran«lat«a th«a« PIRs 
and XRs into tasks to b« performed by th« various dotachmanta deployed by 

th« unit. 
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Figure 2 - S* proceaa 

The analyata «ill provide ateerage to the aearch, intercept, diraction- 

flading «ad jamming detachments la the form ofi 
a. known frequencies in use by tha enemy; 
b. types of aignala uaed (a.9. voice, morae coda or ancryption); 
c. known calleigns uaed on a apaeifle radio network; 
d. eodeworda commonly oaad on a particular radio network; and 
a.  tha location of known aaittera. 

Oaing tha data obtainad from SSK, tha IW analyata produce raporta 
for tha aupportad commander and hia ataff. Theae raporta typically provide 
the following information« 

a. tentative identification; 
b. laat known location; 
o.  predicted intentiona; 
d. approximate time when the action will take place; and 
e. general commenta from the analyata. 
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With the intelligence obtained fron these reports Mad other sources 
of information, th« commander makes decisions and gives directions to th« 
unit« and formations under hia command to aitbar physically or 
«lactronically attack tha enemy. In tha casa of ECM taaka (alactronic 
attack), tha analyata will provide tha ECK controller with frequencies and 
locations of target emitters. 

analysis consists of scrutinising all available information and 
extracting that which ia important to the intelligence process. Figure 3 
portrays the intelligence process. 

from intercept, the analysts receive information about frequencies, 
callsigns, types of networks, message content, traffic flow, activity 
patterns and transmissions types, this information is further enhanced by 
information on locations and possible movement of emitters provided by 
direction-finding detachment«. Other sources of information auch aa air 
reconnaissance, special forces, battlefield surveillance and werpon 
locating radars as well aa prisoners of war add to the mass of data to be 
scrutinised. 

The target array facing ax: EW unit oan be lauge and sophisticated. 
For example, it could be up to 175,000 emitters in the case of an army 
patterned along the lines of the old Warsaw Fact organisation (6]. 
Obviously, all these emitters are not active at the same time. However', 
prior to the conduct of any operations, an EW unit vill have gathered some 
information about tha enemy emitters while building a database of 
information about the opponent force. The analysis of this information 
will result in reports to the 32 (Intelligence', and/or 03 (Operations) 
staff containing intelligence concerning the enemy order of battle (ORBAT), 
ita strengths and intentions, and unit identities and equipment. 

One can say that the EW analyst is a detective who quickly seizes 
upon any errors or breaches of security committed by the enemy. When the 
opposing force security measures are effective, the information obtained 
will be very fragmented and will only gain clarity over a long period of 
time. However, time ia an advantage the analyst does not have. 
Accordingly, he needs some form of assistance to build up the enemy picture 
as fast as possible and as accurately as possible. 
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Figur« 3 - Tb* Intelligence process 

Analysts as« different techniques to «▼«lust« the tactical 
information acquired through BSM «ad other sources. On« of these 
techniques is celled tamplating. It refers to the use of deployment 
template* as defined in the envoy's doctrinal publications to predict the 
deployaent and intentions of the enany forces facing our own forces. An 
example of such template is shown at figure 4. These tenplates show the 
major elements of a formation or unit ae well as their relative positions 
to each other and the Forward Edge of the Battle Area (FEBA). Conmanders 
at all levels will normally comply to these templates while planning their 
deployment because doctrine usually affords them very limited latitude. 
Consequently, these templates are a very important tool for the analyst 
because it allows them to deduce: 

a. enemy intentiona. The type of template that best match the 
actual deployment will indicate the type of operations to 
expect from the enemy (e.g. attack, defence etc)) and 
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b. wWtlttQW Vt fWWT fPFPW» «* template will prompt the 
analyst as to the major element« to expect to find la the 

opponent'« cult or formation. 

Host of tbo Information gained from MX can b* «a«iiy handled by 
machlxme without tbo need for hum«! Intervention. Xt «loo appear« that the 
«so of template« will loud lt»elf r*tb«r handily to automation. 
Consequently, designing a ayatam capable of eonparlng tbo tactical data 
gathered through KSM and other aourcaa to different doctrinal tampiatee 
knowc to ba usually uaad by tha «aaay will greatly onhanc« tfe* analyst'« 
ability to copa with tbo «noimous amount of information available from tha 

target array. 
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the IW Analyst System (WAS) 1« a aysteu that U deaicned to «IM 

doctrinal templatee [»,«1 to aaalat the W analysts In the performance of 
their duties. It was proerasKcd on a microcomputer using, too Smalltalk 

13,4,3,7) environment. The major features of tho system arct 

«.  • vindow-based user interface; 

b.  an interface with a databaa« of doctrinal templates toi 
1) add or dalata categories of templates; 
2) add, dalata or rename types of templates; and 
3) add, insert or dalata «a element in a given template* 

e.  an interface with a tactical databaae tot 
1)   add, delete or rename unite in the database; 
3)   add or delete characteristics of a unit; and 
3)   eeareh a database of inferred (doctrinal) templatee for 

possible Batches to a tactical unit; 

•nt of the 

d. an interface with an inference calculator tot 
1) define an inferred (doctrinal) template; 
2) calculate the expected location of each el« 

inferred template; and 
3) add the inferred template to the databaae of inferred 

templates; 

e. an interface with a database of inferred templates to eeareh 
the tactical databaae for a possible match to an element of 
the eelected template or the .»elected template itself; and 

the ability to compute a certainty factor for aach match. 

As the system requires doctrinal templatee from which to compare the 
gathered information, a Template Database Browser is provided to the EW 
analyst to permit him to enter different doctrinal templates in a database. 

This browser is shown at Figure S. 
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Pigura S - »amplata Databaaa Browear 

this browaer has aavan (7) panaa allowing tha Etr analyst tot 

a. add, smKMt or ranams a eatagory of tamplata (pana 1). thia 
pana liata all tha catagorlaa of doctrinal taxoplataa bald in 

tha ayataat. Bach category of tamplata rafara to a diffarant 

phasa of war (a.g. attack, dafanca, ate); 

b. add or ramova a typa of tamplata aaaociated with tha aalactad 
eatagory of tamplata (pana 2). Tha typa of tamplata rafara to 
tha typa of unit or formation that tamplata rapraaanta 
(armourad, infantry, artillary, ate). This pan« diaplaya all 
tha tamplata that wara put in for tha aalactad eatagory of 

templates; 

c. add, remove or inaert an elemant for a aelected typo of 
template (pana 3). An element refara to a major unit or sub- 
unit of tha unit or formation rapraaentad by tha aelected 
tamplata. Banca, thia pana ahowa all tha alamanta that ahould 

ba part of tha givan tamplata; 
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d. enter the depth and frontage of a «elected typ« of template 
(pan*« 4 and 5). This allow» the analyst to adapt tba 
template to tba terrain ainea terrain is a «ajor factor in 
dictating how forces are deployed} and 

a. enter a value for the easting and northing of each elensnt of 
the selected type of template (panes C and 7). This lets the 
analyst position each clamant within the teaplata. 

This browser will be seldom used during operations. The different 
doctrinal templates should be known to the SW analyst prior to the start 
of hostilities and entered in the syatea at that tine. This browser will 
be mainly used to modify the templates to take account of the variations 
in the terrain and to changes in doctrine. 

As previously mentioned, information ia being gathered a little at 
a time and the IW analyst needs a tactical database to keep track of it 
all. Xa this system, he will be able to store all the information gathered 
from various sources by using the Tactical Database Browser (Figure C). 
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This brow.« alao ku aeven (7) panee «ad providea the Kw analyat 

with the following information* 

a. »IM 1. Thia pane givo« » U«t of «11 on«/ «»it» «* 
formation, hold in tho tactical databaao. tha W analyat can 
add, remove, rename or try to match a unit fro« thia pan«, 
«ban a unit/formation ia .elected, tha .yate» »ill diaolay tha 
•loetronie chaxacteriatic: of that unit in tho othar panea of 

tho browner; 

b. »ana 2. Thi. pana ahowa a liat of all tho frequenciee known 
to bo uaad by tha aaloctod unit. Tho ayotam allowe tho W 
analyat to add or remove a frequency fro« thia list» 

c. »ana 3. * liat of all typaa of aignal known to ba w»d by tho 
aolaetod unit ia diapleyed in thia pan». Tha KW analyat can 

add or roBova an antry fro« thia liat» 

d. »ana 4. Tho pane diaplay. all tha nod«, (.ub-unita/unite) 
aaaoeiated with tha aaloctod unit. Tha ayata« lata tha W 
analyat add, remove or try to «atch a noda fro« thia pana. 
Once a noda ia aaloctod, tho ayata« will diaplay tha 
eharactoriatica of that noda in panes 5, < and 7; 

o. »ana S. Thia pana diaplaya a liat of tha different codowords 
known to ba uaad by tho aaloctod unit/foraation. The tw 
analyat can add or remove a codeword fro« thia pane; 

f. »ana f. Thia pane diaplaya tha iaat known location of the 
•elected node. Thia information would nornally bo obtained 
fro« direction finding aenaora and automatically entered in 
the databaao. The W analyat baa the ability to change thia 

information when required; and 

g. »ana 7. The number of tranvmianions emanating fro« the node 
ia entered in thia pane. Jkyain, thia number will be updated 
automatically fro« information received from the intercept 

operator* poaitiona. The EW analyat also haa the ability to 

change the information in thia pane if neceaaary. 
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The BW analyst will usually use thia browser to obtain tho 
Information no naoda to provide steerage to tha different «ansora daployad 
by tha unit. Ha will alao use the information eontalnad in this browaar 
to initiata a aaareb of tha infarrad (doctrinal) tamplataa to find a match 
between tha deployment of tha salactad unit/formation (pana 1) or a 

aalactad noda (pana 4) and a doctrinal tamplata. 

«a mantionad earlier, tha terrain playa an important part in tha way 
a unit/formation commandar will daploy hin forcaa. Xn many instances, tha 

df^loymant will not conform to tha doctrine, Therefore, there is a need 
to modify tha doctrinal tamplataa to conform to tha tarrain on which tha 
battla ia being fought. Alao, tha tarrain will dictata tha possible 
avenues of approach to tha friandly poaition. Tha BW analyst can ehanga 
tha sise and oriantation of an infarrad (doctrinal) tamplata by using tha 
Znfaranca Calculator. An example of this browaar is showad in Figure 7. 
«ho calculator has savan (7) panes which allow tha W analyst to i 

a. aaloct tha daairad catagory and typa of tamplata to be 
infarrad. Panea 1 and 2 liet all tha tamplataa that can ba 
infarrad by catagory (pana 1) and typa (pana 2).. Tha lists 
ara identical to tha liata found in tha Tamplata Databaae 

Browaar; 

b. antar eartain attributee for a given tamplata. Theae ara» 
1) lnfarance coordlnataa. Pana 3 lets the EW analyst enter 

the point on the map where the template will be 
inferred. Xt is the intersection of the line 
representing the FEBA and the line representing the left 
boundary of the unit or formation for which the template 

ia inferred; 

2) anole. Pane 4 allowa the EN analyst to enter the angle 
of tha axia of advance (suspected or known) of the enemy 
forces with respect to the deployment of friendly 

forces; 

3) depth. Pane 5 lets the EW analyst determine the depth 
for the template that will best match the terrain over 
which the battle ia taking place; and 
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Figur« 7 - Inf«r«nca Calculator 

frontaoa. Put « Uta tha SW analyet dataraina tha 
frontag« for tha taaplata that will alao b*st «uit tha 

terrain; and 

e. add tha inf«rrad tanplata to a databaa« of inf «rrad t««plat«a. 
Pan« 7 liata all tha alaaanta of tha aalactad template with 
thair eorreaponding inf «rrad location. Bach infarrad template 
«ill b* atorad in tha databaaa of infarrad tenplatea with ita 

attributes and a liat of elessmts with thair aaaociatad 

infarrad location. 

Tha BW analyst will u»a tha Xnfaranca Calculator to infar all tha 

taaplataa ha faala ara appropriate for tha typa of tarrain and tha atata 
of hoatilitiaa. Sinca the aupportad coanander ia only inter*at«d in «nemy 
actiona in a «pacific aroa of th« battlafiald, tha BW analyst will nomally 
infer all tha possibla templatea that could cover tha aaid are». 

After th« BW analyst has inf«rr«d a a«t of teaplatea and atorad 
them, ha must ba abla to work with thasa templates. This can b« don« by 
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using tha Infarrad »»aplatae Databaaa Browaar (I'igura »). *hia browaar 
alao ha» aavan pan»» allowing tha VH analyat to gati 
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rigura I - Infarrad Tamplatas Databasa Browaar 

tha liat of infarrad template» bald in tha databasa of 
infarrad tamplatea. »ana 1 allows tha EK analyat to raaova or 
rename an infarrad template or update tha browaar; 

tha attributas of tha infarrad template that ia salaotad. 

Thaaa ara» 

i> 
3) 
3) 

4) 
S) 

typa of taaplata (pana 2)} 
infaranca eoordinataa (pana 3)} 
argle of tha axis of advance (pana 4)) 
dapth of tha infarrad template (pana 5); and 
frontaga of tha infarrad taaplata (pana «)j 

tha list of all alamanta aasoeiatad with tha aalactad infarrad 
taaplata and thair infarrad location. Thia pana allow» tha EN 
analyst to uaa tha ayatam to match an »lament of tha infarrad 
taaplata to a noda in tha tactical databasa or to match tha 
aalactad infarrad tamplata to a unit/formation in tha tactical 

databasa. 
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Mow, tho Bw analyst can us« tha systsa to try to daduca tha anaay'« 
daployaant and intantiona as wall as to provido stoaraga to tho forward 
uuon. Thia can bo dono in two ways, ririt, tho B» analyat can ua« tho 

syataa to »atch an infarrad taaplato ho fool« boot daacribas tho 
salt/formation ho think« facaa our own forcaa to a unit/formation hold in 
tbo tactical databaaa. Thi« io dono fro« tbo Xnforrod Tasplataa Databaaa 
Browser. Tho result o£ tho search will bo shown in tho Matched Tactical 

Databaaa Browaer (Figure »). 
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Vigor« 9 - Matched Tactical Databaaa Browaer 

thi« browser ia identical to tho Tactical Database Browser oxcopt 

for tho following! 

a. pano 1 liata only tho units/fomations that have matched th« 
infarrod template «long »i*h a eartainty factor aaaociatad 

with oach aatcli; and 
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b. pane 4 sow «bows the certainty factor for «ach element to nod« 
match «a wall aa th« liat of all nodea aaaociatad with th« 
eelected matched unit/formation. 

On th« other hand, If th« W analyat known th« identity of th« enemy 
«ait/formation facing our own forcaa bat reauirea more Information about 

it, ha can do ono of two operational 

a«l«ct th« unit/formation fro« th« liat in pan« 1 of th« 

tactical Oatabaaa Sroveer to gain accaaa to all tha 
information availabla about tha unit/formation that ia held in 
th« eyatem. Tha IN analyat can than uaa tha information to 
at««r th« diffarant aenaora deployed by th« KW unit; and 

initiate a aaarch of th« Inf«rr«d Templatea Oatabaa« in order 
to determine if the «elected unit/formation baa a match 
amongat the Inferred Templatea. The reault of thia aeareh 
will be abown in the Matched Inferred Templatea Databaee 
Browaer (Figure 10). 

CSSSJMüTST" 

** WKBHKKKHB%Eti0&i 
0«f«nc« FiaJ inf 9n 

sgr; 

spr 

AM •» WM3 »0.0» 
K**«« »MI «OS»« 
Nor •► «MO »>0 •*! 
ft Co« >> TO »>0. WO 
• Cog « «a? «O.JI 
C Cou »   w«0 
intiar feh ■•   »»0.0 

Frontogo 

Figure 10 - Matched Inferred Template« Databaae Browaer 
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this browser is identical to the Inferred Templatea Database Browaar 

with tha fallowing exceptional 

a. pane 1 eontaina a list of tha inferred templatea that hava 
matched tha eelected unit/formation or a node with an 

aasoeiatad cartainty «actor» and 

b. pane T include« a liat of all tha element« of an infarrad 
taaolata with tha aaaociatad matched nod«» including tha 

cartainty factor aasoeiatad with aaeh aateh. 

M 

',- % 

Prom this browaar, tha W analyst can determine tha enemy's 
intentions from tha typa of template that matchaa ita actual deployment. 
Bo can also datarmina which infe/mation is missing from tha oorsparativa 

liat of matchaa between alementa and nodas. 

SAementa that hava no matchad nodaa indieata that a major aub-unit of tha 
unit or unit of tha formation haa not baan located yat. The BW analyat can 
than us« thia information to ataar BSM datachmants to try to locata tha 

missing sub-units/units to complete tha tactical picture. 

XBB aaaaawsx raczoft 

Many alamanta will introduca a maaaure of uncartainty in tha attempt 
to identify tha enemy's deployment, strengths and intentions. 
Consequently, it is important to hava a msasure of the goodneas of any 
match achieved by the system. Theae matchaa are determined uaing only the 
location of the elemanta or node«, since the location of an element or 
node ia defined in terma of a value on the "X" axia and a value on tha "t" 
axia, it ia considered a two-dimensional random variable. 

The certainty factor (CT) for a match by tha system is defined ass 
at • Probability that a point <«»,*») is within a diatanca "R" 

of the point (X,,T,) where 

R^Xa-Xx)
3*(Yi'Yi)

i 
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Xt ia aaaumad tha random variabla follow» • two-diaanaional Moral 
Diatribution dafinad «rar tha araa "«" wbara "%"    ia daf inad aa 

(A^)»*(A«,*Ä tha probability of aatching a nod» to aa alaaant ia 

givan by 

Pj-«"^ 

Tha CF for Batching a unit to a taaplata or viea varaa ia givan by 
a Chi-Sguared distribution with *n" dagraaa of fraadoa wbara n ia tha 
numbar of nod«* or «lananta to ba aatehad |tf9]. «ha probability of 
gatting a Batch ia givan by 

whara 

n_<pa-l t*C*fc 

c-Sf-dnp,) 

C0KL08X0H 

tha nos rapraaanta a giant atap forward from tha praaant Banual 
ayataa in uaa in an EW unit. Xt providaa tha S* analyata with tha 
following capabilitiaat 

a.  quick accaaa to tha tachnical data bald in tha tactical 
databaaa; 

m 

b. ability to atear SW and othar aanaora aor« af f iciantly through 
a guickar accaaa to tha tachnical data raguirad by thaaa 
aanaora; 
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d. 

• . 

■'■.■» 

rapid inference of any number of teaplatee that can eovar tha 
•stir« rang« of deployment poaalbilitia« that could be uaed by 

tha enaayi 

»etching of data fro« tha tactical databaaa to infarrad 

template, to determine tha enemy*a intentiona; and 

»atehing infarrad template, to actual tactical data to confim 
•nemy deplovmenta and idantify »ieaing onita/ aub-unita. 

The- capabilitiaa allow tha W analyata tha ability to determine 

«emy int.ntiona and poaaibla deployment, »or. rapidly and »or. accurately, 
«hie, in turn, allowe them to produce mora accnrat. raporta to »eet tha 
aupportad commander'. KK. and IRa. EWAS allow. SW analyata to cop. »or. 
efficiently with a large a»ount of data available fro» all aourc... A 
demonetration to paraonnal in the EW unite.indicated that «HAS ia a firat 
.tap toward, tha develop».nt of a comprehenaiv. ayetem in aupport of tha 

EM analyata. 

MBCOMOBnMXXOM 

The following improvementa ahould ba conaidarad to furthar anhanca 

EWASI 

*. develop or acquire a digital wp diaplay ayata» to allow EWAS 

to diaplay tha information on a »ap; 

b. davalop a graphiea package oaing icon, to allow tha diaplay of 

tha template.; 

c. davalop a aoftwara package that will giva EWAS th. 
"int.llig.nc- to intarfac. with th. »apping ayata» and modify 
tha template, by taking into account tha terrain feature, auch 

as lakaa, »ountaina and built-up areaa; and 

d. »odify EWAS to integrate the tactical databaaa and the 
databaaa of inferred template, into a aingle databaaa from 

which all the information will be obtained. 
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APPLICATIONS OFEXPESTS SYSTEMS IS DSD 

RMC,Kbtgm%OmtmiU, 

SCHEDULING FIGHTER MISSIONS USINQ AM EXPERT SYSTEM WITH AN 
OPERATIONS RESEARCH MODULE 

Capt J.Genest\ Capt LLefebvre\ Or. CSavartf- Capt M.Vachon* 

Abstract 
Aircraft serviceability Is the ratio between the nurfcSir of alrcrafts ready for 

flight and the total number available. One of the main goal In scheduling missions 
is to maintain a high servfceabiaty rate while meeting operational and training 
requirements. This is a complex problem for the aircraft maintainers since alrcrafts 
may break down unexpectedly after missions making ft difficult to follow a preset 
schedule. We propose in this paper a three-step approach which combines an 
expert system, an optimization module and a critique module to assist the 
maintainers and operators In the production of a mission schedule. Our approach 
first prepares an initial schedule using an optimization model. The expert system 
then reviews the schedule to enforce domain specific heuristics based on 
maintainers and operators experience. The schedule is then evaluated by 
maintainers to conjunction with a critique module wh'«{h, using machine teaming 
techniques, will refine the heuristics used by the expert system. Our approach Is 
currently being devetopped for a F -18 squadron using an axpert system shell 
called ART-IM and an operations research system running on a PC. Favorable 
results were obtained from each module and they are now being integrated in an 
application running in the Microsoft Windows environment 

'Dept of Mathematics. aDept of AASSSOO. College Militaire Royal de Swot-Jean. Rfchebio. Quebec 
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Introduction 

Over the past few yean aircraft have increasingly employed sophisticated technology 
designed to reduce pilot workload and improve effectivness. The OP-18'i heads-up display and 
multiple target acquisition systems are examples of such technology. Aircrew in particular have 
Ijfrrfhwl from the introduction of computers on board Besides freeing the pilot from tedious 
^»fl« in system operations, computers also provide significant decision analysis capability in 
target detectic«. identific^on ard engagmm proceouna. They make U possible tor the puot to 
concentrate on flying the aircraft and to better manage the ain^ under various scenario«. 

While computer technology is employed in aircraft systems as dedsioo aids for aiicr^ 
is not used extensively in aviation squadrons for maintenance managers. One area that could 
substantially profit from automation is mat of aircraft scheduling. Serviceabffity of a combat 
aquadim is the ratio between the number of ai^ 
This value fluctuates during the day as some aircraft break down after mission completion and 
others are released by maintenance teams. Aircraft serviceability is critical to operatiormal 
readiness and yet, at present, mere is no automated decision support aid available for those who 
manage operations and maintenance at the squadron leveL 

Flight scheduling is central to serviceability. When deciding which missions will be flown 
and when, managers must carefully balance operational, (mating, and maintenance requirements. 
Overflying available aircraft will reduce serviceability as win fi'-ing certain high fatigue missions. 
Presently managers base their ptaatag on charts (Le. tau number vs time to inspection) as well as 
personal experience and knowledge. The solutions implemented are not always optimal given the 
conditions and although operational requirements are often met, they ate acheived at the cost of 
undue, painstaking effort. 

We ate currently chopping a Decision Support System/Expert System (DSS/ES) to aid 
operations managers at the base and the squadron levd m cptiutizing aircraft servkeabuity. The 
DSS/ES will combine a mathematical model of the optimization theory with an expert system 
using domain knowledge about management It will give the user an insight into the consequences 
of imrdemerairjg a given schedule. Machine kanting techniques will also be used to make the 
system adaptive to its environment 

References [1-51«« examples of systems mat are intended to assist managers m scheduling 
tasks. Our approach is the first one to combine concepts from Operations Research and Expert 
Synym« whirh may «rive many problems encountered so far with those approaches. 

This paper is organized as follows: first we will introduce Descision Support Systems 
concepts. Next we will show the ardutecture of DSS F18. Then, wcwffl present the three principal 
modules of our system and complete with an example based on real-word data. 

Decision Support Systems 

A decision support system (DSS) couples the intcllecmal resources of individuals, in our 
case the operations and maintenance managers, wuh the capaWlmes of the computer m to 
quality of decisions. The four major characteristics of DSS are the following: 
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DSS incorporate both data andmodeta The dcdsion making process relies on relevant 
data so be available to guide the manager in die selection of the best alternative. The models are 
tools designed to evaluate and manipulate the data to order to create and te* hypotheses. For 
example, a model can be a linear program, a statistical method, a scientific computation or an 
expert system. The IMS will nonnaUy provide a user-friendly front end dmwgh which the user 
will can the appropriate model when «pared. This front end contains a controller program to 
manage the exchange ofthe data and d»esyiK*ionizatkmbetw^ the model». Figure 1 snows the 
architecture of a DSS. 

v 
turn* 

USER 
ftuvf.-nwarcMKSracrfaOSS 

DSS aw designed to assist managers In their decision piwesses fa unstructured tasks. 
Structured tasks always involve the same sequence of steps in its fulfillment and allows no 
deviations. For example, processing work orders or tracking aircraft flying hours are saucmred 
tasks. Structured tasks are best handled using Transaction Processing Systems (TPS) or 
Management Information Systems (MIS). On the other hand, unstructured tasks do not foflowa 
fixed sequence of steps. Examples of such tasks are planning, scheduling and forecasting. The 
number and order of steps they involved are left to the discretion of die user. 

DSS support, rather than replace, matiagerial Judgement. Unlike other types of 
tvstems,the user isdriving a DSS and not the other way around. The dialogic between «he system 
and the user must always be lead by the latter. This criteria is crucial for the acceptance of a DSS 
by managers »which die system is targetted. 

The objective of DSS is to improve the effect!venca of the dedsioiis, not the efficiency 
with wtikh decisions are being made. The quau^ of tnedecisioris made, and not necessarily the 
speed at whichtt is obtained, is the ultimate goal ofusing a DSS. The quality of a decision will be 
unproved if it is based on a large number of data and if a large number of alternatives are evaluated. 
DSS provide both the access to the data and the models which makes that possible. 
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The Architecture of DSS F1S 

Hie architecture of DSS Fl 8 shown in figure 2 is composed of six models grouped in three 
categories: 

The Mathematical models. This category contains the scheduling and the assignment 
model. Thosa two models are based on Operations Research and they are designed to compute the 
best alternative according to mathematical (quantifiable) constraints. 

The Expcrt/Critiqur models. The first model, called me scheduling expert model, 
reviews schedules in order to enforce non-quantifiable constraints. This expert system uses a 
knowledge-base wrrirti includes rules used by experienced operations and maintenance officers. 
The second model, called the critiqus model, monitors the scheduling process in order to refine the 
knowledge-base based on usert preferences. 

The Statistical/Data Management System models.   The Data Management System, 
expected to be in production in late 1992, records maintenance data on every location where the 
F18 is in use.  The maintenance data will be used by the statistical model to compute values 
tecjuiredbytheschixiulmgandtheassi^ 
and flying hours information. 
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The system is managed by a controller program which uses regular object-oriented code 
and a rule based expert system. The user interface uses state-of-the-art graphics and mouse-driven 
dialogs to ensure user acceptance and cooperation. The input and output management modules 
ensures that the data is presented in familiar forms to the user (e.g. calendar pages for scheduling, 
color graphics for stagger charts, aircraft picture for exercise configuration, etc.) 
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The Mathematical Model 

The mathematical module contains the operations research processes that will conduct 
stochastic scheduling anJ assignment of CF-18 aircraft. The scheduling subcomponent receives 
user input in the form of operational constraints and produces an initial schedule. Based on this 
schedule as well as maintenance requirements, the assignment sjbmodule will pair each mission 
with selected aircraft The initial schedule and the assignment list will then be routed to the expert 
system which, if need be, will modify these using heuristics developed from the operators and 
mamtainers'experience. 

The stochastic scheduling problem can be defined as the problem of finding a set of 
feasible flight patterns in order to maximize the riumber of serviceable aircraft and the tc<al number 
of missions effected during a given time frame. While pursuing this objective certain user defined 
operational constraints must be met For example, given missions must be performed on 
predetermined dates; a minimum number of serviceable aircraft are teqdred to fly certain patterns; 
a minimum number of sorties must be flown in a specified period, etc. For Its part, the aircraft 
assignment problem is concerned with optimizing maintenance operations. It therefore involves 
minimizing maintenance human resources while maintaining full flight coverage as well as meeting 
the different overhaul and maintenance requircmertts for each individual CF-18. 

Work on the mathematical module has focused to date on the scheduling problem. We have 
developped two models to address the scheduling problem: a deterministic one and a stochastic 
one. In the first model, the daily expected damage to aircraft is viewed as being soley dependant on 
the chosen flight pattern. In the second model, the rate of repair b> £ stochastic process related to the 
number of unserviceable aircraft and the pattern used. 

A deterministic model 

Instead of considering the complete distribution of damage to aircraft according to the 
chosen flight pattern, we consider the average value. A flight pattern is a fixed plan of missions to 
be flown in a day. The model is thus deterministic and it was formulated as a mixed integer pro- 
gramming model [6]: 

maxZ, navj + XXj tmisj 
subject to:       occp, ptrmj-nav;£0   V* \fj 

Xy ptniy »I   Vf 

navj - navj.| + TL dmgej ptrnjj • repj.i« 0   Vi 

repi-<^navj-5!;<*ng<r;ptni5j}^4f*iac + 0^   Vi 

2y tmpj ptrnjj - tmisj 2 0   Vi 

£j ptrnjj 2 rc^   Vie AT 
rtpi^urep   V» 
navi«im 
ptrny 6 {0,1}   Vi V/ 
navj,repj€ {0,1,2,...}   Vi 
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where the constants are: 

i: is a subscript that indicates the day, /■! m where mis the end of the horizon. 

/is a subscript that represents the pattern,,/ «1 «. 

I*; is a subscript that indicates the ranking of the operational requirement within the set of user 
defined operational constraints IT. 

h indicates the relative importance of maximizing missiomwim respect »serviceable aircraft. 

nqj: is the/ th operatiormal requirement specified in the mo<teL An operationnal requirement is 
the number of times a pattern must be flown. 

tmpj.is the total number ofmissions flown for a pattern/ 

acqts: represents die number of aircraft required to fly a pattern/ Thus this is the maximum 
number of aircraft flown in a pattern. 

dmgep is the expected number of aircraft damaged after flymg a pattern; in day*. 

4f\ indicates the percentage of aircraft under repair mat wifl be rctarr^ to service the fWlcwing 

tac: is the total number of aircraft (serviceable and non-serviceable) at the squadron. 

imp: fixes the upper bound of the number of aircraft repaired on a certain day*. 

bd: is the initial number of serviceable aircraft on day I. 

and the variables: 

nsv{: indicates the number of CF-1S available on a given day i. The origin is day 1 (nav^ at 
which the number of available aircraft is known. 

tnrisj: represents the number of missions flown on a given day L 

ptrnjj: stands for pattern; on day LU takes on a value ofO or 1:0 when the pattern is not used 
on that day and 1 when it is. 

rtpj: is die numberof aircraft repaired on day i. 

The equations inthemodel may be interpreted as follows: 

Equation (1) represents the objective i.e. to maximize the number of available aircraft and the 
number of total missions for each day within the horizon; 

Equation (2) indicates that in order to to fly a daily mission pattern on a given day, the number 
of available aircraft on that day must be superior or equal to the number of aircraft required for 
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that pattern; 

Equation (3) states that only one pattern will be used on each day. 

Equation (4) states that the number of available aircraft on a given day it equal to the number 
of serviceable aircraft on the previous day minus the expected number of aircraft damaged 
during flight plus those repaired in the meantime; 

Equation (5) defines the number of aircraft repaired duririg a given day as a percentage of the 
aircraft that are unserviceable at the beginning of that day and die aircraft that are damaged 
during Öse day. The addition of 0.5 to the resulting number serves to apr^oximate the number of 
aircraft repaired to the next higher number 

Equation (6) states that total number of missions flown on a given day is equal to the number 
of missions for the pattern flown; 

Equation (7) specifies that a given mission must be flown at least a user defined number of 
■■'•. times; 

Equation (8) defines an upper bound on the number of aircraft that can be repaired on a given 
day, and, 

Equation (9) gives the number of aircraft available at the origin. 

.This model can be solved by a branch and bound method, but the computation time 
necessary to obtain optimal results on a realistic problem is unacceptable for an interactive system. 
Hence, we have exploited the particular structure of this model and solved it by a decomposition 
approach. If the program is relaxed by omitting the operational constraints (8), the resulting model 
can be fornwilaicd as a shortest path problem. Based on this, an algorithm using a dynamic 
programming approach f7] was developped to solve the relaxed problem in real time. The recursive 
function used is 

v,» max{vw C/)+nav, + Aftnis, (/)} 

i 

where: vM represents a feasible state at stage i +1 given the pattern / chosen at stage i. 

The operational constraints are taken into account by an implicit enumeration over the 
frasfoh» set defined by these constraints. Under the terms of the preceding deterministic model the 
objective was unambiguously specified by fixing values for the decision variables. Preliminary 
results give us interesting insights on the behaviour of the system. 

A stochastic model 

Statistical analysis conducted parallely on CF-18 flight data revealed that die rate of repair 
is more likely a stochastic process related to the number of unserviceable aircraft, and the pattern 
used. For simplicity, let us define: 
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fc4 

fc3 
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and 

5': is die vector of the probability that given a number of serviceable aircraft for the day 
and a pattern «here win be a certain number of mission-capable aircraft on the next 
day. A discrete distribution with m(J) values forpattemy is assumed. 

Then die model can be written as; 

max ,rf £{nflVj +^iwö, +ßi(x',^)} 02) 

s.t. 03> 

wühfi «0 fori«Jt+/,«+2,.... 

where S* corresponds to constraints a - 3), (6) and (8 -11) for a given t and I« and W* are the 
linking matrices corresponding to the number of aircraft available after the random variable %* is 
observed. These constraints replaced the constraints (4 - 5). This model is an n-stage stochastic 
program (8] with fixed recourse. However, adding the operational constraints (7) breaks the block 
angular structure of this program. 

As for the previous model, we have exploited the structure of mis model and solved it by a 
decomposition approach. The subprogram is still a steins pa* prcolem (toe number of nodes and 
arcs increased but «mains tractable). Again we solve the relaxed program by dynamic 
programming and the recursive function used is now: 

)+navi+Atmisl(./)) 

Again the operational constraints are taken into account by an implicit enumeration over 
the feasible set Research in the mathematical module will now shift towards the development of 
methods to solve the scheduling problem with more general operational constraints and to resolve 
the aircraft assignment problem. 

The Statistical Model 

The mathematical model is based on the assumption of daily patterns in the flying and 
repair operations. These patterns are identified by a statistical analysis of the records in the data 
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management system (DMS). It ü t cootiauous process m capture the pattern changes arising frcra 
modifications to such aspects as squadron rede, fleet strength or trainmg of groundcrewsnd aircrew. 

The factors creating a pattern are: 

1.    Tbcal number of airaaft available at the start of a day. 

1    Total number of missions flown in a day. 

3.    The mission types flown in a day. 

A probability distribution is created by pattern fw the munber erf aircraft unserviceable on 
the next day. The link with DMS allows a cordriuous ur^teepiairf me ptobsbflity values. The 
dauy user's raw inputs are filtered by the statistical model to keep only the information of interest 
for probability estimations. If an updated probability exceeds by a set margin me previous value, 
the probability distribution mathematical expression is «estimated for aQ probabilities of this 
pattern and the dynamic program matrix of data corrected accordingly. 

The present model is made of 20 patterns occurring 5 to 25 times each over the year 1990 
*433SquadmCraBagocville. The probability distribution for each pattern is estimated based 
«the feast square fitting method. The observed probabilities fitted are the number of occurrences 
far X aircraft unserviceable on the next day for a given raaemciver the total number of oaaaTences 
for the fixed values of the three factors making this pattern. The estimated probabilities are sent to 
foe dynamic programming model along with the information about the factors malting the pattern. 
The estimation of the probabilities is presently based on one year of operations and will be 
extended to two years once the DMS supports such a databank. A seasonaliry factor will then be 
introduced to account for block leaves, severe winter weather arid imerisive exercise periods. 

After a significant time of operation of the decision support system, the expert system 
modd wm analyze the cfioices ctf r«tem f« o The pattern barely used will be 
highlighted The users wül be informed and asked to insert new patterns If desired. In a positive 
case, the statistical model is triggered for the new r«uterm, dosing the loop of the system. 

The Expert/Critique Model 

The purpose of the Expert/Critique Model is to: 

1. Consider human factors in the scheduling process, 

2. Perform sensitivity analysis on the mathematical model, 

3. Monitor the performance of the mathematical model, and, 

4. Monitor user's response to proposed alternatives. 

Human factors, such as technician workload, and morale, are sometimes difficult to 
reconcile with operational requirements. Unfortun^dy, human factors are non-quantifiable and 
cannot be integrated in the mathematical model Successful managen use their experience to 
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evaluate the impact of aircraft missions schedules on the people and the organization. They also use 
their experience to determine which modification can mm a weak schedule from the human factor 
point of vue into a better one. 

Expert systems [9] are the best technology available today to model managers experience. 
The heuristics (or rules of thumb) they use can be translated into patcms-actions (production) rules 
where patterns represent schedule portions and actions represent modification to the schedule. For 
instance, if a rule recognizes that a certain part of the schedule wffl require a greater of cverdtoe, 
das pan can be re-adjusted by a rale mat reduces overtime while respecting operational 
requirements. 

Sensitivity analysis is the process of adjusting the sensitive parameters O.e. those mat 
cannot be changed without changing the optimal solution). Tte p&szpose am be to identify the best 
tradeoff between two conflicting goals such as, for inst^ce, afe^ mMom and serviceability, or 
to modify certain results of the model without changing the optimaHty of me solution, m some 
cases, the sensitivity analysis will be performed by the expert system on its own. m other cases, it 
will be performed by the user with the assistance of the expert system. 

There is a major benefit in having the expert system assist the user in conducting sensitivity 
analysis. The benefit is that the user will be able to detect and change some parameters wishoat 
ever coming into contact with the actual mathematical model. The learning component of the 
Expen/Critique Module will monitor the sensitivity analysis actk»s initiated by the user in order to 
suggest similar actions in future scenarios. The otttcosose of the sensitivity analysis actions will 
determine howrelevant they are and if they are worm remembering. 

The user of DSS F18 is free to impose any constraints (called user-imposed constraints) to 
the model before scheduling is performed. The expert system will monitor the impact of those 
user-imposed constraints on the Performance of the scheduling model and on the quality of the 
resulting schedule. The objective is to provide guidance to the user in the choice of these 
constraints by providing a preview of the impact on the scheduling process and on the schedule. 
Guidance includes both encouraging and discouraging the choice of a user-imposed 

m several cases, user will be presented more than one alternative for a scenario. The 
ExperVCritique Model will monitor which alternative is prefered by die user and win evaluate the 
outcome of the alternative for the scenario using user feedback and data from DMS. When a 
similar scenario is presented to the user, the Expert/Critique Model will indicate which alternative 
is the most likely to payoff and which alternative t* to be avoided. The expert system win provide 
justifications for its recommendations and the user win retain the ultimate responsibility for the 
decision taken. 

Example 

Testing was conducted on both deterministic and stochastic models using fictitious data 
resembling real-life situations. To illustrate the DSS-F18 concept, we limit ourselve to an example 
using the deterministic model. A simple scenario that meets the following criteria is chosen: 

•   the envisaged horizon was 10 days; 
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• aimnft effected three series of sorties r^ day; 

• pmernswim 12 to 18 scrtes per <fcy were retained; 

• waves of 2 aircraft were used for interception mj«^, 4 for air combat 
matweuven^nd 6 for tactical missions; 

• the numterumce to inission factor was aitttiinUychos^ 

• foe maintenance crew can repair aircraft up to a maximum of three aircraft per day. 

TO« scenario represents the scheduling process used by a squadron for an horizon of 10 
days, fa this horizon, foe squadron must participate in time exercises: a ground attack exercise on 
day 6, an air refueling exercise on day 7, and an air defence exercise on day 8. An additiomul 
constraint for foe squadron is that twelve air defence missions have to be flown at least once 
c«sideti^sxerdse period. 

Table 1 shows that for tins scenario, 15 r«mernscc«tainmg intercept, tactical,«^ 
manoenver missions with 12 to 24 sorties were input into foe model. The exercises selected 
correspond to pattern 8 (ground attack), pattern 15 (air refuSr^ and paaem 4 (air defence). Note 
that the spedal request for pattern 4 and the air defence exercise. 

* 

8M 

If 

No Patterns Total Sorties Expected 
Damage 

Repairs 

1 2 6 12 1 06 
2 6 4 12 2 L2 
3 4 2 12 3 1.8 
4 2 4 12 4 24 
5 6 2 12 3 3.0 
6 4 6 12 6 3.6 
7 4 4 12 3 U 
8 6 6 14 4 14 
9 4 4 14 1 06 
10 4 6 14 2 L2 
11 6 14 3 Lt 
12 6 16 1 06 
13 6 16 2 L2 
14 4 6 16 3 L8 
IS 8 8 2* 4 14 

Table t: Input« Jatafbrthedetei mimstic exampj e 

Figure 3 presents the dialog screen used to enter the scenario. This screen represents a 
month calendar where the user uses a mouse to drag icons representing exercises to specific dates. 
For example, the user inserted the icon for ground aoack on the 17th. The user enters fixed 
constraints by double-cficking on a specific date arid trie numrw of rnissions for the day. When the 
dates lepresenring the horizon are selected, the user clicks on the button Schedule on the bottom 
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left of the screen to call the mamematical modd which wIB produce use optimal schedule. 

$$;&§ 

■^ 

figure 3: The calendar dialog screen of DSS Fls 

The results for the optimal schedule are presented in table 1 We otetved that in the last 
days, once the model has satisfied all constraints, it focuses on maxm&tiig missions tr» the 
detriment of serviceable aircraft This entails a decrease in serviceable aircraft over the last few 
days. This is called end of period effect and can be corrected by extending the horizon beyond tbe 
user's requestor by introducing a salvage value in the objective function.  . 

Day No Available Aircraft 

1 12 
2 12 
3 10 
4 11 
5 10 
6 11 
7 10 
8 9 
9 8 
10 7 

No of Missions Effected 
16 
12 
16 
IS 
16 
14 
24 
12 
18 
18 

Flight Pastern Used 
12 
4 
12 
I 
!2 
8 
IS 
4 
8 
8 

Table 2: Results forme (Jeterministic scenario 

Figure 4 shows the screen displayed by the system after tbe expert system analysed the 
mathematical model solution in order to account for qualitative factors. This screen shows me 
solution and some recommendations for its implementation. The total number of missions to fly 
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figure 4: Tbe solution screen of DSSF18 

Concluding Remarks and Further Research 

fcesearch and development continue en each module and an the fan integnuion of them. 
Itofceinaniematicalnxxiule,wearepiese^ 
appir^rh fry fffrj"£ *«n Mammtt (fiffigeM types (/operatiomd constraints. Tbe assignment model 
is currently under development and has yet »be integrated in tbe system. We am also considering 
an approarfi based on stochastir process with possible perturbed transition rottrix. Tbe statistical 
model wul explore the possibility of seasonably and the commonality of patterns probability 
distribution between F-18 fighter squadrons across Canada. Also the conception of an automatic 
program far analyzing tbe upcoming data fins the database DMS win be adressed In the 
expert/erinqoc module, a major knowledge cnghicering exercise has to täte 
vrii<f^»pii^mfwpMt!mtlieeiiKriencean^ 
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APPLICATIONS OF EXPERTS SYSTEMS IN DND 

MMC, Klngm*. «Mai» CmmU 

A RRST GLANCE AT REAL-TIME KNOWLEGE-BASE SYSTEMS FOR THE 
THREAT EVALUATION AND WEAPON ASSIGNMENT PROCESS 

RCarttng1 

Abstract 
The anti-ship missile which is launched from a submarine, surface ship or 

air platform can be a serious threat to Canadian shipping. The Threat Evaluation 
and Weapon Assignment (TEWA) process is a very important function In a 
warship's Command and Control system since it ranks the air threats which are 
detected by the automatic detection and tracking process and assigns a hardkill 
or softkill weapon to these ranked threats. 

//A knowledge-base TEWA has been built in SMALLTALKyHUMBLE to do 
ThreaflEvaluation and Weapon Assignment for a single stationary TRUMPIike ship 
attacked by anti-ship missiles. The TRUMPIike ship is equipped with SM-2 
missiles, a medium calibre gun. a close-in weapon system and suitable softkill 
weapon systems ifbls^jpaper will descrtoesthe knowledge-base TEWA for the 
TRUMRike ship and give results of its performance in multi-threat scenarios. II will 

xklso describejturrent efforts to have the TEWA assign hardkill/softkill weapons to 
^nti-ship missiles equipped with radar, infrared or ARM (anti-radiation missile) 
seeker heads from a ship which can manoeuvre. 

Rnalty, the author will presentsa list of real time requirements that the 
knowledge-base must satisfy when it does threat evaluation and weapon 
assignment for a single ship in a self-defence role. Heidll describeShe problems 
to be overcome in building a real-time knowledge-base TEWA for Canadian ships.^/ 
He will also give qualitative descriptions of research efforts to find solutions to 
these problems. 

'Defence Scientist. Defence Research Establishment Vikartier, Quebec City 
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INTRODUCTION 

The defence of a frigate or destroyer from an attack of anti-ship missiles launched 

from submarines, enemy surface ships or air platforms constitutes a very serious problem 

to the ship designer and to the design of specific systems and software making up its anti- 

air warfare combat system. The problem is a real-time problem since the threats are 

travelling at very high speeds thus leaving the ship only a few seconds to do the Threat 
Evaluation and Weapon Assignment and fire weapons at the threats to destroy them. It 

became evident that a fully automatic, computerized system was essential to fulfil this real- 

time requirement There was also a need to study the methods involved in ranking the air 

threats at each second of an air attack and a need to study the decision-making process for 

assigning the most suitable hardkill/softkill weapons to these threats. 
An approach using knowledge-base systems has been adopted to study the TEWA 

process. The air defence functions involved in the process were studied and the reasoning 

methods from artificial intelligence were associated with possible applications of the air 
defence problem The outcome of this knowledge review process was a list of areas in ship 

air defence where artificial intelligence methods could be applied. The design for the 

knowledge-base system was based on a five function battle management process. 

Originally, it was perceived that a six function battle management plan would be sufficient 

to model the defensive reactions of the ship including those involving weapons and 

sensors. Since this study only involves reactions involving weapons, the sixth function that 

selects between reactions involving weapons and those involving only sensors was 

removed. In order to test and analyze the decisions made by the knowledge-base system, a 

framework environment called a TEWA simulator was created in an object-oriented 

programming language. The final arrangement for testing the knowledge-base system 

consisted of a TEWA track generator which generated air tracks for prescribed threats 

attacking the ship, and a TEWA simulator which contained objects representing all the 

important elements of the ship's AAW combat system (e.g. fire-control radar, missile 

launching system, close-in weapon system, etc) and representing the external objects of the 

simulation (ship platform, air threat, and missile). The knowledge-base system was tested 

by running the TEWA track generator first to generate air tracks and then submitting these 

tracks to the simulator. The knowledge-base system ranked the tracks according to its rules 
and then produced weapon assignments which caused the state of objects in the simulator 

to change (e.g. the missile launcher goes from a loaded state to a firing state). The threat 

rankings, the weapon assignments and the changes of state of objects in the simulator were 
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recorded in a report generator produced by the TEWA simulator program. 

BACKGROUND 

The Canadian Forces have a requirement to protect their warships and merchantmen 

fto-i air threats (aircraft and anti-ship missiles). Their warships should, therefore, be able 

to defend themselves in a self-defence role and protect convoys of merchantmen in an area 

defence role. It is essential for the warship to develop a complete picture of the tactical 

situation around it in preparation to ranking the threats and assigning weapons to them 

Artificial intelligence has already been successfully applied to the tactical situation 

evaluation level of multi-sensor data fusion for a convoy of ships having different 

functions, see references [1] to [5]. 
It is known that knowledge-base systems can be successfully applied to four 

important classes of problems: diagnosis, control simulation and design, see references 

[61 WAS] *><* PI- to fact»onc of *e f,m ^P*" $ystems w be uscd successfully was 

MYCIN, an expert system for diagnosing the presence of diseases in a patient and 

specifying the remedy. Some current diagnostic expert systems use ideas developed in 

MYCIN. The uncertainty reasoning used in the knowledge-base system described in this 

article is based on ideas coming from Mycin, Therefore, the work described in this article 

constitutes an exploratory study to see whether artificial intelligence can be applied to the 

TEWA function of an AAW frigate or destroyer. 
Recently, a real time knowledge-base demonstrator to do Threat Evaluation and 

Weapon Assignment has been set up. It is known as RRASSL (Reaction Resource 

Allocation-Single Ship Level), see reference [10], and it automates the TEWA process. It 

includes the ability to recommend the optimum combination of missiles, guns, jammers and 

decoys in order tomaximize their effectiveness and prevert mutual interference. 

The US Navy has software packages using expert systems to perform decision 

aids, see reference [11]. CASES (Capabilities Assessment, Simulation and Evaluation 

System) supports the analysis of naval operations comprising combinations of ASW, AAW 

and strike warfare. CASES also incorporates two expert systems to assist planners in 

setting up and analyzing different warfare scenarios. 
Reference [12] gives an account of a Tactical Situation Evaluation function and 

Tactics Planner (including weapon assignment) for fighter aircraft The fighter aircraft must 

monitor the skies for the presence of hostile aircraft and missiles and must take defensive 
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action against them. The AAW frigate or destroyer must do the same thing but it is at a 

disadvantage because it cannot manoeuvre as rapidly as a fighter aircraft 
The purpose of the TEWA knowledge-base system is to assess the feasibility of 

implementing a ship's TEWA function using Artificial Intelligence (AI) technology. To 

conserve project funds while focusing on TEWA related issues, the facility has been 

implemented with the following assumptions and limitations: 

(a)Only a single ship's TEWA is considered and no other warships are available; 

(b)The ship is not maneuvering; 
(c)All threats, sensors and weapons arc modelled at the lowest level of fidelity which is 

consistent with achieving the objectives of this project. 
(d)All anti-ship missile threats have active radar homing heads. 

Limitation (a) is not considered to be too serious, since an AAW simulator is 

currently being developed in which air attacks on a convoy of warships will be simulated. 

The convoy of warships in the simulator will operate under a distributed architecture, i.e., 

the TEWA of each ship will be autonomous and will be a copy of the knowledge-base 

system described in this article. Limitation (c) is also not considered to be serious since this 

project is a TEWA study and the threat, sensor and weapon models have been built with 

sufficient detail to provide all the necessary inputs to the TEWA and to deal with all the 

outputs from TEWA. Limitation (b) is more important since in some cases a ship has to 

clear blind arcs through rotation before being able to use missile and gun systems and in 

many cases it has to rotate to deploy chaff against an anti-ship missile threat This 

deficiency will be corrected in the AAW simulator where ship maneuvers will be simulated 

before chaff deployment and missile firings when they are required. Limitation (d) is 

considered to be reasonably serious since there are anti-ship missiles with infrared and anti- 

radiation missile seeker heads. At the present moment work is ongoing to develop an 

adequate Target Evaluation function for these threats and to extend the resource planning of 

this article to these threats. 
The TEWA process itself is implemented at the highest level of fidelity using AI 

techniques, consistent with the availability of funds. In general, the TEWA process can 

generate three types of reactions in order to deal with a given situation : 

(1) Defeat the threat through the use of hardkill and softkill weapons; 

(2) Improve force knowledge through sensor cueing or special processing; 

(3) Improve force efficiency through suitable force ship formations and task allocations. 
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As stated in the introduction, the TEWA Track Generating Process is separate from the 

TEWA Simulator process. The sensor models used to sense the threats are relatively 

simple. Consequently, the TEWA function is not able to cue sensors to improve force 

knowledge. Also, because the facility considers only a single warship which cannot 

manoeuvre, there are no other force resources to be accessed in time of need. 

Consequently, reactions of type 2 and 3 are not supported in the knowledge-base system 

and the TEWA design presented will only attempt to generate type 1 reactions. The sensor 

cueing option is a technique used in electronic countermeasures and becomes very 

important in studying the behaviour of the Command and Control system in electronic 

warfare. 

THE KNOWLEDGE REVIEW PROCESS 

An initial knowledge review was made of the TEWA process to facilitate the choice 

of knowledge-base shell and the simulation environment in which it would be tested. After 

doing the study, it was evident that the following artificial intelligence functions were 

required for the study. These functions are described in the following paragraphs. After 

examining various artificial intelligence shells, the shell HUMBLE was chosen because it 

integrates easily into a SMALLTALK environment and was found to be one of the best 

shells for supplying the functionality required for our study of TEWA involving anti-ship 

missiles. 
In the initial analysis of the TEWA problem, forward and backward chaining were 

both given emphasis since their use separately and in combination has become standard in 

knowledge-base applications. Reference [13] points out that backward chaining is often 

more efficient and rapid than forward chaining because given ai objective only those rules 

are fired which produce intermediate values leading to an evaluation of the objective, 

whereas in forward chaining rules are often fired to produce intermediate values which are 

not used to evaluate the objective. This was found to be true in the design of the TEWA 

knowledge-base. 

There is an important technique in knowledge-base systems called non-monotonic 

reasoning. This is essentially making a guess (default value) in the absence of facts and 

being able to clean out default-based inferences when a contradictory fact arrives. Non- 

monotonic reasoning was initially identified as a necessary technique in connection with 

determining the target of an anti-ship missile. After building the target evaluation function 

of this knowledge-base system, it was realized that die estimates of kinematic parameters 
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would indicate that the target was nearing the ship in spite of sensor errors and hence non- 

monotonic reasoning was not required in this modelling of an attack by anti-ship missiles. 

A requirement has also been identified for the compact handling of multiple 

confidence factors, and multiple confidence factor combination paradigms. Incoming data 

to TEWA from sensors is usually prone to errors and therefore confidence factors may be 

assigned to the sensor measurements. In addition, the knowledge-base may assign 

confidence factors to the inferences that it makes. 

Temporal reasoning has a potential application in the threat evaluation process. It 

involves time intervals and logic calculations applied to diem The threat evaluation process 

will use temporal reasoning in that present threat ranking values will depend on past ones. 

Spatial reasoning has a potential application in engageability calculations. When a hostile 

target is outside the engageability envelope of a weapon system a projection from the 

current trajectory is required to see when and where it enters the weapon's engageability 
envelope. 

In a blackboard-organized knowledge-base system, several experts co-operate in 
the problem solving under the supervision of a controlling expert who reasons about the 
efficiency of the search for solutions. A shared database is the "blackboard", while the 

control module may have its own local database to keep track of the evolving solution state. 

For a single ship attacked by anti-ship missiles, the current TEWA design involves five air 

defence functions which send information to a central TEWA unit A blackboard structure 

is therefore a natural choice for this formulation of the problem with the control module 

being the central TEWA unit and the inputs coming from four HUMBLE knowledge-bases. 

The list of tracks to be input to 1EWA, as well as various tables of probabilities and 

| sensor errors, weapon characteristics and historical (temporal) representations of tracks all 

point to the need for very flexible data structures within the knowledge-base system. For 

this TEWA problem, the SMALLTALK object has been found to be adequate for storing 
this kind of knowledge. 

THE TEWA TRACK GENERATOR 

The TEWA Track Generator code creates a track data file which is used as input for 

the TEWA Simulator. The data within the file represents typical output over time from an 

automatic track management system of a ship being attacked by anti-ship missiles. The 

output from the TEWA Track Generator is not generated in real time and it is the author's 

opinion that the error in track attributes coming from this programme is about two to three 
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times smaller than the attributes of operational track data. The overall plan for the TEWA 

Track Generator is given in figure 1. The Operator configures the scenario consisting of 

anti-ship missiles, ship's sensor suite and environmental conditions by submitting the 

appropriate data to the SMALLTALK man machine interface. The target tracks generated 

are for anti-ship missiles attacking a single TRUMPlike ship equipped with a long range 

radar, a medium range radar, an electronic support measure, an infrared search and track 

device, the two types of fire-control radar needed to ffluminate targets for the SM-2 system 

(Standard Missile-2) and the fire-control radar for the 76 mm gun. There are four fixed 

vertical profiles for the anti-ship missile threats: sea skimmer, high diver, shallow diver 

and hybrid diver. In the interface, the user specifies the number of threats, the vertical 

profile of each one, the attack direction and he must choose a subset of the sensors 

mentioned above. The target track generator computes an interpolated track from the user 

supplied waypoints of each threat. There is a surveillance radar model that simulates long 

and medium range radar detections, a passive sensor detection model that simulates both 

IRST and ESM detections, and a fire-control radar model that generates fire-control radar 

tracks. It is assumed that the fire-control radar must be operating in tracking mode for the 

ESM to be able to function. If the fire-control radar is illuminating, the ESM must be 

switched off. 
The data from the surveillance radar and passive sensors undergoes data association, 

data correlation and finally sensor fusion. The latter is performed by using a minimum 

variance technique to give prefused surveillance tracks, i.e., for a given range the fused 

data is the sensor track data with the smallest variance. If the fire-control radar is 

illuminating or tracking (ESM is switched off or on respectively), its tracks are fused with 

the surveillance tracks in a final fusion stage. 

The Higher Order Attributes function in figure 1 uses information such as position, 

velocity, acceleration, and ESM mode to assign an identification to the track, (i.e., plane, 

anti-ship missile or even a more specific identification such as the type of anti-ship missile 

e.g. Exocet). At the present moment, none of the methods of handling uncertainty 

mentioned in reference [4] are used in track identification. The identification of each threat 

is supplied at each data record where ESM data is available. A confidence factor is 

associated with the identification which is calculated as a function of the distance between 

the threat and the ship. 
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THE TEWA SIMULATOR 
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The basic design of the knowledge-base TEWA is given in figure 2. The goal of the 

TEWA function is to assess the prevailing situation and make a command decision 

regarding die use of hardkill and softkill weapons against the perceived threats. It consists 

of the major subfunctions : Target Evaluation; Result Evaluation; Force Resources 

Evaluation; Candidate Reaction Evaluation; and Rank Candidate Reactions. 

i  I 

i.   <? 

II 

U 

si 

s 

THE TARGET EVALUATION FUNCTION 

The main function of the Target Evaluation function is to assess the situation in the 

airspaw around the ship and to generate a set of propositions about the established target 

tracks. These propositions will be in the form of a threat list containing a determination of 

die level of threat posed by each track. Each of these propositions will be characterized by a 

confidence factor which indicates the strength of belief in the given proposition. In later 

stages of the TEWA process, this confidence factor will play a role in determining reaction 

ranking. 

The Target Evaluation function is triggered by the arrival of track data from the 

Read Data Frame function. This is accompanied by a Frame Ready signal. If no Reset 

signal has been received, then the Target Evaluation function will over time, build up a 

perception of the situation around the ship, and update it constandy as new data arrives. 

As described above, the Target Evaluation function generates threat lists and 

distributes them to the Candidate Reaction Evaluation function, and to the Rank Candidate 

Reaction function. This is accompanied by a Threat List Ready signal. 

The purpose of the Target Evaluation knowledge-base is to determine whether an 

arbitrary track is a threat and, if it is considered to be a threat, quantify the level of threat. A 

set of rules are provided in the knowledge-base. Each track is "submitted" to each rule. 

Each rule that is satisfied contributes evidence to one set of limited propositions concerning 

that track. 

Each rule is associated with a certainty factor. The certainty factor associated with 

each rule is a measure of the reliability of that rule. Rules are written in the following 

format: 

If A then X with certainty factor CF 
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Figure 1. Target Track Generator 

where A is called the conditional part and X the conclusion. Threat levels are based on track 

observables (as well as whether the track is currently under prosecution). Various 
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observable attributes of the track are interpreted, via the mecharisro of rules, in order to 

determine the level of threat. In theory, the level of threat would be determined by 

associating a threat level with each unique combination of track observables. In practice, 

however, this is impractical because the number of combinations is very large. 

Our approach, therefore, is to have a two-level strategy of rule application. At the 

lowest level, "raw" data is used to generate a limited set of hypotheses about various track 

attributes: identity, kinematics, radar state, and engagement status. For each of these four 

attributes, a set of rules is used to reduce the "raw" data into a manageable set of 

hypotheses specific to the attribute. These hypotheses then constitute the "data" to be used 

by the upper level set of rules. The output of this upper level is a set of propositions about 

the level of threat posed by the track. Each such proposition contains a statement chosen 

from the following list: 
T/L*0: Not a Threat The track is believed to pose no risk to the Force. A hostile track can 

be a NT (non threat) if it is not believed to be capable of harming the Force. A 

"Mend" also fails into this category. 

T/J>1: Threat Level«LA very slightly threatening track, 

T/L»2: Threat Level ■ 1A slightly threatening track. 

T/L»3: Threat Level« 3. A moderately threatening track. 

T/L=4: Threat Level« 4. A threatening track. 

T/L»5: Threat Level« 5. A highly threatening track. 

pnlos tn fienerate Identity 

The identity propositions are intended to quantify the inherent potential of the track. 

They quantify its destructive potential independently of its specific behaviour. 

if:(trackId»'Exocet') 

then: 
[identity is: 'moderateEnemy' withCertainty: 1.0]. 

Basically, in order to reduce complexity, we choose to categorize all track identities into 

one of 5 categories : Friend; Weak Enemy; Moderate Enemy; Strong Enemy; Unknown. 

There are four rules for testing track identity, one for each of the categories : weak enemy, 

moderate enemy, strong enemy and unknown. At the present time, scenarios involving the 

intermittent arrival of friendly and hostile units have not been planned for the TEWA. 
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Figure! An Architecture for the Knowledge-Base TEWA 

Hence, there are no rules identifying friendly units in this knowledge-base that can be used 

later with other rules to generate zero threat levels with an appropriate confidence factor. 
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B"1^ Tn R««»r*»* Kinematic Propositions 

These propositions are intended to quantify the degree to which the kinematic behaviour 
of the track is threatening. In what follows, die CPA (closest point of approach) is the 
perpendicular distance in metres from the ship to the threat's direction in the horizontal 
plane and TTGI is the time in seconds for the threat to reach the CPA from its current 
position if it travelled at its current velocity. The rules » generate kinematic propositions 

are of the form: 
if: (closing & (cpa S100) & (ttgi S 40) & (ttgi > 20)) 

then: 
[kinematics isi'strong* withCertainty: 1.0]. 

The kinematics classes are opening, strong, moderate and weak. There are thirteen rules of 

this type. 

RHIM to Centra" Engagement Stafws Propositions 

Whether or not the track is currently under prosecution does bear on the level of threat 
-posedty the track. After aH, a track that is u'nderattack is less of a threat man die same 

track if it is not under attack. The rules to generate engagement status propositions are of 

the form: 
if: (prosecutionStatus »'notUnderProsecution') 

rtien: 
[engagementStatus is :'notEngaged' withCertainty: 1.0] 

else: 
[engagementStatus is^engaged? withCertainty:1.0]. 

There is only one rule in me knowledge-base of this kind. 

Rules to Gongrate Propositions About Level of Threat 

We now come to die highest level of rules. Instead of four rule sets, we have a 

single rule set The propositions produced by rule firings at the lower level serve as the 
arguments of the rules at the highest levcL The certainty factor associated with each rale 
will be assumed * 1.0. The certainty of die consequent will therefore be direcdy determined 

by the certainty of the antecedents. 
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In HUMBLE, the confidence factors associated with die parameters of a HUMBLE 

entity may take values goinf from -1 to 1. A value of +1 indicates that the system is 

absolutely certain that ehe value of the parameter is correct A value of 0 indicates that the 

system is completely ignorant of what the value of the parameter should be. A value of-1 

indicates tbtt the system is absolutely certain that the value of die parameter is not correct 

The format of HUMBLE rules is: 

if. (A) then: JX withCteainty:CFl. 
If the conditional part A of this rule is true before firing (i.e., c(A) is one) and in what 

follows die certainty of X is denoted by c(X), the new ouculated value of d» certainty of X 

after rule-firing cQQA) win be calculated as follows: 

eCXtA)   -c(X) + [CF*(1.0-c(X))) ifc(X),CF>0 

- c(X) + ICF*(1.0 + c(X))] if c(X),CF < 0 

- (cCO ♦ CFy(1.0-min{!c<X)l. ICH})      if c(X),CF are of opposite 

sign and not equal to -1 

If c(A) < 1 then die new certainty of X after rule firing C(X1A) is given by similar 

formulae depending on c(A), c(X) and c(F). In many cases, die conditional part of die rule 

is not simple. The rule can have a composite antecedent as follows: 

if: (A and B) dien: [X withCertaintyrCF]. 

In this case, die certainty of A and B must be calculated before the rule can be fired. In 

HUMBLE, it is defined ss follows: 

c(A and B) * minimum of {c(A),e(B)} 

Generally speaking, die confidence factors associated with the CPA and TTGI are 

calculated at the time that die sensor error estimates in position, bearing and velocity are 

calcuhrsL The initial certainty associated with TTGI and CPA are defined by die formulae: 

c(CPA)     - max[0,1 - sigma(CPA)/ICPAI] 

cOTGI)    « maxtO, 1 - sigmafrTGD/rrTGIl] 

where sigma(CPA) and sigmafTTGI) are the standard deviations of ths CPA and TTGI 

respectively and can be calculated from the appropriate formulae for the CPA and TTGL 

The values of c(CPA), cfTTGI), CPA and TTGI are used to calculate the certainty of 

the conditional part of each kinematics rule and after the rule-firing, the certainty of die 

conclusion becomes known. This certainty can dien be used in a rule about current track 

parameters such as: 
if: (identity »'strongEnemy' & (kinematics »'strong") & (engagementStatus » 

'notEngaged*)) 
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then: 

BevelOfThreat is:5 withCertainty: 1.0]. 

to compute the value of its antecedent If the values of the other parameters making up the 

antecedents are not known, backward chaining must be used to obtain these values. Once 

these values are known, the rule may be fired to assign a threat level of five to the track 

with a certainty which is a function of the previous uncertainty and the current uncertainty 

of the antecedents. There are thirty two rules of this type in the knowledge-base. 

In order to add a temporal aspect to the Threat Evaluation function consider the 

following upgrade to the functionality described above: 
The computation of a threat ranking at t=tQ will be a function of Ute threat rankings at two 

previous time steps: 
FTLflo) - [ 4*MTL(t0) + 2*MTL%1) + MTMtQ-2) 1/7 

The term "FTL" stands for "Filtered Threat Level" while the term "MTL" stands for 

"Measured Threat Level". This represents a time-filtered approach to threat level 

generation. The threat ranking is mostly dependent on current threat parameters. However, 
mere is some dependence upon past threat ranking. The computed value of TL(tQ> should 

be rounded to the nearest whole number in order to be consistent with the way the TL 

values are utilized in other sections of the TEWA. 

Now each of the MTL va!ues will obviously have a certainty value. The certainty of the 

filtered threat level is calculated from the certainties of the measured threat levels of the 

current and two previous time steps by using the same formula as for die threat levels. 

Rules based on Historical and Current Track Parameters 

Under our current design, one and only one rule from the rule set based on current 

track parameters will fire for each track. We now look at how patterns of threat "behaviour" 

over time affect threat levels. The following rules concern manoeuvering targets or targets 

for which the estimated target velocity direction is subject to error. The following 

definitions are required to understand these rules: 

Definitions: 

• Let the line defined by the velocity vector of the track be "A". 

• Let the line joining the track to the ship be known as "B". 

• Let ß(A ->B) be defined as the angle measured clockwise swept out starting at A 

and moving to B. 
• Let ß(A ->B,t»to) be defined as the value of ß measured at t = IQ. 
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Rules: 
DF ( (ABS( «A^B.t-to ) ><5) AND ( ABS( ß(A->3,t - «b-3) >10) 

AND   fTL<4))THEN 
Reduce belief/confidence that TL < 4 and increase confiden« that TL-4. 
More specifically, "divide" Ac existing certainty associated with the TL (that is<4) 

amongst the hypothesis that TL «1,2,3 and that TL • 4. This may be confusing, so 

an example follows: 
Suppose theFTL value for a threat is »2 with C« 0.71. Further suppose the rule 

immediately above is satisfied. Under this condition, we should obtain the 

following levels of threat with associated certainty factors: 

FTL-2.C-0.35 
FTL-4.C-0.35 

ENDIF 
Further rules can be developed to cover the other orientations of a laterally 

manoeuvering target approaching a ship. The Candidate Reaction Evaluation knowledge- 

base must be informed of a manoeuvering target, because this will have an effect on 

determining whether it is engageable. The format of the rules in the Result Evaluation and 

Force Resources Evaluation knowledge-bases are similar in form to those of the Target 

Evaluation knowledge-base. 

THE CANDIDATE REACTION EVALUATION KNOWLEDGE-BASE 

The purpose of Candidate Reaction Evaluation is essentially twofold. Firstly, the 

process has to determine die engageability of each "surviving" track with respect to each 

weapon system. Secondly, it has to predict the effectiveness of each [threat-reaction] pah- 

mat survives the engageability detenrunations. 
The ultimate purpose of CRE is to produce a set of reaction options. Each reaction 

option consists of 
• A track to be prosecuted; 
• A weapon system capable of prosecuting the track immediately; 

• A prediction of the effr tiveness of the use of the weapon against the track if 

weapon action is undertaken immediately. 
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Engageability Criteria 

The number of reaction options reflects the number of different reaction-track combinations 

that are feasible (Lcengageable). The specific algorithm for engageability determination of 

the SM-2/STIR system is given by the following rule: 

if:((srn2Smtus='operationalO&(stkAcanSeeTrackA^ 

&(stirAAvailability)) 

then:[engageability U:'engageableBySm2SalvoStirA'withCertainty: 1.0. 

engageability is:'engageableBySm2SingleStirA' withCertainty:1.0] 

The antecedents of this rule are determined within the simulation framework. The criteria 

for establishing that a track is engageable by the [76 mm / STIR or LIROD ] is defined by a 

similar rule. In order to ensure engageability, it is not sufficient that track interception occur 

inside the 76 mm gun's envelops. In addition, a STIR/LIROD fire-control radar must be 

capable of tracking the target. In our TEW A, we have made the following simplifying 

assumption: a test is made regarding whether the STIR can track the target at the reaction 

time. If this test is satisfied, we conclude that the STHt in question can track the target 

under consideration. The engageability rules for the CIWS gun system arc similar to those 

of the 76 mm gun. 

The following definitions and information are used in our specification of rules for 

softkill engageability. The threat radar mode can exist in three states: passive, search and 

track. The Deployment Time is the time interval from the decision to use the softkill 

weapon until the moment of softkill weapon activation. This is very short for the use of a 

jammer. For chaff, this represents the time from decision to use until the chaff canister 

explodes. The Time to Start Having an Effect is the time from softkill weapon activation 

until the weapon can begin having a measurable effect on the track. The Time Before 

Bumthrough is the time (measured from the decision to use a softkill weapon) until 

bumthrough occurs. Bumthrough occurs when the ship becomes the dominant target as far 

as the threat is concerned. We will assume for simplicity's sake that bumthrough will 

always occur at a specific range (threat-ship). The turn on time is the time (measured from 

the decision to use the softkill weapon) until the threat's seeker (radar) begins to receive a 

signal frr>m the softkill weapon whose magnitude exceeds the minimum de'ection 

threshold. In simpler te»?ns, the turn on time is the first point in time at which the threat can 

become aware of the presence of the softkill weapon. 

The following must all be true in order for a uack to be engageable by the jammer 

and/or chaff. Although not explicitly stated in "IF-THEN" format, these conditions can be 
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put together in order to create t rule for engageability (IF all conditions satisfied THEN 

track is engageable by this sofddll weapon): 

1. The softkül status (from Force Resources Evaluation) must be either "Operational" 

«"Degraded". 

2. The track must be md*er "Search"» "Track" modes. 

3. The time to bumthrough must exceed the sum of the deployment time and the time 

to have an effect Otherwise, it is too late to use the weapon. 

4. The present time (mis is the time at which the decision to use the jammer might be 

taken) plus the deployment time must exceed the turn-on time. Otherwise, it is too early to 

use the sofddll weapon. 

In addition, we have bund zone constraints with respect to the use of the jammer. 

Effectiveness prediction far weapon options 

There are two types of effectiveness measures associated with a particular [track,weapon] 

pair. First, there is the predicted effectiveness of the weapon in destroying / decoying the 

track. Secondly, there is the predicted impact of the reaction on the Force (e.g. risk of 

fratricide, reduced fighting capability, etc.). Note that the effectiveness prediction is only 

performed on those f.track,weapon] pairs that pass the engageability test. All 

Itrack,weaponl pairs that fail the engageability test are not subject to any further 

consideration at the "present time". 

Let the term Eff A stand for die predicted effectiveness of a weapon system with respect 

to the goal of destroying the track. Eff A is a function of two parameters; the type of the 

weapon and die type of the target In order to determine Eff A for a given [track.SM-2] pair 

a table of probabilities is used. Similarly there are models to calculate Eff A, for the 76 mm 

gun, the close-in weapon system, the chaff system and the jamming system. 

In order to predict chaff interference there are rules to determine whether or not the use 

of chaff will interfere with any line of sight to any track. Chaff reactions generally involve 

more than one chaff cloud To simplify things, we said that if any chaff cloud is predicted 

to obscure any line of sight then Eff B « 1 (i.e., there is an "impact on the Force"). We 

further assumed, for the purposes of this calculation, that all active sensors (STIRs + 

Phalanx + Search radars) are located at the centre of the ship. Finally, the prediction of 

chaff interference is only meaningful when the prediction is made with respect to a specific 

point in time or interval of time. To simplify, we will only examine interference at a single 

point in time. The point in time will be the deployment time (i.e., if the chaff clouds were 
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out there now, would there be obscuration ?). Under the limitations of the model, i.e., the 

ship does not move and under conditions of no wind, the ship's sensors will be effective in 

zones well clear of the clouds. 

We now consider the determination of Eff C, a measure of how much the use of the 

weapon reduces the future fighting capability of that weapon. It will be assumed that Eff C 

will be set to 1 if the use of the weapon reduces remaining stock below some critical level 

(as determined by rules in the knowledge-base). Otherwise Eff C will remain = 0. 

RANKING OF CANDIDATE REACTIONS 

The purpose of this function is to generate a plan of action for dealing with threats. 

We have threat evaluations, resource evaluations, and result evaluations. We have 

[track,weapon] pairs where the track is engageable by the weapon and where associated 

effectiveness values have been established. Our task is now to generate a plan of action 

based on all this information. In order to generate a plan, we need to establish the goal (or 

goals) of our plan. The highest level goal is to protect ourselves and our consort from 

destruction. Our plan should be the one that gives us the highest probability of survival. 

Another goal is to conserve resources. Intuitively, this goal is less important than the goal 

of survival Another less important goal is to minimize "impact on the Force"(interference). 

The ranking of plans is accomplished by an optimization function in the TEWA object of 
the simulator (see figure 2). In what follows, Tj is a track identifier. We will assume that 

there are "N" tracks in the system at any time. Let C(i.O) be the confidence that track i is a 

friend, C(i,l) be the confidence that track i is at Threat Level * 1 and Q(i) be the 
uncertainty associated with determining the threat ranking of track Tj. In addition, let 

ITi.WJ be a track-weapon combination where weapon Wkis capable of engaging track \ 

and let Eff_A(iJc), Eff_B(i,k), Eff.C(iJc) be used to refer to the Eff.A, Eff_B, Eff_C 
values associated with a [Tj,W_J. 

Plan Scoring Using an Optimization Function 

Survival points are calculated for each track Tj that has at least one weapon assigned to 

it in the proposed plan by computing the value of the following function: 

1 * (Eff_A(i,*)*C(i,l)) + 2 * (Eff_A(i,*)*C(i,2)) + 3 * (Eff_A(i,*)*C(i,3)) + 

4 * (Eff_A(i,*)*C(i,4)) + 5 * (Eff_A(i,*)*C(i,5)) + 3 * (Eff_A(i,*)*Q(i)). 
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Denote this value by Ft. The "*M character is used in order to reflect the fact that there may 

be more than one weapon 
assigned to track Tj. We desire plans that try to ensure that all threats are subject to 

prosecution. More, specifically, we wish that any plan that deals with n+1 tracks be 
deemed superior to any plan that deals with n tracks regardless of the Fj values associated 

with the plan. This can be accomplished by computing our final survivability result as 

follows: 

Survivability «(F! + n V(N +1) 

where  n« number of tracks in the plan; 

N » number of tracks submitted to TEWA. 
Each [track(i), weapon(k)] pair associated with a plan will have an EffJB parameter 

associated with it If Eff_B - 1 then the use of weapon(k) will produce interference. A 

quantitative measure of the amount of interference associated with a plan is given by the 

following: 

Number of ftrarirfiV weapon^! Pairs where Eff B »fl 
Total Number of Itrack(i), weapon(k)] Pairs 

If every [track(i), weapon(k)] combination yields interference, mis value will« 0, if half 

produce interference the value will equal 05, and if no combination yields interference, the 

value will equal 1.0. The higher this value the better. Denote mis ratio by Impact 

Each [track(i), weapon(k)] pair associated with a plan will have an Eff.C parameter 

associated with it If Eff_C - 1 then the use of weapon(k) will produce resource usage 

problems. A quantitative measure of the extent of resource usage problems associated with 

a plan is given by the following: 

Nnmhw of f track«). weanonHOI Pairs where Eff C ■ Q 
Total Number of [track(i), weapon(k)] Pairs 

If every [track(i), weapon(k)] combination yields resource usage problems, this value will 

■ 0, if no combinations yield resource usage problems, the value » 1.0. Denote this ratio 

by Res. Usage. The proposed optimization function F for scoring a given plan is as 

follows: 
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F(Plan)» 0.8 * (Survivability) + 0.1 * (Impact) + 0.1 * (Res. Usage) 

The plan with the highest scare is implemented immediately. 

RESULTS FROM KNOWLEDGE-BASE TESTING SCENARIOS 

The knowledge-base TEWA for a TRUMP-like ship was tested in the scenario shown 

in figure 3. 
Range « 200 km 
Time ■ t + 5 

Range » 200 km 
Time -1 +10 

Range * 200 km 
Time * t + 5 
Type * Shallow Diver 

Type-Sea skimmer Type . Sea skimmer ^„"+5.5 
Type ■ High Diver 

Range « 200 km 
Time«t 
Type « Sea skimmer xx / 

/ 

ESCORT 
r—\ 

v / TRUMP 

Range « 58.9 km 
Time ■ t + 10.5 
Type « Hybrid Diver 

Range » 200 km 
from escort 
Time «t + 32 
Type »High Diver 

Figure 3. A Testing Scenario for the Knowledge-Base TEWA 

In this scenario, six targets are directed at the TRUMP-like ship and one at the escort The 
sequence of weapon assignments performed by the knowledge-base as well as the targets 
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destroyed are shown in figure 4. It is to be noticed that three different weapons are 
assigned to the first high diver. The SM-2/STIRB fires and misses this target However, 
the system still remains assigned to it As this target flies into the ship, the gun/STIRA and 
CIWS systems are respectively assigned to the high diva. Thus, after the kill assessment 
for die first five targets is complete, three weapon systems are assigned to the sixth target 
because the seventh target is not engageable by any of these systems. The gun/STIRA 
finally destroys the sixth target In this testing scenario, therefore, six targets are destroyed 
and one missile hits the escort The knowledge-base TEWA was also tested in a scenario 
with five threats and in this case neither the TRUMP-like ship nor the escort was hit by a 
missile. 

THREATS 

WEAPON/RAD AI HYD SSI SS2 SO SS3 HD1 HD2 

SM-2/STIR A KILL KILL KILL 

SM-2/STIRB KILL * 

GUN/STIRA * • 

GUN/STIR B 

GUN/LKOD KILL 

CIWS • 

SM-2 = Standard Missile 2 CIWS = Close-in Weapon System 

LIROD = Gun radar STIR A,B = Radars 

* s indicates an assignment of weapon/radar to threat 

Figure 4. Snapshot from the Knowledge-Base Testing Scenario 
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REAL-TIME CONSIDERATIONS 

The knowledge-base TEWA which has been described above does not function in 

real-time. The field of real-time knowledge-base systems is a field of current research 

which has not fully developed yet The author has read the descriptions of three real-time 

systems in the open literature. These are known as Pilot's Associate, the Adaptive 

Suspension Vehicle and the Autonomous Land Vehicle. They are described in references 

[12] and [14]. The Pilot's Associate is a knowledge-base system which attempts tactical 

situation assessment and weapon assignment for fighter aircraft In reference [12], a 

methodology is given to make it function in real-time. The real-time version of Pilot's 

Associate has been tested in various environments to assess its performance, task 

scheduling and real-time interaction with a realistic environment. The real-time version of 

Pilot's Associate is expected to be functional by 1992. 

The author has analyzed some of the real-time requirements for the simplified naval 

TEWA problem, i.e., that of a single warship attacked by anti-ship missiles. A preliminary 

survey shows that the total time for rule-firings and backward chaining in the Target 

Evaluation knowledge-base of figure 2 should be compatible with die data output rate of the 

ship's sensor fusion process. This data rate will depend on the type of sensor fusion 

H chosen. In the case of the Result Evaluation knowledge-base, the total time for rule-firings 

should be compatible with the weapon system for which it is performed. Thus in the case 

of missile systems, this time must be compatible with the illumination time of the fire- 

control radar to establish that the track has been destroyed. In the case of a softkill weapon 

system, it must be compatible with the amount of time required to establish that the track 

has been successfully decoyed. The author sees that the status, availability and stock level 

of weapon systems as estimated by the Force Resources Evaluation knowledge-base 

should be made known to the blackboard controller as soon as possible, i.e., the fastest 

possible rule-firings are necessary to make sure that the central unit of the TEWA is aware 

• 1 of the new ship situation. A preliminary analysis shows that if the total time to perform 

engageability calculations, effectiveness predictions and ranking of plans is compatible with 

the data output rate of the sensor fusion process, a new reaction can be selected each time 

the tactical situation changes. 

At the present time, the author has not studied the scheduling of each one of the 

above tasks : (Target Evaluation, Force Resources Evaluation, Candidate Reaction 

Evaluation, Ranking of Candidate Reactions) with respect to the central blackboard. It is 
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hoped that an efficient task scheduler can be found to execute these tasks as rapidly as 

possible. If this is not die case, some work must be done to have the tasks executed 

concurrently so that die above requirements can be satisfied. 

These ideas constitute a first glance of real-time knowledge-base systems for naval 

Command and Control and they could be subject to change. 

CONCLUSIONS 

l)The performance of the knowledge-base TEWA was examined in several anti-air 

warfare testing scenarios and found to be satisfactory. The performance of a TRUMP-like 

ship with a conventional TEWA was tested in similar scenarios (but with fewer threats) 

using a validated Ship Combat System Simulation and found to have comparable results 

with the ship having a knowledge-base TEWA. 

2)b would appear that die knowledge-base approach to the Tactical Situation Evaluation 

of a warship under attack by anti-ship missiles is a reasonable one. Some of the problems 

to be overcome in this field are identification of air threats, estimation of threat kinematic 

parameters, evaluation of threat seeker head behaviour and prediction of the behaviour of 

manoeuvering targets. This study shows that these areas could be reasonably handled by 

the knowledge-base approach. A reasoning approach whereby information from kinematic, 

radar state and identity parameters are put together provides a good tactical picture for 

weapon assignment. References [1] to [5] are looking at die applicability of knowledge- 

base systems to Tactical Situation Evaluation. 

3)The current form of the knowledge-base TEWA was found to be adequate for a 

single ship equipped with radar guided weapon systems, surveillance radars, an electronic 

support measure system and an infrared search and track device. There was a debate as to 

the suitability of the knowledge-base approach in doing Threat Evaluation and Weapon 

Assignment for various kinds of hardkill and softkill weapon combinations. In order to 

accommodate a laser guided hardkill weapon or a different kind of softkill weapon in the 

knowledge-base TEWA, it would only be necessary to change the rules concerning the use 

of diese systems in the appropriate knowledge-base and integrate the latter to the functions 

of die platform. 

4)The tactical situation around the ship is perceived through its sensors which measure 

parameters relating die target to the ship. Radar sensors, for example, will measure the 

slant range and bearing of a target and will return values which are subject to errors. In the 

target evaluation knowledge-base, a beginning has been made with Mycin type uncertainty 
71 

;--w^Njtl^y.j<t.wy^iH'.^fJ^4WH^!'!gWj!! 

"""■-"- ^ ii'iiiiiMrr'—'-^-^'^-'H 

Ü 

/ 

1 



..^^i^tMt!**^^**.*.«^*^*-.*..^^,.^---.-^-^^- _■■.... ,■■■,_.   > _.,—...-' ■ '   ■'"•''■'"     liim.»«""""* 

§.;3 

«sä 

1 

i$&3 

■ * 

;J 

3 

KäJä 

[3] Montgomery, J.D. and Byrne, CD., "Evolving the User Interface for Knowledge- 
Based Command Systems", TEE ProcJrd Imer.Conf. C^MIS. Bournemouth, England, 
1989. 

[4] Hirst, R.A.," Allegiance Assessment Using Explanation Based Reasoning", jEEProc. 
3rd Inter.Conf. C^MIS. Bournemouth, England, 1989. 

[5] Miles, J.A.H., "Architectures for C2 Knowledge-Based Systems", IEE Proc.3rd 
Inter.Conf. C3M1S. Bournemouth, England, 1989. 

[6] Sriram, D. and Rychener MD., "Expert Systems for Engineering Applications", IEEE 
SOFTWARE. March 1986, pp. 3-5. 

[7] Thompson, T.F., and Clancey, W.J., "A Qualitative Modeling Shell for Process 
Diagnosis", TEEE SOFTWARE. March 1986, pp. 6-15. 

72 

1 

1 

24 

to obtain a consistent set of threat levels from kinematic, radar state and threat identity 

parameters. Although the results obtained were satisfactory, there is no guarantee that this 

is die best method for dealing with sensor data uncertainty. 

5)The knowledge-base TEWA that we have built is not a real-time system. In order to 

make it execute in real-time, separate studies would have to be done to choose an 

appropriate computer architecture and computer software to implement these ideas in a real- 

time knowledge-base TEWA. The preceding section presents some ideas that must be 

addressed ma real-time naval knowledge-base system. 
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APPLICATIONS OF EXPERTS SYSTEMS IN DND 

MMCKhigstm, Ontuh, Cmwfa 

THE CF-18 DIAGNOSTIC ANO IIAINTEHANCE EXPERT SYSTEM PROJECT 

J. & Tubman, M. D. Brinsmead1. C. a lumb*. M. M. Mendoza'. and LS.L Tan* 

Attract 
The goal of this project was to apply Al technology to diagnosis and 

maintenance of CF-18 aircraft The domain chosen was throughput Increase for 
the AN/USM-469 radar test set for the AM/APG-65 radar, with the radar transmitter 
as unit under test Historical records were maintained about symptoms, tests,and 
probable causes of faflure. These were used to compute a new, faster test 
sequence, subject to certain safety constrafrtts. The system is besing field tested 
at the CFB Cold Lake RTS laboratory, and the results of tfta field test wl be 
analysed in mid- to late-1992. Some pmrwsnsary conclusions were reached before 
this field trial and win be discussed here. 

'Resevcb Officer. *ftognn Mmager. ABxm 
Calgwy 

Cowncü, Anttwotd Cowpwring Ea^itwaing Dept, 

74 



m »pupp pppmmmjmp, ff^'W.' 

«HHOOCTIOB 

the maintenance and repair of tte varioua sorts of aircraft operated 

by the Canadian txatd roreoa 1* a daminetlng and important taak. Large 

numbera of highly skilled technicians are raquirad to keep today«a 

sophisticated aircraft ready for flight. The Alberta fteeearch Council 

(ARC) approached tha Chief of Research and Development (CHAD) with tho 

Idea of applying artificial intelligence (AI) and «sport system technolo- 

gi«a to problems ralatod to tha diagnosis and maintenance of CF-U air- 

craft, lha CT-18 «apart system project (CTES-li» was undertaken with tha 

aaia objective of investigating the feasibility of applying AI and «apart 

systems to CT-IS avionica maintenance...It waa hoped that tha application 

of these technologies would lead to coat savings, iaereaaed eafety, and 

improved flight rcadineaa. 

Diagnoaia and maintenance of aircraft ia a large domain, and it waa 

necessary to select eon» relevant subset of the problem, the firet phase 

of the project waa devoted to thia taak. In tht« end, it' waa decided that 

an appropriate problem would be using artificial intelligence and expert 

systems to increase the throughput on an existing piee» of automatic test 

equipment, namely the AB/OSM-469 radar test set (WS). The RT$ is used 

to test an AV/APG-€S radar on the CT-lt aircraft, »base II involved per- 

forming an analysis of the problem area, and deciding on the functional- 

ity requirementa and high level deaiga of the system which ws have called 

the Knowledge-based Adaptive Test Sequencing System (KATSS). The last 

phase involved performing a detailed analysis and design towards produc- 

ing and field testing a prototype. It was determined that for the proto- 

type, we would concentrate on improving the throughput only s*en testing 

the radar's transmitter. 

This paper reports on the results of this project, including 

descriptions of the problem area, the approach taken towards a solution, 

and lessons we have learned so iar in the project. 
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«ELECTXOM OV «BE PROBLEM 

The CFES-18 project is a feasibility study intended to investigate 

the appropriateness and practicality of applying ««part system technolo- 

gies to the maxntenance of CF-18 aircraft. Initially, the intent was to 

develop a protocype expert system for fuel system maintenance. However, 

this problem was eventually solved by other means, which gave us the op- 

portunity to investigate some other aapect of the aircraft's maintenance. 

Me began by examining the current situation with regard to CF-1B 

maintenance. We spoke with peopla in the Directorate for righter and 

Trainer Engineering and Maintenance (DFTEM), the Directorate for 

Aerospace Support Engineering (DASEKG), the national Research Council 

Laboratory for Intelligent Systems, the Mew Shipboard Aircraft programme, 

Amtek Testware, and the Alberta Electronics Test Centre. A wide range of 

possible projects were suggested, including ones that were not expert 

systems. 

rive alternatives were proposed to DWD. These were: an expert sys- 

tem to augment the ATE for a small instrumentation subsystem; an unspeci- 

fied expert system for another aircraft such as the CF-5 or the S«* King 

helicopter; trend analysis of maintenance data from the AMMIS or DMS data 

systems; trend analysis of engine data, to detect adverse trends and an- 

ticipate engine faults; and an automated technical manual system that 

would put Canadian Forces Technical Orders (CFTOs) on hypertext. DND 

chose the expert system for augmenting the ATE. 

Since this was still a rather large domain, it had to be narrowed 

down further. With the help of the people in DFTEM, the area that was 

finally selected was increasing the throughput of the AM/USM-469 Radar 

Test Set (RTS), during the diagnosis of problems with the transmitter of 

the CF-18'3 AN/APG-65 radar. It was felt that the existing software on 

the P.TS went through its test sequence in a very straightforward, unin- 

telligent way, and that the throughput on the machine might be increased 

if the test order was redone in a way that took past experience into ac- 

count. 
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Aviation eleetronice, or avionics, ia an integral part of day-to-day 

«light operationa. Complicated electronic devieea «or navigation and 

communication provide capabilities auch aa maintaining in-«light poai- 

tiona, pinpointing doatinationa, and landing aafoly. Therefore, tho 

maintenance o« tho» oloctronic system* ia a significant aapoct o« the 

aeronautics industry. 

Avionics maintenance involves different levels o« complexity in 

diagnoaia and »pair, ranging «ro« replacement on tho aircraft o« the 

larger easemblies of electronic bores, to major repair o« the smaller 

electronic carda at the «applier'a electronics laboratory. Maintenance 

l«vels Involve different typea of teat equipment. Built-ia teat (BIT) 

indicate «fcether a «nit ia «aulty and needs replaces«* HI. automatic 

test equipment <ATS> ia «aed to teat a «ailed unit further to determine 

«ich o« ite eub-aseembliea has ceased the failure. ATEa are used at 

■id-level maintenance ahopa mfeere the iaolated aub-assemblies are 

replaced and «ay be aent for major repair. A unit «ich is replaced on 

the aircraft ia normally referred to as a m*pcn replaceable •aseobly 

C«RAK ehile a aub-assembly replaced at maintenance facilitiea is a »hop 

replaceable assembly (SRA). In brief, BITa diagnoae do« to the WRA 

level, and ATEa diagnose «RAs do« to the SRA level. 

Avionics maintenance ia performed by highly akilled technicians who 

have an intimate underatanding of the different electronic assemblies, 

and expertiae in operating the testing equipment and in interpreting 

testing results. The ATE is an important tool for these technicians. It 

relieves them from the tedious ai-d time consuming tasks of instrument 

set-ups, calibrations, plug/cable changeovers, and taking readings. The 

ATE performs such tasks on the unit under test (UUT) that is connected to 

it by automatically directing a sequence of tests. The tests are com- 

puter controlled through a test program which is often written in the 

ATLAS language (Abbreviated Test Language for All Systems). 
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Tor the CFES-18 project, the target of application is the tiro ATE 

stations within the CF-18 avionics maintenance facility of the Canadian 

Armed Forces at Cold Lake, Alberta. These stations house two radar test 

sets (RTS), designated AN/üSM-469, for testing and fault isolating WRAs 

of the CF-18 AH/APC-65 radar. An RTS consists of racks of testing equip- 

ment, connectors, and an HF-100 computer and test programs, which control 

the equipment through a general purpose interface bus (GPIB, or IEEE- 

488). There are 72 different types of WRAs that can be connected to the 

RTS as TO»Ts, and we are concentrating on the radar transmitter for this 

project. 

Each type of WRA requires a different set of test procedures, as de- 

tailed in the test requirement document (TRD) of the WRA. Software writ- 

ten in ATLAS encodes the test procedures for execution on the RTS com- 

puter, and is referred VJ as the Test Program Instructions (TFX) for the 

WRA. Technicians control the execution of this test program and the 

contained test procedures through a command program called the Test Exec- 

utive 12]. The Test Executive allows the user to specify the statement 

number in the test program where testing will start (Start At Entry 

paint, or SAE), and a statement number where testing will stop (Halt At 

Statement, or HAS), if any. OUT testing may be carried out by supplying 

a series of SAE-HAS pairs until the RTS has stopped to indicate a fault, 

or «11 the required test procedures have been execute**. Normally, 

however, the technicians would simply supply the very first SAE for the 

UOT, to perform the tests end-to-end rather than in groups. 

The test program for the radar transmitter [3] contains a sequence 

of at least 160 test procedures partitioned into 14 groups [4]. For 

safety reasons, the first eight test groups must be performed in the 

given sequence, and the last six test groups may be re-ordered. A job 

order for transmitter testing is specified by personnel who replaced the 

transmitter, on a Maintenance Form CF543 attached to the OUT. The form 

may include descriptions of the WRA failure, and fault codes produced by 

the BIT. Experienced ATE -:eci;nicians may be able to use this information 

to decide on the test procedure that will most likely find the faulty 
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SRAt and the test group to «»cut« first in the re-ordered test sequence. 

The purpose of KATSS is to aasiat th« tochnician in asking thia 

sequencing decieion. The following section detaila the approach taken to 

accomplish thia taak. 

Th» »»mmenimnrina  Problem 

the »sequencing problem ia an optimisation problem in which tha 

goal ia to rearrange a aariaa of tast operations to minimise the ejected 

time required to detect a fault, for the purposes of this diacourse, we 

•hall deacribe two elaaaea of »sequencing problem: the gmnaral rese- 

qaeneing problem; and the special reaogaencing problmm. the two classes 

are distinguished entirely by the way in which expected duration is eom- 

puted. 

In each case, a number of comon assumptions are made regarding the 

nature of the test operation« which are to be resequenced. The common 

assumption* shall be presented first, to be followed by a description of 

the special assumptions differentiating the two classes of sequencing 

problem. 

AaatMptiott 1: 

tmst operations may be decomposed and described niarar- 

chlcally. 

This is certainly the case for the test operations de- 

scribed in the TPI for the AN/USM-469 Radar Test Set (RTS), 

upon which our research was based. The tests, as described 

in the ATLAS source code are organised into several levels of 

hierarchy: Test Blocks, Test Groups, and Test Steps, ror our 

purposes, a Test Step is the fundamental unit of test opera- 
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tion; a Teat Group3 is an ordered set of one or more Test 

Steps, end a Test Block is a set (ordered or unordered» of 

Test Groups and/or other Test Steps. 

Assumption 2: 

Test operations are essentially independent of on« an- 

othet. That is, the instructions executed by the Automated 

Test equipment in the performance of one test operation are 

independent of any test operations which may be rescheduled 

relative to the test operation in question. 

Again, this is (for the most part) the case for the 

ÄM/OSM-469 Rcdar Test Set. This assumption gives rise to the 

need for constraints on the r«s*qu«ncing of test operations. 

For «sample, within a 'Test Group«, it is frequently th« case 

that on« Test Step msy define state information which will 

modify the behaviour of a subsequent Test Step within the 

Test Group. 

If this is to occur, these Test Steps must be con- 

strained to be executed in a fixed and predetermined order. 

In the case of our test system. Test Groups are by definition 

•tatic, that is, th« t«st steps within each test group can 

never be reaequenced with respect to one another. 

jUMrampfci-OB 3: 

Test operations at a given level in the hierarchy are 

subject to certain constraints restricting how they may be 

reordered. These constraints are, however, relatively sim- 

ple,  and do not cross levels of the hierarchy. 

3 For our purposes, a »Test Group' is a 
delineated by entry points. 
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The primary aource of constraint» on resequencing tests 

la th« need to assure that safety teats are performed before 

any actual pttfomnet teats ar« commenced. In the caaa of 

the KTS, aeveral groups of aafa-to-turn-on toata must be •»- 

eut«d in a fix«! aaquanea baforo any of the performance taata 

ar« «cacutad. Xn aupport of this typ« of limitation, a aim- 

pi« constraint ayst«m which takes advantage of th« hierarchi- 

cal description of th« t«at program was developed, this con- 

straint eystem is described in the following section. 

Ueempt-1 on 4: 

Tor «ach test operation, «itn«r the probability of de- 

tecting a fault ia known a priori, or it can be nliably com- 

puted from may test operations contained by th* on» in gues- 

Cioa. 

ror each atomic t«at operation, th« probability of 

finding a fault must b« known prior sequencing the t«sts. In 

th« prototype system develop«» by th« klberta Research Coun- 

cil, tbeae probabilitiea «re provided by a database module 

«mich «stimat«« baa«d upon past history and th« symptoma re- 

ported for the 001 currently under conalderation. 

ror eompoaite t«at operations (test operations which 

contain one or more aub-operationa), satisfaction of this as- 

sumption is assured by Assumption 2. Sine» no tost operation 

■ay be contained by more than on« -parent", it is always pos- 
sible to recursively compute the probability of a composite 

operation detecting a fault based upon the probabilitiea of 

its constituent test operations. It ia possible to demon- 

atrate that the probability of detecting a fault in a sub-se- 

quence of tests is independent of the order in which the op- 

erations are performed. 
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Assumption S: 

Atomic test operation» fteat operation* at the lowest 

level of the hierarchy) haw « fixed duration, and will al- 

ways run to completion without regard to whether or not they 

«fetect a fault. 

Although this is not strictly true, it provides a very 

convenient and powerful abstraction, especially when consid- 

ering the special referencing problem. In actual fact, the 

duration of a Test Step (recall that "Teat Steps" are the 

Atomic Test Operations) may wary slightly depending on 

whether a fault is found. That is, the Test Steps will al- 

ways run to completion regardless of whether • fault is 

found, but must take time to print an error message (or even 

sometimes resolve an ambiguity) when • fault is found. The. 

minor deviations Incurred when • fault is detected are not 

considered significant. 

Assumption C: 

All testing is immediately halted when the first fault 

is detected. 

This assumption is absolutely crucial to the functions 

described below for computing the expected duration of a teat 

sequence. This is because we assume that after a fault is 

detected no additional tests need be executed, and that the 

duration of a test which is not executed is sero. 

Thg spar<«i Rpnceniftnfiinc Problem 

The special «sequencing problem is characterised by the assumption 

that teat operations are essentially self-contained and independent of 

one another. under this model, we presume that the expected time re- 

quired to perform a. particular test operation depends solely upon the 
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(2) 

•normal" duration of the operation, «ad the probability with which we can 

expect it to detect a fault. 

Based upon thia assumption, th« expected tin* Ts to execute II test 

operations arranged on a sequence Oo,Ol.02,...,On-1 i« «i*«» i» •«P-tions 

fl) and (2) below: 

Ts - to «» 

where 

t| - D| ♦ (1 - Pi) fei 

end where 0| is the espected duration of the test operation in the 

I* position in the sequence, and P|is the probability 

of the «est operation in the P* position in the se- 

quence detecting « fault. 

' ' ' .end where 

tn.O 

Given this description of cost «duration) of • sequence of test op- 

erations, it is possible to define a •<• relationship as follows: 

Oj<C3| iff« sequence of test operations costs less «hen t^fol- (3) 

lows 0| the« when Oj precedes O; in «n etherwis« un- 

changed sequence, that is, ifi stsrting fro« • se- 

quenee where 0| precedes 0| «nd ««hanging th«ir posi- 

tions results in • decrees« in cost. 

rurthttrnor«, it is possible to demonstrate that, given the cost 

function (1), the following is true: 

Oj < Oj      «* Pi DJ < PI Di 

and, also 

«4) 
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ViVJVk 0| < Oj, 0) < OK *» Oi < Ok (5) 

These »suits (the derivation is oadtted du« to extreme ugliness), 

show us thst the *<» relation is both transitive end independent of any 

other test activities in a sequence, thus the special »sequencing prob- 

lem is equivalent to sorting a list of maabers, and can be solved opti- 

mally in Ofnfegu) tine. 

jht ts~*»r»l  toaemnwnfllno Prnblfl« 

The general »sequencing problem is distinguished fro« the special 

resequencing problem by the aaauaption that test operations are not en- 

tirely independent from one another, and that there exists a certain nat- 

ural ordering to the ope*eti«s. Wider this model, «e presume that the 

expected tins required to perform a particular test operation depends not 

only upon the -normal* duration of the operation, but also upon any 

penalties which may be levied for deviating fro« the «natural ordering- 

of the test operations. 

«bat is, given a set of I» test operations OQ. Oi. Og. - On-1 we as- 

sume that test operation 0| can only be executed without penalty only when 

it is executed iamediately following Ol-l. Xn the case of the MS. these 

penalties take the form safety tests which must be executed when starting 

a block of tests fro« an entry point, but which are not executed if the 

same block of tests is started as a result of completing the test block 

which immediately precedes it in tbe »I.4 

Based upon these assumptions, the expected time JQ to execute n 

test operations arranged in a sequence OsO.Os1.Os2. -.Osfn-I) is given in 

equations {«) and (7) below: 

4 The test operations defined by the TPI are normally executed 
sequentially in the form of an end to end teat. At the end of each block 
of^ests is a goto statement which jumps around the first few statements 
in the beginning of the next block of tests. These few statements are 
intended to re-execute the safe-to-tum-on tests when a test block is 
manually run by the operator. 
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t| . P(flr»(H). «-»I) ♦ Dai ♦ (1 - Pod %*% 

«tan 0 is • permutation function mapping the set of integers 

from 0 to II-1 onto integers fro« 0 to H-1 

(«) 

17) 

•ad «bar« 

PftD-0 

0 

if  i<0, or 

if Q| is the tost op«ration which 

-aatarally* precedes 0|.or 

CS) 

FwtaftyQ  otherwise 

■fetftftyfr) i* the Us» penalty Incurred for tost opera- 
tion Ok if it is «soeutod anywhere other than immedi- 

ately following tost operation <Vl 

D| is too expected doratioa of the test operation ia tea 

P position ia the sequence, and Pj is tao probability 

of tao toot oporatioa ia too P* positioa ia the so- 

detecting a fault. 

¥ 

<i\ 

I 

where 

t*-0 

8 

V: , m 
•f" 

HWtt 

..v. 

Onlike the s|>ocJal r>« c' «lag problem above, the presence of the 

penalty tens prevents us fro» defining a simple •<• relation which pro- 

vides an ordering relation on the test operations. We believe the solu- 

tion to the general resequencing problem to be aflP-Hard, although we have 

not attempted to prove it. 
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as mentioned in tha section describing the assumptions relating to 

the taat sequencing problems, we ara required to consider a number of 

liadtationa on the order in which taat operations can be executed. The 

■tain source of these limitations for tha AH/OSM-469 Radar Test Sat was 
tha existence of several groups of safety testa, which aust be executed 

in a fixed order prior to commencing any other group of tasta. 

These limitations easily could have bean accommodated by implement- 

ing a test sequencer in such a way aa to leave the safety tasta un- 

touched, and only consider for resequencing those tests which appear 

later in the »I. It was our choice, however, to consider tha possibil- 

ity of somewhat more complex constraints whan designing our system. 

although it waa possible to provide a very general form of con- 

straints, such as alien's temporal logic £51, we opted for a aimpler 

formalism «hieb would not be more computationally complex than the 

sequencing problem. The formalism we selected was based upon the or- 

ganisation of the activities in a test plan into a number of hierarchical 

blocks, and then designating each block as either static or dynamic. A 

static block is one whose contents moat be executed in a fixed order, 

while s dynamic block is one whose contents may be executed in any order. 

* Static block may contain a dynamic block, or vice-versa; the con- 

straints apply only at the current level in the hierarchy, they are not 

Inherited by contained blocks. 

«his form of constraint allows the specification of a wide variety 

of sequencing constraints5, but is sufficiently restrictive that satis- 

faction of the constraints is still (trivially) easy. 

5 Certainly, a  much wider variety that was strictly required for the task 
of resequencing tests for the AN/APG-65 radar transmitter. 
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The teat sequencer «a« designed to tun •» « independent program 

which would read «a Input file describing s Mt o« teat operations «nd 

their constraints, «ad which would gen«rat« en output «ilo dsscribing thw 

order in which the test activities should bo executed. This program is 

invoked and ex«cut«d upon demand by the database eompofieut «f th« eoft- 

war«, which also provides tha utt interface. 

Earlier In thi» papas, wa described two class«« o« sequencing prob- 

lem. These two class«« correspond to two wain modes o« operation o« th« 

WS. Th« general sequencing problem corresponds to th« normal «a« «f th« 

KXS in which operators controlling th« program manually are permitted to 

start wt^<- only at entry points, which forces th« safety t«sts to b« 

so-run to* *»v«ry now «ntry point. Thm special a«qu«neing problem re- 

flects a hypothetical and« «f operation in which operators er« permitted 

to «smewt« the test program starting at any arbitrary statement number, 

thus {assuming the statements ere correctly sel«ct«d) allowing th« safety 

tests to be skipped. 

la order to permit the moot fl«xibl« possible analysis of the t*st 

Majeenemr, ite implementation include« facilities to support both nodes 

of «pesetlon. the default mode I* th« -Start At tatry point" mode in 

which general reseqoancing is performed; the »Start *t Statement" 

smy be specified optionally. 

m 

inplomentetion of the special sequencing nude wee don« using 

quicksort {<]. * number of heuristics were tried for th« general 

nMaqaaaeing problem. The heuristic finally selected «as e trinary 

bubble sort I« which wss demoustreted to exhibit high performance while 

almost alwaye achieving optimal land always near-optimal) results for 

prcblems th« si*« of KTS. this can be extended to an n-ary bubble sort 

with e computational complexity of 0(n! (m2 - mn» where m is the number of 

test operations to be sequenced. 
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D»«<on   inrt   Tianlaaantation  of  t?wt  B»f»h»<M» 

The database eoapoaent of KATSS »tor«a aad aaintains inforaation 

nsad in test aequenciag. This includes testing information for each typ« 

of MRA («.9.» required test groups and procedures, and SAE, «AS, and typ- 

ical duration «or «ach test), and data recorded Croat «act» tast activity 

on the UTS I«.«.. 00T inforaation, »IT coda», tast auaher of the proee- 

dor« »here the WS detected a fault, - and EATSS-geaarated tast sequence). 

Tb« database application functions, called tha Date Collector, »r» 

aainly «or accepting tast activity type data fro» tb* user aad storing 

this data in tba database. Thasa ara: 

• Test Activity Initiation, ft* user provides RATSS with the 

••rial aiaaber of tha CT543 attached to the 00T bain« tastad 

«1 tba Mrs, »ad SOB» iafotssktiaa fie« tbis Com such as tba 

HOT part nuaber aad aarial auabex, aad BIT coda and Cailura 

descriptions indicating tb» prebiess with tba OCT. Tha tast 

—quaneor is than esaeuted and aay resulting sequence is 

atorad in tba database. 

• fast Smgwmem Display. Tba user vie*s tb» test sequence that 

BATS5 has apaaaratad Cor « tast activity. 

Sacry of Faa.lt Ostactioa. 

bar displayad by tba «TS 

detection. 

user eaters tba stateawat nua- 

it stopped to indicate fault 

i s 

> 

• ' yast Activity Cbapletioa. Tba asar indicates if a test ac- 

tivity is eoapleted, i.e., no acre detected faults will b« 

recorded. 

A database server based relational database systea, dBASE IV, is 

used in iapleaenting tha Data Collector, to take advantage of basic 

database read, write, and edit functions provided in the software pack- 

age.    A database software package will also be better equipped in the 
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management of a growing database.  The manu-building facilities of dBASE 

XV have been used in user interface development. 

»paly«Is   r>t   fha   ATTAS   Cod« 

In order to get the statement numbers of the Start-At (SAS), Start- 

At-Entry (SAE), and Halt-At (HAS) statements, it was necessary to examine 

the ATLAS source code for the transmitter diagnosis portion. Each test 

in the source code was examined, one at a time. The SAS, SAE, and HAS of 

each test in the program were recorded in a notebook. Also, the PCOr 

call-outs of each test were recorded. This process took about 3 weeks to 

do, and had to be repeated when a new version of the ATLAS code was re- 

leased part way through the project. 

The SAS, SAE, HAS, and PCOr information was entered into dBASE IV 

files for use by KATSS. 

yn«nination and Field Teat 

The prototype software and its supporting equipment (a Sun Micro- 

systems SPARCstation 1+ workstation) were deli/ered to the RTS Laboratory 

at CTB Cold Lake in October 1991. It has been in use there for the pur- 

pose of collecting data, with a planned test period of four month». 

The principal objective of the field test is to determine whether 

the approach of heuristic »sequencing based on statistical records will 

work when the program has access to real maintenance data. A secondary 

objective of the field test is to find out whether having KATSS as a sep- 

arate auxiliary system will be satisfactory, or whether an integrated 

system is needed. Finally, we want to find out the opinions and sugges- 

tions of the RTS technicians with regards to improvements and other 

changes, especially with regard to the user interface. 
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Because of an unexpectedly low incidence of failure in AN/;.PG-65 

radar transmitters, it is likely that th« field study will be extended 

front the original 4 months to 10 months or more. 

COMC&BSXOHS 

Although at the time this paper was written, the results of the 

field test were not yet available, we were able to reach some interim 

conclusions as a result of our analysis of the problem domain. 

The first conclusion we reached was that this approach is not 

likely to yield a significant speed-up for this particular domain (radar 

transmitters). Part way through the project, the ATLAS code was re-writ- 

ten by Amtek Testware, and we were told that this resulted in a 40% re- 

duction in the time needed to diagnose a transmitter. This factor alone 

greatly reduced any scope for improvement. <It also confirmed DND's ini- 

tial belief that there was room for improvement in the efficiency of the 

RTS software.) In seeking a performance improvement in ATE software, the 

place to start is the improvement of existing conventional ATE code. 

Only when this has been done should the client investigate the use of 

store sophisticated technologies, such as AI. 

The second conclusion was that this approach was impeded by the re- 

quirement to use SAEs when the resequencing algorithm reordered tests 

(that is, the general resequencing problem). Running the test from the 

SAE number instead of the SAS number means repeatedly running a lot of 

safety tests. The safety tests take a significant amount of time. The 

same safety tests might be re-run many times if a lot of resequencing 

f^rf        takes place.  The technicians told us that the tests would find nothing 

iSit        new each time they were run. 

? A 
m 

W 

The third conclusion was that effective use of statistical tech- 

niques requires large volumes of data. It became apparent during the 

first three months of the field trial that it would take many months to 
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gather enough data «or KATSS to be useful.  An alternative technique that 

might have been »or« appropriate is case-based reasoning6 [7]. 

The final conclusion ia that using a system like KATSS in conjunc- 

tion with an existing system like the MS ia inconvenient. Since there 

is no interconnection between the RTS and KATSS, the operators must enter 

information into KATSS manually. It would be much more convenient for 

the information to be entered automatically by the computer that ia doing 

the diagnosis. Also, it would be better if the functionality of KATSS 

was just another module of en overall ATE system, rather than a separate 

system. 
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4th S/mposiunvWorkskop 

APPUCA TIONS OF EXPERTS SYSTEMS IN DND 

KMQ Kingston, Ontario, Cmedm 

AN EXPERT SYSTEM APPLICATION FOR TROUBLESHOOTING 
THE CF18 F404 ENGINE 

W.D.E. Allan* and R.C. Best2 

Abstract 
Troubleshooting the CF18 F404 engine often involves referring to data recorded by 
the Inflight Engine Condition Monitoring System (IECMS). The IECMS routinely 
records engine and aircraft parameters during flight A software suite has been 
developed by GasTOPS Ltd. to graphically present this data. Troubleshooting 
procedures have been amended to include the analysis of the plots, focusing on 
features unique to known faults. This paper proposes an expert system application 
to provide assistance to technicians bi utilizing this information In the 
troubleshooting process. The ability of the system to recognize fault signatures 
and to be readily updated with new patterns will be central to the success of the 
proposed application. The role of the system in supporting second and third line 
maintenance activities will also be discussed. An over-riding consideration in the 
application of expert system technology to the maintenance of the F404 is the 
necessity to maintain the level of expertise of the technicians. The system will 
provide recommendations for solutions; final maintenance decisions must always 
rest with the technician. 

& 

II 

.1 

'Propulsion Engineer and 2Propulsion Section Head, Mechanical Projects Branch, Aerospace Maintenance 
Development Unit, CFB Trenton 
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INIWISJCTKN: 

Ihe commitment to en-condition maintenance for tne CF18 aircraft 
has resulted in the development of numerous means of detecting component 
and system conditions. The maintenance of the F404 engine has beau a 
major focus in these efforts. Hence, much of the groundwork is complete 
to support the development of the expert system proposed in this paper. 

A vast amount of historical and conteaporary CF18 f ighter 
aircraft data is available supporting the F404 engine maintenance 
activities. Rapid access to maintenance information is key to preventing 
needless activity through the provision of timely, accurate and helpful 
troubleshooting. This paper constitutes a proposal for an expert system 
application for F404 troubleshooting, and comments on possibilities at 
other levels of maintenance. 

DXSCQSSION: 

the two sources of data fo*- F404 maintenance are the aircraft, 
and the maintainers at all levels. Ohe aircraft is equipped with a 
Maintenance Status Data Recording System (MSERS) which stores aircraft 
unserviceabilities as identified by the logic of the Mission Computers. 
Life cycle counts, operating exceedanoes, sensor failures and other 
anomalies related to the engines are recorded using a sub-system of the 
MSERS, the Inflight Engine Condition Monitoring System (XECMS). This 

«| system also allows pilots to initiate records, and automatically records 
a thrust check during each takeoff. There is also a Maintenance 
Monitoring Ranel (MMP) where numerical codes are set by aircraft logic 
identifying unserviceabilities or operating exceedances for ground crew 
action. All MSERS data is stored on a magnetic tape which may be removed 
from the aircraft upon landing, and delivered to the Integrated Ground 
Data Station (IGDS) when required. Ihe TOX-based IGDS system is capable 
of presenting data to the maintainers, and archiving the Aircraft Data 
Files (ADF) for future reference. 

Ihe second major source of maintenance data for the F404 is the 
maintainers themselves. Dispersed at three levels of maintenance, 
technicians rely on their own experience and judgement, in addition to 
standard procedures, to repair unserviceabilities or rebuild assemblies. 
Ihe proposed system must be designed by these experts (technicians, 
maintenance managers and engineers) and supported by them. For the system 
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will rapidly become obsolete as an "expert" if it is not conscientiously 
and effectively modified to evolve with changing maintenance and 
information processing activities. The expert system application will be 
described in relation to the level of maintenance activity which it 
supports. 

fly? First Level of r^intenance 

The first level of maintenance involves the servicing of 

aircraft and the rectification of minor unserviceabilities. This includes 
j 

any problem which can be solved in less than 24 hours. 

The heart of automated first line activity is the First Line 
Troubleshooting System (FISS) which consists of a laptop coiputer linked 
to the IGDS. The software is actually two of a suite of six distinct 
programs [1] which make up the Engine Performance Monitoring (EFM) system. 
These are: tfre Event Display Program, which graphically presents engine 
and flight parameter data acquired by the XECM5, and the Mission Analysis 
Program, which graphically presents low frequency data acquired throughout 
the flight for a limited runter of engine and flight parameters. The 
latter is very useful in determining engine related faults when no MMP 
code, or pilot record is available for an aircrew reported problem. Its 
use still relies greatly on a technicians experience and technical 
expertise. 

In using the Event Display Program, the first line technicians 
are provided with a Canadian Forces Technical Order (CFIO) which assists 
them in applying standard troubleshooting decision trees to the IECMS 
data. For a given engine -related unserviceability, the MMP code generated 
by the IECM3 will provide the CFIO reference for identifying engine 
parameters of interest in the troubleshooting process. By visually 
analyzing the graphs and referring to the FITS CFIO, the technician can 
usually isolate the fault, or at least, eliminate other possibilities. A 

sanple of the Event Display program screen is shown in Figure 1. 

The mechanism behind the proposed expert system at the first 
line of maintenance will be the determination of engine fault signatures 
in terms of the qualitative details of inflight events. The technicians 
rely heavily on the use of Canadian Forces Technical Orders to guide them 
in their work; decision trees and fault confirmation are logically laid 
out in these volumes.  The proposed expert system will convert the 
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information held in these volumes into an on-screen, convenient and 
streamlined presentation of the decision criteria. (It will not be a 
step-by-step interactive activity.) As technicians work through the 
troubleshooting trees, characteristic» of the graphical EBCK3 data will be 
analysed    to    achieve    a    successful    conclusion. Rectification 
recommendations would be available, for consideration by technicians in 
repairing the engine. 

28-JAN-92  CF-18 Mobile Engine Data Interpfetotion Computer  Version 1.0 
09:35:52 First Line Interim TroubleshoAng Program 

ADF: G746D0281.E01       R     I \ C-Slart . 24366 (stc) 
*MrtMr****AM kM t«% n <<m 0 

A   A   A" a.   A   A   i 

Figure 1: Event Plotting Fragram Screen Display Sample 

A nodel of the F404 control system has been developed to assist 
the technician in analyzing graphs of XECMS data. Engine parameters and 
signals determined from control schedules can be displayed with actual 
engine data. This is intended to illuminate those qualities of the graphs 
which may indicate the source of problems. A dynamic model of the F404 
engine has also been developed which will be capable of computer 

simulations of faults; this will likely prove invaluable in determining 
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more effective isolation methods for those rare, more troublesome faults. 

In sane cases, the MMP code history of the engine, or the 
maintenance history of a particular engine component, module or assembly 
may give the troubleshooter an indication of the possibility of a chronic 
problem. By accessing engine historical data, a first line technician 

could rapidly isolate a troublesome component or part. 

Of paramount importance is the fact that the first line 
technicians must always maintain their technical expertise in 
troubleshooting. Ihe proposed expert system must never be more than a 

§§        ready source of expert or specific maintenance information. Decisions 

will always lie with the technicians and their supervisors. 

The Second Lavel of Maintenance 
The second level of maintenance carries out repair of major 

unserviceabilities on and off the aircraft, in-depth inspections, 
replacement of engine modules, and engine testing in the Bigine Test 
Facility (EIF). In support of first line maintenance, the expert system 
will automatically compare XECES data fault signatures with 
rectifications. This would also allow the second line technician to 
investigate the details surrounding cases where the actual local 
rectification differed from the reccmnendation given by the system. It is 
in this way that the fault library can be validated and improved. 
Problematic components or engines can be easily highlighted by the expert 
system, ewercoming tedious manual searches, and case-by-case analyses. 

The information from all F404 maintenance databases as shown in 
appendix 1 would be synthesized by an extension of the proposed expert 
system at second line. Bus would reveal a complete overview of F404 
maintenance activities. Accurate forecasting of maintenance, overhaul, 
and spare parts use will be possible given the information available. 

f|§ Figure 2 is a schematic diagram of the various components of the 
F404 maintenance information systems indicating how they will liaise with 

the proposed expert system. 
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Figure 2: The proposed Expert System for F404 troubleshooting 
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The Third Level of Maintenance and Development EgtabXkfelgnfcs: 
Development and enhancement of the proposed expert system wD 1 

be Initiated through engineering activities ongoing at third level 
agencies. For example, the system could, from a development point of 
view, provide complete and up to date fleet records to National Defense 
Headquarters and the Aerospace Maintenance Development Unit (AMCXJ). 
Studies and oivironnental canparisans could then be possible through ad 

hoc queries. 

OCBCTDSICeS: 

An expert system has been proposed for the first line of F404 

maintenance in the CF. First line technicians will use the system as a 
source of additional information for the purposes of troubleshooting the 
engines. The proposed expert system will highlight the unique 
characteristics of IECSB records of unserviceabilities thus promoting 

timely and accurate diagnosis and repair. Second line technicians will 
find the nature of their tasks refocussed towards problem or suspect 
engines because the identification of these will be greatly facilitated by 
the expert system. Validation of the fault signatures will occur at the 
second line. Third line maintenance and development centres will support 
the development of the system by investigating F404 fleet data to develop 

and improve fault signatures. 

Much stands to be gained by operators and maintainers alike, 

having a system Which can promote rapid, reliable troubleshooting for a 
fleet of fighter engines. The proposed system would be a true advance for 

on-condition maintenance in the high-cost business of modern aircraft 

maintenance. 
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Generic: 

1.     AMMIS: 

A- 1 

F404 HMNn2®N0E DATA BASES 

Aircraft Maintenance Management Information System: the 
general data base used throughout the Air Force for 
recording maintenance information. 

F404 Maintenance Specific 

1. DV7 A maintenance action data base which documents field 
experience [2] 

2. EFHES   Engine Parts life Tracking System provides a means of 
tracking Life Us?gs Indices (UJIs) for engine 
maintenance scheduling [3] 

3  EM  *  Engine Performance Monitoring System relies primarily on 
data provided by the 3EQSS and the Automatic Data 
Acquisition and Processing System (ATÄPS) in the ETF. 
The following six programs make up this suite or 
software [1]: 

a) 

b) 

c) 

d) 

e) 

f) 

The Event Plotting program graphically Pl£teJ**L 
IECMS data for the first line technician to refer 
to when troubleshooting; 

flight 

presents 
flight 

The Mission Analysis program 
low frequency data acquired U. 
for a limited number of engine 
parameters; 

The M«P Code program tracks MMP codes by aircraft 
tail nvouer; 

The Take-off Analysis program processes dynamic 
engine performance data gathered in takeoff thrust 
checks to determine engine health indices (EHIs) 
warning of performance degradation; 

The Take-off Trending program trends these EHIs; 
and, 

ETF Troubleshooting program, which assists in 
traMeshooting engines by matching performance 
parameters measured in the EIF to baseline,values. 
This reveals a characteristic signature which can 
be compared to known fault signal 

*i 
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APPLICATIONS OF EXPERTS SYSTEMS ZrV DND 

RMC, ringsum, Ontario, Ctneda 

A DIAGNOSTIC EXPERT SYSTEM FOR DIGITAL CIRCUITS 

Capt R.W. Backlund1 and Dr J.D. Wilson* 

Abstract 
This paper presents a scheme for a diagnostic expert system which is 

capable of trouble-shooting a faulty digital circuit or producing a reduced test 
vector set for a non-faulty digital circuit K is based on practical fault-finding logic 
and utilizes Al techniques. The program uses expert knowledge comprised of two 
components: that which Is contained within the program in the form of rules and 
heuristics, and that which is derived from the circuit under test in the form of 
specific device information. Using both forward and backward tracking algorithms, 
signal paths comprised of device and gate interconnections are identified from 
each output pin to the primary input pins which have effect on them. Beginning 
at the output, the program proceeds to validate each device in each signal path, by 
forward propagating test values through the device to the output, and backward 
propagating the same values to the primary inputs. All devices in the circuit are 
monitored for each test applied and their performance is recorded. Device or gate 
validation occurs when the recorded history shows that a device has been toggled 
successfully through all necessary states. When run on a circuit which does not 
contain a fault, the program determines a reduced test vector set for that circuit 
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ZIKCXODOCTXON 

ATS« operat« in a systematic fashion, firing through a predetermined 

pattern of testa developed by domain experts, all the while monitoring the 
output responses of the circuit under test.  The patterns of tests are 
referred to as test vectors and ara elements of the comprehensive test 

H vector set for the circuit which ensures that all devices and gates are 

ATEs are csually expensive, as there are large costs involved in the design 
and development stages. One reason for this is that a considerable amount 
of design time is spent generating the test vector set, since it is 
important that the set be correct and complete. As can be envisioned, as 
the circuit becomes more complex the number of test vectors required also 
becomes larger. Since the number of possible test vectors for any given 
circuit is 2" for K primary inputs, the test vector set grows exponentially 
rather than linearly for the number of inputs to the circuit. Schemes which 
can generate reduced test vector sets are therefore required in order to 
limit the time and resources spent in test pattern design as well as in the 

diagnosis of the circuits later. 

Another shortcoming of ATEs is that substantial costs can be incurred 
later in their operational lives when system modifications are required to 
accommodate changes in hardware and/or software of unit(s) they test. This 
situation occurs since the test vector sets are circuit-specific, and apply 
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There was a time when fault-finding electronic equipment was a straight- 
forward process which technicians could accomplish using logical and 
methodical testing procedures. This wac, of course, back when circuits were 
almost totally accessible to intrusive testing techniques throughout their 
signal paths. Within the last two decades Printed Circuit Boards (PCBu) 
have become extremely complex in both design and operation, ac that today 
they are typically several layers deep and capable of performing a multitude 
of consecutive and sequential oporations. Not surprisingly, circuit 

accessibility has decreased dramatically, to the point where many modern 
circuits are accessible at few points between their inputs and outputs. As 
a result, these modern circuits have become extremely difficult, and 
■centimes impossible, to diagnose using conventional technician-oriented 
methods. The general trend in both industry and the Canadian Forces has 
been to rely less on the technician and more on specitllxed Automated Test 
Equipment (AT£) for PCB diagnostics. This change in tactics has been 
precipitated by the fact that technician-based fault-finding requires 
considerable operating resources when compared to PCB-specif ic ATE systems, 
»specially in the areas of training, tools and time required to diagnose 

faults. 
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uniquely to on« typ« of circuit. Artificial Intelligence (AT) techniques 

offer * possible solution to this problem by introducing intelligence, 

through the utilization of rule« and heuristics, to the program's generation 

and application of test vectors. Such rules and heuristics can ensure that 

test vectors are applied in a logical, as opposed to random or sequential, 

fashion. It can thus be possible to fault-find a given circuit using 

significantly fewer test vectors than contained in the comprehensive test 

vector set. AX technique« can also ameliorate the reduced test vector 

.generation process, obviously a critical part of circuit design. 

Two basic strategies exist with respect to test vector generation! 

statistical, or pseudo-random, test vector generation and algorithmic test 

vector generation. Zn the statistical method, a circuit is bombarded by 

random or heuristically chosen test patterns which are added to the test 

vector set if and only if they enable the detection of a previously 

undetected fault condition. With this method, those faults which are easily 

detected are located fairly rapidly, while those which are more difficult 

to detect require increasing computation time. An upper limit may have to 

be set on computation time or the number of test vectors comprising the test 

vector set as full fault coverage may require excessive computation time. 

Xn the algorithmic method, a specific algorithm is used to generate a set 

"of test vectors for each identified fault in the circuit. Most such 

algorithms also require considerable computation time and may contain 

redundant tests, as no record is maintained of other device performance 

during a specific test on a specific device or gate. Additionally, neither 

of tht above-mentioned methods attempt to handle sequential devices such as 

flip-flops, latches and registers, and therefore are of little use in 

diagcosirg computer interface devices or mode command latches. 

Work at RMC in the general area of automated fault-finding was begun in 

1989 by Capt Ron Boycet1]. Xn his thesis, presented in 1990, he introduced 

a FORTH language-based PCB diagnostic expert system for use wit » the CF. 

This work was extended by Capt R.E. Leroux03, when in May 1991 he presented 

an IBM PC/AT-based Data-Oriven Expert System (DOES) for PCB diagnostics. 

Thii system utilized the ORACLE RDBMS for storage of expert 'knowledge', and 

used a C-based 'knowledge processor' to manipulate the database. A plotter 

table incorporating a mechanical probe permitted automated intrusive 

point-testing anywhere on the surface of the PCB, with test data acquired 

from either the PCB's edge connector or from the mechanical probe. Test 

data was processed by a Burr-Brown data acquisition board, which also 

controlled test signals to the PCB. Since the 'expert knowledge' was held 

in a database, changes to this information could be made without 

re-compiling the entire system, unless changes were made to the data-input 
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form« (written In 3Qt»FORMS). The system could be configured for either 

diagnostic or teaching purposes, and was demonstrated on a PCB which 

incorporated both analog and digital algnal procaasing circuitry. 

AD DYNASTIC EXPSRT SYSTEM 

The DYNASTIC (dynamic diagnostic) axpart system prasantad in this papar 

ueaa tha AI tachniquas of forward and backward chaining, and contains axpart | 

hnowladga «tnbaddad within lta rulae and hauristica. Xt la capable of 

troubla-ahooting a digital circuit in a logical manner, using heuristics and 

rules similar to those which a human trouble-shooter might use. Although 

it is algorithmic in nature, the DYNASTIC Expert System is capable of both 

fault-finding and reduced teat vector set generation. When the program is 

run on a faulty circuit, it generates sufficient test vectors to permit 

isolation of a fault by validating all appropriate circuit devices, from 

output backwards, in th* faulty aignal path. Once the fault is located, the 

program indicates the device which must be replaced, and then stops. Zf 

■ore than one fault exists, the program can be run again, once tha faulty 
devices which have oeen identified have been replaced. Since the DYNASTIC 

Bxpert System generatea only enough test vectors to isolate a fault, when 

it is run on a circuit which does not contain a fault, it will continue Its 

search through all paths in the circuit, ultimately validating all devices 

in the circuit and generating a reduced test vector set as it does so. 

To avoid generating duplicate test vectora, the DYNASTIC Expert System 

maintains a history of node values for all devices In the circuit at all 

times. The program will test a device with a test pattern only if that 

particular pattern has not been applied before, either as a direct or 

indirect result of testing performed on the circuit. The program provides 

test-by-test feedback to the user In the form of all node output values, the 

device being tested, the input pattern being applied to the device under 

test, and device validation as it occurs. This information is currently 

provided in scrolling text format, however a fully developed aystem could 

present this information on a graphical display of the circuit under teat. 

The DYNASTIC Expert System uses S-valued logic which conulsts of two 

representation for logic 0, T and *, two repreaentatlons for logic 1, T and 

t, and a Don't Care value of x. A STATIC 'T' or 'T' representation is used 

when there is no choice as to the value which must be applied at an input 

pin of a device, and a WOW-STATXC 'f or 'f representation Is used when 

there is a choice. STATIC valuea originate as components of the main test 

pattern which is being applied to a particular device to validate It, and 

are then propagated backwards to the primary Inputs. As an example, In "Fig 
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t«»f#fOC* STATIC 

Figur« Is 5-Value Logic Representation 

1" RAND1A la being tested with the pattern T T I". The values which 

comprise this test pattern are STATIC since they cannot be changed without 
changing the very nature of the test. The static 'T' value on pin 1 of 

NAND1A is backward-propagated through pin 3 of X0R1A, where an input pattern 

of either 't /• or 't t* will satisfy the output requirement. Since there 

la «ore than one way to achieve the required gate output, the input values 

ere MOK-STATIC. The static 'T' value on pin 2 of NAND1A is backward- 

propagated through pin 3 of OR1A. To satisfy its output requirement, ORlA'a 

input pattern can be either 't x' or 'x f, where x can be either "f or 

•f. Again, since there is more than one way to achieve the required gate 

output, the 't* input value is H0N-S7ATIC as is, of course, the 'x' value. 

The static 'T' value on pin 13 of HAND1A is backward-propagated through pin 

3 of AND1A, where the only possible input pattern which will produce the 

required gate output is 'T T', Both of ANDlA's input values are therefore 

STATIC. The STATIC and NON-STATIC values on the input pins of X0R1A, OR1A 

and AN01A are backward-propagated in a similar fashion through other devices 

in the signal path until the primary input pins are «v.Ached. 

Circuit information must be supplied to the DYNASTIC Expert System in 

the form of a specially formatted netlist. At present, this netlist is 

supplied through ORCAD, which is also the circuit development environment. 

The netlist can, however be manually produced on a standard word-processor, 

or alternately could be supplied by the manufacturer of a particular PCB or 

device. The DYNASTIC Expert System analyzes the netlist information for the 

circuit, and from it identifies all primary inputs and outputs and pin 

106 

l7J.^  ,'."U«i.n—II ■ .,        ...     ... '  »«■'■■■■■I' W*<»W^^M^ .■.MeW»MSM^.>..WP»...^,!P...   ,.-^^^ ■U—. ;«—»■■ — •wmi+.f-iyviw •mTw, 

;----^ - -•-  -■■■^^-.■^..^■^•^ 



?5HKSanKBBH sssssssss^rr^^^^r^z ^SSS^Üti 

u 

: 

assignations. It thsn usss s back-tracking algorithm to determine ths 

signal paths from sach output pin back to ths primary input pins which havs 

effect on it. Dsvics inter-connections are logged as ths program proceeds 

along sach path. Ones ths signal paths havs been identified, the program 

chooses the signal path containing ths largest number of primary input» and 

ths largest number of gates and begins to diagnose it. By choosing the 

longest path first, ths program sffectively tests ths maximum number of 

devices at ths same time, since alternate teat patterns will concurrently 

appear on the input pins of other devices while any single device is being 

validated. Th«ae particular test patterns will not have to be applied again 

when it is time to validate these other devices. 

Working from the output backwards, each device or gate in the signal 

path is in turn validated by applying on of the required test patterns for 

that device if, as mentioned above, that particular test pattern has not 

appeared on the device's input pins before as an indirect consequence of a 

test on another device. The test patterns are backward-propagatad to the 

appropriate primary input pins, and forward propagated to the output. As 

shown in "Fig 2a", at some point in the backtracking process, it is possible 

that a particular input pattern for a device will require input patterns in 

devices before it in the signal path which cannot possibly occur 

concurrently. If such a contention of signals occurs, a conflict resolution 

-> T. i 

iS??'*" Oirteiion of 
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Invatid i«put 
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1 
T«tt vllu* Doing 
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Conf net     ! 
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141100 f 

JNV1B |       * 

IB 
V 

(D) Conflict raaoiution 
input piturn altarod by prooram I 
rules or nauriatici   Baowara j 
propagation continues from tnia I 
point in tna circuit. I 

Figure 2: Example conflice resolution process 
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algorithm ia applied to the circuit which back-traces to the source of the 

conflict and applies rulaa and/or heuristic« to resolve it. Th« algorithm 

than indicatas to tha main program where to resume backward-propagation, aa 

indicated in "Fig 2b". If a test cannot possibly be conducted due to the 

physical interconnectiona of the circuit, the DYNASTIC Expert System 

identifies tha particular device which could not be fully validated, and 

indicates the invalid test pattern. In "Fig 3", a conflict is craated at 

the inter-connected input pins of N0R1A and NAND1A by tha required teat 

pattern *T F* being backward propagated from the input pins of DEVICE X. 

Since thia conflict ia unreaolvable, the test pattern 'T F' is considered 

invalid for DEVICE X.  Fortunately, some of the 2n test patterns are 

' >*      .. ***$&*    Direction of 

F* 

*»lj^», propagation 

NOP IA 

T    \^. 1 

s) 1-3     J                 r —   oevire.x. 
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74LS03 F 
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NAND1A 

3 / 
^ 

T, >* ) 
74LS00 

Tna ta«t pattern  T (=  can t 
Da otckwird-proo*gatad witnout 
producing a conflict at tna 
Input pin* of NOB1A and NANDU 
it is tharafora an invalid tast 
pattarn for DEVICE X 

An unrasoivabia conflict 
multl at tna inputs of 
thasa oav i cas 

Figure 3t Example non-valid test pattern 

redundant for many devices, and so a device can atill be validated even 

though all possible input combinations are not exercised. To more fully 

understand thia concept, a look at the internal construction of a logic 

device ia required. "Fig 4" shows a 2-lnput CMOS AND gate. Internal 

construction for TTL and other type» of AND gates ia similar with the 

exception of the typn of transistors utilized and tha types of input and 

output buffering. As can be seen in "Fig 4", if either Input 1 or Input 2 

are low, transistor Q2 will be cut-off and transistor 0.5 will be turned-on. 

Inputs 1 and 2 therefore need not be low at the aame time, aa this will 

offer no new information about the circuit. The 2-input CMOS AND gate thus 

requires the test patterns 'I/', 'FT'  and 'T T'  to validate it, and test 
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Figure 4: Internal construction of a CMOS AHO gat« 

pattern 'F F' la superfluous. Likewise for a 3-lnput CMOS AND gat a, tha 

taat patterns T T T', 7/r, 'F T F', and T r F' are absolutely required 
for device validation, and tha rest of the 2n possible input combinations 

are superfluous. This principle applies to all AND gates regardless of the 

number of inputs, with ji+i (where n-number of inputs) test patterns being 

absolutely required for device validation. This type of test pattern 

reduction can also be applied to logic NAND, OR, and NOR gates, with n+1 

teat patterns required for validation of these devices. The DYNASTIC Expert 

System generates device test patterns based on this knowledge of device 

behaviour. 

Once all conflicts have been resolved and all logic values have been 

determined for a particular path, the circuit primary, inputs are forward- 

propagated to the circuit outputs. They are then verified as either correct 

or incorrect by comparing them to the physical circuit's actual outputs. 

As mentioned above, if the circuit does not contain any faults, the program 

will generate a set of test vectors which will validate all devices and 

which will bj non-redundant. This set of test vectors can then be stored 

in a library of such test vectors and used for analysis of similar circuits 

when they occur as sub-sets of larger circuits. 

Zf at any time during testing one or more of the outputs of the physical 

circuit do not agree with the DYNASTIC Expert System-generated values, the 

program goes into a fault isolation mode and proceeds to isolate and 

trouble-shoot the indicated faulty path from output to input. While in this 

fault-isolation mode, if a faulty output value is indicated the program 

attempts to further isolate the source of the fault by seeking alternate 

routes within the path through which it can verify the current device-under- 

teiit.  Additionally, alternate signal paths (feeding different outputs) 
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which contain the currant devlce-undar-test ara investigated, with tha 

currant taat pattarn being propagated through to these different output«. 

If thaaa taata fail, tha currant devlee-under-test must ba considered to ba 

pojBibly responsible for tha fault condition. All teviee* eonnactad to ita 

lnputa ara than valid*tad, if possible, uaing tha above nantionad fault- 

iaolation procedure«. As «any devices as possible ara validated before the 

program finally produces a list of the device(s) which may ba responsible 

for the particular fault condition. 

for an initial test of the DYNASTIC Expert System, the 4-bit full-adder 

circuit of "Fig 5" was selected. This circuit is similar in construction 

to the 74LS83/74LS283 chip, and so presented an easily verified, non-trivial 

test environment.  A full mock-up using 13 TTL componants was used to 
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Figure 5»  4-Bit Full Adder test circuit 
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simulate faults, with an actual 74LS83 chip used as * reference. The 

comprehensive test »actor sat for this circuit Is 1* or 512. Tha DYNASTIC 

Expert System determined that a total of 7 tast vectors were required to 

fully tast all davicas in this circuit (saa "Tabla 1"). Of tha 7 vectors 

generated, nona wara redundant, and all gates in tha circuit wara validated. 

PRIMARY     INPUTS 
TEST       I   CABABABAB 

VECTOR 111223344 
APPLIED      N 

I 

OUTPUTS 
S S 8 8 C 
12 3 4 0 

0 
T 

1 
2 
3 
4 
S 
6 
7 

rftn 
T r r T r 
T T F F F 
P P P T T 
P T T P T 
P P P P P 
P P P P P 

T T T T F 
ItTtf 
P T T T P 
P P T T P 
P P P T P 
P P P P T 
P P P P T 

Tabla li Reduced Tast Vector Set for 4-Bit Pull-Adder circuit 

Fault simulation has only racently bean attempted on a limited scale, 

with encouraging results. As an example, a stuck-at-0 fault we* simulated 

on 17 of tLj 4-bit full-adder circuit. Tha DYNASTIC program generated 17 

teat vectors before isolating the fault to either <af devices AND2C or NOR2A, 

both possible culprits for this particular fault. A stuck-at-1 fault 

simulated on N19 required 17 test vectors to isolate it to either of devices 

AHD2A or INV1D, again, both possible culprits for this particular fault. 

Zn both examples above, the DYNASTIC Expert System verified that there were 

no other devices involved in the particular fault by validating them through 

alternate signal routes and signal paths. 

FUTURS WORK 

Work is presently underway which will give the DYNASTIC Expert System 

the capability to fault-find sequential devices, such as flip-flops, latche» 

and shift registers. An improved user interface is planned which will 

include mouse, icon and keyboard input, and a graphic display of the circuit 

being tested. The DYNASTIC Expert System's progress will then be 

graphically displayed on-screen as the circuit is processed. An improved 

fault-location algorithm is being developed which will allow faster 

identification of a fault condition. A library system containing test 

vector sets for commonly used sub-circuits is planned. This library system 

will allow the program to treat such sub-circuits as self-contained devices 

which can then be quickly validated with the pre-determined test vector 

sets. The test vector generation and fault-finding processes for large and 
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complex circuit« should thus b« speeded up considerably. It is also 

anticipated that automatic data acquisition and signal generation can ba 

Incorporatad into tha DYNASTIC Expert Systam, so that a circuit can be 

connected to the program and diagnosed Automatically without user 

intervention. This mode of operation will bo in addition to the present 

manual mode, which can then be configured for instructional purposes. 

CONCLUSIONS 

The DYNASTIC Expert System was developed with the Intent of emulating 

practical trouble-shooting techniques. To this end, it has been successful. 

As an indirect result of the implementation of this methodology, it has been 

shown that the program is also capable of generating reduced test voctor 

sets for the circuits analyzed. The program is still under development and 

so has limitation« to the typos and sizes of circuits it can diagnose, 

however, the expert-based methodology implemented should prove to be 

appropriate to almost any type ef digital circuit. 
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APPLICATIONS OF EXPERTS SYSTEMS IN DND 
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MANAGEMENT OF UNCERTAINTY IN KNOWLEDGE-BASED SYSTEMS: 
A MILITARY PERSPECTIVE 

Maj M.C. McKean,' Dr. Ü. Fugere,2 and Dr. L Niern* 

Abstract 
Today's military commander is faced with a complex and uncertain world. 

Artificial intelligence (A!) systems, specifically knowledge-based or expert systems, 
are currattly being developed as a means of providing intelligent assistance to a 
variety of military problems. From the perspective of the Defense Advanced 
Research Projects Agency of the US Department of Defense (DARPA) *... we 
«tend at the threshold of a new generation of computer technology having 
unprecedented capabilities". However, as evidenced by practical experience, the 
realization of these capabilities is contingent on the management of uncertainty. 

This paper surveys the principal approaches used to manage uncertainty, 
in knowledge-based systems and examines their implications from a military 
perspective. 

'Graduate Student, 'Associate Professor, acd 'Assistant Professor, Dept of Mathematics and Computer 
Science, RMC, Kingston 
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Introduction 

That the world is a complex and changing place, fraught with uncertainty 

and risk, should come as no surprise to anyone. The military professional is well 

aware that perceptions can be incorrect, and that it is seldom possible to know 

what tomorrow will bring (e.g., the recent history of the Soviet Union). However, 

It is equally clear that selecting a course of action in an effort to solve a given 

problem (e.g., dealing with what Mr. Baker refers to as the "loose nuke" problem), 

is influenced by available knowledge, and that mistakes in the processing of this 

knowledge are often attributable to human errors [2-4]. 

The advent of the computer, during the 20th century, raised hopes that an 

intelligent machine could be developed that would overcome these humar, 

limitations, and would be capable of providing the answers to many (if not all) of 

the problems faced by mankind. Research aimed at producing such an intelligent 

machine, fuelled by dreams of space travel and the desire to build ever more 

efficient weapons of war, has focused on Al work related to knowledge-based 

systems. This research, which has grown exponentially during the last decade [5, 

6], has resulted in a number of important advances. Howwer, important design 

I issues remain, and "uncertainty management is a case in point [7, p. 29]". 

Few questions have led to so much argument and so little enlightenment 

as the question "What works?" in the management of uncertainty. A review of the 

literature reveals the existence of a multitude of approaches for representing and 

reasoning with uncertain information [7-12], and the absence of an accepted 

methodology for implementing this technology [13-21]. This paper provides an 

overview of the uncertainty management problem, and examines the implications 

of this technology from a military perspective [22-31], by reviewing how Bayesian 

belief networks can be applied to a military classification problem [32-38]. 
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Uncertainty 

Uncertainty, which is an inexact concept, can be affected by Information that 

is: uncertain, incomplete, or inconsistent [2,3]; or by heuristics which inaccurately 

describe relationships between different pieces of information [11]. Both the 

reasoning process and knowledge can be affected by uncertainty, and errors that 

occur when information and/or heuristics are combined in an effort to discover new 

knowledge (such as the process of problem solving [13,14]) can complicate this 

situation. Uncertainty is typically explained through the use of Informal 

explanations and examples [11], and this paper examines the question of 

uncertainty through the eyes of a soldier who must decide whether to attack or 

welcome an unidentified agent (Figure 1). 

Prob I em: 

unidentified Agent 

>-nk' 
Options: 

Attack   or 

Telcone 

Poss i bIe 
Consequences of Action: 

Agent 
Identity 

Hostile 

Friendly 

-Option ""-«^^ 

Attack felcoie 

Success 

Fa I Iure 

Fa I Iure 

Success 

Figure 1. The identification Friend or Foe (IFF) Problem 
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Knowledge-Based Systems 

Knowledge-based systems are computer systems that consist of a 

knowledge base, and a knowledge base manager [16]. Although this technology 

Is still evolving and no standard architecture has yet emerged [15], knowledge- 

based systems typically operate in a cooperative environment (Figure 2). 
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Operating PlatformCs} 

Figure 2. The Knowledge-Based System Environment 

The development of knowledge-based technology can be traced to a 

number of events during the late 1970s and early 1980s, many of which were 

motivated by military interest in intelligent reasoning systems [10]. This research 

led to the fielding of a variety systems which were widely embraced in the belief 

that they would lead to tremendous economic payoff [15]. Although this 

technology has led to dramatic changes throughout the industrialized world [17-20], 

these systems iack a number of important capabilities [10]. Efforts aimed at 

overcoming these limitations have focused on the management of uncertainty, and 

have led to the development of a multitude of approaches for the management of 

uncertainty [11]. What, then, are these uncertainty management cpproaches? 
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Uncertainty Management Approaches 

Uncertainty management approaches, which span the spectrum from ad hoc 

programming solutions to formal representational languages complete with 

mathematical proofs, encompass a multitude of techniques designed to deal with 

uncertain, incomplete, and inconsistent information [11]. Although an examination 

of all of these approaches is clearly beyond the scope of this paper (Note 3), the 

rationale for selecting a specific formalism can be articulated according to: the type 

and structure of information to be processed, task type, and the development 

framework. Each of these issues is discussed briefly prior to examining what is 

done in practice, and working through an example using Bayesian belief networks. 

Jvpe and Structure of Information 

The type and structure of information that is available to be processed by 

knowledge-based systems can broadly be classified as either numeric 

(quantitative), or non-numeric (qualitative) information. For this reason a number 

of different uncertainty management approaches have been developed, and can 

be classified as either: numeric or non-numeric methods, according to the type and 

structure of the information that they are designed to process (Table 1). 

Table 1. Uncertainty Management Formalisms 

|                Numeric Methods Non-Numeric Methods                      I 

One-Valued Quantitative Formalisms 

Baye's Theory, Belief Networks... 

Multivalued Logics                       j 

Modal Logic, Default Logic,...       | 

Two-Valued Quantitative Formalisms 

j    Dempster-Shafer Thsory... 

Heuristic Techniques 

Endorsements...                        | 

Set-Valued Quantitative Formalisms 

Fuzzy Set Theory... 

Biological Processes                     | 

Neural Networks                        j 
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Although much of the uncertainty literature appears to be preoccupied with 

a debate over which uncertainty management approach is the "best", there is a 

growing body of evidence which argues that a more open-minded approach is 

required [8,11]. This integrath/e approach, which is based on the contention that 

different types of uncertainty can most efficiently be managed by employing a 

framework of different uncertainty management approaches, is closely associated 

with research aimed at decomposing application problem domains according to 

generic task types. 

Knowledge-Based System Task Types 

Knowledge-based systems have been applied to a number of different 

problem domains (DIALOG employs 18 subject descriptors [6]); however, an 

analysis of these applications reveals the existence of a number of generic task 

types (Figure 3). This approach is based on the belief that there is no one "best* 

method of managing uncertainty, that different problem types involve various types 

of uncertainty, and that' the determination of an appropriate uncertainty 

management approach is dependent on the type of task [8]. 
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Figure 3. Taxonomy of Expert Systems • By Type ut Task [9, p. 10] 
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Frama/orks for Developing Knowiedqe-Based Systems 

The development of knowledge-based systems, capable of supporting the 

complex requirements of dynamic large scale problems, has led to the adoption 

of new methodologies, architectures, and system development tools [10, 11]. 

Although standards are still evolving, these next-generation frameworks typically 

permit the selection of appropriate uncertainty management approaches in 

accordance with task type requirements, and emphasize modular construction. 

Where reusable component parts designed to efficiently solve specific tasks (e.g., 

the IFF problem), can communicate to cooperatively solve problems (Figure 4). 

j Monitoring System | 

/ 
n-edtctlon Systsm 

j Design System  J 

Classification System 

or 

Friend Foe 

Figure 4. Cooperative Frameworks for Knowledge-Based Systems 

Although the rationale for adopting a cooperative framework can be 

demonstrated at a conceptual level, the most convincing arguments for a 

cooperative approach come from a comparative examination of single and multiple 

computational models [11]. This is accomplished, in the following section, by 

examining the implemented system literature. 
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Implemented Systems 

Implemented systems, which can appear in many different shapes and 

sizes, have been defined as computer based systems that are capable of solving 

or assisting in the solution of practical problems [11]. Although a cursory review 

of the literature could lead one to believe that only a handful of implemented 

knowledge-based systems exist [21], numerous applications can be found [6]. 

These implemented systems have had a dramatic effect on manufacturing 

processes [17-20], and there is a general sense that this technology, which is still 

evolving [10], has been accepted as a must have in the commercial sector [15]. 

What, then, is this technology, and what capabilities does it possess? 

First. Second and Next-Generation Systems 

A review of the implemented system literature reveals the existence of 

several competing knowledge-based system technologies, which can generally be 

differentiated by their architecture and capabilities [11]. For illustrative purposes 

(not to be construed as a definitive classification), these technologies can be 

categorized as first, second and next-generation systems (Table 2). 

Table 2. Knowledge-Based System Technologies 
?: First Garseratiäh S<acofitf Gsnsra'Jcn I Naxi-Gsnefäficm: 

Architöctur© 

; r ;:;|System  .- 
Capacities. 

-Scale 

-Management 
of Uncertainty 

Rule Based [18] 

- Stand-alone 
Systems for Solving 
Small Static 
Problems (10,18] 

• Rigid (add on) 
techniques for the 
management of 
uncertainty [11] 

Reasoning or Control 
Strategies are 
Explicitly 
Represented [18] 

• Stand-alone or 
Integrated Systems 
for Small/Medium 
size Problems 

-Sophisticated 
Uncertainty 
Management 
Approaches [18] 

Integrative with 
Multilevel Modular 
Components [10] 

• Cooperative Real- 
time Solution of 
Dynamic Large-Scale 
Problems 

- Multiple Uncertainty 
Management 
Approaches [10] 

tr—r-n 
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Implications: A Military Perspective 

The application of knowledge-based system technology to military problems 

is an ongoing and important endeavour. Anyone who doubts this estimate of the 

situation need only review the events of the Gurf War, which was an information 

war [25], and take the time to piece together how much of the war was directly 

influenced by knowledge-based systems [25, 26]. These systems had a major 

operational impact on transportation planning [1], were instrumental in planning air 

strikes [29], provided commanders with unprecedented command and control 

networks [25], and enhanced combat effectiveness through the provision of near 

real-time information [26]. in short, knowledge-based systems have been applied 

to most of the component parts of the military, and this technology has the 

potential to affect the entire military problem domain (Figure 5). 

 ulj_ 
Hunan Resources 

I! 
i 

£ 

S«i 

Figure 5. The Military Problem Domain 
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Opportunity or Threat 

In an Increasingly complex world, where accuracy and the requirement to 

process an exploding mass of information make computers a fact of life, 

automated systems pose both an opportunity and a threat [25]. This is not to say 

that knowledge-based systems offer a panacea for all military problems, or that 

failures have not occurred [30]. However, there is ample evidence to suggest that 

this technology, where wisely applied, can lead to a more efficient and effective 

military, as discussed in the following case study of the Bayesian Reasoning Tool. 

The Bayesian Reasoning Tool: A Case Study 

m The Bayesian reasoning tool (BaRT), is a knowledge-based system that is 

currently under development at the Naval Research Laboratory (NRL), 

Washington, as an aid in classification problem solving [24,33,34]. A case study 

of BaRT was conducted, and forms part of this paper for three reasons: first, BaRT 

has been successfully applied to two military problems (classifying ship images, 

and analyzing intelligence reports [24]); secondly, BaRTs architecture permits 

stand-alone or cooperative operation (Figure 6); and last, but not least, a wealth 

of information on BaRT was available through the XTP-4 research community. 

,-..,.-■■..—*»j io*. - lifti.. n    •— -->.«i—: *M 

I 

: 

■   • 

4 

M 

BaRT 

Figure 6. BaRT System Architecture [Modification of 24, p. 277] 
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Background 

BaRT was originally developed as a prototype ship classification aid, which 

is a complex problem that can have life-and-death consequences (see [24] for a 

discussion of this problem). Initial work was based on the PROSPECTOR 

updating method, and a representative subset of 10 naval classes was selected 

from the 600 + naval classes that comprise the operational environment 

Extensive testing, by Navy experts, clearly demonstrated this system's capabilities, 

which were judged to be excellent (using realistic test images [24]). As a result 

of this success, BaRT was subsequently modified to meet operational Navy 

requirements, and the most recent version of BaRT supports three different 

uncertainty management approaches: Bayesian networks, influence diagrams, and 

taxonomic hierarchies [33]. This version of BaRT was also tested, using the same 

test data as the original prototype, and almost identical test results were obtained 

using a less complicated model (a 36 node network with 35 links, compared to the 

PROSPECTOR version which required 181 nodes and 297 links [24]). 

Bavesian Belief Networks 

Belief networks are one of the formalisms that have been proposed for tfie 

management of uncertainty that are considered appropriate for hierarchical 

classification problems, and these networks form an important component of the 

knowledge representation and reasoning schemes in BaRT. Although a number 

of different Bayesian network approaches exist (variously referred to as influence 

diagrams, causal nets, belief nets, knowledge maps, relevance diagrams, and 

Bayesian networks [11,35]), the approach implemented in BaRT is based on the 

contention that hypotheses and relations in a given domain can be represented in 

a network of low order probabilistic relationships between clusters of semantically 

related hypotheses [36]. These networks consist of a set of exhaustive and 

mutually exclusive hypotheses, H=Vt„ hJt..Jt,) which are quantified with numerical 

values that indicate the degree of belief accorded to each hypothesis by some 
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body of knowledge K. This is illustrated in Figure 7 using the IFF problem as an 

example (see [11] for a detailed discussion), where h, represents the statement 

"the approaching unidentified agent is hostile," and 7Qt, \X) denotes the subjective 

belief in A, given a body of knowledge K (which is influenced by the set of 

hypotheses H » {A„ A„ A„ A„ A,}). The links between the nodes, which are 

outlined in Table 3, indicate causal, probability, relationships. To fully specify this 

network eleven conditional probability values are required, instead of the standard 

2M-31, due to the Bayesian network independence assumption [11]. 

,1,1 Wjliil up» i|j_   ,■  .    II II      ng 

y^riTN 
/   HMtfltA 
V   AQvfit   / 

/"*"N\ ^V^^X 1 inui'utMr \ 
\EI«ctrenia 

[   frr»tie\ 

v/^T\^ Y*r\ 
[MO Rtdto) 
\Coatmct J 

bacraaslna] 
\Altltucy 

Figure 7. Directed Graph for the IFF Domain Model 

Table 3. Conditional Probabilities for Figure 7 

Attribute Value Explanation                   \ 

3HA,) 0.20 Current intelligence estimate             | 

2P(A,|A,) 
3>(A,|-A,) 

0.80 
0.20 

Improper electronic id is uncommon,  J 
but frequent if agent is hostile            f 

Wis\h,) 
OKA^-A,) 

0.20 
0.05 

Erratic flight is rare, and uncommon   | 
consequence of hostile agent             | 

IPWIJA^AAJ) 
JPCAJA, A -Aj) 
Wtt\-h2 A k3) 
tPÜM-AjA-A,) 

0.80 
0.80 
0.80 
0.05 

Absence of radio contact is rare, but 
frequent if either improper electronic 
id or erratic flight present 

*hs\hs) 
1   3KA,|-Ai) 

0.80 
0.60 

Decreasing altitude is common, but    8 
frequent when flight is erratic             | 
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Once the causal relationships between the hypotheses that form the domain 

model illustrated in Figure 7 have been identified (Table 3), thi3 information can be 

represented in an undirected graph (Figure 8), composed of a number of cliques 

\h„ hlt AJ, Ihj, h„ h}, and (A,, h£ which are assumed to be independent of al! 

those hypotheses that are not adjacent, conditional on those hypotheses that are 

adjacent [36, 38]. These hypotheses are specified by the marginal distributions 

derived from the conditional probabilities shown in Table 3, according to (1), as 

illustrated by (2) and (3), and are stojjü in Table 4 for future reference. 

JPftjAAjAAjAÄ/Äj) ■ WhsJtc) . !P(A,AA,AA,)   .   JP^/AA/NÄJ) (1) 
WtJ JPtAysA,) 

IWä.AVA,) « Wi2 \ht) Wh} |A,) Wtt) » 0.8 x 0.2 x 0.2 « 0.032 (2) 

SK-WÄj) -ttA^-A,) OKAJI-A/) 3K-A,) - 0.2 x 0.05 x 0.8 » 0.008 (3) 

etc.... 

/Tu^N , 1 Hoatil« 1 

xÜ!^ 

A"*\ /hj\ 
1 imutw ' 
\Ctastrann 

»T«t1e] 

/^**\ /^hi\ 
/NO RMIOY »w—ing] 
V Contact J ^Aitltuay 

Figure 8. Undirected Graph for the IFF Domain Model 

Table 4. Marginal Distributions on the Cliques of Figure 8 

Clique (A/t h2, h3) 

VVijAhyJt,)    * 0.032 

OH-A/AAyvAj)   »0.008 

etc.... 

Total »1.000 

Clique \hit h}, h) 

O^AyvAjAA^    »0.032 

Ti-hjAJtjAhJ   »0.032 

Total -1.000 

Clique {/t}, hs) 

JKAJAAJ)   »0.064 

SK-AysA,) »0.552 

Total -1.000 
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From Table 4, prior probabilities for each hypothesis can be derived (i.e., 

Wts) - Why*} + OK-VA,) - 0.064 + 0.552 - 0.616,3>(A>0.320, O^-O.OSO, 

9<Ji3)*0.3&), and TO^-O^OO), and from this information it is possibio to assess the 

impact that new evidence will have on the probability of any other hypothesis. For 

example, propagating the observation that hypothesis A„ decreasing altitude is 

true, will lead to a number of revisions of belief. This involves the re-ordering the 

cliques ft,, A,}, {A„ A„ Aj}, and {A,, A„ h) as shown in Figure 9, end propagating 

the new evidence through the re-ordered network in accordance with (4) and (5). 

Which, eventually leads to the calculation of revised marginal probabilities, as 

follows: 3*(ft,)«0.208, 3*Cä>0.333, and 3»(A>0.325. 

Current belief 3>*(A,) - prior belief given some evidence THhj\hs) 

or 3*(Aj) -yih,%) « ?(h,Ah<) - 0.064 » 0.104      from Table 4 
3HA5)      0.616 

(4) 

(5) 

4 

3 

1 

icrtMina) 
Altftu«y 

{   HMLH«i\ 
V   AgMK  / 

f tapropv i 
Isiactronid 5                      V     PIIQflt/ 

f Ms ftadlp\                                  k 
\0»nt«ct/                              \ 

Figure 9. Assessment of the effect of a Decrease in Altitude 

Although the above example may appear to be overly simplified, there has 

been at least one highly publicized instance of an unidentified agent being 

mistakenly classified as hostile (by the USS Vincennes) based on a fairly similar 

scenario [4]. In any event, the completeness of domain model should not be the 

issue, what is important to note is that network representations can effectively be 

employed to manage the uncertainty inherent in solving classification problems. 
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Apptyinq BaRT to Military Problems 

BaRT has been successfully applied to a number of military problems [32], 

and work aimed at applying BaRT to other military problems is currently under 

way. These efforts have been aided by the fact that BaRT incorporates a number 

of different knowledge representation and reasoning schemes, and the ability of 

BaRT to operate as a stand-alone classification decision aid, or as a cooperative 

component of a larger knowledge-based system [32J. The importance of these 

characteristics cannot be overstated (see [11] for further details), and particular 

note should be made of the fact that reusable knowledge-based system 

components can be developed and applied to military problems [11]. 

Although details are sketchy, the module-oriented approach to problem 

solving employed by BaRT appears to adhere to the development framework that 

forms the basis for much of the recent DARPA sponsored research aimed at 

developing next-generation knowledge-based systems [1,10,22,26,31], like the 

Pilot's Associate. A comprehensive analysis of this research, which encompasses 

the entire spectrum of military problems, would undoubtedly assist any military 

professional seeking to exploit the potential of knowledge-based systems 

technology. However, few technical details are available [11], and much of this 

research is shrouded in secrecy. For this reason an analysis of BaRT is 

particularly useful to the military professional seeking a better understanding of the 

problems that can affect the implementation of this technology [30]. 

BaRT is an automated reasoning tool, developed at the Naval Research 

Laboratory (NRL), which employs a framework of Bayesian techniques to manage 

frk* uncertainty associated with generic classification problems. BaRT can function 

rs a stand alone decision aid, or it can act as the classification module of a larger 

knowledge-based system, and BaRT has been successfully applied to a number 

of military classification problems. 
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Conclusion 

Knowledge-based systems nave evolved to the point where they can 

coherently represent large amounts of knowledge and efficiently reason with 

uncertain information [10]. These same systems have proven their worth in 

industry [17-20], and during the Gulf War [25, 26], and the implications of this 

technology on the military are clear: evolution, or extinction. 

Although no clear "best* approach can be identified for the r»anagement of 

uncertainty in knowledge-based systems, various techniques have proven their 

applicability to specific types of problems [8,11]. Efforts aimed at developing task- 

specific systems have led to the realization that many problems can be 

decomposed into task-specific component parts (e.g., the classification problem 

addressed by BaJRT), and that knowledge-based systems capable of solving these 

generic tasks can be used to construct cooperative systems. A number of these 

cooperative knowledge-based systems are being developed to address complex 

military problems [22, 31], and development frameworks employing a module- 

oriented approach have been developed to facilitate this process [27]. 

Next-generation knowledge-based systems, with multilevel application 

architectures, have demonstrated that feasible solutions to complex problems can 

be obtained [31], and further developments are expected in the near future [10]. 

The implementation of these systems can result in failure [30], and it is imperative 

that organizations wishing to adopt this technology adopt a systematic approach 

that address both technical and organizational concerns. 
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Notes 

1. The terms "knowledge-based system" and "expert system" are not used by 

all authors in the same context, and the expression knowledge-based system 

is used throughout this text, in accordance with [16], to refer to any computer 

system thac consists of a knowledge base, and a knowledge base manager. 

2. While acknowledging that efforts aimed at developing computer systems 

capable of providing military commanders with intelligent assistance can be 

viewed from a number of different perspectives, and that many of these views 

are based on radically different philosophic and moral beliefs, this paper does 

not address these issues. This text is not a philosophic dissertation, it 

examines what has been reported in the open literature, and no attempt has 

been made to resolve any of the underlying philosophical problems with, or the 

moral objections to, the development of intelligent advisors for military use. 

3. Although a comprehensive review of the uncertainty management literature 

would clearly be useful, there are a number of practical problems which make 

such an undertaking a virtual impossibility [16]. These problems include: the 

quantity of information [5, 6], the diversity of uncertainty management 

approaches [11], the range of practical techniques that exist [15], and the 

complexity of the knowledge-based system environment In addition, 

uncertainty management approaches are designed to deal with the 

multidimensional problem of acquiring, representing, and reasoning with 

knowledge, and each of these issues are complex problems in their own nght 
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RMC, Kingston, Ontario, Canada 

KNOWLEDGE ENGINEERING FOR PACES, THE PARTICLE ACCELERATOR CONTROL 
EXPERT SYSTEM 

P.C. Und1. W.F.S. Poehlman*. J.W. Stark1, T. Cousins4 

Abstract 
The Particle Accelerator Corrtr jl Expert System (PACES) is an expert-system-based 

real-time control system for the KN-3000 high voltage particle accelerator. It is designed to 
be an accelerator operators companion, automatically performing established procedures, 
such as start-up and shut-down. In order to relieve the operator from the drudgery of 
accelerator control. Additionally, it will act as an accelerator performance monitor with the 
ability to rapidly detect operating faults or anomalies, alert the operator, and suggest possible 
solutions. PACES is planned also to serve as an educational platform for «he training of new 
accelerator operators. 

This paper is concerned in particular with the knowledge engineering aspects of the 
system. After attempting to implement the knowledge base under two different commercial 
shells, it was realized that neither offered an ideal development environment. The chosen 
course of action was to develop a customized shell that would provide both flexibility and 
tnferencing speed. Both of these factors are crucial to effective real-time control of the 
accelerator. 

Knowledge engineering for PACES involves several important issues. First, there is 
the need to encapsulate expert knowledge into the system in a form that facilitates automatic 
accelerator operation. This is a generic problem in expert system design whose solution 
usually differs from application to application. Second, it is necessary under certain 
circumstances to partition the system in such a way that time-consuming inferencing is 
minimized in favour of faster, more algorithmic control. It is seen that accelerator control wifl 
require fast, narrow-minded decision-making for rapid fine tuning, but slower, broader 
reasoning for machine start-up, shut-down, and fault diagnosis and correction. Additionally. 
it is important to render the knowledge base in a form that is conducive to operator training; 
the expert system must be aware of different levels of accelerator expertise and respond 
accordingly. 

A promising form of PACES involves a hybrid system in which high-level reasoning 
is performed on the host machine that interacts with the user, while an embedded controller 
employs neural networks for carrying out fast but limited on-the-fty adjustment of accelerator 
performance. This partitioning of duty facilitates a hierarchical chain of command, yielding an 
effective mixture of speed and reasoning ability. 

IDept of Electrical and Computer Engineering, * Dept of Comp Sd and Systems, 'McMaster Accelerator 
Lab, McMaster Univ, Hamilton, 'Scientific Authorityt Electronics Div, DREO, Ottawa 
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Introduction 
The KN model 3000 panicle accelerator [5] situated at the Defence Research 

Establishment Ottawa (DREO) is employed primarily to produce monoenergetic neutrons 

for the calibration of radiation detectors. Its daily use involves little variation since, at 

present, it is only operated for this single purpose. Recently, many accelerator operators 

(experts) have reached retirement age and there is A need *o transfer their operational 

expertise to their successors. In an effort to smooth this transition, and to provide a solid 

foundation for new operators, it was deemed productive to develop an expert system for 

operation of the KN. This expert system would not only provide assistance for new 

operators, but would also reduce the operator time required for accelerator start up, 

steady-state control and shut-down, allowing other more valuable tasks to be performed. 

The requirements of the overall control system are summarized below (in no particular 
order): 

^Robustness: The accelerator is a source of bodi high-voltage and moderate 
radiation levels, and the system must be resistant to such hazards. 

j| >Manual override: At any time, the human operator must be able to rapidly 
assume complete, direct control of the accelerator. 

m >-User-fiiendliness: The front end (user interface) of the system must be both easy 
and desirable to use (so that the user finds the system helpful and beneficial). 

>-"Smarts": Although the system is presided over by a human operator, it must 
still be able to act autonomously, making decisions in a fashion that mimics the 
expert operator as closely as possible. 

>Speedy decision making: Control of the accelerator is a real-time control 
sj?f! problem, and, as such, the control system is time-critical. 

>Fault detection, analysis and diagnosis: A major aspect of the control system's 
knowledge base is the instillation of the expert's knowledge of how to detect 
operating faults, analyze them and suggest and/or affect remedial action. 

T»Repeatability: The control system should be able to reproduce previous operating 
parameters in order to repeat past particle beam behaviour. 

^Flexibility and Extendibility: The control system must facilitate easy upward 
expansion. 

To these ends, the Applied Computersystems Group [6] (ACsG) has undertaken to 

develop an expert-system-based accelerator control facility, primarily for use with the 
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KN-3000 at DREO [7]- This control system, the Particle Accelerator Control Expert 

System (PACES), is intended to augment operation by raising the operational expertise of 

non-expert operators. Thus, an operator will be relieved of the repetitive aspects of 

accelerator control. 

For a more detailed presentation of the initial project description and a summary of early 

development, please refer to [8]. 

Overview of the Operating Environment 
The KN is a Van de Graaff particle accelerator that uses the generation of static charge 

to provide particle energies up to 4MeV (mega-electron volts). Panel 1 depicts a 

schematic of the accelerator [9], showing the Van de Graaff generator housed inside a tank 

that is electrically insulated with pressurized sulphur-hexafluoride (SFj). A radio frequency 

ion source (typically hydrogen or deuterium) is, used to inject particles into the accelerator. 

The particles are accelerated from the machine in a beam which can be focused and steered 

to one or more target areas where the actual experiments occur. 

Usual operation of the accelerator begins with the machine in a "cold" state (i.e. 

completely inactive). The operator carries out a start-up procedure (which may call for the 

re-cstablishment of a previous day's operating conditions) that culminates in the generation 

of a stable particle beam that is operated in a steady-state mode (or perhaps pulsed mode) 

for a length of time (typically several hours), after which the machine is shut down to its 

"cold" state once again. Aside from daily variations in operating conditions, start-up is 

essentially the same process each time, whereas the shut-down procedure seldom varies. 

Steady-state operation, however, depends largely on the nature of the day's experiments as 

well as the dynamic behaviour of the machine itself (eg. changes in behaviour due to 

heating, age and condition of components). It may be necessary during this steady-state 

period to perform small parameter changes, such as altering particle energy, beam current 

or ion species. The steady-state operation is further characterized by the possible 

occurrence of operating anomalies, faults and/or failures. 

Panels 2 and 3 show a stylized image of the accelerator's control panel. This control 

panel presents three main types of instrumentation: meters, selsyns and switches. The 

meters register the various operating parameters of the accelerator (e.g. vacuum pressure, 

beam current, terminal voltage). The selsyns are pairs of electrically coupled dynamos, one 
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on the control panel and one inside the accelerator tank, that enable the operator to 

manually adjust a physically isolated mechanism (e.g. a rheostat or valve) via an electrical 

feedback link. The switches turn on or off, for example, the control power and the drive 

motor of the Van de Graaff generator, and select the type of gas for the ion source. 

During normal operation, the operator watches the meters to observe the behaviour of 

the accelerator and adjusts some or all of the four selsyns to alter this behaviour to a more 

suitable state. Thus, from a process control perspective, the meters are inputs to the 

controller, while the selsyns (and switches) are outputs of the controller. 

Control System 
PACES is a complex, distributed control program that runs on two or more computers 

(Figure 1). The host computer, typically an AT-style 386 or 486 computer with high 

resolution SVGA or XVGA graphics capability, runs the front end user interface and 

expert system. The host computer is connected through an RS-232 serial line to a single 

board computer [10] (SBC) embedded controller. This SBC is connected to the accelerator 

through special electronics circuitry, and is responsible for direct accelerator control and 

data acquisition. The host computer acquires accelerator operating parameters from the 

SBC and uses them to make control  

decisions which result in control 

commands being sent to the SBC. The 

combination of host computer, SBC and 

control circuitry constitute the control 

system's closed feedback loop. 

The host computer may also be 

connected to one or more remote consoles, 

typically AT-style 386 or 486 computers. 

The remote consoles are connected to the 

host via RS-232 serial links, and may use 

high speed (9600 baud) modems to 

establish links over telephone lines. The 

remote    consoles    act    as    functional 

Host 

J_=IS 
t 

Remote 

Embedded 
Controller 

I 
Control Panel 

§ 
earn 
oo 

can 
o o 

Figure i. PACES components, 

extensions of the host computer's user interface, enabling the accelerator operator to 
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monitor and control the machine from locations other than the main contrri room. This is 

useful during experiments, when the experimenters spend most of their time in the target 

area, but still wish to have control over the accelerator without having to travel to the 

control room Additionally, the use of a modem over telephone lines enables a person at 

another location, perhaps many miles away, to access and operate the accelerator for expert 

diagnosis or troubleshooting purposes. 

The control system can be roughly divided into five sections (Figure 7\ The system 

manager is the top level of the program that oversees and coordinates the other sections. 

The user interface is the control system's link with the operator. The control interface is 

responsible for uploading telcmctric data from the SBC and sending it control commands. 

Finally, the inference engine and knowledge base arc used for making heuristic decisions. •■ • 

PACES runs under Microsoft 

Windows 3.0 [11]. It is written in 

Turbo Pascal for Windows [12] 

(TPW), which offers an easy-to-use 

object-oriented platform for rapid, 

straightforward development of 

Windows applications. 

User Interface 

The   Windows   graphical   user 

User 
Interface 

/ 

System 
Manager 

* 

Control 
Interface 

Figure 2. System hierarchy. 

interface   (GUI)  is  employed  to 

present the accelerator operator with a functional facsimile of the accelerator's control 

panel (Panels 2 and 3). Effort has been taken to preserve as much of the real control 

panel's appearance and behaviour as possible. This control panel enables the operator to 

control the machine through the computer by reading analog meters and using the 

computer's mouse and keyboard to perform control actions. The operator can also initiate 

automated start-up or shut-down procedures, browse and repeat past accelerator runs, and 

log accelerator data to disk. 

Graphical meters display real dme accelerator operating parameters such as terminal 

voltage and beam current It was found during preliminary field tests that accelerator 
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operators, being used to reading real analog meters, preferred them to strictly digital 

displays. The PACES meters provide both analog and digital displays, so that the operator 

sees the usual analog display as well as a quantitative value. Additionally, each of the 

meters has a "stripchart" graph (see Panel 3) that can be opened to display the meter's 

value and rate of change as functions of time. 

The primary controls for the accelerator are the four selsyns (shown as dark circles on 

the control panel in Figure 2). These selsyns may be operated manually or set on 

automatic; in automatic mode, the control system uses algorithmic and heuristic techniques 

to alter the selsyn settings in order to maintain particle beam stability. 

There are also various buttons and switches, some that directly control the accelerator 

(e.g. power on/off, drive motor on/off), and others invoking sub-systems of the program 

(such as the start-up procedure). 

Expert System 

Requirements 

Four key areas of accelerator control rely on classical knowledge-based inferencing: 

> Start-up: The expert system is used to start the accelerator and produce a stable 
particle beam with specified physical characteristics. 

> Shut-down: The accelerator is shut-down in an expedient manner. As described 
in the section on Fault Detection and Diagnosis, the expert system may be called 
upon to perform normal shut-down, rapid safing (in order to recover from a 
possibly dangerous anomaly), or panic shut-down (in event of a catastrophic 
fault). 

>• Steady-state: The particle beam must be maintained within the specified 
operating limits. The expert system is used to maximize beam stability while 
affording the operator some capability to alter the accelerator's behaviour as 
required. 

> Fault Detection and Diagnosis: The knowledge base and expert system are used 
to detect and diagnose faults in the accelerator. Detection involves expert 
heuristics to determine from the accelerator operating parameters what type of 
fault or aberration is occurring. Diagnosis involves selection of the best means of 
overcoming the problem, be it a simple control adjustment, immediate 
shut-down or request for operator intervention. 
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The "expert system" component of PACES is, consequently, required to posses several 

important characteristics: 

> It must be embedded in the control program as a whole, and not a stand-alone 
top level shell. Due to the real time nature of the control system, it is necessary 
to relegate the "expert system" to a subservient level; the expert system is 
invoiced by the system manager when needed, but never assumes complete 
control. The expert system is periodically called upon to detect operating faults 
or anomalies and to perform heuristic decision making. 

> It must provide both forward and backward chaining. Forward chaining is used 
during steady-state beam maintenance, while backward chaining is used during 
feult detectionAecovery and when the operator desires to alter beam 
characteristics. 

> The expert system must be amenable to "stop and start" inferencing. The real 
time nature of the control problem requires that the inference engine be able to 
suspend its current reasoning path in order to follow some other reasoning path 
as events warrant 

Early Attempts 

Two early attempts a: integrating an "off the shelf" expert system shell with PACES met 

with disappointing results. The Personal Constant Plus (PC+) [13] expert system shell was 

considered first, but was found to be quite unamenable to being embedded in a larger 

application [8]. Its snail-like inferencing speed, high demand on system resources and 

complicated external language interface mechanism made it unwieldy as an "on line" real 

time embedded inference engine. Kappa-PC [14] was also briefly evaluated since it offers 

many features that PC* lacks. Kappa-PC is designed as a Microsoft Windows-based extensible 

expert system shell. Although Kappa-PC was, in many ways, ideal for the requirements at 

hand [8], it is, at present, only extensible using Microsoft C, which was found to possess a 

somewhat hostile user interface aversive to rapid software prototyping. A desirable form of 

Kappa-PC would be that of a Windows-format dynamic link library (DLL) that could easily 

be integrated into the control system regardless of the programming language used for 

development 

It was finally decided mat the best approach was to use a custom-made expert system 

shell that would be designed from the outset to possess the desired qualities. The next 

section briefly describes this shell, the Windows Application eXpert system (WAX) shell. 
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Expert System Design 

The WAX shell is written as a collection of objects in a TPW unit (separately compiled 

module). Figure 3 shows how WAX is integrated into the application as a whole. The WAX 

unit does not contain any "knowledge", but only the mechanisms for manipulating 

flnferencing) knowledge. The "knowledge bases" are stored a separate TPW units, and 

dynamically linked to the inference engine at runtime. These knowledge base units, which 

achieve the useful software engineering property of information hiding, contain rubs and 

information objects (object-oriented data structures). In developing knowledge objects, the 

knowledge engineer (programmer) is free to use as much of TPW's extensible 

object-oriented capability as desired. The knowledge base rules are written by the 

knowledge engineer to process the information objects in order to derive new information 

objects or cause side effects in the application. (Two examples of side effects are a pop-up 

message prompt that asks die user to input a piece of information, and assertion of a control 

action that causes actuation of an external device.) 

The principal object in the WAX unit is the 

inference engine that is used to evaluate rules.. 

Rules are passed to the inference engine in 

prioritized rule sets that represent domains of 

knowledge. The inference engine is re-entrant 

so that it can be interrupted while inferencing 

one rule set in order to inference a different 

rule set Rules are able to change the course of 

inferencing by calling WAX subroutines that 

start, suspend or stop inferencing chains, or 

alter the membership of rule sets. Figure 3. The WAX shell. 

Typically, the top level of the application initiates inferencing in response to a request 

from the user, or after some external condition has occurred (such as a timed event or 

interrupt). The application dynamically creates an inference engine object and passes it a 

rule set, thereby starting the inferencing mechanism. The inference engine then proceeds to 

evaluate the rules in its rule set until the rule set is empty or the engine is suspended or 
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stopped Infcrcncing proceeds under the Windows multitasking environment so that the 

infsrencing can be performed "in parallel* with other operations [15], 

The WAX implementation results in a flexible inferencing system that places a large 

burden on the knowledge engineer with regard to implementing the knowledge base. In 

certain situations, this approach is unsuitable since it requires that the knowledge engineer 

be a proficient programmer. Nevertheless, WAX is intended primarily as an embeddable 

inferencing system, and thus, is inherendy tied with software development and 

progrataming. WAX is not meant to replace conventional shells that offer ease of 

knowledge encapsulation without requiring a high level of programming ability on the part 

of the knowledge engineer. Instead, WAX is designed to sacrifice generic ease of use and 

high shell overhead in favour of an'extreme amount of low level flexibility and minimal 

shell overhead. 

Knowledge Engineering for PACES 

The problem of controlling the accelerator presents a myriad complications, ranging 

from real time control considerations and controller robustness to educational and safety 

issues. The PACES knowledge base should encapsulate as much expert knowledge as 

possible, especially in the area of fault detection and diagnosis, while still preserving a high 

degree of real time response. 

Knowledge engineering for PACES was performed in conventional manner. Various 

expert accelerator operators were interviewed and observed over several sessions, notes 

were taken by hand and die interviews were taped using an audio cassette recorder. 

Following preliminary interviews, a prototype knowledge base was constructed mat 

implemented the start-up and shut-down procedures. A development cycle ensued in which 

testing was followed by expert evaluation and knowledge base modification and further 

testing. At present, die knowledge base is still in this development phase. 

Algorithmic Control vs. Heuristic Decision Making 

The control system as a whole is partitioned into several layers. The SBC is the lowest 

level, possessing tittle or no heuristic knowledge, but a large amount of algorithmic 

procedures [16]; the SBC responds to control and data acquisition commands, but has no 
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volition of its own. At the top level, the host PC strike* a balance between complete 

heuristic activity and algorithmic activity. Algorithms are used for well defined control 

procedures in order to increase efficiency and response time, whereas heuristics 

(inferencing) are used for expert-like decision making. Certain aspects of the accelerator 

control problem are more stated to being implemented as algorithms. Shut-down, for 

example, almost always follows the same, step-by-step procedure. Steady state beam 

maintenance, however, calls for a mix of heuristics and algorithms; control decisions are 

made using inferencing, but execution of the control decisions (e.g. feedback loops) 

requires algorithmic processing. Hie WAX shell provides a simple means of melding 

procedural activity with heuristic reasoning: Since WAX rules are merely external 

procedures, they are.unconstrained as to the scope and depth of their effects on the 

application as a whole. Rules, for example, may initiate a completely algorithmic feedback 

control loop, succeeding only when the control loop meets some convergence criterion. 

An Fjamplr 

An example of this algorithm/heuristic blend is presented in Panel 4, which illustrates 

part of an actual accelerator run in which the control system's start-up process was 

performed. The goal of this part of the start-up procedure is to reach a specified terminal 

voltage (energy potential for accelerating the particle beam). The terminal voltage is 

determined by the amount of electrostatic charge deposited from a moving belt onto the 

Van de Graaff generator's terminal, as determine! by the belt charge setsyn: Increasing the 

belt charge increases the terminal voltage. V^ious factors, such as spark damage to the 

terminal and the current of the particle beam, alter the relationship between belt charge 

and terminal voltage, so die relationship is non-linear and subject to deviations. 

As the expert system works its way through the start-up procedure, the stage is reached 

where the belt charge selsyn must be turned up until the required terminal voltage is 

exceeded slighdy [17]. Although this could be implemented as a purely deterministic 

feedbc* loop, PACES instead encorporates inferencing into the control loop in an effort to 

detect any problems mat might arise during start-up. This is analogous to operators who 

follow a general, well-established start-up procedure while simultaneously using their 

expertise to watch for unexpected problems (such as terminal voltage slew rate, poor 

vacuum, or improper SI7* pressure). Hence, the algorithmic nature of the start-up procedure 
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11 

is augmented by diagnostic heuristics to produce a smart, flexible and robust automated 

start-up process. 

Panel 4 captures this start-up process as smoothed real-time accelerator data logged 

from the McMaster KN-3000. The graph plots the belt charge selsyn (thin line) and 

terminal voltage (thick line) as functions of time. It is important to note that the value 

shown for the selsyn is the set point that the host commanded the selsyn to turn to; the 

actual selsyn setting may require several seconds to reach this set point 

The control power is switched on at time 0, which produces a sharp rise in ±e terminal 

voltage to its uncharged baseline value (approximately 250 kV). The start-up process then 

proceeds to verify several safety interlocks (e.g. cooling water turned on, tank SF, pressure 

within acceptable limits). Next, the Van de Graaff drive motor is switched on, followed by 

the power supply for the belt charge. At approximately 18 s, the expert system begins 

turning up the belt charge selsyn. A fact stored in the knowledge base indicates mat there is 

a "dead zone** in the selsyn, and the first 11 full turns of the selsyn will have no effect on 

the terminal voltage. The expert system therefore quickly turns the selsyn through 11 turns 

(requiring roughly 15 seconds). 

The feedback control loop is entered at 35 s, at which time the controller gives the 

selsyn a slight increase, and waits until the rate of change of the terminal voltage reaches 

zero (indicating that the charging voltage has "caught up" with the control action). The belt 

charge increase continues in this step-like manner until the terminal voltage exceeds the 

specified value by no more than 10 kV. This goal is reached approximately 80 s after rhe 

start-up procedure was commenced. Once the specified terminal voltage is reached, the 

start-up procedure goes on to extra« ions from the accelerator's ion source and focus these 

particles into a beam. The entire start-up process reaches its goal when the particle beam 

striking the first Faraday cup possesces the specified energy and current 

Fault Detection and Diagnosis 

The most important duty of the PACES expert system is the timely detection of faults 

followed by expedient remedial action. This fault detection and diagnosis relies on 

heuristic inferencing because there is a distinct lack of sensors that could be used to directly 

detect the many types and locations of faults; rather than easily, repeatedly polling 
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hundreds of sensors, the control system must rely on inferring anomalous behaviour from 

the available telemetric data (derived from the control panel's meters). This is just the way 

that skilled operators diagnose problems: they are drawn to abnormal readings on the 

control panel meters, reason about causes and dien try to rectify the problem. 

PACES is able to classify faults into a continuum of severity (Figure 4). Low severity 

feults cause minor problems (such as slight beam instability) that can be ignored by the 

control system unless they become more severe. During such low seventy conditions, the 

expert system will limit operation of the accelerator in certain ways, such as imposing an 

upper bound on the permissible terminal voltage and/or beam current. (For example, poor 

vaccum would "de-rate" the maximum terminal voltage to 1 MV rather than the normal 

3 MV until the vacuum improves. This problem can arise after the accelerator has been 

opened to air for maintenance, and requires several hours after re-sealing to achieve 

optimal vacuum; during this time the machine is still operable, but not at maximum rating. 

Thus, die expert system is capable of "conditioning" the accelerator in a manner analogous 

to a seasoned operator's use of the machine under similar circumstances.) 

High severity faults may require the control system to initiate safing (cut off of particle 

beam) or complete shut-down, or may cause a hardwired safety interlock to trip. In the 

latter case, die control system must recognize the trip and, if appropriate, attempt recovery. 

The fault continuum is dominated by a wide range of severity that represents faults that 

are too severe to ignore but not severe enough to trigger a shut-down. It is for this wide 

variety of cases that the expert system is utilized to analyze the anomalous symptoms and 

produce a diagnosis. Due to the 

large number of possible faults, 

and the low number of indicators, 

the expert system is charged with 

finding the most plausible 

explanation for the anomaly. As 

an example of this diagnosis, H 

consider  the  problem  of "no 

Vacuum poor 

SF4 pressure low 

Low Severity 

No beam Spark 

High Severity 

Figure 4. Severity of faults, 

beam" (Figure 5): The start-up procedure has progressed to the point at which, under 
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normal circumstances, a beam current should be measured at the first Faraday cup 

(Panel 1) [18]. 

The particles that form the accelerator's beam are the charged ions of a gas plasma. The 

gas is stored in a pressurized bottle [19]. Gas is let out of the bottle through a 

thermomcchanical leak controlled by the gas selsyn: Turning up the gas selsyn heats up the 

thermomechanical leak, increasing the gas leakage rate. The gas flows into the 

near-vacuum ionizing chamber where a radio frequency (RF) oscillator ionizes the gas 

atoms. The extraction selsyn is used to control a negative voltage at the open end of the 

ionizing chamber which causes die positively 

charged ions to flow out of the chamber into 

the accelerating column. 

Given the above description, the "no 

beam** problem occurs when there is no 

measurable beam current on the Faraday cup 

even though the terminal voltage is correct 

and die gas and extraction selsyns have been 

adjusted properly. The lack of beam is most 

likely caused by either failure of the RF source (due, perhaps to a failed electronic 

component such as a vacuum tube), or a lack of gas to be ionized. To begin the diagnosis, 

the expert system consults the knowledge base to determine when the gas bottle was last 

changed If the gas bottle has not been changed for some specified time, the expert system 

can suggest that the bottle needs to be re-filled. If the gas bottle was recently changed, the 

lack of beam is probably not caused by an empty botde [20]. Given that the bottle is not 

empty, the expert system can hypothesize that the problem probably lies in the 

thermomechanical leak mechanism. This hypothesis can be automatically tested: The gas 

selsyn is zeroed, the gas source is switched to the other gas botde, and the gas selsyn is 

turned back up. If this test succeeds in producing a particle beam, the expert system can 

conclude that the original gas botde's leak mechanism is faulty. If the test fails, the expert 

system can infer that there is an electrical problem shared by both thermomechanical leaks 

(e.g. their power supply). 

fcmp 
botdi leak 

Bad leak 

RF source 
failure 

smsssssssssssffl 
Figure 5. "No beam" diagnosis. 
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Although overly simplified, the "no beam" example illutt.stes the extent to which 

PACES uses knowledge-based inferencing to diagnose accelerator faults and resolve 

conflicting symptoms. In many situations, the expert system can be engineered to perform 

explorative troubleshooting (such as switching gas bottles) to reduce its search space during 

fault diagnosis. In some cases, the expert system is able to overcome the problem *nd 

continue accelerator operation; other problems result in shut-down and the posting of a 

diagnostic message that the operator can use to affect repairs. 

Neural Network Controller 
An interesting facet of the PACES control system is the implementation of neural 

networks on the SBC [21]. Data logged from many accelerator runs can be organized into 

training sets to train a neural network to recognize the characteristics of a stable particle 

beam. The PACES knowledge base can then include a repertoire of neural network 

"programs'' (weight sets and neural topographies), and the expert system can then select a 

template to configure the SBC to perform rapid fine tuning of a certain type of particle 

beam. In mis scenario, the neural network assumes control of the accelerator until the 

4 operator chooses tc alter the beam or the beam's stability deviates beyond preset limits. 

When such alteration or deviation occurs, the SBC notifies the host computer and the 

expert system assumes control. After the beam is re-stabilized, the SBC may be 

re-configured with a new template, and resumes control. 

Concluding Remarks 
The Particle Accelerator Control Expert System is now beginning its third year of 

development The first year saw the formulation of the control problem, the construction of 

the control circuitry and the evaluation of various expert system shells and programming 

environments. The second year centered around implementation of the user interface and 

knowledge engineering for the start-up and shut-down procedures. It is planned that the 

third year will concern broadening of the knowledge base to encapsulate a greater 

capability for fault detection and diagnosis, as well as the addition of the neural network 

controller. It is also hoped that the research project will be extended to cover control of the 

accelerator's beam line. 

PACES is promising to be a useful tool for both expert and novice operators. Its 

automation of the repetitive aspects of accelerator operation relieves the operator of some 
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I of the drudgery of accelerator control. The expert system's diagnostic facility, when 

| completed, will serve to bridge the expertise gap between seasoned operators and new 

| trainees. In this regard, the MS-DOS/Windows environment is a user-tunable GUI that can be 

| tailored to different levels of expertise and to different personal tastes. Such interfaces are 

] extremely valuable in enticing non-computer operators to embrace this new technology for 

I machine control. Moreover, the dedicated and consistent approach to fault detection is 

I believed to improve safety considerations [22] since the computer, unlike the human 

1 operator if busy at another task, does not need time to "plug in" to the current opciting 

> environment to make a key decision on shut-down. 
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9. The accelerator shown is the KN-3000 at the McMaster Accelerator Lab, McMaster 
University. 

10. 8051-based Single Board Computer, HiTech Equipment Corp., San Diego, CA. 
11. Microsoft Corp., Redmond, WA. 
12. Borland International, Scotts Valley, CA. 
13. Texas Instruments, Austin, TX. 
14. Intellicorp, Inc., Mountain View, CA. 
15. Windows performs non-preemptive round robin task switching. 
16. As described in the Neural Network Controller section, the SBC is "programmed" by 

the expert system to perform limited scale fine tuning using a neural network. 
17. During the later stage when the particle beam is actually produced, the terminal 

voltage tends to drop, so the machine is initially set to a terminal voltage higher than 
necessary. 

18. The "no beam" problem can also arise during steady state beam maintenance when the 
beam is suddenly cut off. 

19. The accelerator at McMaster is able to switch between two gas sources. 
20. This alternative is still possible (i.e. the gas was left on high for a long period of time 

and the bottle emptied prematurely), but is less likely. 
21. Lind, P.C., Poehlman, W.F.S., Stark, J.W., "Design of an Expert-System-based 

Real-time Control System for a Van de Graaf Particle Accelerator", paper accepted 
for publicotation in the Proceedings of International Conference on Artificial 
Intelligence in Engineering, University of Waterloo, Waterloo, Ontario, Canada, July 
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22. Private communication, Mike James, Senior Accelerator Licensing Officer, Atomic 
Energy Control Board, Ottawa, March 1991. 
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Panel 2. PACES user interface during Start-up Procedure. 
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THE HYPERMEDIA TECHNOLOGY AS A FRONT END TO KNOWLEDGE 
PROCESSING SYSTEMS 

P.R. Roberge1 

Abstract 
Technological Improvements can empower people, enabling them to 

accomplish tasks that once seemed impossible. Potent computer-based 
technologies are increasingly reshaping our expectations and hopefully serving 
human needs. At present the CF is facing a number of challenges such as 
mastering increasingly complex technology and systems. while facing also 
increasingly severe shortages of recruits with above-average intelligence and 
static or shrinking budgets. The increased requirements for complex expertise in 
the CF has to be addressed by means independent of the constant drain of 
corporate memory and know-how imposed by posting and transfers.These 
challenges can be partly addressed by the development of artificial intelligence (Al) 
tools which would support some critical phases of the decision-making processes. 

Two types of Al tools have recently gained the general confidence of both 
developers and users of these technologies and reached the main stream of 
computer goods. But these two technologies, database management systems 
(DBMSs) and expert systems (ESs), have had little interaction with each other. It 
is clear, however, that future decision-support systems will require both the 
problem-solving capabilities of ESs and the data-handling capabilities of 
DBM3s,This pacer-wiit-describe-how the-hypertexLorJaypeimedia technology is 
capable of integrating different knowledge processing technologies such as DBMSs 
and ESs while creating very flexible user interfaces for decision-support systems. 

Y 

'Associate Professor, Dept of Chemistry & Chemical Engineering. RMC, Kingston 

/. 

153 

/ 

r'Y.'-Y-Y-YY'YY'";      :;'w .■:'■'■/.■V:YV'--^Y:VTY:'--^Y'^ ,':'-:-\'-' ..''.'■ YY.:; ■■■'■■■':'■'■■; ■■■YYYYY.-'Y--YY_VY:YYYYY;YY;.:Y' Y^Y/;-: .V..-Y'' ';'u%'';>: 
YYWY-X''-V-::X Y-;'^ ■4^^■^^■^.Y;Y^^^;■■Y^;^/Y.>vv'^;::^ Y;Y:;'^ Y,..Y'::"Y'Y:: Y Y: :.■ ■ \Lv ■^I'i1: Y ■ Y;^ Y. ^ .^ Y^1,: jX-; :-^i v-V;; ^^ ;^r^-:■-?-5Yf ^.'Y;X; Y- :•■'■"'■ Y' Y;:Y ^' ^'ll 



T 

.VW*-! 

äÄl 

INTRODUCTION 

Some of the most famous expert systems (ESs) have not gone beyond the 

development stage because they could not be timely integrated in the workplace, they could 

not communicate smoothly with users. 

A major strength of ESs is that within a narrow domain they are able to capture 

much of the procedural expertise that a human expert uses to make decisions. Although 

ESs often fail to perform at the same level of competence as human experts, they can 

effectively serve as intelligent advisers for new-experts freshly posted to a new engineering 

position. An ES can thus guide a novice in making decisions which are consistent with 

those mat a human expert would make. 

Weaknesses of ESs include their inability to capture some of the important 

nuances of expert decision making [I). ESs may typically offer accurate advises* for 

general or routine problems, but are quite inefficient to meet unusual or exceptional cases. 

Even when the recommended course of action is adequate, the steps taken by ESs to arrive 

at a conclusion are not the same ones that a human expert would use. This makes it 

difficult for such systems to explain their behavior in a way that is useful to human users 

[2]. 
One of the main challenges faced by designers of such systems is the development 

of high grade user interfaces. Wide acceptance and use of any computer program 

presuppose a good interface and the task is not necessarily easy. It is common knowledge 

amidst workers in die field[3] that designing a good interface can consume up to one half 

of a project's development time. A few general observations have been made[4] on which 

to base design requirements for user interfaces: 

• No single interface can satisfy all categories of users, nor can it meet all the needs of a 
single user over time 

• Any interface should be amenable to custom-tailoring by the end user 

• Interfaces should be easy to understand and designed to avoid information overload 

• An interface should be transparent and never leave the user in the dark 

The hypertext technology is ideally suited to accomplish these demanding goals 

and facilitate the design of intuitive user interfaces for decision-support systems. While 

ESs are designed to solve specific problems, hypertext systems arc built to convey 

information. These two objectives are flip sides of the same coin. Some of the 

inefficiencies of ESs can be overcome by integrating the features of hypertext and some of 
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the weaknesses in hypertext systems can be overcome by using ESs This complementarity 

will be illustrated with examples from systems recently developed to either the prototype 

level or simplv as proof of concept for teaching or training applications. But first a brit? 

introduction of both the hypertext and ES technologies will be presented as a preamble to 

the choice of tools made for these projects. 

TOOLS 

Hypertext Systems 

While the term hypertext was coined by Ted Nelson during the 1960s[5], the 

concept itself can be traced back to Vannevar Bush's 1945 description of 'the memex'[6]. 

The first serious attempt to build a memex did not take place until 20 years after Bush's 

description. In 1968, Doug Engelbart, then at the Augmented Human Intellect Research 

Center (Stanford Research Institute), conducted a diamatic live demonstration of his 

Augment system during the Fall Joint Computer Conference where he worked 

collaboratively on a hypertext document with a colleague 500 miles away[7]. 

In the following years both interest and activity in hypertext have grown steadily. ~ 

Some of the more important milestones have been described in the introductory paper of a 

special issue of Communications of the ACM[8] which was devoted to hypertext as a form 

of electronic documentation or information management An excellent survey of existing 

hypertext systems with a critical review of their strengths and weaknesses was published in 

1987[9]. In this article the operational advantages of hypertext were described to be the 

following: 

• ease of tracing references 

• ease of creating new references 

• hierarchical or non-hierarchical information structuring 

• global and local views can be mixed effectively 

o multiple functions customized documents 

• modularity and consistency of information 

• task staking 

There are many ways in which associative linking or non-linear writing and 

reading can be used. Today, you can find hypertext links in on-line help systems in a great 
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variety of systems such as Microsoft Windows™, personal information managers, text 
retrieval systems, ESs and application generators. But the programs that use hypertext 

fully are authoring software systems that are designed to create electronic manuals, training 
courses and other large text based applications. The two products that were selected in the 
present project to create an hypertext interface to some expertise management systems had 

been recently reviewed in a popular PC computer magazine! 10]. 

The first system (HyperWriter™ from Ntergaid) was this magazine Editor's 

choice. It was said to have nearly every type of link available, from various kinds of text 

links to graphics, video and digitized sound. This system was also described to be 

extremely attractive for its support of runtime versions, both for their price (free) and their 

navigational tools such as the ability to call a graphics map of links in the document, see a 

reading history, tag files and leave bookmarks. 
The second system (Guide™ by OWL International) was said to come close to the 

first in its functional richness[10]. This Windows™ application was believed to have 
superior formatting capabilities and a very good control over graphics. It also had the 
advantage of being nested in Windows which meant easy navigation between this software 

and other available Windows graphics and databi^es software. 

There has been, in the past two decades, a virtual explosion of interest in the field 

of ES development ESs has quickly evolved from an academic notion into a proven and 

highly marketable product, one that offers an efficient and effective approach to the 

solution of real-world problems. By the end of the 1980s the implementation of at least 

2000 ESs had already been documented within the corporate world alonef 11]. 
ESs differ from conventional programming in the sense that it is a genuine 

approach to decision making or to a methodology in the support of decision making. In 
order to become an expert in rule-base development it is necessary to fully understand the 

multiple elements associated with such development: 

• Knowledge acquisition 

• Knowledge processing and inference 

• Validation of the knowledge base 

• Implementation and maintenance 

Two commercial ES shells or tools were examined for their incorporation in 
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information processing systems.   These have been described as middle range software 
packages! 12]. 

Personal Consultant P1us(PC+) bv Texas Instruments 

The translation of technical know-how and common sense into programmed 

heuristics can be made by using such a commercial shell that synthesizes many years of 

research and development. The; PC+™ development tool uses the same knowledge 

representation scheme which was used for the MYCIN and later the EMYCIN projects at 

Stanford University[13]. The primary knowledge representation scheme in PC+ is 

production (it/then) rules which describe an inference that can be made about a certain 

situation. This rule architecture has some advantages! 14]: 

• Humans can relate to production rules as "rules of thumb" 

• Rules are very modular and therefore easy to modify 

• Rule specification is non-procedural and can be arranged by the system itself 

• Rules allow for explanation of reasoning 

The PC+ development environment contains all tfw features necessary to create 
and test knowledge-bases (simple rule entry language, editor, listing facility anu debug 

aids). PC+ is written in LISP which makes it relatively slow to operate. One characteristic 

of this shell is its rigid user interface which depends entirely on pop-up menus. 

Nexpert Object by Neuron Data Inc. 

Nexpert Object 1.1™ is an innovative ES shell that combines rules and objects 

very efficiently. Nexpert is written in C and fully utilizes the facilities offered by running 

in the screen oriented Microsoft Windows™ environment. One of the key features of this 

system is a common rule format for forward and backward chaining. Using such a 

common format for both types of reasoning signifies that the knowledge-base can be used 

in multiple ways to derive a maximum of information from a given set of instructions. 
Nexpert Object runtime platform interrogates the user by means of custom-made forms 

displayed on the screen which supports pop-up and horizontal bar menus. But a serious 

disadvantage of this system is the high price one has to pay for these run-time platforms. 
EXAMPLES 

Four recent projects will be briefly described to demonstrate how the hypertext 
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I technology was used as a front-end to knowledge base systems. The first two systems were 
| developed to the prototype level in order to serve as demonstrators or proof of concepts. 

The intended users were to be newly posted personnel requiring specialized training as well 

1 as practicing engineers and scientists requiring some degree of expert support The second 

I pair of systems presented as examples are only in their early design stage. The intention, at 

| the moment, is to introduced these systems as lecture material or used them as course 

I support in some of RMC undergraduate courses on Chemical and Materials Engineering. 

Power Sources Information System 

The first example presented is a software prototype which was developed for the 

Director Avionics. Simulators and Photography (DASP) during the accomplishment of a 

Task[15] aimed at defining an approach for the development of a flexible knowledge-base 

system for the management of chemical power source systems. The first prototype itself 
was entirely programmed in PC+ in a multi-tier structure. At each search level the user 

was given the opportunity to select one of the choices displayed on the screen. This 
selection was made by using cursor arrows to highlight a choice and <CR> to enter the 

choice itself. Fig. 1 illustrates a typical consultation screen of this first prototype. 
The prototype developed with PC+ was found to be too rigid, insufficiently user- 

friendly and monotonous. While the integration of graphics in the system was theoretically 

possible, its effects were found to be quite unpredictable and degraded extensively the 

operational reliability of the system itself. Such a drawback was considered to be serious 

since a fair portion of the information required to build the prototype referred to battery 

design features which are better represented by drawings. The PC+ cooperation with 

commercial database systems was not very satisfactory since it could not override the 

production of the scries of title screens produced each time the systems were called 

forward. 
The attempt to transfer the knowledge-base, developed during the first part of this 

project, to a different ES programming environment (Nexpert Object) also turned out to be 

disappointing even if the system tested was said to be graphic oriented and user friendly. 

Unlike PC+, Nexpert Object lets the developer control the user interface but, even then, its 

form-creating facilities were found to be inadequate for the task and the user interface 
remained relatively monotonous(Fig. 2). Although it was possible to incorporate graphics 

in the development version this remained impossible for the runtime versions themselves. 
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WHAT TYPE OF INFORMATION ARE YOU SEEKING? 

AIRCRAFT 

ENVIRONMENT 

INFORMATION ON BATTERIES 

MILITARY SPECIFICATIONS 

PERFORMANCE 

COUPLES 

BATTERIES NATO 

MORE INFORMATION ABOUT CAFCEBA 

DO NOT KNOW 

1. Use cursor arrows or type first letter to select an item. 

2. Confirm by depressing ENTER. 

Fig. I    Typical consultation screen of the PC+ chemical power sources knowledge- 
base prototype. 

Select the type of airplane the battery is going to be used in: 

CF-I141   CF-5 CF-18 CT-133 CC-130    CC-144   CC-137 

Select the system the battery is going to be used in: 

Transceiver Radar Computer   Emergency Locator Transceiver 

j <ENTER> to proceed] 

Fig. 2    Typical consultation screen of the Nexpert Object chemical power sources 
knowledge-base prototype. 

The latest prototype was built in the hypertext environment (HyperWritcr) as an 

interlinked network of nodes (Fig. 3) The system contains various types of battery 
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information as texts or graphics and can be triggered to access database files (Paradox 3.5™ 

by Borland) by means of C coded routines or fire the ES which had been developed in 
Nexpert 

The hypertext environment was also successfully tested during this project for its 

ability to incorporate external graphic files. Several pictures were scanned and added to 

the system with overall links or by a screen sensitization method (Tiot spots'). 

t    I    I    IT     I 

Aircraft 
Environments 
Applications 
Reliability 

' Numbering Systems 
Specifications 
Performance 

lypc« 
Chemistry 

Maintenance 
Testing 

Rg. 3    General structure of the hypertext battery information system with links to 
databases and an ES prototype for the selection of batteries. 

Failure Analyst 

The second prototype presented as an example of a hypermedia front end to ESs 

was developed during the completion of a Master thesis in Chemical and Materials 

Engineering[16]. The general goal of Failure Analyst was to support personnel involved 

with material problems where Stress Corrosion Cracking (SCC) is either suspected or a 

potential cause of failures. 

The architecture of Failure Analyst followed the recommendations outlined by 

Turban[17]. The top goal or objective, which was here x> determine the extent to which 

SCC can be considered to be a serious problem, was first established by prioritizing all 

contributing factors to failure. An inference tree (Fig. 4) helped to organize these factors in 
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an orderly and comprehensive manner. This inference tree also served as the backbone 

structure to construct the various programs that can be activated during a single 

consultation. Several test cases were selected to test the effectiveness of Failure Analyst to 

come to plausible conclusions and the results of these tests were compared to answers 

provided by human experts in an effort to validate the computerized approach. 

f •RUt* «Ml 1* 
SCO 

KM tltYlMMWMfK 

 , ' 

AM 
NMtt» 

•» 
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ApptleMtsn *muf*iit 

TwopOTrti?« ) • CM** 

- Orate SU* 

■   «PPIIM 

• Oceurranea " P« 

• Crack »a» • Humid»» 

• ttruetun . Oiygan 

> Cha«»letl« , 

Fig. 4    Inference tree of SCC factors considered by Failure Analyst. 

While the early knowledge organization of Failure Analyst was conceived around 

the PC+ platform, its construction was directly made in the hypertext environment 

(HyperWriter). The prototype fully used the non-linear information processing capabilities 

of the hypertext environment by constructing queries as series of cards or windows 

interlinked in a very structured fashion. With such an organization a continuous control 
was kept over the user progress through the maze of possible questions and interconnected 

non-sequential links. When programming in a hypertext environment it is important to 

achieve a balance between the depth of information sought and ease of navigation without 

getting lost in hyperspace. 
Failure Analyst was constructed by assigning help or explanation windows to 

each question with the possibility of always looping back to the initial question of a series. 
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Such a loop prevented the user to avoid answering important questions while providing 

tiraeiy information. Over 300 links and 100 windows were assembled in the prototype user 

interface. The data transfer to nested programs (written in QuickBASIC by Microsoft) was 

achieved with scripted commands. The interactive links permitted by these commands 

became an essential component of the organization of the whole system itself. Rg. 5 

describes the overall architecture of Failure Analyst 

Alloy Type 
Processing 
Crack Path 
Grain Size 

Microstructure 
Form 

Thickness 
Stress Direction 
Residual Stress 

Corrosion 
Chemical Analysis 
Surface Treatment 

Fig. 5    General structure of Failure Analyst with links to important components of 
the knowledge base. 

Corrosion Prevention bv Coatings 

Putting a barrier between a corrosive environment and the material to be protected 

is a fundamental method of corrosion control. It is, in fact, the most widely used method 

of protecting steel and other metals. The concept of adding coatings to surfaces is so 

ancient that its beginnings are lost in the mists of history. Mechanisms by which coatings 

protect can be summarized as foliows[ 11 ]: 

• They prevent contact between the environment and the substrate 

• They restrict or limit contact between the environment and the substrate as with most 
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organic coatings 

• They release substances which are protective or which inhibit attack 

• They produce a protective electric current 

A common reason why protective coatings do not perform well is often because 

they have not been considered as systems. Most successful coating engineers approach a 

coatings project in much the same way that tv.ey approach any other engineering problem, 

beginning with the design of surfaces to be protected and ending with schedules for 

monitoring the completed work. 

A global representation of the features which would be included in this hypertutorial is 

presented in Fig. 6. The generic information on coatings which will be used for this 

prototype already exist in a textbook form [19]. The system will make full use of the 

programming easiness provided for this kind of projects by the Windows environment 

Tables will be constructed using the Excel database system which communicate to the 
hypertext environment (Guide) through transparent Dynamic Data Exchange (DDE) links. 
The coatings tutorial will also be linked to a fully operative commercial ES specialized in 

the selection of coatings (Coating Counsel by Counselware Inc. [20]). Coating Counsel is 

designed to select optimal coating systems for industrial maintenance applications. It can 

write complete Construction Specification Institute format specifications in a matter of 

minutes. 

Information Processing for Materials Performance 

This system under consideration would help newly posted engineers to learn the 

complexity of maintaining systems integrity. Such a task has become increasingly more 

complex since modem plants are also increasingly automated, larger and more expensive to 
own and operate. The high costs of maintenance resources and equipment availability have 

thus become a critical factor in companies profitability. The parallel growth in 

sophistication and technological content of maintenance work has made its management far 

more difficulty 1]. In order to improve maintenance management and scheduling, it is 
imperative to consider introducing in normal operations some of the modem tools that have 

been developed for accurate surveillance and monitoring of critical systems. 

In recent years a tremendous progress has been made for the understanding of 

effects caused by various types of material damage. Very complex mechanisms are 

gradually being defined for stress corrosion cracking, hydrogen attack, hot corrosion and 
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other forms of deterioration. For practical structural integrity applications proper decisions 

about the type of inspection and its frequency have to be made. 

Design 
Corrosion 

Characteristics 
Substrate 

Preparation 
Cathodic- 
Protection 

Types 
Inspection 

Testing 
Repnir 

Malntcniiiift' 
Etc. 

Fig. 6    General structure of the coating hyper-instructor with links to knowledge 
components and to a fully operative commercial coating selector ES 
(Coating Counsel). 

Several inspection types can be used and the choice of a specific scenario will 

depend on the accuracy and cost of the inspection. The accuracy of a given technique must 

be sufficient to detect defects considerably smaller than those which could result in failure. 

A cheaper and less accurate technique used frequently could be equivalent costwise to a 

more expensive and more accurate technique used less frequently leading, however, to 

greater reliability. Regardless of the technique that has been chosen, the critical decision 

remains with the frequency of application. This decision depends on three things[22]: 

• the extent of damage that might remain invisible to the technique 

• the rate of damage occurrence with time 

• the extent of damage the structure can tolerate 

The applicability of a given inspection technique to a particular problem will 

heavily depend on the nature of the problem itself. The internal inspection of a pipe system 
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could, for example, be attempted by using a crawler device which would carry an optical 

probe and corrosion sensors[23]. But such a practice can only be performed during shut- 

downs. The inspection of in-service systems is also often complicated by the fact that these 

systems operate at relatively high temperature in a closed mode. While traditional 

techniques are effective in detecting and sizing existing defects there are a number of 

disadvantages associated with their use[24J: 

• traditional inspection technique can only be used on high temperature process 
equipment when the equipment is out of service. 

• inspection is generally limited to suspected problem areas due to time, accessibility and 
cost factors. 

• the fundamental lack of knowledge on the effect of exposure of given materials to 
specific environments. 

Computers are ideally suited to keep track of all the different deterioration rates 

for thousand of pieces of plant equipment But it is important that the inspection files be 

arranged or organized for an efficient management analysis. A few systems are being 
commercialized to provide these services. MAPS™[25], for example, includes programs 

for information management integrated with other software systems that handle erosion - 

corrosion surveys, plant inspections, OSHA compliance surveys and other specialized tools 
that can handle Computer Assisted Design (CAD) data bases or simply run problem- 

solving routines. Another example of maintenance enhancement through integrated 

software is the MASC™[26] Inspection Program which claims to be able to assist 

inspection engineers in the management of effective inspection, predictive maintenance, 

reliability engineering and corrosion control programs. Table 1 lists some operations 

provided by such an integrated inspection tool. 

The present goal for this project is to create a platform with would help to clarify 

which sectors of this vast domain could be feasible targets for very focused ES given the 

expertise available. The Windows environment seems presently the environment of choice 
to develop an open ended architecture for a preliminary prototype. The easy access to 

information processing software in this environment will make the creation of a modular 

structure interestingly possible. In its preliminary version the system will be used to teach 

the fundamentals of corrosion monitoring showing particularly how the information 

gathered during off-line and on-line inspections can be translated into plant integrity 

information understandable by management personnel. 
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Table 1 Typical modules of a complete integrated system for inspection and 
maintenance planning. 

Inspection Communication 
Data Records 

•   general information •   observations •   memos 
•   recommendations •   work requests 

•   engineering •   measurements •   maintenance inquiries 
information •   corrosion rate •   operational inquiries 

•   retirement thickness •   engineering inquiries 
•   operational conditions •   life to retirement •   materials inquiries 

•   inspection interval •   inspection approvals 
•   materials •    next inspection •   shutdown reports 

•   due date •   budget preparation 

CONCLUSION 

The weaknesses found in traditional ES shells.for the construction of user-friendly 

and stand-alone ESs can be greatly overcome by creating high grade user interfaces with 

commercial hypertext or hypermedia systems. The increased flexibility gained by using 

this combination of tools can be felt during the initial design of such systems. The 

examples presented in this paper illustrate how it is possible to consolidate some area of 

expertise by using an open ended architecture to organize an ES development strategy. 

Complex systems can be designed efficiently and simple prototypes rapidly developed to 

illustrate the global approach of a knowledge processing project The goal of stabilizing an 

area of expertise can be demonstrated and implemented while keeping users interested in 

systems under development 
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A PROBLEM-SOLVING APPROACH TO KNOWLEDGE ACQUISITION 
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1 /distract 
Current approaches to knowledge acquisition (KA) are primarily prototyping 

and modelling. Many expert system (ES) projects developed under both 
approaches never result in a working system, because of deficiencies in the ES 
development process. This paper defines a KA methodology which should solve 
some of these problems and consequently make ESs more affordable. A phased 
development process is proposed. The methodology uses the characteristics of 
the task to determine first the problem-solving (PS) mods' which best resembles 
the strategy used by the expert in solving problems. Furthermore, this PS model 
suggests the relevant knowledge types as well as the general structure in which 
they must be represented to be useful in solving problems. Based on this 
information, the methodology suggests appropriate techniques to further assist the 
knowledge engineer in the iterative eiicitation of the relevant knowledge types. 
Finally, the elicited knowledge is validated. 

•Graduate Student, 2ftofessor, Dent of Engineering Management, RMC, Kingston 
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PAW X LITERATURE REVIEW 

XJRXOD0CTXON 

The fact that IS projects have been overshooting time and cost 

aatimatas at an alarming rata is not new [1]. Although projact management 

practices are, in part, rasponsibla for this situation, developers ag: ee 

that tha difficulties inherent in KA play a sore significant role (2]. In 

short, XA is the eost critical phase of the ES development process where 

knowledge fro* a variety of sources, and store specifically human expects, 

is elicited, analyzed and represented explicitly in a format which 

subsequently allows it to be coded for computer us«. This paper is an 

attempt to define a KA methodology which should solve some of tha problems 

aasoriated with this process and consequently make CS development more 

affordable. This paper is divided into two parts. Part X gives a brief 

review of the literature on the subject of XA methodologies, and Part XX 

presents, based on this review, the proposed KA methodology. 

ACQOxsxzxo* Dsrmo 

The terms knowledge engineering (KE), KA and knowledge elicitation are 

used somewhat loosely in the literature. Since a clear definition of these 

terms is fundamental to this paper, they are defined at this time. KE is 

that branch of the software industry concerned with the building of ESs (1]. 

KE is concerned with all aspects of system development, including analysis, 

design, implementation, and maintenance. KA is the process of eliciting, 

analyzing, and representing the knowledge used by human experts to solve 

problems in a domain (3]. KA is the most critical part of the KE process 

and occurs mostly during the analysis phase of the development. The 

definition of the term "methodology" is also important here. A methodology, 

ia a software development context, is a systematic and planned approach for 

completing one or more of the phases of the development process (4]. 
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I                Sine« XA is an integral part of KE. a ahort diacuaaion of KE 

' "i 

<       i 

ll          approachea la presented to placa both in the proper context•  Raaearchere 
}.    '"'-, 

f!          generally diatinguiah between two XX approachea (SJ, prototyping and :S/-'M 

I          modelling, aa ahown In rig. 1.  Prototyping owea Ita popularity among 

■ j           knowledge engineera to the diffieultiea aaeociated with KA. In prototyping. 

I                          a simplified veraion of the BS la produced early in the development proceea             . 

1           and uaed aa a focuaing device for further KA cyclea. Thie prototype evolvaa             i 

if          and In «any caaea becomea the final syetera. 
*»                                                      _______ 
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Figur« I. KE Approaches 

I 
1               The eecond KE approach views the ES development proceaa aa a modelling 

1           activity (6J. Hodelling methodologies aaaunse the existence of a limited aet 

Pi 

:]                          of repetitive problem-solving (PS) methods, which can be modelled and re- 

1           ueed acroaa domaina.  The KA proceaa under thia approach conalata of 
1 '  'i 

I           analyaing the expert'a taak, identifying a auitable PS method for thia task, i-  l ''X 

§j           and uaing the atructure provided by thia PS method to structure and guide 

;j           the top-down refinement of the knowledge base (KB). $$ 

■ !                               KXOWLEDGE ACQUXSXTXOH METHODOLOGIES 
K.'m HI 

< 

»1                -„o KA methodoiogiea are deacribed in more detail in the following 

J           paragrapha to better illuatrate the KE approach they aupport. 
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A Prototyping KA Methodology 

On« of tho first attempt« at documenting a prototyping KA methodology 

la presented by Grover 17). The methodology Includes three phases: domain 

definition, fundamental knowledge formulation, and basal knowledge 

consolidation. In the initial domain definition, the knowledge engineer 

develops an understanding for the expert's language, determines the level 

of performance of the proposed system, and generates scenarios or cast« 

problems which are «sod to elicit the expert's task knowledge. In 

fundamental knowledge formulation the knowledge engineer proceeds with the 

«lieitation of task knowledge, i.e. the «licttation of procedural knowledge 

from the expert using the case problems previously identified in domain 

definition. In the third phase, the system's reasoning strategy and its 

coatroi knowledge are improved iteratively using the prototype. The 

prototyping process is shown in rig. 2. 

|    Domain    J 
1   Definition   ; 

Knowledge 
Foranihtioa 

1 

Knowledge 
Coosotidatx» 

1 
j fro&cvpe 

faplenKQtatiot 

Novel Scenario 
Identification 

> 

Figure 2. The KA process under the prototyping approach. 
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Prototyping is usually dona using an ES shall (ESS). The selection 

of this shall is dona aarly in tha development procass and basad on tha 

ganaral natura of tha expert task. A shall assantially provlda. an 

implementation formalism, such as rulas, end a dafault saarch stratagy such 

as backward chaining. Tha main advantage of using a shall is that tha 

prototypa devalopraent time is graatly raducad. 

A Modelling «A Methodology 

RADS (6] or Knowledge Acquisition Documentation and Structuring is an 

European-funded project davalopad through academic and commercial 

cooparatlon. Tha davalopmant phasas undar KAUS are analysis, design, 

implementation, tasting, and maintenance. KADS, unlike prototyping, 

emphasizes a claar distinction between tha analysis, design, and 

implementation phaaas of its davalopmant procass. At tha haart of KADS lias 

tha Intarpratation modal (IM), which is a modal for a PS mathod for a class 

of tasks. Tha four layars of knowladga usad in KADS and how thea. layers 

are related to tha components of interpretation ana conceptual models are 

shown in Fig. 3. The four layers together constitute a conceptual model, 

whereas removing the domain layer, which contains all Comain knowledge, 

yiald. an IK. So far, IMS are available for classification, heuristic and 

systematic diagnosis, suitability assessment, monitoring, prediction, 

modification, design, and planning [6]. It is these IMs that allow for the 

top-down refinement of the KB. 

The analysis phase of KADS is divided into three cycles: orientation, 

problem identification and problem analysis. During orientation, the 

knowledge engineer acquires the expert's vocabulary and analyzes the task 

to selector construct an IM. Problem identification involves determining 

the conceptual structure of the domain and a thorough functional analysis 

of the task. Finally, problem analysis deals with users and operational 

lasues which impact on the architecture of the prospective ES. The outputs 

of the analysis phase, which Include at least a conceptual model and any 
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Layers Components 

Strategic ■—\ plans, meta rules, 
I—/ repairs. 

Task 1    ^ goals, tasks. 

Inference 1—\ knowledge sources, 
1—t' meta classes. 

1      Domain r—A objects, relations, 
* structures. 

Figure 3.  KADS'  Knowledge layers and their component». 

external requirement» are input to a design phaae in which the»e objects are 

transformed in the specification of the architecture of the SS (S|. Fig. 

4 shows the three KA cycles and how they relate to the XA process under the 

■©dellino approach. 

Analysis 

rsnodd 
Selection 

CADS 

KB 
Rafmrmeat 

Conceptual 
Model 

Ofeai 

Desi 

r 
loUa 

Filial System 

Figure 4. KA Process under the Modelling Approach. 
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CMTIQUB OF THE KA METHODOLOGIES 

Based on the KA methodologies described above, a critique of both 

prototyping and modelling i» now presented. The main advantages usually 

associated with a prototyping methodology are: 

1) provides for speedy results which can be used to sell the 

project to an organisation (8), 

2) puts a functioning system into the hands of users quickly 19], 

and 

3) encourages the active participation of domain experts and 

potential users (9), 

However, these advantages are offset by a number of disadvantage« 

which can be summed up bys prototyping encourages dangerous shortcuts 

through the development life cycle of a system [«). More specifically, 

these disadvantages are: 

1) encourages a return to the code, implement and repair life 

cycle, or poor software engineering practices [10], 

2) leads to premature commitment to an implementation formalism 

which may be ill-suited for the domain and the task (101, 

3) leads to the uncontrolled growth of the KB usually associated 

with a potential loss of structure [10], 

4) encourages organizations to accept the prototype as the final 

system although, in most cases, it is not appropriate 111], and 

6)   does not address several design issues including: integration, 

documentation, reliability, maintainability, and security [12J. 

These disadvantages ere further compounded in practice by the use of 

BSSs, which only offer a limited combination of implementation formalisms 

and inference strategies [6]. The modelling methodologies have, to some 

extent, attempted to address prototyping's main disadvantages.   The 
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advantages usually associated with modalling are» 

1) delay« the commitment to an implementation formalism, therefor« 

allowing the analyst« to proceed without having to daal with 

design and implementation laaues [6], 

2) encourage« good software engineering practices (6), 

3) facilitatea the management of the development process by 

providing a phased approach with milestones for sign-off« (6), 

4) facilitatea the KA process by allowing it to be model driven 

{6], and 

5) guide« KA by identifying the knowledge type» relevant to the 

task at hand (13). 

Based on the«« advantage«, it appears that modelling 1« the more 

promising direction in which to proceed with KA. However, modelling is not 

without problems, which remain to be addressed to make this approach 

workable in practice. The problems to be addressed are 1) the techniques 

provided to the knowledge engineer to conduct task analysis are limited, 2) 

the mapping between the result of the task analysis and a taxonomy cC PS 

models 1« only possible for a limited number of tasks, 3) the suggestion of 

appropriate elicitation techniques to acquire the relevant knowledge types, 

and 4) the better utilization of the expert in the overall KA process. The 

KA methodology proposed in this paper attempts to address these problems. 

i 
i 

1 

PAKT ZI A PKOBLEM-SOLVINO APPROACH TO KA 

Part II presents the development of the proposed KA methodology. 

f§ Although the development of this methodology is central to this paper, a KA 

methodology cannot be developed in isolation from the KE approach it 

supports. Moreover, the concept of an expert system development life cycle 

(ESDLC) also supersedes that of a KE approach. Consequently, the first 

section of Part II addresses the ESDLC, and presents a discussion of the 
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fundamental assumptions on which the KA methodology la based. The second 

section covers the most important stages in the analysis, where the bulk of 

KA takes place. 

tSB EXPERT SYSTEM DEVELOPMENT LIFE CYCLE (ESDLC) 

A Phased Development Process 

A phased approach characterises the development of most commercial 

products, so why should ESs be the exception? The definition for ES reveals 

that, for the most part, they are similar to conventional computer programs. 

Therefore, it is logical to attempt to adapt the conventional System 

Development Life Cycle (SDLC) to derive a development life cycle suited to 

ESs. Moreover, the peculiarities of ESs do not affect the phases of the 

SDLC, but only the stages into which these phases are divided. For 

instance, ESs, like conventional programs, still require analysis, design, 

implementation, testing and maintenance. However, the stages into which 

analysis is decomposed are different for ESs. /ig. S shows the phases of 

the ESDLC and an exploded view of the analysis phase. 

. 
1 

Feasibility 
Study 

i 
|   Aaripm 

1 Task 
Auahvsis 

1 .sir. 1 

PS Model 
Selection 

i 

h-p Knowledge 
Identification 

j 
Technique 

1    Totiu Selection 
1                    ' | 

Knowledge 
Elicitation 

I ■AB^BBEflsl&Oml 1 
Knowledge 
Validation 

! 

I! 

Figure 5. The Phases of the Expert System Development Life Cycle. 
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A phased development ha« the following main advantages 1) allow« for 

tha battar management of tha davalopmant affort by providing claar 

milestones, and 2) ancouragaa a claar separation between its various phases. 

For example, analysis can proceed without concern for design and 

implementation issues. InaU context, this decoupling is highly desirable 

since it allows the knowledge engineer to concentrat* all his efforts 

towards the analysis of the expert's knowledge. Such a decoupling is, 

however, only possible if knowledge can be represented in an implementation- 

independent formalism during the analysis phase. An implementation- 

lndependent formalism is a notation used as a conceptual aid in synthesizing 

knowledge from the expert {14}. The implementation-Independent formalism 

selected for this KA methodology ia Systemic Grammar Networks or SGU, first 

used by Johnson and Johnson (1*1* *n short, a SON is a graph composed of 

modes and links. Tha nodes have names invented by the knowledge engineer 

but suggested by the data. The links are of four type«, namely eo~ 

eccurrlng, mutually exclusive, recursive, and conditional. A SCR is drawn 

la a later section to illustrate the notation. 

Facilitating KA through Problem-Solving Models 

Facilitating KA is most likely the key to ensuring a wider utilisation 

of thm ES technology in the industry. To this end, modelling appears the 

more promising direction in which to proceed. Consequently, the KA 

methodology proposed here follows this trend. For instance, the methodology 

supposes «:he existence of a limited number of problwm-solving methods, which 

can be used to structure and guide the elicitation process. On the other 

hand, the methodology does not depend on a KA tool for the acquisition of 

knowledge from the expert. Both the knowledge engineer and the expert play 

a vital role in this KA methodology. The next section discusses the 

analysis phase of the ESDLC in more detail. 
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ANAX.TSXS PHASE 

The analysis phase of the proposed XA methodology includaa a 

feasibility study, task analysis, PS model selection, knowledge types 

identification, technique selection, knowledge ellcitation, and knowledge 

validation as shown in Pig. S. Bach of these stages is now discussed in 

•one detail. It should also be noted that emphasis is placed where the 

proposed XA methodology differ* the most from previous proposals. 

Cask Analysis 

Pollowing cosaaitwent to the project, the aim of the task analysis is 

to identify the PS model «oat applicable to the expert's task. To this end, 

• taxonomy of task types is a useful tool because it. provides • structured 

framework which can be used with consistency in the classification of tasks. 

The taxonomy shown in Pig. 6 is based on Clancey's (IS), but has been 

altered in trio ways. The first alteration involves the modify task. 

Whereas Cianc*y regards it as a sub-type of asseaJble, modify is defined here 

as a combination of idmntify, design and »asesblm and therefore modify is 

not included in our taxonomy. The second alteration concerns ttv» addition 

of eltBBity, **hich categorises a system based on observable features, and 

rmpmir, which prescribes remedies far identified discrepancies, both as sub- 

types of idmntify. 

The task analysis is accomplished in an interview setting between the 

knowledge engineer and a domain expert. Using the above taxonomy to guide 

the process, the knowledge engineer first classifies the task as either 

analysis or synthesis. The task characteristics required for this initial 

classification are that analysis gener'.ly 'nvolvee identifying sets of 

objects based on their features, and that'synthesis usually requires that 

a solution be built from sub-problem solutions. To sum up, this 

classification procedure is rapeated until all of the relevant task 

characteristics have been made explicit and uaed to traverse the tree shown 
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in Fig. 6. * task is classified whan a terminal node 1« raachad. 

Task 

analysis synthesis 

identify predict       control        specify       design      assemble 

classify     monitor    repair      diagnose configure        plan 

■wi^ts.'.: ji vwa.T~aatu.aw» 
Pigare a. A Taxonomy of Task Types (Adapted from Clancey 1985). 

Preblea-Solviag <PS) Medal Salactiea aad Knowledge Types Identification 

Once a task type has been identified, the knowledge engineer proceeds 

to determine which PS aodel can be used to perform a task of thia type. 

However, the methodology does not yet support a direct mapping between task 

types and PS models, for the simple reason that a taxonomy of PS aodel a 

which completely covers the above taxonomy of task types does not yet exist. 

■owever, research in t;hia area la continuing and should SON* day allow auch 

a «apping. Regardless, the proposed KA eethodology can still be described 

using the PS models that do exist for the diagnomm or configure taaks. For 

illustrative purpose, the diagnosis PS aodel ia selected. It should also 

be noted that the KA Methodology ia baaed on the PS aodel description 

proposed by KcDermott [16). 

Cover and differentiate is the PS model associated with the diagnosis 

taak. Thia PS model is suitable for tasks that have the following 

characteristics: 

1) an identifiable set of symptoms each of which must be explained 

or covered 

2) an exhaustive set of candidate explanations that cover these 
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symptom* c*n be pre-enumerated, 

3}   information is available which helps differentiate the candidata 

•xplanationa for «ach symptom, and 

4)   uaualiy only on* candidata axplanation ia applicabla for any 

given aymptoa. 

The description of tha taaka suitable to thia PS model highlights tha 

requirements for th»a« knowledge typaa: 1) symptoms, 2) explanations or 

possible causes for thasa symptoms, and 3) differentiating knowledge or 

information that helps differentiate these symptoms. This information 

facilitates KA by providing the knowledge engineer with an indication of the 

knowledge which is relevant to the expert's task. Additionally, providing 

the knowledge engineer with the right toola for eliciting thia relevant 

knowledge should ensure that the KA bottleneck is effectively removed or at 

the eery least widened. 

solicitation aad ksalysis »echsiqttss 

The KA methodology proposed here is supported exclusively by manual 

•licitation techniques at this tie». Although the trend is towards 

automated KA, it is believed that greater efficiency, especially in terms 

of expert utilisation, can be achieved through the use of appropriate manual 

elicitation techniques and alternate knowledge sources. Another important 

principle in this KA methodology is that the use made of a piece of 

knowledge affects considerably the format in which it is required. The 

methodology does not ignore the existence of a domain or static structure 

but places more importance on the task or dynamic structure of the 

knowledge. Moreover, it is also believed that the format in which the 

knowledge is required directly affects the techniques which should be used 

for its elicitation. In other words, for each PS model apecific knowledge 

types are required which necessitate the use of different knowledge 

elicitation techniques. Further detail on the elicitation techniques of 

this methodology are now presented using the diagnosis task and PS model 
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selected previously. 

The first knowledge type required by the cover end differentiate PS 

model is e set of symptoms. Under current KA methodologies, the most likely 

method for obtaining this information is to ask the expert to provide a List 

of such symptoms. However, this is probably not the eost efficient way to 

proceed, since a large number of symptoms nay be involved. Moreover, this 

is a rather tedious task on which the expert's tine is essentially wasted 

Since ao specific expertise is required to perform this activity. In this 

context, the proposed KA methodology turns to three alternate sources for 

thit» knowledge. Two of these sources are essentially documents while the 

other is not. A set of symptoms can be compiled byi 

1) querying an existing information system (IS1 regarding symptoms 

reported by users or customers, and 

2) using the troubleshooting manual for • piece of equipment or 

system. 

In the event that these two knowledge sources axe not available, the 

required information can be elicited from non-expert diagnosticians in the 

momsin using questionnairee, which are discussed further below, Ae stated 

above, expertise is not a prerequisite for all stage* of the KA process. 

These three alternate sources all have the advantage of not requiring the 

active participation of the expert in the elicitatlon of an initial set of 

Symptome. The expert participation is, in fact, limited to the validation 

of title set, a task which is a lot less time consuming. Moreover, it is 

also possible that these alternate sources may produce a more complete set 

of symptoms. In the case of the documents, the number and range of symptoms 

elicited can easily surpassed that of one expert. A situation which can 

also be duplicated by a small number of non-expert diagnosticians. 

Zn cases where the expert must be involved, the methodology suggests 

the utilization of indirect as opposed to direct elicitatlon techniques. 
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Two such technique« suitable to the elicitation of this knowledge ere 1) 

questionnaire«, which ere generally good instrument« to uncover objects in 

« domain (17), and 2) an unstructured Interview. Questionnaires should be 

considered (irst because, like the previous techniques, they can be 

distributed to more than one expert or non-expert and therefore result in 

a better initial set of symptoms. Additionally, they can be filled out in 

e leisurely and relaxed atmosphere, i.e. away fro» the expert's place of 

work. The unstructured interview is the only Method proposed by this KA 

Methodology when dealing directly with an expert. The interview process is 

facilitated in this case by using either the system or a model of the system 

as a focjsing device for the e lie it at ion. Por exaatple, if a diagnostic 

system for a car engine is being built then the engine itself or at least 

a drawing representing that engine should be used in the elicitation of an 

initial set of sysspto««. 

Covering knowledge, which explains each syasptw», can be elicited in 

the seas» general m&tsner as an initial set of symptoms. Caution should be 

used, however, that identified malfunctions are, in fact, related to a given 

symptom. This is especially important, for exasple, when querying an 

existing IS for syseptema and corresponding maintenance actions. These 

maintenance actions may, la fact, have little to do with the reported 

symptoms and the danger exists that unsubstantiated relationships will be 

established between symptoms and malfunctions. The KA methodology also 

suggests three additional elicitation techniques at his stage. These ere 

dividing the domain (18], where the expert proceeds from observable symptoms 

to a malfunction, pure reclassification (18)« where the process is from the 

malfunction to its symptoms, and finally, systematic symptoms to malfunction 

links (1), where a list of malfunctions and syasptous is used to determine 

the relationships that exist between the malfunctions and the symptoms. In 

this last technique, a list of malfunctions must first be built. 

Consequently, the technique should only be used after the first two, in 

order to gain a better understanding of the structure of the domain. It 

should be noted that all these techniques take advantage of the fact that 
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th. initial ..t of .ympto«. can b. u.ed to driv. th. .llclt.tion of 

•xplanatlon. for the«. Thl., In turn, highlight, tha Importanc. that thi. 

Initial a.t of .ympto«. be a. compl.t. and a. valid a. po..lbl.. Th. 

acqul.ltlon of an Initial ..t of .ympto«. and of th. malfunction, «plaining 

th... .ympto«. provld.. th. ....ntl.l .tructur. of th. .y.t« und.r 

dlagno.l. a. .hewn on th. partial 3GM In Fig. 7. 

«*M*sMai 

\ Mcrtfritka-cid 

rigur. 7. A partial SON representation of th. domain. 

Differentiating knowledge 1. .till r.qutr.d In order to complete the 

knowing, requirement, of th. cover and differentiate PS model. Thl. typ. 

of knowledge 1. not ...lly .licit«! fro« th. expert, becau.e of th. 

difficulty that th. expert ha. .prlfylng pr.cl-.ly how th. information 

provided h.lp. th. dlff.rentl.tlng proce... Dlff.r.ntl.tln, knowing, help, 

th. knowledge engineer decide which of two explanation. I. th. correct on. 

for a .ympto«. Therefore, It ..em. that thl. typ. of knowledge 1., In fact, 

r«lat.d »or. directly to th. ta.k than th. do«.ln, or I. »ore procedural 

than declarative.  Con..qu.ntly, the KA methodology propo.« that the 

•llcitatlon of differentiating knowledge be conducted u.ing procedural 

knowledge .llcitatlon t.chnlqu...  The .llcitatlon technique, proved by 

the «ethodology are protocol analy.i., goal d.compo.ltlcn [1), and 

Retro.pectlve case De.criptlon [18].  Protocol .hould be tried first 
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because they are most likely the most efficient technique to acquire 

procedural knowledge. This KA methodology stresses the utilization of 

concurrent aa opposed to retrospective protocols, in which there is a danger 

of post hoc rationalization. Post hoc rationalisation occurs when the 

expert in an effort to explain his reasoning embellishes his description 

with what he thinks should have been done Instead of what was done. More 

specifically, two protocol techniques are suggested and should be 

experimented with. These are the technique of familiar tasks and the 

technique of tough cases (19]. It should be noted that not all experts 

respond to protocol techniques. In fact, some training may be required 

before the expert feels at ease with the procedure. If for some reasons 

protocols cannot be used, th* other two techniques listed above should be 

tried, starting with Retrospective Case Description. A summary of the 

•licltation techniques proposed by the KA methodology is shown in Table 1. 

Above all, the knowledge engineer should be flexible, and other elicitation 

techniques should be sought if the expert is not receptive to the ones 

listed in Table 1. The selection of other techniques should, however, be 

based on the fundamental principle which the methodology stresses, that Is 

the efficient utilisation of the expert during the KA process. 

Task Type:    Diagnosis 

PS Model:     Cover and Differentiate 

Knowledge Types Elicitation Techniques 

Symptoms 
1. IS Quay 
1 Troubleshooting Ouide Review 
3. Quesüonsuirea to coo experts and experts 
4. Ucscruamed Interview 

Malfunctions 
1. Troubleshooting Guide Review 
2. (juesdOTBures to oca experts and experts 
3. Dividing the domain 
4. Pun Reclaoificarioa 
3. Systematic symptom to malfunction Unto 

Differentiating 
Knowledge 

1. CoiKUneut Protocols 
2. Retrospective Case Description 
3. Goal Decresposirioa 

Table 1. Knowledge Elicitation Techniques proposed by the KA methodology 
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Knowledge Slicitatioa 

So far» the proposed XA methodology hao addressed all of the stages 

loading to knowledge ollcttatton. In doing so, tho methodology haa 

emphasised atructur« and guidanca as th* key to success in XA. Knowladga 

•licitation marka a turning point in this respect for tha methodology. 

Indeed, the methodology holda that one cannot bluntly aak an expert to 

deacribe hie expertise and domain knowledge and expect a coherent and 

organiaed anawer. To the contrary, hnowledge ellcltatlon remalna, due to 

the very nature of knowledge, an Iterative process, where the knowledge 

engineer and the expert actively Interact to arrive at a correct 

repreaentatlon of the expertise. The ellcltatlon proceaa requlrea a number 

of aeaalona and, In tnla respect, the methodology doea not prescribe a 

epecific plan to follow, except maybe for the one suggested by the knowledge 

typea relevant to the PS model which la described briefly in the previous 

section. This means that for the diagnosis domain, the knowledge engineer 

would proceed with the ellcltatlon of an Initial set of symptoms, followed 

by the ellcltatlon of explanations for these symptoms. Finally, 

differentiating Knowledge would be elicited from the expert. 

Knowledge Validation 

The final analysis stage before committing to design Is one of the 

most important because errors made early in the analysis are usually costly 

to fix. Knowledge validation In the proposed methodology Is facilitated by 

two factors, rirst, knowledge elicitation is conducted iteratively, which 

means that both the knowledge engineer and the expert use the mediating 

representation extensively during knowledge ellcltatlon with the result that 

the elicited knowledge Is, to some extent, validated through the ellcltatlon 

process. Second, a mediating representation, unlike a prototype, la free 

from Implementation details, and therefore much closer to the7expert's 

representation.  This, In turn, greatly facilitates knowledge validation. 

i 
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The validation technique« suggested here also support the efficient 

utilization of tha oxpart, a fund&mantal principla for this methodology. 

For example, casas which range from tha most to tha laast common ara uaad 

to evaluate the completeness and the accuracy of the elicited knowledge. 

Knowledge validation should also be done with non-experts and especially 

prospective system users. Besides actual cases, tha mediating 

representation can, in conjunction with questionnaires, be used for 

validation purpose, for the reasons given above. 

CONCLUSION 

A KA methodology based on PS has been presented. The methodology uses 

tha characteristics of the task to determine first the PS model which best 

resembles the strategy used by the expert in solving problems in his domain. 

Furthermore, this PS model suggests tha relevant knowledge types as well as 

the general structure in which they must be represented to be useful in 

solving problems. Based on this information, the methodology suggests 

appropriate techniques to further assist the knowledge engineer in the 

iterative elicitation of the relevant knowledge types. Finally, the 

•licited knowledge is validated. 
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APPLICATIONS OF EXPERTS SYSTEMS IN DND 

SMC, Kingsion. Ontario, Ctmad* 

A NEURAL NETWORK APPLICATION TO SEARCH AND RESCUE 
SATELLITE AIDED TRACKING (SARSAT) 

Ivan W. Taylor1 and Michel O. Vigneault2 

Abstract 
For the past four years, the Operational Research Advisors at Air 

Transport Group Headquarters have been working on heuristic methods to predict 
the location accuracy category of SARSAT hits based on the parameters of the 
Doppler curve fit The current heuristics that have been deveioped and 
implemented work reasonably well but are far from ideal. They consistently have 
difficulty identifying very good solutions when they occur and very poor solutions 
when they occur. Normal data fitting techniques based on multiple linear 
regression do not work well because the SARSAT data is inherently non-linear. 
Therefore, neural networks were applied to the SARSAT data as a non-linear data 
fitting technique. Although the results so far have been promising, they are still far 
from ideal. Other artificial intelligence technologies, such as fuzzy logic, inductive 
teaming and expert systems are being investigated to enhance the neural network 
approach. 

■Operational Research Advisor, 'Operational Research Advisor 2, Air Transport Group, Air Transport Group 
Headquarters, Astra, Ontario 
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INTRODUCTION 

The Search and Rescue Satellite Aided Tracking (S ARS AT) system uses polar-orbiting satellites 

to monitor the surface of the earth for Emergency Locator Transmitters (ELTs). If one is detected, its 

signal is retransmitted to ground facilities, called Local User Terminals (LUTs), for processing. The 

location of the ELT is determined by fitting a Doppler curve to the signal and this location estimate 

is sent to the Mission Control Center (MCC) for retransmission to a foreign MCC or a national Rescue 

Coordination Center (RCQ for action (see Figure 1). 

When the SARSAT system was first introduced in Canada in 1985, it suffered a number of 

growing pains. One particular problem was false alerts on the 121.5 MHz frequency which were caused 

by spurious voice communication on the channel even though it is supposed to be reserved for 

emergency broadcasts. The Operational Research Branch at Air Transport Group worked on a filtering 

procedure to screen out these false alerts and prioritize the ELT signals. This resulted In the 

•confidence factor» method. The confidence factor was also useful as a predictor of the accuracy of 

the location estimate. Studies in 1987 and 1988 [1. 2 and 3] developed and refined a heuristic based 

on the Doppler curve fit parameters. This heuristic was later implemented in the LUT software. 

Unfortunately, the current heuristic is not well understood. It Is based on empirical data rather 

than a sound theoretical foundation and the results arc far from ideal. Any new method should have 

better performance, be easier to understand and have a more rigorous theoretical foundation. A new 

method will be considered in this report based on the artificial intelligence technique ailed neural 

networks (4). We have obtained a program developed by Dr. Simon Barton from Defence Research 

Establishment Suffield which simulates a small neural network [5]. We will •train1 the neura! network 

on a sample of 173 observations. Then we will 'test' the method on a sample of 172 different 

observations and compare the results to the current method. 
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MODEL COMPARISON METHOD 

The confidence factor (CF) method that has been implemented is tied to the International 

Telecommunicatioii., Union (ITU) standards for reporting position error. 

a. CF-4, 'A' category, within 5 nm; 

b. CF»3, 'B' category, within 20 nm; 

c. CF«2, 'C category, within 50 nm; and 

d. CF»1, *D' category, greater than 50 nm in error. 

We will combine the 'C and 'D' categories to increase our sample size for this subset and define 

it as 'errors greater than 20 nm". The confidence factor methods will attempt to predict the location 

error category. 

In [6], we developed a statistical technique for evaluating the accuracy of a confidence factor 

method for a set of observations. We first divided the data set into four overlapping subsets based on 

the actual location error: very good solutions (less than 5 nm in error), good solutions (less than 20 

nm in error), poor solutions (greater than 5 nm in error) and very poor solutions (greater than 20 nm 

in error). Notice very good solutions are also good, very poor solutions are also poor, and some good 

solutions can be considered poor depending on your point of vie* (see Figure 2). 

We can display the accuracy of the confidence factor method by plotting the percentage 

of the time good (and very good) solutions are identified when they occur against the percentage of the 

time very poor (and poor) solutions are identified when they occur. If the confidence factor method 

calls a good solution very poor, or a very good solution poor, we call that a Type I mistake (or 

underconfidence). If the confidence factor method alls a poor solution very good, or a very poor 

solution good, we call that a Type II mistake (or overconfidence). This dichotomy is similar to 

producer's and consumers' risk in industrial testing [7J. When these values are plotted, we can easily 

determine an ideal confidence factor model from an underconfident, overconfident or just plain poor 

model (see Figure 3). 
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Figure 2:    Location Error Categories used in Determining 
Confidence Factor Accuracy in Nautical Miles 
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Figure 3: A Method of Evaluating Confidence Factor Models 
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THE DATA 

For each observation, we have nine independent variables and one dependent variable. The 

following description of the independent variables is taken from [2]: 

i. TV ^telKte (SATV There are four different satellite». 

b. Major and Minor Axes (MAJ and MINI These are the major and minor axes of the 

estimated error ellipse. They are used together with the angle of inclination of the 

major cxis with respect to true north to give an area in which the ELT is presumably 

located a certain percent of the time. 

c The probability (PROBt.  This is the probability that the solution identified is the 

correct one and not its image with respect to the satellite track. 

<L Bias.  Bias is the difference in signal frequency of the beacon from the 121.5 MHz 

standard frequency. It is useful when wanting to combine several detections from the 

same area into one case. If the bias from two detections are within .600 KHz. and 

from the same area, they will be merged into one case. 

e. Cross Track Angle (CTA). CTA is a measure of the angle between the satellite's 

orbital plane and a vector from the centre of the earth to the ELT at the time the 

spacecraft is closest to the beacon. A CTA close to 0° occurs when the satellite parses 

almost directly overhead, whereas CTAs greater than 16° are near the satellite's 

horizon. 

f. Standard Deviation (SPEW SDEV is a measure of how well the frequency data 

composing a Doppler curve fits the model equation defining it. It could probably be 

more accurately defined as a goodness of fit measure, with the smaller the SDEV, the 

better the fit. 

g. dumber of Points (NPTS). NPTS is directly related to how long the signal was 

tracked. For 121.5 MHz signals, one point is generated every two seconds the signal 

is tracked. Once the LUT loses the signal, all of the points are used to make up one 

detection. 
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h. Normalized Quality Factor (NOF). NQF is the ratio of Quality Factor (QF) to NPTS, 

where QF is a function of the strength of the signal and the length of time that the 

signal was received. 

The dependent variable is the location error category. 

PERFORMANCE OF THE CURRENT METHOD 

Our data set consists of 345 observations: 150 (43%) less than 5 nm in error. 129 (37%) 

between 5 and 20 nm in error. 66 (19%) greater than 20 nm in error. We will divide this into two 

separate sets: a training set consisting of the first 173 observations and a test set consisting of the next 

17: observations. Table I shows the classification of test data using the current method. 

TABLE I                                                              8 

1                             CLASSIFICATION OF TEST SET BY CURRENT 
CONFIDENCE FACTOR METHODOLOGY 

ACTUAL CATEGORY 1 
A 

<5nm 
B 

5< <20nm 
CD 

>20nm 
TOTAL 8 

PREDICTED 

CATEGORY 

CF=4 26 12 2 40     | 

CF«3 37 43 16 96     | 

CF-2,1 4 13 19 36     | 

TOTAL 67 68 37 172     | 

As expected, the current method does much better than a random assignment based on the 

relative distribution of the solutions by location error category. Table II shows the percentages that 

would be expected from a random assignment. Table III shows the percentage obtained by the current 

confidence factor method. The higher values on the diagonal in Table III compared to Table II show 

that the current method is working 

Table IV shows the accuracy of the current method in terms of Type I accuracy and Type II 

accuracy. Table V provides 95% confidence intervals on the accuracy using the technique described in 

[8]. Figure 4 shows the accuracy of these results graphically. We can see that the current method has 

difficulty distinguishing very good solutions when they occur (39% accuracy) and also has difficulty 

identifying very poor solutions when they occur (51% accuracy). For the 5 nm breakpoint, the current 

method is underconfident and for the 20 nm breakpoint the current method is overconfident This is 

an undesirable situation. 
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TABLE III 

PERCENTAGES OBTAINED BY CURRENT 
CONFIDENCE FACTOR METHOD 

PREDICTED 

CATEGORY 

<5 

5< <20 

>20 

15.1 

21.5 

2.3 

7.0 

25.0 

7.6 

1.2 

9.3 

11.0 

TABLE IV 

ACCURACY OF CURRENT CONFIDENCE FACTOR METHOD 

SOLUTIONS <5NM IN ERROR 

TOTAL 

67 

CORRECT 
CF*4 

26 
(38.8%) 

UNDER- 
CONFIDENT 

CF=3,2.1 

41 

SOLUTIONS <20NM IN ERROR 

TOTAL CORRECT 
CF=43 

UNDER- 
CONFIDENT 

CF=2.1 

TABLE I! 

EXPECTED PERCENTAGES THAT WOULD BE 
OBTAINED BY RANDOM ASSIGNMENT                             | 

ACTUAL CATEGORY 

<5nm           5< <20nm >20nm 

PREDICTED BY 

RANDOM 

ASSIGNMENT 

<5 15.2 15.4 8.4 

5< <2d 15.4 15.6 8.5 

>20 8.4 8.6 4.6         | 

ACTUAL CATEGORY 

<5nm 5< <20nm     >20nm 

SOLUTIONS >5NM IN ERROR 

TOTAL 

105 

OVER- 
CONFIDENT 

CF=4 

14 

CORRECT 
CF= 3,2,1 

91 
(86.7%) 

SOLUTIONS >20NM IN ERROR 

TOTAL OVER- 
CONFIDENT 

CF=4.3 

CORRECT 
CF=?,1 
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TABLE V 

CONFIDENCE INTERVALS ON 
CURRENT METHOD ACCURACY 

SOLUTION 
CATEGORY 

LOWER 
BOUND 

ESTIMATE UPPER 
BOUND 

<5nm in Error 27.14 38.81 51.S0 

>5nm in Error 78.64 86.67 92.51 

<20nm in Error 80.61 87.41 92.49 

>20nm in Error 34.40 51.35 68.08 

100 

8P 

EG 

<0h 

20 

POOR (VERY POOR! IDENTIFICATION ACCURACY 

3NM 

20 NM 

100 

80 

60 

•40 

■20 

0 
0      10     20     30     40    5G     60     70     80     90    100 
GOOD (VERY GCOO) IDENTIFICATION ACCURACY 

Figure 4: Performance of Current Method on Test Data 
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It is apparent from these results that the current method leaves much room for improvement. 

We will row develop a neural network for predicting location error category based on the training set 

Then we will examine the ability of the neural network model to generalize to new cases by applying 

it to the test set and compare the neural network resu!« to the results of the current method. 

PREDICTING LOCATION ERROR CATEGORY 

One problem should be noted. The neural network method proou« numbers with a fractional 

component. The actual category, on the other hand, is an integer. Therefore we must convert these 

predictions to integers. After considerable thought, we decided to simply round the predicted values. 

Therefore a predicted value of 3.9 would be rounded to 4 and a predicted value of 3.4 wuld be rounded 

to 3. However, sin« we have grouped category C and D together, we will call all predicted values less 

than 2.5. 2. Similarly, any prediction greater than 35 will be called 4. 

A neural network model was developed using the 173 observations training set. When this 

model was used to classify the observations in the test set. the results were as shown in Table VI 

Tables VII and VIII provide more details on the accuracy of the neural network method. Figure 5 

shows the accuracy of these results graphically. 

TABLE VI 

NEURAL NETWORK RESULTS FOR TEST SET 

PREDICTED 

CATEGORY 

CF-4 

CF-3 

CF-U 

TOTAL 

A 
<5 

ACTUAL 
CATEGORY 

B 
5<<:o 

CD 
>20 

44 
(25.6) 

21 
(12.2) 

15 
(8.7) 

43 
(25.0) 

10 
(5.8) 

7 
(4.1) 

14 
(8.1) 

16 
(9-3) 

67 68 37 

TOTAL 

66 

78 

28 

172 
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r TABLE Vil 

ACCURACY OF NEURAL NETWORK METHOD 

SOLUTIONS <5NM IN ERROR SOLUTIONS >5NM IN ERROR       | 

TOTAL CORRECT 
CF-4 

UNDER- 
CONFIDENT 

CF-3.2,1 

TOTAL OVER- 
CONFIDENT 

CF-4 

CORRECT 
CF-3.2.1 

67 44 
(65.7%) 

23 105 22 83          I 
(79.0%)     fl 

SOLUTIONS <20NM IN ERROR SOLUTIONS >20NM IN ERROR       \ 

TOTAL CORRECT 
CF-4J 

UNDER- 
CONFIDENT 

CF-2.1 

TOTAL OVER- 
CONFIDENT 

CF-4.3 

CORRECT 1 
CF-2,1     1 

135 123 
(91.1%) 

12 37 21 16          I 
(43.2%)     fl 

TABLE VIII 

CONFIDENCE INTERVALS ON 
NEURAL NETWORK ACCURACY 

SOLUTION 
CATEGORY 

<Snm in Error 

5nm In Error 

<20nm in Error 

20nm in Error 

LOWER 
BOUND 

53.06 

70.01 

34.99 

27.10 

ESTIMATE 

65.67 

79.05 

91.11 

43.24 

As we can see from Figure 5, the neural network model performed qui:e well en the test set. 

In fact, the ne^'ni network results are significantly better at identifying very good solutions when they 

occur (less underconfidence). That is, when we compare the "<5 nm" results for the current method 

(Table V) and for the neural network method (Table VIII), we see that the confidence intervals do not 

overlap which indicates a statistically significant improvement. None of the other differences are 

statistically significant. 

The neural network model based en location error category shows promise. The results appear 

to demonstrate a Significant improvement in Type I accuracy for very good solutions (i.e. reduction in 

underconfidence)  without  a  reduction  in Type  II  accuracy  (i.e.  without  introducing  more 
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overconfidence).   Although the results are still far from the ideal, this area of research should be 

pursued with more sophisticated tools and larger data sets. 

100 
POOR (VERY PCX») IDENTIFICATION ACCURACY 

0      10     20     30     40    SO    60     70     80     90    100 
GOOD (VERr GOOD) IDENTIFICATION ACCURACY 

Figure S: Performance of Neural Network Method on Test Data 

CONCLUDING REMARKS 

We found that the current confidence factor method, although performing better than random 

assignment, has the undesirable characteristic that it has difficulty identifying very good solutions or very 

poor solutions when they occur. 

We examined a new methodology based on neural networks. The neural network method 

showed significantly improved ability to identify very good solutions when they occurred compared to 

the current method. It did not, however, produce improvements in terms of identifying very poor 

solutions when they occur. Although the neural network results show premise, it is still far from the 

ideal. 

A consultant company, ABIT Systems Inc., has proposed a research contract to apply interval 

mathematics (fuzzy set theory) and inductive learning as preprocessing before applying neural networks 

to this problem [9]. These more sophisticated techniques, which are not currently available to the 

Operational Research Advisor, may enhance the modest improvements that have been demonstrated 

in our research and may take us another step towards an ideal system. 
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APPLICA TIONS OF EXPERTS SYSTEMS IN DND 

SMC, Kingston, Ontario, Cuttadm 

INSPECTION OF DND WARREN TRUSS BUILDINGS USING KBES IN A 
WINDOWING ENVIRONMENT 

H. C. Fu' and G. Akhras* 

Abstract 
The Department of National Defence (DND) has over two hundred timber 

Warren truss hangars throughout the country. The roof of these structures is 
supported by timber Warren trusses. These structures were built in the early 1940's 
and are showing signs of deterioration. In order to properly maintain these aging 
structures, regular inspections by military engineers and technologists to assess 
their structural behaviour are required. 

Inspection of a building often requires following guidelines and applying 
heuristic knowledge such as experience and rufas of thumb. Eecause of the nature 
of the inspection process and all the heuristic knowledge that is associated with 
it, Warren truss inspection lends itself well to an expert system application. 

The development of a knowledge based expert system for the 
maintenance of timber Warren trusses is now underway. The system combines 
expert system technologies, object-oriented programming, relational database 
models and hypertext/graphics in a windowing environment This paper presents 
a brief insight into the strategy and technique used in the development of the 
system. Two sample consultations are given to demonstrate the capabilities of the 
system. 

'Research Engineer, "Associate Professor, Dept of Civil Engineering, RMC, Kingston, Ontario 
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INTRODUCTION 

An expert system, also known as knowledge-based expert system (KBES), can be 

considered as a computer program that captures human knowledge and decision making 

process. An expert system has two basic components: a knowledge base and an inference 

engine. The knowledge obtained from the human expert or experts comprises information 

specific to the domain of the problem being addressed and is captured in the knowledge 

base. The inference engine interprets and applies the knowledge base and attempts to make 

decisions to problems that would ordinarily require a human expert. Fully developed expert 

systems are capable of accepting facts from the user, processing these facts against the 

knowledge base, and, on the basis of these facts and knowledge, making conclusion which 

are close to the conclusion of a human expert. 

Applications of expert system technology can be dated back to the mid-1970's. 

MYCIN 19], widely regarded as the first successful expert system, was developed at 

Stanford University to help diagnose and treat glaucoma-related infections. Since then, 

expert systems have been used in a wide variety of domains' ranging from medical 

diagnosis to military strategic assessment, and from nuclear reactor control to information 

management. The potential uses of expert systems appear to be virtually limitless. The 

recent interest and potential prospects in the development and application of the expert 

system technology in the fields of engineering are both enormous U,3.6] and growing 

rapidly. 

A system for the overall management of timber Warren truss structures is being 

developed by the KBES Group of the Department of Civil Engineering at the Royal 

Military College of Canada [2]. This system has many sub-systems related to the 

maintenance of all DND timber Warren truss buildings. One of which is the diagnosis or 

inspection of the trusses. The principle objective of the inspection process is to determine 

the appropriate action required to repair defective members of the structure. Some of the 

solution strategies and development techniques of the system are presented in this paper. 

Two sample sessions are included to demonstrate the capabilities of the system. 
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TIMBER WARREN TRUSSES 

The Structure 

DND owns many hangar type timber Warren truss structures on CF bases 

throughout the country. These Warren truss buildings, built during and soon after World 

War II to meet the needs of the expanded Armed Forces establishment, were constructed 

as temporary structures and were used by the military mainly for aircraft housing and 

maintenance. It is estimated that across Canada, there are more than two hundred of these 

'temporary' buildings still standing. 

The buildings were designed and built in two trus3 configurations, namtj an eight- 

panel pitched chord truss and a seven-panel parallel chord truss. The overall configurations 

of the two types of trusses were standardized with a span of 34.16 m. A standard building 

has eleven such trusses spaced at 4.88m for 2 total length of 43.8 m. Fig. 1 shows a double 

Warren truss with the seven-panel parallel chord configuration. 

There are three types of buildings branching from the two truss types: single 

pitched, single parallel and double parallel buildings in which tw> •> iiigie parallel chord 

trusses were joined together side by side sharing a central colum.: .' an view of a typical 

double parallel building is illustrated ir. Fig. lb. Only a few of the hangars still standing 

today used the pitched Warren truss and they all are single span buildings. 

The Problem 

Due to th-3 large number of buildings involved and the urgent demand for timber, 

improperly cured timber was used in some structures. Within the first few years of service 

and after the timber dried out, the trusses began to show signs of distress due to shrinkage. 

The resulting structural deficiencies included cracking and splitting of truss or splice 

members, fracture of truss members, excessive deformation of trusses and loss of camber. 

Shortly after World War II, the structural deficiencies were recognized and a 

program of rehabilitation, repair and reinforcement was established. Structural analysis of 
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TD - 
CD- 
V - 
TC- 
BC - 

tension diagonal 
compression diagonal 
vertical 
top chord 
bottom chord 

EC - end column 
CC - centre column 
B   - turning block tor strands 
S   - splices 
ST - four 13 mm strands (new system) 

- eight 8 mm strands (old system) 

(a) section A-A Elevation of a seven panel parallel Warren truss 

Joint number                   »0 

column-                            rl 

2 - ♦ S  1 
1 
3  1 0 1214 12 10 8   6  • 

I   1    t    I    I    f 
X   2 

1 
2   0 

1 

diaoonal bracinq   —| .,., Jr" 
h**twpAn mli imn?       1          Ik. _ 

swav bracinq           1        eP 
between trusses   —'       I__ 1   1 
bottom chord struts & —1 T^ 
purlin supports above —Tg? 

-LI- I 
48807 

hnr(7nntal rod ^naHna     T   IUQ 

at bottom chord  P 

At JA 

w—j- 
4880 mm typical 

B 
C 
D 
E 
F 
G 
H 
I 
J 
K 

f 
I 

truss name NOTES 
1. Location and configuration of tie rod bracing, sway bracing and 

diagonal bracing varies from building to building. 
2. The number of trusses varies from building to building." 

(b) Plan view of a double parallel Warren truss building 

Fig.l A Double Width Seven-Panel Parallel Chord Building 
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the truss indicated that, for buildings where the live load, mainly the roof snow load, was 

high, the truss end panels and the bottom chord were overstressed. A system of 

strengthening by post-tensioning the Warren trusses was introduced to relieved some of the 

stresses in these areas (Fig. la). 

To ivoid inconsistent results and to eliminate considerable duplication of effort, 

DND established guidelines and direction for the assessment, repair and maintenance 

processes of Warren truss buildings. It was this policy that led to the publication of the 

Construction Engineering Technical Order, or CETO [4]. CETO was first published in 1967 

and later updated in 1988. 

CETO can be considered as a three-part maintenance manual. The first part provides 

instructions for the inspection of Warren truss buildings. The second part provides 

guidelines for determining the necessary reinforcement work in upgrading an existing 

Warren truss building to meet the requirements of the National Building Code of Canada 

18]. The last part of CETO provide? specifications for the repair and reinforcement work 

required because of the current or existing condition -tf the building. 

The process of inspecting a building as outlined in CETO often requires following 

guidelines and applying heuristic knowledge such as experience and rules of thumb. Over 

the years, DND has developed the necessary knowledge and structural techniques adapted 

specifically to timber Warren trusses. This accumulating expertise is dispersed among very 

few engineers and technologists. Extensive consultation is often required to reach an 

appropriate decision. In addition, DND does not have sufficient personnel with necessary 

knowledge to carry out, as often as needed, the task of inspecting deteriorating buildings. 

KBES IN WINDOWS ENVIRONMENT 

An expert-systems development software called Level5 Object [5] is used to develop 

a knowledge based expert system for the inspection of timber Warren trusses. The system 

combines expert system technologies, object-oriented programming, relational database 
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models and hypertext/graphics capabilities in a flexible windowing environment 

Qbiect-Oriented Programming 

Level5 Object is an object-oriented expert system development shell, combining the 

versatility of object-oriented techniques with multiple inferencing strategies in windowing 

environment It provides an interactive windows-based user interface integrated with 

Production Rule Language (PRL). one of the many knowledge representation schemes used 

in expert systems. 

In object-oriented environment, the classification and organization of data within 

a software application are modeled in the same way *s human normally classify and 

organize knowledge. Data and programs are represented as objects. In other words, an 

object is the sum of its data and procedures. Instead of passing data as parameters as in 

conventional programming environment, the objects perform operations on themselves. 

Objects are definitions of database-like entities with associated relationship 

references, procedures, and actions. An object's structure is defined by its class and 

attribute declarations. An instance is a specific occurrence of a class and holds data values 

of its attributes. Fig.2 depicts the structural breakdown of a Level5 Object object 

To understand and process a vast amount of information, objects are grouped into 

a class which defines the properties, inheritance, and attributes of an object. Properties of 

a class define its inheritance, its source and whether it is limited to a single or multiple 

instances. 

A class describes the structure and behaviour of an object within an application and 

is defined by a collection of characteristics called attributes. Level5 Object attributes consist 

of a name, a type, facets, methods, rule group and demon group. Attribute type specifies 

the type of information associated with the class such as numeric data, a true/false 

statement or graphics data that constitutes a picture. Facets control how the inference 

engines process and use attribute. Methods establish developer-defined procedures 
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Fig. 2 Components of a LevelS Object object 

associated with each attribute. Rule group uses backward-chaining rules to conclude the 

same attribute. Demon group uses forward-chaining demons to reference the same attribute. 

Obiected-Oriented Database Management 

LevelS Object supports direct access to external programs and databases with a 

management system that integrates and controls the interaction between the knowledge base 

and the database files. Direct database access enables Level5 Object to read and write to 

files directly from within the knowledge base. LevelS Object views these databases as 

objects, which are referenced and manipulated with standard PRL grammar. 

Windows Environment 

LevelS Object provides an interactive, windows-based graphical user interface. 

Applications developed with LevelS Object run under and follow the conventions of 

Microsoft Windows [7]. The user interface is invoked through Microsoft Windows and runs 

in a fully triggered environment. Pointing and clicking an icon or rule name automatically 

activate the appropriate editor or browser. Clicking on a hyperregicn gives end users 
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auxiliary text and graphic information as needed. 

Using the cupboard of Windows to transfer files, paints and graphics can be 

incorporated into a Level5 Object display. Level5 Object can also display photo or graphic 

images from image files created by other image processing software as long as these files 

are compatible with Microsoft Windows. 

Level5 Object also supports the hypermedia paradigm. By clicking on a hyperregion 

in a window or dialogue box. another window can be opened containing additional 

information in text and graphic formats. 

KBES FOR THE INSPECTION OF DND WARREN TRUSS BUILDINGS 

The Objective 

To accommodate the nature of maintenance of a timber Warren truss, a knowledge- 

based expert system for the diagnosis of the trusses is being developed. This system groups 

many sub-systems related to the diagnosis, repair and database management of the 

rehabilitation history of these buildings. The scope of this project belongs to the class of 

integrated systems which includes many independent but related sub-systems, and which 

needs continuous development, updating and revision. 

Expert knowledge on Warren truss inspection is held by a few, and among them. 

no one has an in-depth knowledge of the whole field. The system is intended to be used 

as a guide for the user, either experienced or novice, throughout the inspection process. 

Implementation of the system reduces the dependence on specialist staff for routine 

inspection work and serves to transfer the diagnosis knowledge from the experts to local 

maintenance personnel as well as among the experts themselves. 

The System 

The system is being developed to run on personal computers using the expert 

system shell Level5 Object which operates under Microsoft Windows environment. The 
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system can be compiled and encrypted to create a run-only system. The run-only system 

can then be delivered to the end users as the completed application. This run-only system 

is smaller, more efficient and portable. 

The knowledge is drawn mainly from the maintenance manual, i.e. CETO, and from 

several engineers who were previously or are presently involved with the inspection and 

the evaluation of the structural behaviour of these structures. Using Level5 Object, the 

domain experts' knowledge are translated into rules and facts while following a special 

syntax. The same group of experts from whom heuristic knowledge is drawn, will also be 

involved in the process of testing and validating the system. 

|5 Facts required by die system is the user's visual observations input by answering 

questions related to each element. The system interfaces to the user and has an efficient 

explanatory component to make the comprehension and checking of how a solution is 

reached possible and effective. After putting facts into the system, the user receives 

diagnoses and recommendations and the user is responsible for making use of it. 

The output lists the recommendations for action. They includes identifying all 

members requiring replacement or repair alon* with the reasoning for the remedial action. 

Because the main source of knowledge of this system is the maintenance manual, specific 

references to particula explanations and details in this manual, if needed, are provided to 

assist the user. 

r   ' 

M 

> -i 
EXAMPLES 

If an expert system is to be accepted, it should exhibit interactive graphics and 

simulation facilities that increase the end user's understanding and control of the system 

being represented. The system being developed is highly user f.iendly with many graphics- 

oriented interface features such as interactive graphics, window management, explanation 

expansion and graphical representation of knowledge base by mapping graphic displays to 

and from conclusions. 
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Since the system has graphical user interface with explanatory facilities, little or no 

programming knowledge and experience is required to conduct an inspection of timber 

Warren trusses. Users simply point and click his/her way through the diagnosis process. 

Two sample consultations with the system regarding the inspection of trass vertical 

members and purlins, are presented in the following sections. 

Truss Vertical Member 

Fig. 3 illustrates the typical screens ((a) to (d)) during a consultation session with 

the system. The msmber under consideration is the vertical member. Graphical display of 

part of the truss with locations and identifications of vertical members are displayed to 

assist the user in responding to the question as shown in screen (a). 

If the user decides to want to know more.about on» or more particular items among 

the given checklist, he/she can simply click the Expand! key on the menu bar shown in 

screen (a). Clicking the Expand! key directs the user to the 'help* window as shown in 

screen (b). The user can then point to and click the appropriate object button in screen (b) 

to activate the help faciliry. Screen (c) shows additional information as requested by the 

user with graphical and photo image displays to enhance the presentation of the knowledge. 

Many of the graphic displays in the system illustrate more than one condition of 

defects. For example, screen (c) illustrates three different types of defects, namely, 

check/split extending to edge of member, split passing through a connector and split in the 

splice block expending through a connector. Screen (c) also demonstrates how to measure 

the slope of grein. Whenever one of these four objects were activated by clicking the object 

button in another 'help' window similar to screen (b), screen (c) will appear. 

Screen (d) is the conclusion display. In this case, the user has indicated that the 

member has "checks/splits extending to the edge of the member". Recommendation from 

the system suggests that the member be removed and replaced with details of the remedial 

action being shown on the same display. 
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Inspection of Worren Truss 
Füe     OK!    ExDand! 

VERTICAL MEMBER 

Please select the conditions that most 
adequately describe the actual condition 
of the vertical member : 
- select or deselect by clicking the checkbox, 
• you may select more than one condition; 
- click Expand I for additional information: 
- click OK! after selection has been made. 
Q wrong dimensions 
D grain stoPG > 1/10 of member iength 
D mechanical damage > 1/10 member area 
D member decayed 
B splits/checks extened to edge o* member 
D end split (>0.5 mm) extending pass the truss chord 
D end split (>0.5 mm) exposing split rings from under 
D end split (>0.5 mm) extending through a gusset connector 
O end split (>3 mm) 

U3     U4     U5     U6     U7 

14 L8 

vertical member 
(double member) 

(a) 

Explanatory Information 33 
OKI 

VERTICAL MEMBER 

Click the appropriate button in order to obtain additional information : 
- click OK! to go back 

Wrong Dimensions 3 End Split of Greater Than 0.5 mm 
Extending Pass the Truss Chord 

Grain Slope Greater Than 
One-Tenth of Member Length 

r—I 
9th    I 

End Split of Greater Than 0.5 mm 
Exposing Split Ring from Under 

Mechanical Damage Greater Than 
One-Tenth of Member Area 

End Spli' of Greater Than 0.5 mm 
Through a Gusset Connector 

Member Decayed I] End Split of Greater Than 3 mm 3 
Splits or Checks Extended to 

Edge of Member     

(b) 

Ftg.3 Screen Displays for Vertical Member 
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Explanatory Information 
OKI 

o t. checks/splits extended to edge of member 
2. split in splice block passing through a connector 
3. split in truss member passing through a connector 
4. method of measuring slope of grain 

main axis of member 

»top« of grain « V/H 

<& NOTE : for grain slope, disregard local grain deviations around knots 

(c) 

Conclusion 

OK! 

VERTICAL MEMBER 

Conditions of the vertical member as given by the user are as follows: 
- splits/checks extened to edge of member 

On the basis of this information, it is recommended that the deficient member 
be removed and replaced as shown below : 

JTZ} 

VERTICAL 

1. REMOVE EXISTING DAMAGED MEMBER 
/  2. INSTALL NEW GLULAM DIAGONAL OF 
I      THE SAME SIZE 

3. DRILL AND DAP TO MATCH EXISTING 
BOLT AND CONNECTOR LOCATIONS 

(d) 

Fig.3 Screen Dispiays for Vertical Member (cont.) 
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Fig. 4 is representative of typical screens ((a) to (d)) for the diagnosis of a roof 

purlin. To assist the user in deciding what is meant by flexural failure, a photo of an actual 

case, screen (c), is displayed right in front of the user after the user has clicked the 

Expand! key in screen (a) and the appropriate button in screen (b). 

Screen (d) is the conclusion display suggesting that this member be replaced. Details 

of the reinforcement for damaged purlins are also shown on the same display. 

Remarks 

At the end of each session, the user can save the context of the session by 

appending records to a database using the values currently in the context. For example, 

records on truss vertical member can be appended to an existing database file which 

contains the history of problems and remedial actions on all vertical members. Since the 

system can directly communicate with existing conventional software such as databases and 

computational/analytical programs, the user can examine the history of any particular 

member either at the start or at the end of each session. 

CONCLUSIONS 

Inspection of timber Warren trusses requires following guidelines and applying 

heuristic knowledge such as experience and rules of thumb. Because of the nature of the 

inspection process and all the heuristic knowledge that is associated with it. Warren truss 

inspection was found to be a good application of expert system technology. 

The proposed system combines expert system technologies, object-oriented 

programming, relational database models and hypertext/graphics in a windowing 

environment Strategy and technique used in the development of the system were presented 

and discussed. Two sample consultations are given to demonstrate the capabilities of the 

system. 
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=3 Inspection of Warren Truss 

File     OKI Expandl 

PURLIN 

Please select the conditions that most 
adequately describe the actual condition 
of the purlin : 
- select or deselect by clicking the checkbox; 
- you may select more than one condition; 
- click Expandl for additional information; 
- dick OKI after selection has been made. 

O wrong dimensions 
D grain slope > 1/10 of member length 
O mechanical damage > 1/10 member area 
D member decayed 
ES flexural failure 
O splits/checks extended to edge of member 

(a) 

Explanatory Information 

OKI 
PURLIN 

Click the appropriate button in order to obtain additional information : 
- click OKI to go back 

Wrong Dimensions Member Decayed 

Grain Slope Greater Than 
One-Tenth of Member Length 

S—I 
ngth    I 

Splits or Checks Extended 
Edge of Member 

Mechanical Damage Greater Than 
One-Tenth of Member Area 

Flexural Failure 

Fig.4 Screen Displays for Purlin 
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C=3l Explanatory Information 
OKI 

FIEXURAL FAILURE OF PURLIN 

W^^W^T^^^-'^^^^^M ''?■' I?7 

>»awS& 

1. Original purlin failed in flexure 
2. A new purlin has been placed alongside the original purlin 

(c) 

Conclusion 
OKI 

PURLIN 

Conditions of the purlin as given by the user are as follows 
- flexural failure 

On the basis of this information, it is recommended that the deficient member 
be reinforced as shown below : __________ 

610 mm typical- 

sssss ^.Ife 
(90 mm nailsji 

I   |       j]    • • #       i 

New purlins : 4-38x286 No.2 or better SPF (2 each side) 

G_> 

purlin 
support (PS) k 

i- roof deck 
sss\sss\ss 

notch ends of new 38x286 pieces 
to fit over existing purl 
shim to ensure tight fit 

fr-S to fit over existing purlin support,    i- i       -  t~r^. 
" under deck J   damaged purlin \&J 

(d) 

Fig.4 Screen Displays for Purlin (cont.) 
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A HEURISTIC MULTIPLE TARGET TRACKER 

Capt J.C.F. Beaupre'. Dr M. Farooq* and J.M.J. Roy1 

jS Abstract 
'/ Because of the proximity of sensor returns during crisis situations such as 

crossing tracks, standard multiple target tracking algorithms can generate 
unreliable target state estimates. The multiple hypotheses tracker (MHT) is a very 
powerful algorithm which does not generate a single track for each target, but 
rather forms hypotheses composed of possible tracks and associated probability 
values. The hypotheses tree generated can become quite large, and by extension, 
very demanding in computer resources. Often, tfie probability values of different 
hypotheses are close and deciding on which set of compatible hypotheses to 
display on the sensor scope is difficult to make until additional sensor data 
becomes available. Notwithstanding these limitations in the algorithm, the human 
operator must always be provided with timely and accurate visual information.'/ 
Considering the difference between the behavioral patterns around an airport in 
peace-time and the aerobatics around a ship in war-time, we argue that the 
characteristics of physical targets provide useful information for deciding which 
hypotheses are the most likely. Considering the effect of rain on the performance 
of sensors, we argue that the environment in which the system operates also 
provides knowledge useful to tracking. Similarly, considering the effect of the 
density of targets on the algorithm itself, we argue that intrinsic characteristics of 
the tracking technique provide knowledge useful to its operation. These 

/'taowledge elements have been formalized as heuristic rules operating on the 
' hypotheses tree of the MHT. In effect, the MHT algorithm has been modified to 

accept contextua* and intrinsic knowledge in the form of heuristic rules. /, 

'Graduate Student, 'Professor, Dept of Electrical and Computer Engineering, RMC, Kingston 
"Defence Scientis'., Command and Control Division, DREV, Vzlcartier 

218 

^,.1/n ii • >u   HI mil     i   ""»i ■        i i    r  i i in i ,i .II     mi   inn.,  .m.iu -„.... i— - ,.,. i       I,   i.   ,,,   „   „ ,. 

-    --—-  - ^.--v--    ■-..■.,.:.,.,...>...■-.w..,.-,^.,./:...,, ,.■■■■.,■ .--  ■■.^■.■.„-.■■^■■w,..,.U!.-..   ...M.^,^--  .--i ... .—,;.,.Ji 



■■»in« i|| iiain ' «       i 

»Sä« 

INTRODUCTION 

Motivation 

Multiple target tracking (MTT) is the field of academic research which applies es- 
timation theory to the tracking of multiple moving targets from sensor returns. Most 
MTT methods are algorithmic and can thus easily be implemented on digital computers. 
Many of the simple methods have long been implemented in working systems. Ever 
since the first prototype of the Automated Radar Terminal System (ARTS) was installed 
in Atlanta, Georgia, in 1964, civilian air traffic controllers have been provided with esti- 
mates of the kinematic features of the aircraft within their surveillance radar's field of 
view [12]. In recent years, the processing power of computers has greatly increased. 
Unfortunately, the implementation of many of the more demanding MTT algorithms 
into working systems is still not practical. Recent advances in software development 
techniques may provide the required environment for improving the performance of 
these algorithms. Expert systems are software programs which perform tasks that can- 
not easily be broken down into algorithms. Through this research, we are investigating 
the potential of applying recent developments in expert systems to MTT. 

Related Work 

A literature survey to review the goals, successes and failures of past research in 
applicable domain established the confines of the research topic and identified the dif- 
ferent pertinent study areas within the academic context. As a result of this survey, we 
have situated our work under the intersection of the two academic fields of target track- 
ing, and expert systems. A review of the printed literature on the subject has revealed 

the existence of a limited amount of research in this area. 

Single Target Tracking (STT) 

STT is a simplified target tracking problem whereby the kinematic states of a 
single target are estimated from noisy and cluttered sensor reports. Traditionally, the 
estimated track is obtained by building a linear model of the moving target and filtering 
the sensor returns through a standard estimation signal processing filter. The difficulty 
with STT lies with the formation of a system model which does not include any unknown 
input parameters such as pilot action. The literature survey revealed a single attempt 
at applying expert system technology to STT. Vanicola [15] proposes that an expert sys- 
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tem can be used for sorting out and selecting the best track amongst a set of different 
tracks obtained by different maneuvering filters. The driving knowledge base must con- 
tain the knowledge on the applicability of the different filters. 

Multiple Target Tracking (MTT) 

Most research falling under the MTT category deals with data association; that 
is process of matching sensor reports with tracks. Depending on the context in which 
a physical sensor operates and die characteristics of the sensor itself, a given sensor re- 
port can either belong to a tracked target, be caused by a new target, or be a false report 
caused by system noise. If the data association module performs its function properly, 
then the MTT problem simplifies to one of multiple STT systems operating in parallel. 
Typically, data association pairs are formed by creating a volume around the predicted 
position of an existing track and matching sensor reports falling within this volume to 
the track in question. This volume is referred to as the gate. It becomes more difficult 
to deal with the problem when more than one return falls within a given gate. A number 
of MTT algorithms have been developed to deal with such complex situations. Some 
of the more popular algorithms will be discussed in the second section. It should be 
noted at this point, though, that the application of expert system technology to the track- 
ing of multiple targets is an active area of research. 

Morawski [10], for one, advocates the use of heuristic rules for tracking a closed 
set of known moving objects which cannot easily be modelled by linear systems. An ex- 
ample of these objects are birds, and an example of an applicable rule is that "a duck 
is a bird that normally lands on water and never perches on branches". In this applica- 
tion, heuristic rules or rules of thumb, rather than gates, are used for matching sensor 

reports to targets. 

Enhancement to more traditional solutions to the MTT problem have also been 
proposed. Kountzeris [8], as an example, argues that an expert system could be built 
to combine and take advantage of the features of two MTT algorithmic methods. He 
proposes that the simplicity of the joint probability data association (JPDA) method 
could be combined with the adaptability of the track splitting filter (TSF) using a knowl- 
edge base as the link. Unfortunately, the reference falls short of discussing the imple- 
mentation and the performance of the composite system. Reiner's [14] idea goes one 
step farther than Kountzeris. Reiner postulates that an expert system could manage sev- 
eral multiple target trackers held in an "algorithm inventory" and deployed by heuristic 
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rules which would select an algorithm according to a given goal function. Again, this 
system has not yet been implemented. 

A third possible application of expert systems technology to MTT is one docu- 
mented by Myler [111. This system is quite unconventional in that it is not based on the 
estimation theory, but rather uses advances in imaging theory. Target tracks, in this sys- 
tem, are obtained by matching the sensor echos to pre-stored fuzzy tracks. The two 
modes of operation of this system include one for learning the fuzzy tracks and one for 
normal operation once the fuzzy tracks have been learned. 

Other researchers in this domain promote the use of an expert system for control- 
ling sensor resources such as output power, target illumination time and boresight shape 
according to derived situation assessments such as tracker performance, target density 
and electronic countermeasures (ECM). [1,15] 

Multip.^ Sensor Fusion (MSF) and Higher Inferences 

. Another popular area of study is the assistance of expert systems to problems of 
MSF. The emphasis of such applications is often placed on track correlation; that is, 
matching of tracks obtained from individual sensors to form a comprehensive under- 
standing of the environment [4,6,8,9,14]. Higher level inferences such as target classifi- 
cation, threat assessment and weapons-to-target assignment are often proposed as ex- 
tensions to the track correlator. MSF and higher inferences are sometimes grouped in 
a category of expert system problems called "Command and Control" (C2) problems 

[4,7,9,14,15]. 

Eraeosal 

We propose a different approach for applying simple expert system tools to the 
MTT problem. Reliability is of prime importance during crisis situations such as cross- 
ing tracks, but because of the time and space proximity of the sensor reports, standard 
multiple target tracking algorithms can generate relatively unreliable target state esti- 
mates. The multiple hypotheses tracker (MHT) is a very powerful algorithm (and de- 
manding in computer resources) which can handle difficult situations by differing the 
formulation of hard decisions. It does not generate a single track for each possible tar- 
get, but rather forms hypothetical tracks with associated probability (or likelihood) val- 
ues. Often, the probability values of different hypotheses are close and the decision of 
which set of compatible hypotheses to display on the sensor scope is difficult to make 
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until additional sensor data becomes available. Notwithstanding this limitation in the 
algorithm, the human operator must always be provided with timely accurate visual in- 
formation. 

Heuristic reasoning is a problem solving methodology associated with expert sys- 
tems. It is sometimes applied to problems which cannot easily be solved using an algo- 
rithm. Applicable problems usually involve missing or uncertain information and are 
solved by traversing a decision tree using a heuristic inference (or reasoning) mechanism 
which attempts to duplicate the reasoning process of a human expert. [3] 

We believe and can demonstrate that heuristics can be formulated to improve the 
performance of the MHT. These rules act on the tracks, hypotheses, and corresponding 
probability values to decide which hypotheses are the most representative of reality. 
Some of the rules we have designed assist in managing the hypotheses tree and, by exten- 
sion, assist in managing computer resources. We have also been successful in detecting 
and following the possible manoeuvre of a target. In effect, we have modified the MHT 
algorithm to accept and process knowledge of the context (or environment) in which it 
operates and on its own strengths and weakness. 

lb evaluate the performance of our concept, we have built a prototype. The first 
step in building this prototype was deciding on the context in which our multiple target 
tracker will operate. Because we wanted to keep the contextual rules as simple as possi- 
ble while demonstrating the usefulness of a working heuristic multiple target tracker, 
we decided to simulate the airborne environment of Canadian Forces Base (CFB) Por- 
tage, a small military flight training school of the Prairies as viewed through the returns 
of a modified area surveillance radar (ASR). This simulated ASR is untypical in that 
it provides the range, azimuth and elevation of airborne objects while a typical airfield 
ASR only provide range and azimuth information. 

Outline. 

This document consists of three sections. Following this introduction, the second 
section expands on the academic fields of concern to the research. It describes contem- 
porary MTT algorithms and discusses their strengths and weakness. It considers current 
methods of programming heuristic reasoning and outlines the implementation consider- 
ations. It also outlines the theory behind the MHT and proposes our concept for inte- 
grating the heuristic knowledge to the standard MHT. The third section describes our 
prototype based on the theory described in the previous section and compares the per- 
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formance of our heuristic tracker with the standard MHT. It also concludes this docu- 
ment and recommends future areas of research. 

BACKGROUND THEORY 

Introduction 

The theoretical foundation of this work was obtained by studying recent published 
work in three areas. First, contemporary MTT methods were studied in order to under- 
stand the strengths and weakness of the different techniques and to choose the technique 
showing the most potential of integration with heuristic reasoning. Secondly, publica- 
tions on the application of expert system tools to problems similar to MTT were re- 
viewed. Lastly, to ensure the accuracy of the prototype simulator; information on the 
characteristics of small aircraft in flight was gathered, the applicable characteristics 
of ASRs were studied, the air traffic control (ATC) procedures were reviewed, and the 
features of visual and automated ATC support equipment were considered. 

Before we can move on to discuss different techniques for following multiple mov- 
ing targets from sensor reports, we must first get acquainted with estimation theory as 
it applies to the tracking of a single target. 

Single Target Tracking 

Figure 1 illustrates a simple estimation filter. It accepts noisy signals as its input 
and produces "clean" signals for the output. In a target tracking application, the noisy 
signals are the measured states of a target and the "clean" signals are its estimated states. 
Estimates for all of the target states can be produced provided the measured signals 
form an observable set of the target states. As an example; assuming that the range, 
azimuth and elevation measurements of a target are given and that the target moves with 
a constant velocity, then not only can we estimate the three dimensional location of the 
target, but we can also estimate its three dimensional speed and heading. 

A target tracking filter will thus accept sensor measurements of a target and will 
estimate the kinematic features, or the track, of the target which caused these measure- 
ments. The filtering process normally entails simplifying assumptions to reduce the 
computational burden and to contend with the system's limited knowledge on the 
tracked object. In particular, a tracking filter estimating the states of an aircraft cannot 
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Figure 1 - Simple Estimation Filter 

easily be provided with knowledge on the actions of the pilot. A common simplifying 
assumption made is that the moving object can be modelled by a set of linear constant 
coefficient ordinary nth order differential equations. Most often, for computational rea- 
sons, "nM seldom exceeds two and is normally limited to one. 

The Kaiman filter is such a linear filter. It also has the important quality of being 
recursive so that a history of past measurements doe. not have to be maintained. The 
popularity of this filter is founded on the fact that it is an optimal recursive filter that 
will perform as well as can be expected of any other recursive filter as long as the physical 
target behaves according to the assumed model. In other words, given a first order mod- 
el, the Kaiman filter will behave optimally unless the target accelerates (or manoeuvres). 

Multiple Target Tracking 

Earlier we mention -hat most research work in MTT is directed toward data asso- 
ciation. Data association, in the single sensor context, can be defined as the process of 
characterizing a given sensor report as either belonging to a known target, to a previous- 
ly untracked target, or to a false alarm. Throughout this document sensor reports which 
do not correspond to any physical targets are called false alarms (FA). 

Basically, three popular MTT techniques have been developed. The earliest and 
easiest to implement is the nearest-neighbor (NN) algorithm. The NN assumes that 
the best correlation is the one that associates tracks and reports that are closest, in some 
statistical sense. This algorithm, however, undergoes severe performance degradation 
as target and false alarm densities reach moderate levels. It forces an association which 

224 

[. .1 

?'•'» 

if 
m.-H 

IM 

_,-„»„,™.,...i™.i ii in ■ u • 
,,.„,.-,-,«».i  mmm.mmmmwm     ," '■- '—''■   ■"""■""   -n.,U    ■,■»■'¥■>    ■"   ■■ ■ 

-  ■  ■  -  ■  ■■■■      -     ■■■-— ■• -■■'  ■-■■■ -----   ■ •--■■■■■' :>.....,- -„...«.•-^^■■jrf'.a..*:. ar'uuMuA ■ «a 



t^!4WJJB|N.^i#,,ff!^lWJP^ iiimiimiUlBf^BBBipiptP 

/J 

1 

I 

■3 
3 

in many cases is erroneous, and has no formalized capability to account for the fact that 

a target is not always detected. 

The second technique we discuss is the Joint Probabilistic Data Association Filter 

(JPDAF) [2]. In this algorithm, all of the reports reasonably close to a given track are 
used to form a weighted average and the result is used to update the track. The weights 
are based on the probability that the report originated from the target and is a function 
of statistical distance. This algorithm has several drawbacks. While it shows the ability 
to maintain continuity superior to the nearest-neighbor algorithm, it does this at the 
expense of accuracy. This is apparent since all reports are used in computing the track 
update even though at most one report is really from the target. The others must be 
reports from other targets or from false alarms. Another limitation to both of these 
techniques is that track initiation and track termination are not inherent to the algo- 

rithms, but must be handled separately. 

The third and last candidate MTT technique is the Multiple Hypothesis Tracker 
(MHT) [2,13]. Here, instead of trying to resolve a difficult association immediately, all 
possibilities are enumerated as hypotheses. The probability of each hypothesis is com- 
puted, and ideally, all hypotheses are maintained until there is enough data to make a 
decision as to the correct hypothesis. Since it would be extremely computationally de- 
manding to maintain all hypotheses, a suboptimal implementation which includes a 
mechanism for pruning unlikely hypothesis must be used. This algorithm contains a 
number of advantages over the other two techniques Some of these advantages are that 
track initiation is an integral part of the algorithm, the manoeuvre detection can be han- 
dled within the basic algorithm, and last but not least, one of the hypotheses must be 

the correct one. 

A useful concept for MTT is that of gating [2]. Gates, or correlation gates, are 
sets of positional and velocity limits in each coordinate. Asensor report which falls with- 
in the gate of a track is said to correlate with that track. It should be noted that all of 
the three techniques of MTT described above support gating, but they can also be im- 

plemented without it. 

For illustrative purposes, we will now consider a simple data association problem 
and discuss the process followed by each of the three algorithms introduced above. The 
situation considered is shown in figure 2. Our system, which uses gating, has been track- 
ing targets for some time. Two tracks, Tl and T2, are being followed. We now stand 
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at the kth sample (k is a positive integer). A gate is formed around each of the two tracks 
and is drawn as an oval centered on the predicted positions (Tl^n and T2it|k-i) for sam- 
ple k given the measurements up to sample (k-1). Three measurements (or reports), 
Ma, Mb and Mc fall within the boundaries of either of the two gates. All three measure- 
ments fall within the gate of Tl while only M, and Mb correlate with T2. A fourth mea- 

surement, M<i, does not correlate with any of the two tracks . 

Figure 2 - Data Association Problem 

Let us define the residue to be the distance between the predicted position of a 
track and the location of a given sencor report. The first algorithm, the NN, processes 
Tl by calculating the residue between the position labeled Tlk|k-i and the locations of 
M„ Mb and Mc and uses the closest measurement to update the track. Similarly, for 
T2, it uses either Ma and Mb depending on which one is closest to the location labeled 
T2k|k_i. Notice that no constraints, within the standard algorithm, prevents Ma from 
updating both tracks. Also, the basic algorithm, implemented without gating, cannot 
deal directly with missed reports, that is physical targets which are not reported by the 
sensor. There exist variances to this algorithm, one of these being the Track Splitting 
Filter (TSF) which attempts to deal with the problem of multiple measurements falling 

within a gate. 

The next technique we introduced is the JPDAF. Again, as with the NN, the resi- 
dues between compatible tracks and measurements are computed. To update track Tl, 
a hypothetical measurement is formed by calculating a weighted average of residues be- 
tween Tl and each of the three measurements falling within its gate. The weights used 
are based on the residues themselves. The smaller the residue, the higher the weight. 
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Track T2 is also updated through the same process using Ma and Mb. As mentioned 
earlier, the JPDAF is not as accurate as the NN. It disregards the undebatable premise 
that at most one measurement a scan is caused by physical target. On the other hand, 
it is more capable of maintaining continuity since its performance will suffer less than 
the NN whenever the wrong measurement happens to be closest to a predicted target 

position. 
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Figure 3 - Hypotheses Generation in MHT 

Consider again our example. Figure 3 shows part of the hypotheses tree that 
would be generated by the MHT. Suppose an earlier hypothesis at scan k-1, identified 
in the figure as H,(k-i), included the existence of the two tracks Tl and T2. Because 
Ma correlates with both tracks, four child hypotheses are created from H,(k-1). The first 
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(Hi(k)) assigns M, to Tl; the second (HJOO) matches it to T2; the third hypotheses 
(H3(k)) labels M, as being a false alarm (FA); while the last one (Hrfk)) assigns it to 
a new target it calls T3. Now, Mb also falls within the gate of both targets. Each of the 
four new hypotheses formed by processing M, generate additional hypotheses when Mb 

is processed. Given that Ma was assigned to Tl (H^)), three new hypotheses, H5(k) 
through HXk), are generated. Note that Mb cannot be assigned to Tl since Tl has al- 
ready been updated under its parent hypotheses. M* on the other hand, can still be used 
to update T2 (H5(k)). It could also have been caused by system noise (H6(k)) or it could 
indicate the existence of a new target called T4 (H,(k)). On the other hand, assuming 
H2(k)toberight, three new hypotheses are formed and join the tree under H2(k). Simi- 
larly, four new hypotheses are generated under each of H3(k) and H^k). In effect after 
processing two measurements of scan k, our initiäThypotheses Hi(k-l) gave birth to 14 
child hypotheses. After processing the third measurement (Mc) in a similar manner, the 
number of hypotheses increases to 36. For lack of space, figure 3 does not show the 
new leafs created by processing Md. Because M* does not correlate with any existing 
track, only two hypotheses are generated under each of the hypotheses formed by pro- 
cessing Mc. The first one characterizes Md as a new target (T6) while the second one 
makes it a false alarm. The number of end hypotheses, thus, doubles to 72. It should 
also be noted that the algorithm provides means for calculating the probability (or likeli- 
hood) of each hypothesis. This probability value is a function of the probability of its 
parent, the expected density of real targets, the expected density of false alarms, the ex- 
pected probability of detection, the residue as defined earlier, the expected quality of 
the tracks (track covariance matrix) and the expected precision of the measurements 

(measurement covariance matrix). 

The fundamental difference between the MHT and the other two algorithms de- 
scribed above is that it is measurement oriented rather than being track oriented. Track 
oriented algorithms require prior knowledge of the existence of targets before they can 
form estimates of kinematic features. They form track to measurement associations ac- 
cording to the probability that a given measurement belongs to a known track. Such 
techniques, i.e. the JPDAF and the NN, do not formally provide means of recognizing 
the existence of a new target or the termination of a vanished target. Measurement ori- 
ented techniques, such as the MHT, use the prior knowledge that we have a report, and 
compute the probability that this report belongs to an existing target, to a new target, 
or is caused by a false alarm.   Clearly, techniques based on the track oriented model 
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are more manageable since the measurement oriented model involves excessive growth 
of hypotheses that must be stored and manipulated. 

Nevertheless, with the computation power of present day digital computers, and 
using some simplifying assumptions based on the environment (or context) on which the 
MTT operates, an MHT can be fine tuned to perform adequately. Knowledge engineers 
find the algorithm quite attractive in that it generates a multitude of mutually exclusive 
interpretations. The challenge resides in choosing the most likely interpretations to be 
displayed to the human operator. Also, unlikely interpretations can be removed from 
the hypotheses tree to limit its growth and maintain the computer resources requirement 
within manageable limits. Again, the problem is in establishing which interpretations 

are unlikely. 

fleuristic Reasoning 

Expert systems, in this document, are systems which attempt to model the heuris- 
tics or rules by which human experts solve problems. Human experts can reason with 
incomplete, uncertain and contradictory knowledge. Human faces are all different, but 
a baby girl easily recognizes her mother's face very early in life even though she has as- 
similated and can understand few facts about her environment. In effect, this child is 
an expert at recognizing human faces. In fact, she is probably more efficient in this role 
than any of the contemporary artificial systems. Human experts commonly apply their 
knowledge heuristically. They explair« their decision making process by using analogies, 
examples, guesses, or rules that apply within restrictive conditions. Attempts to auto- 
mate such decision making processes often perform poorly because of the difficulty in 
formalizing all of the necessary rules. This problem is being looked into by researchers 
in the field of knowledge acquisition. 

Let us consider three classes of problem solving methodologies and define a two 
dimensional space we call the solution space. Within this space, a problem solving meth- 
odology is described as a search tree. The root represents the initial states of the prob- 
lem, branches describe applicable interim solutions and the end nodes characterize pos- 
sible complete solutions to the problem. Figure 4 illustrates the three classes we wi.ll 

1 describe. 

The first class, figure 4(a) the exhaustive search, is one where all of the possible 
solutions are investigated. The tree is traversed either in a depth first or a breath first 
manner and admissible branches are never disregarded. Comparing figures 3 and 4(a), 
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(a) Exhaustive Search 
(MHT, without 
pruning) 

(b) Monotonie 
Search (NN) 

(c) Heuristic Search 
Figure 4 - Searching for a Solution 

we quickly realize that the MHT, without pruning, falls within this category. An impor- 
tant consideration in implementing such problem solving methods is that decisions are 
never firm, but are continuously reviewed. A problem with this technique is that it pro- 
vides a variety of possible solutions, but no way of distinguishing which solutions are 
right or the best. 

The second class, illustrated in figure 4(b), includes techniques, such as the NN 
and the JPDA, where hard decisions are formed at every level of the tree so that, once 
the decision is formalized, it can never be reviewed. We refer to this problem solving 
methodology as monotonic reasoning with reference to the impossibility to review deci- 
sions made earlier in time. 

In some ways, the third and last class, shown in figure 4(c), is a compromise be- 
tween the other two. The intent is to improve the manageability of the exhaustive search 
by eliminating unlikely, but admissible, solutions. Hard decisions, similar to the ones 
made in monotonic reasoning, are made to distinguish between likely and unlikely 
nodes. Nodes labelled as unlikely are removed (or pruned out) from the decision tree. 
Soft decisions are also continuously reviewed to establish which of the possible end solu- 
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tions are good and worth returning to the human operator (or to other systems). These 
decisions are guided by the amount of computer resources available, the timeliness re- 
quirements of the solution, and the acceptable error or impreciseness rate. The condi- 
tions (or rules) on which these decisions are based are determined by the environment 
in which the system operates and on the intrinsic characteristics of the algorithm. These 
conditions are also often subjective and formed by the designer according to his ratio- 
nalization of the environment and his comprehension of the algorithm. It is the subjec- 
tive nature of these conditions that characterizes this reasoning class, which we call heu- 
ristic reasoning. 

We have been introduced earlier to the problem of potentially unmanageable (NP 
hard) growth of the MHT hypotheses tree. Obviously, the MHT cannot be implemented 
directly as an exhaustive search problem. Not only would the computer resources quick- 
ly extend above manageable limits, but io many possible solutions would exist that it 
would be impossible to find the correct one. Unlikely hypotheses must, then, be pruned 
out to keep the problem manageable (NP complete). A method for confirming good 
hypotheses must also be put into place to provide the means of returning the human 
operator with the system's best interpretations of the sensor's environment. These 
changes to the standard MHT would make it fall in the heuristic class of algorithms. 

:5I 

■i 

Vi 

■ 

■I 

'1 

The difficulty now lies in establishing the criteria to use in characterizing hypothe- 
ses as good, likely or unlikely. Obviously, the easiest method to distinguish unlikely hy- 
potheses from the others is to use their probability values. We can either remove the 
hypotheses that fall under a probability threshold or keep the n (n is a positive integer) 
most probable ones. Good hypotheses can also be defined as the ones of highest proba- 
bility. Chen [5] proposes an efficient method of implementing such a selection tech- 
nique based on the branch-and-bound algorithm. Using his technique, the computer 
would find the good and likely hypotheses without formally forming them. Unlikely hy- 
potheses would then never be created. Another advantage of the branch-and-bound 
algorithm is that the selection process could be implemented on a multiprocessor sys- 
tem. 

The problem with this technique is that the probability value of hypotheses is 
based on features which are assumed and may not be representative of reality. As an 
example, as weather changes, the density of false alarms is normally affected; but the 
manner in which it is affected is unpredictable. As a result, the expected density of false 
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alarm is never well known, but this value is necessary for the computation of the proba- 
bility of every hypothesis which includes the supposed existence of a false target. Our 
attempt is to find heuristic ways of characterizing hypotheses using the knowledge of 
the environment in which the sensor operates, the knowledge of the characteristics of 
the targets normally found in view of the sensor and the knowledge of the intrinsic char- 

acteristics of the algorithm. 

THE HEURISTIC MTT PROTOTYPE 

Introduction 

Figure 5 shows the block diagram of the heuristic based MTT built to investigate 
the viability of our concept. The MTT itself is depicted by the center block in the figure. 
It is composed of two sub-modules. The first sub-module is a standard MHT while the 
second formalizes the concepts described in the last section. We have also designed a 
scenario generator which allows us to build suitable flight trajectories and set up scenar- 
ios by combining different trajectories in time and space. These scenarios are then used 
by the sensor data generation module which generates simulated sensor reports which 
are then forwarded to our tracker. Our last module is our graphical display module 
which accepts the system's best interpretation of reality and displays the corresponding 
tracks. Many of the heuristic features of our system can easily be removed so that we 
can compare their effect on the performance of the overall system. 

Physical Environment of the Prototype 

The immediate airspace around an airport is strictly regulated. To maintain air 
traffic separation, pilots can either use the services of air traffic controllers or obey visu- 
al flight regulations (VFR). The choice between these two alternatives depends on the 
intentions of the pilot and on the weather. As an example, to land or take-off, pilots 
must always contact the controllers. They may not need any clearance, though, if they 
are already airborne and simply wish to fly through controlled airspace without interfer- 
ing with other traffic. In either event, there exist strict guidelines for vertical and hori- 
zontal separation between traffic, restrictions on the altitude of flight depending on 
heading, and formalized standard flight behavior patterns which reveal much about the 
intention of the pilot. As a result of these regulations, the behavior of targets within 
the airspace of an airport under normal circumstances, is somewhat predictable [12]. 
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Figure 5 - Heuristic Multiple Target Tracker 

Knowledge based on the predictable features of targets can assist in forming some of 
the heuristic rules necessary in improving the manageability of the MHT. 

The type of traffic around a given airport also tends to be predictable. As a test 
location, we have studied the airborne environment of a small military training airport 
of the Canadian prairies called CFB Portage. Very rarely does any traffic other than 
the training aircraft venture within the controlled airspace of Portage. Accordingly, 
characteristics of expected targets such as cruising speed, climb and descent rates, and 
maneuverability can be used to form restrictions on the characteristic of the tracked tar- 
gets. In turn, these restrictions may assist in characterizing hypotheses as good, likely 

or unlikely. 

We have developed different scenarios to test our prototype. Our principle sce- 
nario lasts 25 minutes and includes up to nine targets of various kinds performing aero- 
batics typical to the Portage airspace. Seven of these targets (three Tutor jets, three 
Musketeer propellor planes and one Jet Ranger helicopter) are common to the Portage 
environment, the eighth one is a 707 flying through the scan volume of our sensor at 
a high altitude, and our last aircraft is a civilian Cessna 150 which has similar flight char- 

acteristics to the military propellor trainer, the Musketeer. 

The sensor, its location and its characteristics can also play a role in forming the 
heuristic rules. If a radar is located in such a way that the ATC tower shadows targets 
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behind it, the probability of receiving an echo from this shadow is low. The knowledge 
such as this can be of assistance to the MTT. Similarly, weather and other environmental 
elements (such as sea clutter) is known to affect the performance of sensors. The effect 
of these elements, we believe, should also be integrated in a working system. 

Our prototype uses a simple model for the sensor. It simulates a modified Area 
Surveillance Radar (ASR) with a scan range of 40 km and a azimuth range of 360°. The 
ASR of a typical airfield provides range and azimuth information of aircraft within its 
field view but our simulated sensor also returns elevation information. In fact, our simu- 
lated sensor has an elevation range of 0° to 60°. We justify this inconsistency between 
our simulated sensor and physical systems by noting that the tracking algorithm of most 
working systems use the altitude provided by the Secondary Surveillance Radar (SSR) 
transponder of physical aircraft and are thus able to perform three dimensional tracking. 
Because we initially restricted the scope of our work to the single sensor case, we felt 
our approach of simulating a three dimensional ASR reasonable. 

ferformapcc of the PrototyjBg 

Because of the responsibility resting on the shoulders of air traffic controllers, 
their support tools must be extremely dependable. Accuracy, timeliness, and complete- 
ness of information is crucial. 

We have thus chosen to display a large number of tracks. Fortunately, because 
most of the tracks are concentrated around the location of physical targets and many 
are so close that they overlap, we found that this practice did not overly clutter the opera- 
tor scope. Another heuristic is that the association of a measurement to an existing tar- 
get or to a new target is always favored over the characterization of this measurement 
as a false alarms. This has improved the timeliness of the algorithm while rendering the 
algorithm more conservative in its measurement to track correlation. 

We have also been successful in using target related features in forming heuristic 
rules. Tracks which are too high to belong to any expected physical targets are weeded 
out. We also reduce the number of possible correlations by preventing gates from hav- 
ing radii larger than the distance that can be travelled by targets flying at a multiple (be- 
tween two and three) of the maximum speed of aircraft expected within the surveillance 
volume. Because new tracks have high covariance, the correlation gate formed in the 
classical manner around a new track is quite large. This reduction in gate size has im- 
proved the timeliness of the system without affecting the accuracy. Another use for these 
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expected maximum speed parameters is in initializing the velocity elements of the track 

covariance matrix. 

Unfortunately, because the versatility of our sensor model is limited, our proto- 
type does not allow us to observe the effect heuristics on changing environmental fea- 
tures. In our sensor model, the probability of detection of physical targets is kept con- 
stant and is independent of the range and the radar cross section of individual targets. 
Also, the density of false alarms and the standard deviation of measured positions are 
constant in time and space. These parameters must be set before running the sensor 
module and cannot be changed as the scenario unfolds. Accordingly, heuristic rules 
based on changing environmental features (such as weather and shadowed targets which 
affect these parameters) cannot be tested with our present prototype. We have been 
successful, though, in projecting the tracks of non-maneuvering targets leaving the sur- 
veillance volume (elevation above 60°) and in resuming normal tracking as they re-enter 

the viewed space. 

The changes mentioned above are minor, but have revealed themselves to be ef- 
fective in the air traffic control environment. Because of the regulations that targets 
follow in such an environment, they are normally well behaved and, thus, easy to track. 
Our main scenario of 25 minutes (300 scans) involves nine targets behaving within regu- 
lated directives. We have been successful in displaying timely, accurate, and dependable 
information. The tracking module of our system normally returns the estimated inter- 
pretation of reality within three second of processing time, it very seldom looses track 
of a target even if the target is maneuvering, it displays all new physical targets within 
four scan periods and it seldom shows false targets. We have also been successful in 
associating tracks belonging to the same target and are now in the process of developing 
heuristics for situation assessment. The situation assessment module will be responsible 
for finding tracks belonging to physical targets that do not comply with the behavior ex- 
pected of them. Examples of such unauthorized behavior are: aircraft flying too low, 
aircraft with conflicting headings, and unauthorized separation between two aircraft. 
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