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Abstract 

The DGPS technique can considerably improve the 
accuracy of stand-alone GPS positioning, but the 
improvement depends on the distance between the user 
and the reference station (spatial correlation), the 
latency of differential corrections (temporal correlation), 
and the quality of differential corrections. Therefore, 
how to correctly generate differential corrections as 
well as their precision is one of the keys to the DGPS 
positioning technique. This paper presents a new 
algorithm for generating differential GPS corrections. 
This algorithm directly uses code and carrier 
observations in the measurement model of a Kalman 
filter, so that it is possible to use a simple stochastic 
observation model and to use the standard algorithm of 
the Kalman filter. The algorithm accounts for biases 
like multipath errors and instrumental delays in code 
observations and it clearly shows how differential 
corrections are differently affected by code biases when 
dual or single frequency data are used. In addition, the 
algorithm can be integrated with a recursive quality 
control procedure. As a consequence, the quality of 
differential corrections can be guaranteed with certain 
probability. 

1. Introduction 

The DGPS technique can considerably improve the 
accuracy of stand-alone GPS positioning, since biases 
inherent in the latter technique are greatly reduced or 
even eliminated. But the improvement depends on the 
distance between the user and the reference station 
(spatial correlation), the latency of differential 
corrections (temporal correlation), and the quality of 
differential corrections. Therefore, how to correctly 
generate differential corrections as well as their 
precision is one of the keys to the DGPS positioning 
technique. Currently, there already exist several 
algorithms for the generation of differential corrections, 
for instance, the algorithm based on carrier filtered code 
observations [van Dierendonck 1993], [Landau 1993] 
and the algorithm based on code observations and 
sequential differences of carrier observations [Loomis 
1986], [Loomis et al. 1989]. But all these algorithms 
have at least difficulties to correctly specify stochastic 
models, since the input measurements of them are 
either correlated in time or correlated with dynamic 
noises of states. 

This paper derives a new algorithm for generating 
differential corrections along with a recursive quality 
control procedure. The derivation of the algorithm is 
followed by a discussion on how the recursive quality 
control procedure, as detailed in [Teunissen 1990a, 
1990b], can be applied for this particular case. 

2. IMeasurement model and dynamic model 

At time f^, a general form of GPS code and carrier 
observation equations are used as follows 

Pk = 9k^<dT,-dtyE,^I,^T,^b,^^,    (1) 

H, = p,+c(d7;-df,)+£,-/,+r,-AN+Ti, 
(2) 

where 

P^.   code observation (m) 
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dT,: 
dh\ 

N: 

carrier observation (cycles) 
satellite-receiver range computed from 
ephemeris data and station coordinates 

(m) 
speed of light (m/s) 
receiver clock bias (s) 
satellite clock bias (including SA clock 

error) (s) 
effect of ephemeris error (including SA 
orbit error) plus a priori coordinate error 

of station (m) 
ionospheric effect (m) 
tropospheric delay (m) 
code observation bias (m) 
code observation noise (m) 
wave length corresponding to one of the 

GPS carriers (m) 
carrier ambiguity (cycles), which does not 

have to be an integer. 
carrier observation noise (m) 

Note that the parameter b^ in the code observation 
equation is new. It has been shown in [Jin 1995a] that 
without introducing this parameter, code observation 
noises are biased and their time series appear to have 
Hnear and/or periodic behaviour. Whereas after 
introducing the bias parameter b,^ in the code 
observation equation, code observation noises become 
unbiased random noises of zero mean. The code bias b,^ 
is a combination of all systematic errors in the code 
observation, which could have resulted from, for 
example, multipath and instrumental delay. For the 
same satellite, the sizes and behaviours of code biases 
on different frequencies may not be the same. For 
different channel or different observation environment, 
the bias behaves also differently. It has been found that 
in quite good observation environments the variation of 
the bias can be about 0.5 metres or more for a period 
of one hour and it appears more clearly in Trimble 
4000 SSE receivers than in TurboRogue SNR-8000 
receivers. With the improvement of GPS receiver and 
antenna designs, this bias may become less and less 
significant in the future. For more details on the 
behaviour of the code bias, one can refer to [Jin 1995a]. 

By using the broadcast navigation data, the approximate 
value dt^" for dt^ can be computed. Let us denote the 
correction to dt" by Sf^ and represent the combination 
of receiver-clock bias, correction to the approximate 
value of satellite-clock bias, tropospheric delay and 

ephemeris error by 5^, 

S,-c{dT,-5t,)^T,^E^ (3) 

Consider the case that four types of observables, LI 
and L2 code and carrier, are available. In the following, 
we use Pj, b^ e^, Xi, (?,, and A^ to represent the 
quantities related to the LI frequency and P,^ i,,, 6,,, ^.i* 
and A^ for those related to the L2 frequency. In the GPS 
observation equations, the ionospheric effect depends on 
the frequency of the transmitted signal. Generally, when 
dual frequency data are processed, only the first-order 
ionospheric effect is accounted for. The first-order L2 
ionospheric effect is equal to the first-order LI effect 
multipUed by the squared ratio of the LI and L2 
frequencies. Therefore, if 4 denotes the first order 
ionospheric effect for the LI frequency and r the 
squared ratio of the LI and L2 frequencies (r=1.647), 
we arrive at the following system of code and carrier 
observation equations 

1    1 

1   -1 

1   -r 

1   r 

-1 

A.,iV 

(4) 

The ambiguities A^ and A^ are constant in time, provided 
that no cycle slips occur in the LI and L2 observations, 
respectively. All other parameters generally are 
changing in time and have to be solved for every 
epoch. Equation (4) cannot be used directly because the 
number of unknowns is larger than the number of 
observations, regardless of the number of epochs for 
which data are available. It is, however, possible to 

estimate the variations of b,. and S^ with respect to b^ 
and S„, respectively. This can be achieved by the 
following parameter transformation 
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5.+ 
*   r-1 ° r-1 

*   r-1 ° 
ftn + -*n 

r-1 
, ..   r+1,       2 

r-1       r-1 

r 
r^ 

-1 
r-1 

r+1 

r-1 

2r 
r-1 

-1 

-1 
r-1 \h] 

1 h 
r-1 K^N 

-2 X,N 

r-1 h 
r+1 K 
r-1 *0 

Uo 
-1 

(5) 

which results in 

PrPk-c-dtt 

A,<t)t-p^+cJf° 

^2*rP*-^^-^f* 

Pr9,-c^l 

1  1 

1 -1 

1   -r 

1    r 

5.+ 
*   r-1 ° r-1 

1  I.       1  c 
'   r-1 r-1 

'r 
2  fc 

, ,-.    2r ,     r+1 j- XJV + br. bf. 
^     r-1 °   r-1 ° 

K-^o 

(6) 

This system can be solved for every epoch. For epoch 
k=0, the first four parameters are computed, and for the 
remaining epochs parameters 1, 2, 5 and 6 are solved, 
while parameters 3 and 4 are constant. 

In order to improve the precision of the estimates of the 
parameters and to estimate the rate of change of the 
differential corrections as well as the corrections 
themselves and to provide redundancy for quality 
control, we introduce dynamic models for 5^, 4, fc^ and 
6^. It has been shown in [Jin 1995a] that the third order 
time derivative of 5^ and the second order time 
derivative of 4, denoted by s^ and t^, respectively, can 
be modelled as zero-mean white noise processes with 
constant spectral densities qf (mVs') and q, (mVs'). 
The second order time derivatives oib^ and f,, denoted 

by £■, and 6^, can be modelled as zero-mean white noise 

processes with the same constant spectral density?^ 
(mVs^). Therefore, it follows from (6) that the estimable 
state vector related to epoch k (^>0) reads 

5.+ -^fe      ^ 

(7) 

The corresponding original non-estimable state vector 
is 

{S^,   S^,   S^,   I^,   /j,   k^N, 

kjf,   b^,   b^,   6^,   6,:,   bo,   b^y 
(8) 

Our goal is to compute differential corrections. 
Additionally it is preferred to build up a model that 
links the L2 code bias 6^ only with the L2 code 
observable so that it can also be easily adapted to 
situations when L2 code observable is missing or L2 
and/or LI carrier is missing. For these purposes, a 
transformation has to be applied to (7) or (8). For 
reasons of convenience, we transform (8) as follows 
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V.-^o 1           1 

V, 1           1 

Sk 1 

^'       2 1 

h 1 

^'     r.l 1 

^*    r-l 1 

bk-bo 

h 
h-K 

k 
J 

1 
r+1 

1 h 
K 
K 

1 h 
2 

1 X^N 

r+1 bk 

-1 1 h 
r-l r-l bk 
-1 

K 
-1 bo 

(9) 

where Vt=5'j+4 is the differential correction, as defined in e.g. [RTCM SC-104 1990] and [Loomis et al. 1989], and the 

first transformed state is the sum of the first two parameters of (6), i.e. \*bg^Si^+i^*bAs^+^—b„—^*o]+k——^a*—^X Th^ 

rate of change of V^ is the sum of the rates of changes of 5^ and 4, i.e. % = i,+/j. 

It follows from (9) and (4) that the measurement model for the Kalman filter we use reads 

\^b. 

\ 

Sk 
r  , ^1^^^ 

^'       2 

^A'Pk^'^'^'k 

P,-p,^c-dtl 

= 

1 

1 

1 

1 

0 0 

0 0 

0 0 

0 0 

0 

-2 

0 

0 

0 

0 

0 

0 

0 

0 

-(r+1) 

0 

0    10 0 

0    0 0 0 

0    0 0 0 

r-l  0 0  1 

0 

0 

0 
+ 

e* 

^*     r+1 

,   *o-^o 
*    r-l 
bk-bo 

bk 
yk 

A «i 

bk-bo 

K 
' 

(10) 

with 

E\e^) = 0 

EKe^eW = 6,,0 , Q y ^y 

(11) 

(12) 

For the sake of simplicity, herein the measurement 
noises are assumed not only to be uncorrelated among 
observables and epochs but also to have constant 
standard deviations. It was shown in [Jin 1995b], 
however, that the standard deviations of code 
observations can be functions of satellite elevations. 

To derive the dynamic model for Xj^, we need to note 
that A^ and A^ are constants just like ftg and 6„, unless a 
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cycle slip occurs. The second order time derivative of 
differential correction *i is equal to that of ionosphere- 
free differential correction S^, because the /^ is white 
noise and is included in the dynamic noise term. The 
three ionospheric-delay related states in the transformed 

State vector, i.e. r* '    ° i.*- 
\,N*K and L-^, have 

r-l 2      '    '     r+l 

the same rate 1^. In addition, it follows from (9) that the 
dynamic noise of the state vector x^ from epoch k-\ to 
k is that of the original non-estimable vector (8) 
premultiplied by the transformation matrix T of (9). 
Thus the dynamic model reads 

1  A^ -Ml 

1    ^h 

1  At. 

^t, 1 

At. 

1  At. 

$ 

1  At, 

h.^^! 

\(t,-tfS{f) 
2 
{t,-t)S(f) 

S(t) 
(h-m 

/(t) 
0 
0 

0 
0 

dt 
(13) 

k,k-l 

with 
E{d,} = 0 

E{d^;]-b^7 

Qfin 

QlQ: 22 

where 

<?..= 

At, 

20 

A4 
8 

A4 
3 

A4 A4 

0 
2x2 

9fiC?: 22 

■ 

SYM. 

.     <?22 = 

At, 

Af 

(14) 

9b^2 

(15) 

-  SYM. 

Atl 
At. 

(16) 

On the basis of the above dynamic and measurement 
models,   the   recursive   prediction   and   estimation 

equations for the states read 

^k\k-l   ~   *fc,*:-l-'^*;-l|*;-l 
(17) 

^k\k ~ ^k\k-i'^^k[yk ^h\k-i] (18) 

with corresponding covariance matrices for X|,^|,_^ and x^ 
respectively 

Pk\k-i = '^k.k-iPk-i\k-iKk-i^Qd, 

'^k^Yklk-l P^\^ = V- 

(19) 

(20) 

where 
I »i-i (21) 

is the so-called Kalman gain matrix. It will be shown 
later that the predicted residual vector, defined as 

V, = yk-^%-x ^^^^ 

can play an important role in the process of model 
testing. Its covariance matrix reads 

[Kailath 1968], [Teunissen and Salzmann 1989]. The 
initial values of the filter state and its covariance matrix 
can be determined by solving the first three epochs 
simultaneously by least squares. 
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As can be seen from the dynamic and measurement 
models, when L2 code is not available, this algorithm 
can still be applied by simply removing the columns 

and rows related to P^, Sj, 6„, or J, from the models. 

Most reference stations are probably equipped with dual 
frequency receivers, when differential corrections need 
to be generated. But there may be cases when 
differential corrections have to be generated by using 
only single frequency data. Since in the case of only LI 
code and carrier observables available it is no longer 
possible to individually estimate the rates ^^, t^ and i^, 
the above dynamic and measurement models should be 
adapted by combining the code bias bi, with the 
differential correction V^.. More specifically, if the types 
of observables available are LI code and carrier, the 
equations (9), (10), (12), (13) and (15) should be 
replaced by the following ones, respectively 

h- 
h-KN 

h^\K 

1 1 1 

1 1 1 

1 

1 

1 

1 
2 

J. 
2 

2 
2J 

4 

(9') 

10 0   0   0 

10 0-20 

y* 

h^ 
\^X,N 

K^\K 

Ele,e;} = 6,,Q^,   <?, 

(10') 

(12') 

£{j^;} = fi^,r 

«/?ll 

9fQ: 22 

QeQ: 22 

r, 

(13') 

(15') 

As is easy to see, this algorithm is also applicable, 
when only LI code is available. Therefore, the type of 
observable used in the algorithm can be LI code alone 
or along with other code and carrier observables. 

3. Quality control 

The Kalman filter produces recursively optimal 
estimators of the state vector with well defined 
statistical properties. When the input data of the filter 
are normally distributed, the state estimators are 
unbiased, are Gaussian distributed and have minimum 
variance within the class of linear unbiased estimators. 
It is important to realize, however, that optimality is 
only guaranteed as long as the assumptions underlying 
the mathematical model hold. Misspecifications in the 
model will invalidate the results of the estimation and 
thus also any conclusions based on them. It is therefore 
of importance to have ways to verify the validity of the 
working hypothesis, denoted by HQ, made for the 
dynamic model and measurement model. 

The testing procedure of [Teunissen 1990a] consists of 
three steps: 

i) Detection: An overall model test is carried out to 
detect if an unspecified model error has occurred. 

ii) Identification: In case an unspecified model error 
is detected, various alternative hypotheses are 
evaluated to identify the most likely error source. 

iii) Adaptation: After identification of the most 
likely error source, the filter is adapted. 

3.1 Detection of model errors 

Assume  that  the  observation   noises   are  normally 
distributed and the validation of the null hypothesis Hg 
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has been verified up to time k-l. What we need to 
detect at time k is whether an unspecified model error 
has occurred at the present time. Therefore, the null and 
alternative hypotheses are 

ffn 

H: 
"'*I*-1%1 (24) 

or, when expressed in terms of the predicted residuals 

Ho': V, ~ Ar(0, (?,p and //*: v, ~ iV(W,. (?,; (25) 

with Vv^ = V^j in the case of model errors in the 
measurement model or Vv^ = A^Wd,, in the case of 
model errors in the dynamic model. 

Assume that the /n^-dimensional vector Vv^ can be 
written as 

Vv, = CV (26) 

where c is a known m^x/ matrix of full rank / and V 
is an unknown model error vector of dimension /. The 
appropriate test statistic for testing H„ against H^ reads 
then [Teunissen and Salzmann 1989] 

r* = v;(?.;'c,jcx'cj-'c;<v, (27) 
which is distributed under //„ and H„ as 

,      , (28) 
H^: T" ~ x\l,0) and H„: T''~X\1,\) 

with noncentrality parameter 

K=V*c:^Q;lc^y (29) 

In most cases, it is impossible to be sure if the class of 
the alternative hypotheses specified by c,^ indeed 
contains the true hypothesis. In order to test the overall 
validity of the local hypothesis H^^^, the meanw, = c,v 
of Vj under H/ should remain completely unspecified. 
This implies mathematically that the matrix c,^ should 
be chosen to be a square and regular matrix. Thus c^^ 
can be eliminated from (27), which results in the local 
overall model test statistic 

(30) 

In case 

T" = v;(?;>, 

T' ^ xJ<m„Q) (31) 

we may at the confidence level of 1-a reject the null 
hypothesis /f„ of (24) and consider that an unspecified 
local model error is present at time k. 

3.2 Identification of model errors 

The next step after detection is the identification of the 
most likely alternative hypothesis. As with detection, 

identification is based on the test statistic (27). For 
identification, however, candidate alternative hypotheses 
need to be specified explicitly. In the following, the 
discussion is restricted to model errors in the 
measurement model. The theory is, however, applicable 
for the case of model errors in the dynamic model as 
well. For the case that the local alternative hypothesis 
H^ of (24) is restricted to the measurement model, we 
denote c, by Q. It follows from (24) that the local 
alternative hypothesis reads 

Hi.   E{y,] = A,x,-C,V (32) 

This class of alternative hypotheses can be considered 
to model a slip in the mean of the vector of observables 
at time k. The dimension of the Z-dimensional vector V 
in (32) depends on the alternative hypotheses 
considered and can range from 1 to m^ for identification 
purposes. Here we consider the case / = 1, that is, the 
case of a single model error. But the theory is also 
applicable to the case of multiple model errors 
[Teunissen 1990b]. 

With / = 1, the model error vector V reduces to a scalar 
and the matrix Q reduces to an m^-dimensional vector. 
Choose 

(O- 0 1 0-0)* 

t-element i 
(33) 

It follows from taking the square-root of (27) that 

.'-     ''<"'       /.1,...,». (34) 
/   *^-l    \l/2 

This is the local slippage test statistic for the 
identification of a single local model error. The 
identification step is based on the so-called 
conventional alternative hypothesis or data snooping 
[Baarda 1968] in combination with the local slippage 
test statistic. The model error which is tested is 

V. = CjV (35) 

For nii^ predicted residuals, we have m^ local slippage 
test statistics (34). The alternative hypothesis for which 
\t'\ is at a maximum is then considered as the one 
that contains the most likely model error. Determine j 
that 

;• = {«• I If'hmaxdfM.-.k'"*!}}        (36) 

and note that t' has the following distribution 

N{0, 1) under Hn 

Nivfjo^j, 1)     under H^ 

In case 

|r>| ^ NaiO, 1) 
2 

(37) 

(38) 
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where Ar.(o, i) is the upper —-percentage point of the 
2 2 

standard normal distribution, one may accept the 
alternative hypothesis H^ of (32) at confidence level of 
1-a and consider predicted residual j in v^ to be the 
most likely predicted residual containing the detected 
model error. Since other residuals may also contain 
unspecified model errors, remove predicted residual j 
and corresponding covariances from v^ and Q^, 

respectively, and repeat the same procedure as above 
until (38) is not fulfilled for any of the remaining 
predicted residuals any more. 

3.3 Adaptation 

such three cases that an unspecified model error occurs 
in the code measurement, in the carrier measurement, 
and in all measurements. Apparently if unspecified 
model errors occur in some of code and carrier 
measurements, the adaptation of the recursive filter can 
still be done in the same way. In short, if an 
unspecified model error is identified in a code predicted 
residual, then exclude the residual in the measurement 
update; if an unspecified model error is identified in a 
carrier predicted residual, then initialize its carrier 
ambiguity related state; but if an unspecified model 
error is identified in all measurements, then reinitialize 
all states related to the measurements. 

After identification of the most likely alternative 
hypotheses, the recursive filter needs to be adapted. 
Consider the general case that LI and L2 code and 
carrier observables are available, i.e. m^=4. It will be 
shown later that the adaptation procedure can be 
applied to any case, as long as LI code observable is 
available alone or along with other observables. 

Depending on the accepted alternative hypotheses, see 
(37), the adaptation can be carried out as follows. 

•7=1 or 7=4 This is most likely corresponding to the 
situation that the LI and/or L2 code measurement 
contains an ouflier. In this case one can simply 
eliminate predicted residual 7 from the residual vector 
v^. and then continue the measurement update by using 
the remaining residuals. 

• 7=2 or 7=3 This case happens most likely due to the 
occurrence of a cycle slip or an outiier in the LI and/or 
L2 carrier measurement. When a cycle slip occurs in a 
carrier measurement, a new ambiguity is introduced. As 
can be seen from the measurement model, the Ll- 

carrier and L2-carrier related states are i^* '    ° and 

h*- r-1 
which    contain   their   own   ambiguities 

respectively. In this case the Ll-carrier or L2-carrier 
related states should be reinitialized and the filter can 
continue the measurement update by using the other 
unbiased predicted residuals. It can be expected that if 
the unspecified model error is an ouflier instead of a 
cycle slip, this adaptation will be repeated in the 
following epoch. 

• 7=1,7=2,7=3, and 7=4 Since all predicted residuals 
are considered to have an unspecified model error in 
this case, it is probably caused by a slip in the state of 
the differential correction V^. In this case, the states 

reinitialized. 

/,+M!^, b,-b^ and 6,-b^ should be 

4. Discussions 

Compared with other published algorithms for 
generating differential corrections, this new algorithm 
has some distinct features. First of all, this algorithm 
directly uses code and carrier observations in the 
measurement model of a Kalman filter, so that the 
measurements do not become correlated in time, as is 
the case when differences of observations at subsequent 
epochs are formed or when carrier filtered code 
observations are used. This makes it possible to use a 
simple stochastic observation model and to use the 
standard algorithm of the Kalman filter. Secondly, the 
algorithm accounts for biases like multipath errors and 
instrumental delays in code observations. It can be 
applied in the case that code biases are significanfly 
present or absent. In the former case, the effect of a 
time-independent code bias at the initial epoch on the 
estimates of differential corrections can clearly be 
shown, whereas in the latter case, the algorithm can 
generate unbiased estimates of differential corrections. 
Thirdly, the algorithm can be integrated with a quality 
control procedure. Therefore, the quality of the 
estimated states including differential corrections can be 
guaranteed with certain probability. Finally, all of its 
state estimates are not affected by the opposite 
influence of the ionosphere on code and carrier 
observations. 

The three ionospheric delay related states 7^+-!—^, 

ft„-ft 

We have discussed how to adapt the recursive filter in 

r+ '    ° and i,--^ in the state vector x. can be used 
'      r+l *    r-1 

to analyze the variation of ionospheric delays. Often 
dual-frequency GPS code observations are used to 
estimate the first order ionospheric delay. Strictly 
speaking, it should only be done in the case that LI and 
L2 code biases are absent or the same or negligible. In 
general, by using dual frequency GPS code 
observations, one can only estimate the ionospheric 
delay contaminated by code biases b^ and 6,^ (or b^ and 

t„), like the state i,-—- 
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The time-varying states 5j, 4, fc^ and 6^ are affected by 
different factors. The ionosphere-free differential 
correction 5^ is related with receiver and satellite clock 
biases, ephemeris error and tropospheric condition. The 
ionospheric delay /^ is related with the condition of the 
ionosphere. The code biases b,, and 6^ are related with 
receiver, antenna and the observation environment. 

The greater the number of observables available, the 
better the other information like the variations of 
ionospheric delays and code biases can be obtained 
along with differential corrections. There are some 
essential differences in the estimation of differential 
corrections and their rates of changes when using dual 
frequency data and using single frequency data. In the 
former case, the estimates of differential corrections at 
all epochs are biased by a constant which is the initial 
value of LI code bias (see (10)); those of the rates of 
change of differential corrections are not biased. In the 
latter case, the estimates of differential corrections and 
their rates of changes are biased by LI code biases and 
their rates of changes at the same epochs (see (10')), 
respectively. Thus, the quality of the estimates of rates 
of change of differential corrections based on dual 
frequency data is much better than that based on single 
frequency data. It should be noted that when code 
biases become negligible, this algorithm is still usable 
after simply removing the columns and rows related to 
code biases and their rates of changes. The estimates of 
both differential corrections and their rates of change 
are then no longer biased. 
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ABSTRACT 

High accuracy positioning using GPS over long baselines 
requires On-The-Fly ambiguity resolution with 
simultaneous estimation of ionospheric effects. The GPS 
signals are dispersed by the ionosphere causing a group 
delay to pseudorange and a phase advance to carrier 
phase measurements. Proper modeling of ionospheric 
effects is very important for high accuracy positioning 
over long baselines for which the effects are significant. 

The Center for Mapping GPS positioning system uses a 
four measurement filter to estimate the widelane 
ambiguities  and ionospheric effects.     Positioning  is 

performed using smoothed widelane pseudoranges. With 
this approach, horizontal positioning accuracies at the 
0.05-O.lOm level and vertical positioning accuracies at 
the 0.10-0.15m level have been achieved over baselines 
of 60 km. These accuracies can be increased to the few 
cm-level when the ionosphere and the pseudorange and 
carrier phase multipath are properly modeled. 

Cycle-slip detection is very important since undetected 
cycle-slips will introduce systematic errors to the 
estimated positions. Cycle-slips are detected using the 
geometry-free carrier phase observables together with the 
epoch-to-epoch widelane estimates. The epoch-to-epoch 
widelane estimates detect cycle-slips resulting from those 
combinations to which the geometry-free carrier phase 
observables are not sensitive. 

INTRODUCTION 

The GPS positioning system discussed in this paper is 
currently used for high accuracy dynamic positioning by 
The Ohio State University GPSVan™. The General 
Railway Signal Corp. (GRS) is using the GPSVan™ to 
map the infrastructure of several thousand miles of 
railroad. Data collected in a survey of railway tracks 
from two base stations is used to evaluate the accuracy of 
the dynamic positioning using widelane pseudoranges. 

To increase the accuracy of GPS dynamic positioning, 
the ionosphere and multipath effects should be properly 
modeled. For this purpose, the initial ionospheric delays 
and the epoch-to-epoch variations of the ionosphere were 
analyzed to identify proper stochastic modeling of the 
ionosphere and multipath. 

MATHEMATICAL MODEL 

In the presence of Anti-Spoofing, the mathematical 
model for double difference dual fiiequency GPS 
observations takes the following form: 
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DD(Ri) = DD(p) + DD(I) / fi^ + DDCERO (1) 

DD(R2 - Ri)= (DD(I) / fi') (fi^ / fz' - 1) + DD(eR2.Ri) (2) 

Xi DD($i)= DD(p) - DD(I) / fi^ + Xi DD(Ni) + DD(e<n) 

(3) 

hi DD(<D2)= DD(p) - DD(I) / fz^ X^ DD(N2) + DD(e<i,2) 

(4) 

By dividing equation 4 by A<2 and equation 3 by Xi and 
subsequentiy subtracting these two equations, one obtains 
the expression for the widelane phase observable: 

XwDD(0„)= DD(p) + (DD(I)/fi') (f./fz) 

+ K DD(Ni - N2) + DD(&i,w) (5) 

or, 

(6) 
A^ DD(Ow) - K DD(N, - N2) 

= DD(p) + (DD(I)/fi^) (fi/f2) + DD(e*w) 

Equation 6 has the same form as equation 1 with the 
ionospheric effects amplified by the factor fi / fj 
(=77/60). In the context of this paper, this observable 
will be referred to as the "widelane pseudorange." 

The geometry-firee carrier phase observable is obtained by 
subtracting equation 4 from equation 3. 

DD(Ogf) = Xi DD(0,) - Xz DD(«)2) 
= (DD(I) / fi^) (fi^ / fz' - 1) + A.1 DD(Ni) - h 

DD(N2) + DD(egf) (7) 

In the above equations, DD specifies the double 
difference operator, Ri is the C/A pseudorange 
measurement, (R2-R1) is the (Y2-Y1) cross-correlation 
pseudorange measurement, Oi is the LI carrier phase 
measurement, Ow is the (Y1-Y2) cross-correlation carrier 
phase measurement, and O2 is the L2 carrier phase 
measurement as derived from the Oi and <!>„ 
measurements. 

The quantity I is proportional to the total electton content 
along the path of the satellite signal, fi (=1575.42 MHz) 
and fj (=1227.60 MHz) are the LI and L2 carrier phase 
frequencies, Ni and N2 are the LI and L2 carrier phase 
ambiguities and X„ is the wavelength of the widelane 
phase observable: 

Xv,= XiXz I (Xi - X\) (8) 

The quantity p is the pseudorange affected only by 
tropospheric effects and has the following form: 

where Pgeom is the geometric range from the receiver to 
the satellite, c is the speed of light, ets and etr are the 
satellite and receiver clock errors respectively, and x is 
the effect of the troposphere. 

In all of the above equations the units of pseudoranges 
are in meters, and the units of the carrier phases are in 
cycles. 

Substituting I / f,^ = IRI, (fi^ / f2^ - 1) = a, and f, / fz = 
P, the above equations take the following form: 
where a = P^-1 

DD(Ri) = DD(p) + DD(IR,) + DD(eRi) (10) 

DD(R2 -Ri) = DD(I Ri) a + DD(eR2.Ri) (11) 

X\ DD(<I)i) = DD(p) - DD(IRI) + Xx DD(Ni) + DD(e*i) 

(12) 

A^DD(02)= DD(p) - DD(IRI) P^+ XI DD(N2) + DD(e<t,2) 

(13) 

K DD(OJ= DD(p) + DD(IRI) P + XW DD(N, -N2) 

+ DD(e*w) (14) 

K (DD(Ow) - DD(N, - N2)) 

= DD(p) -I- DD(I R,) P + DD(eow) (15) 

DD(Ogf) = DD(I Ri) a + Xi DD(N,)- Xi DD(N2)+ DD(e<t,gf) 
(16) 

ESTIMATION   OF   WIDELANE   AMBIGUITIES 
AND CYCLE-SLIP DETECTION 

Estimation of Widelane Ambiguities 
The equations 10, 11, 12 and 14 of the previous section 
are used to estimate DD(p), DD(IRI), DD(NI), and 
DD(Ni - N2), using separate four measurement Kalman 
filters for each satellite. Figures 1, 2 and 3 show the 
filtered widelane ambiguity as a function of time for high 
and low elevation satellites. It is clear from these figures 
that the widelane ambiguities converge to their correct 
values after 4, 3, and 1 minutes of continuous ttacking 
for elevation angles of 15, 30, and 70 degrees 
respectively. Therefore, if ttacking to at least four 
satellites is maintained for 2- 4 minutes, widelane 
pseudorange positioning is possible. 

P = + C ets - C Etr + X (9) 
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Figure 4. Vogf used for Cycle-Slip Detection 

The estimated widelane double difference ambiguities are 
used to form the widelane pseudoranges as shown in 
equation 15. A widelane ambiguity is fixed to an integer 
value if its standard deviation is less than a certain value 
(~ 0.1 cycles) and if the difference of this ambiguity from 
the nearest integer is less than a certain value (~ 0.1 
cycles). If these two conditions are not satisfied, the 
widelane ambiguities maintain their floating values. 
Subsequendy, if the widelane ambiguities for three or 
more double differences have been fixed, and if the 
PDOP of the corresponding satellites is less than 20, then 
a position is estimated using the fixed widelane 
ambiguities. Using this position and equation 15, the rest 
of the widelane ambiguities are estimated using the 
widelane phase observables. 

The widelane pseudoranges computed with equation 15 
are affected by ionospheric effects; therefore, the 
estimated positions will also be affected by those effects 
amplified by the corresponding PDOP. However, the 
estimated widelane ambiguities are not affected by 
ionospheric effects since the ionospheric effects are 
estimated as part of the state in the four measurement 
filter. 

Cycle-Slip Detection 
In the approach described above, it is very important to 
detect cycle-sUps since any undetected cycle-slips will 
bias the filter systematically from the epoch of the 
undetected cycle-slip to the epoch of the next cycle-sUp. 
Therefore, during this time period any undetected cycle- 
slip will introduce systematic errors into the estimated 
positions. 

The detection of cycle-slips is based on the time 
variations of the geometry-free carrier phase. 
Differencing in time the geometry-free carrier phases and 
assuming no cycle-slips, equation 16 yields: 

DD(*gKt))-DD(<DgKt-l)) 

= (DD(IR,(t)) - DDaRi(t-l))) a + DD(&^) (17) 

Taking the running average of both sides of equation 17 
and assuming that the average value DD(&j,gf) converges 
to zero, one obtains: 

Ave(DD(OgKt)) - DD(Ogf(t-l))) 

= Ave(DDaR.(t)) - DDaR,(t-l))) a (18) 

The residual of the geometry-free carrier phase change in 
time is obtained with the following equation: 

Vogf/a = DD(Ogf(t)) - DD(«)gKt-l)) 

- (Ave(DD(<&gr{t)) - DD($gf(t-l)))) (19) 

A cycle-slip is detected if Vc>gf > 0.20. Figure 4 shows 
V$gf as a function of time. 

The cycle-slip detection described above is based on the 
assumption that the epoch-to-epoch ionospheric 
variations are very small, and the combination (A-iNi - 
X^N2) is sensitive to all possible cycle-slips. For very 
short time intervals of a few seconds, the ionospheric 
variations are at the subcentimeter level (Figures 11-14). 
However, there exist kl slips on the LI channel and k2 
slips on the L2 channel which leave the (^iNi - X^N2) 
combination unchanged. These slips are those satisfying 
the following ratio: 
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kl/k2= 77/60 (20) 

This equation is satisfied exactly for values of kl and k2 
that are the same multiples of 77 and 60. These slips 
result in widelane changes that are multiples of 17 
widelanes. These cycle-slips are detected very easily 
using the epoch-to-epoch widelane estimates, which are 
accurate to 2 or 3 widelanes which is much smaller than 
17 widelanes. As shown in table 1, there exist 
combinations of kl and k2 that are very close to the ratio 
77/60. 

In a second pass through the data, the estimated widelane 
ambiguities are fixed, as described in the previous 
section, and then used to form the widelane pseudoranges 
that are subsequenfly employed to perform pseudorange 
differential positioning. The accuracy of dynamic 
positioning with widelane pseudoranges was evaluated 
using data collected in a survey of railroad tracks by The 
Ohio State University GPS Van"' TM 

kl k2 77/60 k2 kl - 77/60 k2 kl - k2 widelane change 

1 1.2833 
2 2.5666 

4 3 3.8500 0.1500 1 
5 4 5.1333 -0.1333 1 

5 6.4166 
6 7.7000 

9 7 8.9833 0.0167 2 
8 10.2666 
9 11.5500 

10 12.8333 
14 11 14.1166 -0.1166 3 

Table 1. Combinations of kl and k2 

It is obvious from the above table that the kl=9, k2=7 
cycle-slip combination is practically undetectable through 
the geometry-free carrier phase due to noise in the carrier 
phases. This cycle-slip introduces a step of two 
widelanes that can be detected from the epoch-to-epoch 
widelane estimates, if sub-meter accuracy pseudoranges 
are available. If the noise in the double difference 
geometry-free carrier phase is in the order of 0.15 cycles, 
then the kl=4, k2=3 and kl=5, k2=4 cycle-slips are also 
very difficult to detect, either through the geometry-free 
or the widelane estimates, because they introduce a step 
of only one widelane. Any other cycle-slip combination 
that can not be detected from the geometry-free carrier 
phases will introduce a step of three widelanes or more. 
These combinations will be detected by the epoch-to- 
epoch widelane estimates if pseudoranges with 1.0-2.0m 
accuracies are available. 

POSITIONING ACCURACY USING WIDELANE 
PSEUDORANGES 

The dynamic positioning with widelane pseudoranges is 
performed with two passes through the data. In the first 
pass, the four measurement filter is used for each satellite 
to estimate the widelane ambiguities between cycle-slips. 

The GPSVan™ was positioned simultaneously from two 
base stations approximately 50km apart. The positions of 

the GPSVan™ were estimated 
independently using the GPS data 
collected from each of these base stations 
and the method described above. One of 
the base stations was a control station. 
The geodetic coordinates of the other 
station were computed using the GPS 
vector, which was estimated from the 
static GPS data collected during the 
survey by the two base stations. 

Figures 5, 6 and 7 show the difference in 
east, north and up directions of the 
GPSVan™ coordinates computed 
independently from the two base stations. 

The trace of the variance-covariance matrix of the 
estimated coordinates is shown on the same figures. It is 
evident from these figures that the differences in the east 
and north directions are in the order of 0.05m-0.10m, 
and the differences in the up direction are in the order of 
0.10m-0.15m. Furthermore, there are a few epochs in 
the neighborhood of epochs 165500 and 168000, where 
these differences are much larger. The trace of the 
variance-covariance matrix of the estimated positions is 
also large at the same epochs. An examination of the 
GPS data of the rover receiver shows missing epochs and 
missing L2 data in the neighborhood of these epochs. 

The positioning accuracy seems to be very good even 
without correcting the widelane pseudoranges for 
ionospheric effects. Figure 8 shows the number of 
satellites used in positioning. The average number of 
satellites used for positioning is between 5 and 6. Since 
the ionospheric effects are different for each satellite, and 
since several satellites were tracked during that period, 
the ionospheric effects tend to average out. However, 
with fewer satellites tracked and for longer baselines, the 
ionospheric effects on the positioning will tend to be 
larger. Therefore, it is important during the second pass 
through the data to estimate ionospheric effects and 
positions simultaneously using ionospheric modeling 
similar to that proposed in Klobuchar 1987, Goad & 
Yang 1994 and Oiu et. al 1995. 
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Number of Satellites Used for Positioning 
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Figure 8. Number of Satellites used in Positioning and Cycle-Slips 

STOCHASTIC MODELING OF THE 
IONOSPHERE 

Before determining the stochastic model for the 
ionosphere, it is important to consider that the initial 
offset of the ionospheric effects is obtained from the 
pseudoranges and the epoch-to-epoch variations of the 
ionosphere are obtained from the carrier phases. The 
pseudoranges are very likely to have long wavelength 
multipath errors caused by nearby reflecting surfaces. 
Therefore, the multipath errors affecting the 
pseudoranges should be modeled properly using a 
different stochastic model than the one used to model the 
ionospheric effects. If the multipath errors are not 
modeled properly or not modeled at all, then the 
pseudorange information should be incorporated into the 
solution through weighted widelane constraints. These 
constraints are determined in the first pass through the 
data as described in the previous section. 

The ionospheric effects at an epoch t can be described as 
the sum of the ionospheric offset at an epoch to, plus the 
ionospheric variation from epoch to to epoch t: 

DDa Ri(t)) = DD(I R,(to)) + DD(AI R,(to, t)) (21) 

where iRi(t) is the ionospheric refraction in the LI 
channel at epoch t (group delay for pseudoranges, phase 
advance for carrier phases), iRi(to) is the ionospheric 
refraction at epoch to, and AI Ri(to, t) is the difference of 
the ionospheric effects from epoch t to epoch to. 
Substituting equation 21 into equations 11 and 16, and 
assuming no cycle-slips between epochs to and t, yields: 

DDa Ri(to))= DD(R2-R,)(t) / a - DD(AI Ri(to, t)) (22) 
DD(AI R,(to, t))   = (DD(OgKt)) - DD«E)gKtb))) / a    (23) 

Equations 22 and 23 show that the initial ionospheric 
delay is obtained from the (Y2-Y1) pseudorange 
measurement, and the differential ionospheric delay from 
epoch to to epoch t is obtained from the carrier phase 
measurements. 

Figures 9 and 10 show the instantaneous and weighted 
average of initial ionospheric delay for one low elevation 
and one high elevation satellite. It is evident from these 
two figures that the initial double difference ionospheric 
delay converges to 0.10m for the high elevation satellite 
and to 1.2m for the lower elevation satellite. This offset 
for the lower elevation satellite is probably caused by 
multipath affecting the (Y2-Y1) cross-correlation 
measurements. Therefore, the initial ionospheric delay 
should be modeled as a stochastic process able to absorb 
the multipath effects and not just as a random constant 
attempting to model the initial ionospheric delay. 

Figures 11, 12, 13 and 14 show the epoch-to-epoch 
variations of the ionospheric refraction. These variations 
have a range of about 0.05m for the high elevation 
satellites and a range of about 0.10m for the low 
elevation satellites over a time period of about 1.3 hours. 
These epoch-to-epoch variations could be modeled 
effectively with a first order Gauss-Markov process with 
long correlation times. The effect of the baseline length 
should also be taken into consideration as proposed by 
Schaffrin & Bock 1988 or by Goad & Yang 1994, 
supplemented with proper modeling of the pseudorange 
and carrier phase multipath. 

The research on ionospheric modeling for long baseline 
dynamic positioning is not completed at this time. 

1087 



DD(lanosi 
delay) (m) 
10.0 

8.0 

6.0 

4.0 

2.0 

0.0 

-2.0 

-4.0 

■6.0 

-8.0 

-10.0 

heric SATELLITE 15: low elevation (15-37 deg), 
base satellite 21 

InstI 
ravgl 

* .'s.. 

*^i 1-++^ 

-I—I 1 1 1 1 r—I 1 p-i 1 r—p-T ^ 1 1 1 1 r—1 , 1 r-j- 

0   120  240  360  480  600  720  840  960  1080 1200 1320 1440 1560 

epoch number (164880-169680 In GPSsecs - 3 sec. Intervals) 
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Figure 10. Instantaneous DD Ionosphere Delay for Satellite 1 (high elevation satellite) 
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Figure 11. DD Ionosphere Delay for Satellite 15 (low elevation satellite) 
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CONCLUSION 

In this paper, horizontal positioning accuracies at the 
0.05-0.10m level and vertical positioning accuracies at 
the 0.10-0.I5m level (with good satellite geometries) 
have been achieved using widelane pseudoranges not 
corrected for ionospheric effects for baselines of up to 60 
km. 

An attempt was made to model the ionospheric effects as 
a first order Gauss-Markov process. It was determined 
that the pseudorange multipath dominates the estimation 
of the ionospheric random bias. Therefore, proper 
modeling of the ionosphere requires modeling of 
pseudorange and carrier phase multipath. 
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ABSTRACT 

The ionosphere can be used to monitor and control 
measurement errors in DGPS base stations. The 
Self-Calibration Of pseudoRange Errors (SCORE) 
technique [1] can calibrate an installed GPS two-frequency 
receiver system for the combination of all system 
components' contributions to pseudorange error, and 
detect changes in these errors. With this ability to 
calibrate and monitor the integrity of pseudorange 
measurements, SCORE algorithms can contribute to 
ionosphere error measurement/modeling for DGPS and 
WAAS. Recently, an improved algorithm has been 
developed that permits calibrations to be generated in 
minutes instead of hours, making it possible to perform 
near-real-time system monitoring.   Technical details of 

these SCORE algorithms' evolution and operation will be 
presented. Test results comparing algorithm performance 
and examining stability of the calibration results and 
system drift monitoring will be reviewed. Initial results 
from improvements to the SCORE algorithms to 
accelerate real-time applications, and to permit single- 
frequency receivers some capability to monitor 
ionospheric pseudorange error will also be discussed. If 
sufficiently capable, these enhancements may enable 
single-frequency systems to contribute to ionospheric error 
monitoring, possibly simplifying WAAS error modeling. 

DGPS PSEUDORANGE ERRORS 

DGPS pseudorange measurement errors have their source 
in the same major contributors both at the base station and 
in mobile receivers. If the base station is chosen to be a 
(codeless) dual-frequency receiver, more error mitigation 
and calibration can be performed. Mobile receivers are 
usually single-frequency, but some potential exists for 
improved error correction in this case as well. The major 
pseudorange error contributors, in addition to Selective 
Availability (S/A), are: the ionosphere, multipath in the 
receive antenna environment, satellite group delay errors, 
and errors in the receiver system [2]. The ionosphere is 
considered the greatest error source but two-frequency 
receivers can measure and remove ionospheric error, 
subject to control of other error sources. The ionosphere 
is a major issue being addressed for the single-frequency 
mobile receivers in WAAS studies [3]. The integrated 
ionospheric "total electron content" (TEC) along the 
raypath is usually measured in "TEC units". (One TEC 
unit corresponds to 1x10'* electrons/m^ on the raypath to 
the satellite. Also, 1 ns of differential delay = 2.852 
TEC units, and 1 ns of pseudorange delay at LI = 1.845 
TEC units). Multipath errors can be as important as the 
ionospheric errors, but methods have recently been 
developed for autonomous correction. For example, the 
Phillips Laboratory (PL) "multipath template" technique 
[4] in stationary GPS applications, corrects multipath with 
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accuracies on the order of 1 TEC unit. Satellite group 
delay (TQD) errors were formerly believed to be an 
important factor due to feared high/rapid variability, but 
recent improved measurements have minimized this 
concern and recent results suggest that 1 ns of differential 
delay (3 TEC imits) would be a bound on the typical TQ^ 

change for a given satellite over a period of years [1]. 
Receiver system pseudorange errors may originate in the 
receiver, pre-amp, antenna, and possibly in dispersive 
(poor) cabling connections. These errors may be subject 
to drift due to temperature variations or ageing. 

THE "SCORE" CONCEPT 

The SCORE concept is to use a self-consistency constraint 
on the receiver's own measurements of ionospheric delay 
to calibrate the receiver system for the sum of satellite- 
and ground-based pseudorange (group delay) errors. The 
self-consistency concept is illustrated by considering a 
"conjunction" occurring between two satellites, i.e. an 
event where both satellites arrive at the same moment at 
a point where their observed paths cross. In such an 
event the same ionospheric pseudorange error (TEC 
value) should be seen on each satellite. We must employ 
a coordinate transformation from UT to ionospheric local 
time (or "ionospheric penetration point" local time: IPP 
LT) before requiring satellites' observations to "see the 
same TEC". Using this transformation assumes the 
diurnal behavior of ionospheric TEC in a local latitude 
region is consistent over 1 to 2 hours. SCORE works by 
requiring maximum agreement in ionospheric 
measurements at IPP LT - latitude "conjunctions". 
SCORE derives the sum of the receiver system and 
satellite error for each satellite without using any test 
signal or assuming any model ionosphere. This "sum" in 
addition to the ionospheric error, is what is required for 
pseudorange error correction [1]. Monitoring changes in 
this sum provides integrity checks. For example, a 
uniform change in summed error for all satellites implies 
a change in station bias error has occurred. Likewise, a 
change in just one satellite sum implies a change in that 
satellite's bias has occurred. 

PSEUDORANGE ERROR CONTROL 

When SCORE is applied to monitor and correct hardware 
pseudorange errors as described above, and multipath is 
mitigated [4], the ionospheric error can be more 
accurately measured [5] and modeled for DGPS and 
WAAS applications. The accuracy of the ionospheric 
measurement can be confirmed graphically by the self- 
consistency of 1-degree latitude bands of data plotted vs 
IPP LT over 24 hours. Figure 1 shows a full 24 hours of 
data, calibrated by SCORE, from all satellites visible at 
Otis ANGB, MA, observed down to about 10 degrees 

OTIS RNGB 
t^ LDOY = 95001  LOT 41 .1     LON -70.6 

tJ : 

UJ o > - 
o 
UJ 

IPP LOCRL  TIME 

Figure 1. A fall 24 hours of data calibrated by SCORE, 
from all satellites visible at Otis ANGB, MA, 01Jan95, 
observed dovm to about 10 degrees elevation. 

elevation. The data appear not to show a clear diurnal 
cycle, but this is deceptive. Figure 2a shows a 3-degrees- 
of-latitude subset from Figure 1, centered directly 
overhead the station, and revealing a liiuch clearer diurnal 
cycle, but still somewhat "hairy". This effect results 
from the latitudinal gradients in TEC. This may be seen 
in Figures 2b-2d, which divide Figure 2a into three one- 
degree bands of latitude. Here clear diurnal cycles and a 
steady decrease in TEC with greater latitude may be 
easily seen. Figure 2 includes all observations down to 
10 degrees elevation within the 1-degree of latitude 
overhead the station. However, looking this low in 
elevation actually produces more opportunity for the 
profile to be affected by the slight changes that occur in 
the diurnal TEC behavior over a few degrees of 
longitude, and the assumptions made in converting slant 
TEC observations to equivalent vertical. Figure 3 repeats 
Figure 2c, but limits the observations to 35 degrees 
elevation and above, resulting in reduction of these 
effects, and an even tighter diurnal TEC curve. These 
data resolve TEC changes of :S 1 TEC unit, or about 1/3 
ns of differential delay. 

"SCORE" ALGORITHM EVOLUTION 

The SCORE minimization search algorithm was originally 
developed to mathematically implement a technique of 
correlating the equivalent vertical TEC for overlapping 
satellite tracks in the ionosphere [6]. The utilized 
segments of the satellite tracks were those within a 
relatively narrow (3 degree) band of the station latitude, 
and the tolerance of local time differences between the 
segments was moderately large (120 minutes), establishing 
only a general local time continuity among the satellite 
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Figure 2. 2a: A 3°-latitude "overhead" subset of Fig. 1, 
"hairy" diurnal cycle, due to latitudinal TEC gradients; 
2bcd: Divide 2a into three 1° bands, sharp diurnal curves. 

track segments. For mid-latitude stations, this mode was 
generally adequate, but it did not appropriately 
accommodate latitudinal variations in vertical TEC. 
Narrowing the selection band of latitude could ameliorate 
this deficiency, but usually at the expense of losing the 
local time proximity of the satellite track segments or 
even losing all segments for some satellites. 

OTIS flNGB 
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Figure 3. Same data as Figure 2c, limited to ^35° 
elevation, reducing low elevation effects, and giving a 
tighter diurnal TEC curve. 

A number of adjustable values were incorporated into the 
original algorithm for the selection of latitude bands and 
weighting parameters, as well as for threshold elevation 
and longitude domains, and it was expected that a suitable 
assignment for these values could be determined in order 
to address the latitudinal TEC variation. In particular, a 
wider latitude selection band together with a tighter 
tolerance in both latitude and local time for the allowed 
segment correlations was expected to provide a significant 
improvement in the performance of the algorithm. It was 
not until the matrix solution method was developed to 
succeed the minimization search algorithm, and 
dramatically reduce processing requirements, that the 
necessary experiments could be performed to determine 
an appropriate set of selection and weighting parameters. 

The matrix solution method follows directly from the 
same minimization condition as the original algorithm, but 
additionally exploits the fact that the minimization 
condition is a pure quadratic form in the unknown bias 
values. Thus, the minimization condition can be 
expressed in an alternative form using the derivatives of 
the total vertical TEC discrepancy, and these derivative 
expressions are linear in the biases. An exact solution 
can therefore be obtained in one step, provided the 
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Figure 4. SCORE monitoring of a two-frequency ground 
receiver station error drift over a 14-day period in 
January 1995. 

coefficient matrix is not singular. Some circumstances in 
which this matrix is singular have already been 
determined, and further investigations of this matter are 
in progress. 

A restriction on the width or latitudinal offset of the 
latitude band which can be designated for use in the 
SCORE algorithm arises from the slant factor formula 
used to convert slant TEC measurements into equivalent 
vertical TEC. This formula has been derived on the basis 
of an infmitesimally thin ionosphere, which is not an 
appropriate assumption. Preliminary investigations have 
indicated errors in excess of 5% for this formula, when 
compared to a simple Chapman ionosphere profile. This 
error decreases at higher elevation angles, so the current 
parameters utilized for the SCORE algorithm include a 
threshold elevation of 35 degrees for satellite track 
segments which will be correlated. A beneficial 
secondary effect of this assignment is that the correlated 
segments cannot then differ in real-time occurrence by 
more than 32 minutes, reducing the possibility of intrinsic 
ionospheric variations adversely affecting the correlations. 

The original SCORE algorithm required more than 6 
hours [6] to run a single calibration. The matrix method 
permits calibrations in minutes making near-real-time 
applications feasible. The matrix method's TEC bias 
products are also essentially identical to those from the 
original algorithm. 

The third evolution of the SCORE process, now in 
development, will apply the SCORE constraints in real 
time on a continuous basis. Several additional 
considerations are involved in applying SCORE in real 

Figure 5. Zero-mean satellite bias values calculated daily 
over the period of Figure 4. 

time, for example, a real time process to detect and 
correct signal dropouts or discontinuities. 

TESTS OF "SCORE" 

Figure 4 plots SCORE monitoring of a two-frequency 
ground receiver station error drift over a 14-day period in 
January 1995. The station's error may be seen to drift 
within a 3 TEC unit band over this period. Figure 5 plots 
the zero-mean [6] satellite bias values calculated daily 
over this period. The variation in each of these values is 
within about 2 TEC units, in most cases. The drifts 
observed in this station, and the variability of the satellite 
biases are reasonably consistent with other observations, 
[7,8]. 

Tests were also conducted of the stability of SCORE 
products vs loss of input from 1 or more satellites. The 
variation in the station bias from loss of 1 or 2 satellites 
is less than half a TEC unit. Even with loss of up to 8 of 
25 satellites individual satellites' biases varied less than 1 
TEC unit. Figure 6. 

Sensitivity of the SCORE results to the sampling interval 
was also investigated. Station and satellite biases from 
full sampling of once/30 sec., were contrasted with results 
from data decimated dovm to as seldom as once per half 
hour. With the data decimated to as seldom as one point 
per 20 minutes there was only 0.3 TEC unit loss in 
accuracy. Since the run time is directly affected by the 
quantity of points to be processed, a significant speed 
increase is possible as the data is decimated. Figure 7. 
These test results indicate that run time on a Pentium 90 
can be reduced to minutes or even seconds, with errors 
less than 0.3 TEC unit vs "all-data" results.   Figure 8 
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Figure 6. The variation in individual satellites' biases 
resulting from satellites' removal SCORE inputs, up to 8 
of 25 available. 

shows these errors as a function of the decimation factor. 
This robustness is somewhat unexpected, and certainly 
exciting for real-time application prospects. 

The run time decrease can be understood from the details 
of the matrix process. The two distinct steps in 
performing the bias calculation are the calculation of the 
matrix coefficients and inhomogeneous terms, and the 
inversion of the resulting matrix. The duration for the 
matrix inversion process depends only on the number of 
elements in the matrix, which is determined by the 
number of satellites observed. This number is nearly 
constant from day to day, but can decrease significantly 
for shorter observation periods of only a few hours. 
However, the calculation of the matrix coefficients and 
inhomogeneous terms involves a sample-by-sample 
comparison for all satellite pairs, and this requires a 
processing duration roughly proportional to the square of 
the typical number of samples recorded for a satellite. 
This number is effectively reduced if only a subset of the 
data samples is used, as with a decimation selection. The 
execution times displayed in Figure 7 demonstrate the 
decrease in the required time as the number of samples is 
reduced, and also imply a generally negligible inversion 
execution time. A strict variation according to the inverse 
square dependence shown is not achieved because the 
processing requires some additional bookkeeping 
overhead, but also .because the number of samples 
recorded for each satellite was not the same, accounting 
for some of the fluctuations from the expected 
dependence. It should also be noted that the execution 
time measurements were quantized at the one-minute 
level. 
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Figure 7. Execution time for the bias calculation, using 
a full day of data (sampling interval 30 seconds), then 
decimated down to 1 sample in 20, performed on a 90 
MHz Pentium. 

Because the differential phase delay data are relatively 
smoothly varying with time, the decimation process does 
not introduce significant error into the bias calculation 
until a relatively severe decimation is invoked. Figure 8 
shows the maximum bias error for any of the 25 satellites 
at each decimation level. It is noteworthy that the error 
performance degrades rapidly at exactly the point 
(decimation factor: 40) corresponding to the allowed time 
separation between data samples from different satellites 
in a "conjunction". This circumstance suggests that a 
fundamental data sampling interval less than the maximum 

Maximum Slai Eiror loi Data Sampla Decimation 
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Figure 8. Maximum error in all satellite biases as 
decimation level increases, with respect to bias values 
determined from undecimated data. 
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Figure 9.     The same day as Figure  1,  limited to 
observations at or above 35 degrees elevation. 

time envelope in the "conjunction" definition will produce 
good error results. 

Tests of the effect of reduced data intervals were also 
conducted. Earlier tests [1], showed products from the 
initial algorithm (station and zero-mean satellite biases) 
for four consecutive days at Hanscom AFB. Each day's 
set of products was independent. The algorithm was run 
individually for each day, using all available satellites 
over 24 hours, then re-run using a an eight-hour subset of 
observations from a handful of satellites between 0900 
and 1700 LT. (Products are also derived from reduced 
satellite subsets of the 24-hour run.) The result was that 
the day-to-day variation in the overall bias derived from 
24 hours of data could also be seen in examining a 
reduced quantity of satellites over the whole day, and in 
a set limited to only eight hours. 

Tests were also conducted with 6-hour data periods. As 
a baseline. Figure 9 shows the same day as Figure 1, here 
limited to observations at or above 35 degrees elevation. 
Figure 10 shows results from 6-hour subsets of the data 
of the same day as Figures 1 & 9, subsets processed 
independently, using just those 6 hours. The data was 
clipped in UT and only passes with 2 to 3 hours or more 
of data were used. Comparing Figures 9 and 10 shows a 
systematic level change in some of the Figure 10 data, 
indicating the 6-hour process is less accurate in its present 
implementation. Some changes in the shape of individual 
satellites' TEC profiles is also evident. Station bias 
changes are reflected in Figure 11 (expected since each 
satellite set has a different mean bias), where the station 
bias level derived from the complete 24-hour data set for 
each day is plotted as a level dotted line, and the 
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Figure 10. 6-hour subsets of data, same day as Figs 1 & 
9, subset clipped in IPP-LT and only passes with S: 2 
hours of data were used. Expected station bias changes 
present but the TEC profiles agree well with Figure 9. 

overlying curve tracks the (3-hour overlapping) 6-hour 
station biases for that day. The four days' curves show 
reasonable consistency as expected, but significant day-to- 
day variability. These test results indicate that the 
SCORE process may be applicable to short time periods 
for day-to-day or semi-continuous integrity monitoring for 
DGPS base stations. Ongoing work is examining 
accuracy improvement, how short these periods can be 
and how often the process should be updated. 
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Figure 11. Station biases derived from overlapping 6- 
hour data sets plotted vs 24-hour bias for same day, four 
successive days. 

SINGLE-FREQUENCY TEC: "SCORE-1" 

Initial tests have indicated that the SCORE technique can 
also be applied to single-frequency data, to obtain absolute 
TEC measurements without the need for the second 
frequency. Techniques for extracting relative TEC from 
single frequency data are well established, but 
assumptions, such as an ionospheric obliquity model, had 
to be made in order to estimate absolute TEC [9]. The 
SCORE process is applicable to single frequency because 
SCORE actually works with relative TEC data, it is only 
the process of "phase-averaging" or pre-fitting the relative 
TEC (differential phase) data to absolute TEC obtained 
from the differential group delay, that allows the SCORE 
corrections to the data to be valid as measures of station 
and satellite biases. With single-frequency relative TEC 
as input to SCORE the corrections produced by SCORE 
have no meaning as system biases, (since each satellite 
pass is given to SCORE with an effectively random, 
relative, overall level), but once the corrections are 
applied to the relative data the result is absolute 
ionospheric TEC, within the accuracy of the process. 
With this capability, single-frequency SCORE (SCORE-1) 
will aid single frequency systems' ionospheric error 
monitoring. Thus a single frequency groimd station may 
now obtain direct absolute TEC, and a mobile station may 
also be able to do this, since the SCORE process is 
dependent on the ionospheric penetration points, and not 
on the exact receiver location. Studies of this application 
must deal with ionospheric spatial decorrelation [10]. 

There are several detail aspects of SCORE-1 that differ 
from SCORE. Firstly, each satellite is corrected at each 
appearance,  up imtil any loss-of-lock that caimot be 
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Figure 12. a: Half-pass of unprocessed 1-frequency 
relative TEC data, sampled at « 1 Hz; b: Same data as 
"a", averaged over 30 seconds; c: Same data as "c" 
reduced to one sample per 20 seconds. 

bridged. This means that the second observation of a 
satellite in any given day operates as if it were a 
completely different satellite. This is likewise true for 
any segment of a pass that is interrupted by a loss-of-lock. 
As noted above, SCORE-1 produces no bias products for 
either the receiver system or the satellites. (SCORE, on 
the other hand, since it produces bias products, links 
multiple appearances of satellites, as well as fragments of 
passes.) Overall, single-frequency absolute TEC will be 
less accurate than two-frequency TEC.   The issues are: 
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Figure 13. A pass of uncalibrated dual-frequency data 
sampled at 1 sample per 20 seconds, shown to same scale 
as Figure 12. 

how accurate can we make it, and how fast can we update 
it? Multipath and noise will be a major limiting factor for 
SCORE-1 (see figures above) since these are higher for 
single frequency. Since short passes will suffer from 
significant multipath effects, data processing requirements 
include data continuity maintenance, and smoothing for 
noise and multipath. An hour or so of observation may 
need to be accumulated for multipath to damp down 
before a satellite's data should be used. Once calibrated, 
each satellite pass produces absolute TEC continually. 
Several approaches are being investigated elsewhere in the 
GPS community which promise to reduce multipath within 
single-frequency GPS receivers, [11]. If successfiil, such 
techniques would greatly improve SCORE-1 products' 
quality. 

SIMULATION TESTS OF "SCORE-1" 

Because accurate timing information is required in single 
frequency GPS data, to support extraction of relative 
TEC, much of our single-frequency test data was very 
difficult to analyze  due to timing variations in the 
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Figure 14. Initial result simulating SCORE producing 
absolute TEC from 1-frequency GPS; 30-minute 
smoothing on simulated 1-freq. data, and phase-averaging 
on the 2-freq. GPS data, 35° elev. cutoff. 

equipment/software we had available. To obtain enough 
data from a 24-hour observation to use for SCORE-1 
tests, we employed uncalibrated dual-frequency 
differential delay data, taken on our laboratory rooftop - 
a "worst-case" multipath environment. Figure 12a gives 
a half-pass sample of typical single-frequency relative 
TEC from our data. This is unprocessed data, sampled 
at a rate of about 1 Hz. Figure 12b shows the same data, 
averaged over 30 seconds, and Figure 12c reduces the 
product in Figure 12b to one sample/20 seconds. In 
comparison, Figure 13 shows, to the same scale, a pass 
of uncalibrated dual-frequency data sampled at 1 
sample/20 seconds. Comparison of Figures 12 and 13 
show that the multipath levels are approximately 
comparable, thus the dual-frequency data is not 
unreasonable to use for an initial test. Figure 14 shows 
an initial SCORE-1 simulation result using a 35 degree 
elevation cutoff for the SCORE correlation area and 30- 
minute smoothing on the simulated single-frequency data. 
The 2-frequency GPS data uses phase-averaging and links 
appearances of the same satellite.  The SCORE-1 result. 
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even with the severe multipath, agrees with the SCORE 
calibration within about 3 TEC units (» 0.3m), or better. 
This is consistent with required accuracies cited for 
WAAS, [2]. 

SUMMARY AND CONCLUSIONS 

The Self-Calibration Of pseudoRange Errors (SCORE) 
technique can use ionospheric measurements to monitor 
and control pseudorange errors in two-frequency DGPS 
base stations. SCORE produces a measure of the sum of 
satellite and ground-based pseudorange biases. By 
frequent updates SCORE can detect and provide 
correction for drift or changes in this total error. SCORE 
can monitor/detect a change in station bias error, or a 
change in one satellite's bias, thus improving the integrity 
of system's pseudorange measurements. As a result the 
ionospheric error can be more accurately measured and 
modeled for DGPS and WAAS applications. Recent 
improvements in the SCORE technique permit calibrations 
in minutes, making near-real-time applications feasible. 
Initial tests have shown SCORE to be robust against loss 
of input from 1 or more satellites - with variation in the 
station bias of less than half a TEC unit from loss of 2 
satellites, and less than 1 unit from loss of 8 of 25 
satellites. Test results also show that SCORE data input 
may be decimated to as seldom as one point per 20 
minutes with only 0.3 TEC unit loss in accuracy. Initial 
applications of the SCORE process to 8 and 6-hour data 
periods have been made, with useful but less accurate 
results. Initial tests have shovm that the SCORE 
technique can also be applied to single-frequency data 
(SCORE-1), allowing the extraction of absolute TEC 
measurements without the need for the second frequency. 
Thus a single frequency ground station may now obtain 
direct absolute TEC (albeit less accurate than 2-frequency 
due to multipath), and a mobile station may also be able 
to do this and aid ionospheric error monitoring, since the 
SCORE process is dependent on the ionospheric 
penetration points, and not on the exact receiver location. 
With appropriate development to include integrity checks, 
full autonomous operation, and data compression, both 
SCORE and SCORE-1 may be feasible for integration in 
GPS receiver firmware. For WAAS, these SCORE 
capabilities open potential to improve accuracies between 
reference stations impacted by ionospheric decorrelation, 
and possibly, to reduce the number of grid points or 
monitor stations required and/or reduce the ionospheric 
modeling requirement. 
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ABSTRACT 

This paper presents a new and efficient strategy for 
ambiguity resolution on the fly. The new approach is 
based on the method of Integer Nonlinear Programming 
(INLP). After discussing some typical methods for INLP, 
ambiguity resolution of GPS phase measurements based 
on the Integer Least-Squares Method (ILSM) is formulated 
as a problem of INLP. A new ambiguity search method is 
then presented based on a combination of different INLP 
methods. The new ambiguity search method performs the 
search for the optimal integer ambiguities of 7 to 8 
satellites within 0.1 - 0.2 seconds. It thus, can be used for 
real-time applications. Based on this search method, 
ambiguity resolution on the fly is carried out using a 
sequential approach which estimates the optimal integer 
ambiguities at each epoch by using all GPS observations 
available at that epoch. This approach is very robust 
because it avoids the critical issue of erroneously rejecting 
the optimal ambiguities. To validate the estimated integer 

ambiguities at each epoch, a number of criteria are 
discussed and tested to ensure the correctness of the 
estimated integer ambiguities. The method has been 
successfully tested and has shown robustness as well as 
reliability. 

INTRODUCTION 

Without the exact determination of the integer ambiguity 
precise positioning at the cm level using GPS phase 
observations cannot be achieved. Thus, ambiguity 
resolution plays a key role for precise positioning and 
navigation when using GPS carrier phase observations in 
either the static or kinematic mode. The review paper by 
Hatch and Euler (1994) summarizes many different 
techniques for ambiguity resolution on the fly (AROF) 
developed over last decade. They are, for example, the 
ambiguity function method (Counselman and Courevitch, 
1981; Remondi, 1991; Madar, 1992), the least squares 
ambiguity search technique (Hatch, 1989 & 1991; 
Lachapelle et al, 1992), the fast ambiguity resolution 
approach (Frei and Beutler, 1990, Frei, 1991), the 
optimized Cholesky decomposition algorithm (Euler and 
Landau, 1992), the fast ambiguity search filter (Chen and 
Lachapelle, 1994), and the ambiguity transform method 
(Teunissen, 1993 & 1994). There are many different 
methods of ambiguity resolution using dual frequency data 
(Hatch, 1989; Wubbena, 1989; Abidin, 1991; Goad 
1992). In the following the investigation mainly focuses 
on single frequency data. The method developed in this 
paper can also be applied to dual frequency data, e.g. wide- 
lane observations. The principle for both single frequency 
data and dual frequency data is the same. 

The difficulty in ambiguity resolution on the fly is the 
integer constraint on the ambiguity parameters. Due to 
this constraint, there is no unique analytical solution for 
the integer ambiguities. Unless very precise code 
observations are available, the principle of integer 
ambiguity resolution is mainly based on geometrical 
constraints which require a significant geometrical change 
of the GPS constellation. Uncertainties and errors, such as 
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orbital errors, atmospheric effects, multipath effects and 
measurement noise of the carrier phase also affect the 
solution of the integer ambiguity. In this paper, the 
double differencing technique is applied and the integer 
ambiguities to be determined are the double differenced 
integer ambiguities. In this case, the total observation 
error is smaller than one cycle of the integer ambiguity for 
baselines shorter than about 15 km. 

Most methods for ambiguity resolution on the fly are 
based on the concept of the search space for potential 
ambiguities. The definition and construction of the search 
space are different for different search methods. At each 
epoch the potential ambiguities are tested and identified 
using various test and validation techniques. The 
ambiguities which do not pass the test and validation 
procedure are rejected and the search space is reconstructed 
for the next epoch. This procedure continues until the 
optimal integer ambiguities are identified and fixed. In this 
paper a direct integer ambiguity search (DIAS) method is 
developed. One major characteristics of this algorithm is 
that the optimal integer ambiguities are directly searched 
for without counting the potential solutions, using a 
quadratic integer programming (QIP) algorithm. Another 
feature is that the mathematical model used for the direct 
integer ambiguity search algorithm is based on all GPS 
data available. Thus, the optimal solution for the integer 
ambiguities at each epoch is the global solution for all 
GPS data available at that epoch which is equivalent to 
including all geometric constraints of the GPS 
constellation in the integer ambiguity solution. The most 
critical issue for integer ambiguity resolution on the fly is 
to validate whether the optimal solution is the true 
solution for the integer ambiguities. Based on the 
information on the global optimal solution and the second 
best solution, some very reliable test and validation 
procedures are applied to the direct ambiguity search 
algorithm. 

In chapter 2, the general model for integer ambiguity 
resolution using a mixed integer least-squares estimation 
method is discussed. Using the separation principle, 
integer ambiguity resolution is formulated as the 
minimization problem of quadratic integer programming 
(QIP). In the third chapter 3, different methods for 
quadratic integer programming are introduced. The 
implementation of quadratic integer programming 
algorithms to integer ambiguity resolution is described in 
Chapter 4. The validation procedure of the optimal 
solution of the integer ambiguity is also given in Chapter 
4. In Chapter 5, the direct integer ambiguity search 
method is tested using kinematic data and the validation 
procedure is analyzed using the test data. 

MIXED   INTEGER  LEAST-SQUARES 
ESTIMATION 

The concept of integer and non-integer least-squares 
estimation is found in Teunissen (1993, 1994). At the 

epoch k, the double differenced GPS carrier phase 
observation is generally modelled by the following linear 
system of equations 

Ik = Akx + Bkyk + nk withxe Z", ykeR"^   (1) 

where Ik is the vector of double differenced GPS 
observation at epoch k, x is the vector of double 
differenced integer ambiguity parameters, yk contains the 
parameters of geometric or time unknowns, nk is the 
vector of observation errors; Z" is the n-dimensional 
space of integer numbers and R"" is the m-dimensional 
space of real variables. 

To estimate the parameters in the linear equations (1) the 
following least-squares criterion is apphed 

Qk = 

(Ik - Akx - Bkyk)^Q(k)"ii (Ik - Akx - Bkyk) = min   (2) 

where I is an integer estimate of the ambiguity parameter 
X, y k is the real-valued estimate of y, and Q(k)'jj the 
variance-covariance matrix of the observations Ik- 

Due to the integer constraint on the ambiguity parameter 
X in the linear model (1), equation (2) is not the 
conventional least-squares problem. Equation (2) is a 
mixed minimization problem. The solution of equation 
(2) cannot be obtained in analytical form. One common 
approach for the solution of (2) is to decompose the mixed 
minimization problem (2) into the continuous 
minimization problem and the integer minimization 
problem. Using the constraint on the ambiguity 
parameters x, the linear model (1) is reformulated as 

Ik = Akx + Bkyk +nk 

with Dx = X 

where x e R", yk 6 R"i, and x e Z" 

(3) 

(4) 

(5) 

This is the Gauss-Markoff model with constraint 
conditions (Koch, 1987). In equations (3) to (5) the 
ambiguity parameters x are estimated as real variables, but 
will be fixed to integer numbers by the constraint 
condition (4). To solve the linear model (3) with 
constraints (4) and (5), the following minimum criterion 
is applied 

"k = 

(Ik - Akx - Bkyk )^Q(k)n (Ik - Akx - Bkyk) + 

(Dx - x) Q(k)^i (Dx - x) = min (6) 

or for D = I 
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dk - Akx - Bkyk)'^Q(k)n dk - AkX - Bkyk) + 
-  T -1 (x - x)^ QWvv (x - x) = min (7) 

where x is the real-valued estimate of the linear model (3) 
without the constraints (4) and Q(k)^x '^ '•^^ covariance 
matrix of the estimate x. 

The least-squares criterion (7) for the linear model (3) to 
(5) is equivalent to the least-squares criterion (2) for the 
linear model (1). The two solutions of the least-squares 
estimation (2) and (7) are the same. Using equation (7), 
the mixed minimization problem (2) can be decomposed 
into two parts. The first part is the continuous 
minimization problem, while the second part is the 
integer minimization problem. Equation (7) implies that 
an integer search for the integer number x with the 
minimum criterion is applied instead of a direct integer 
estimation using equation (2). Using the separation 
principle of (7), the estimation of the parameters x and y 
in equation (1) can be solved in two steps. In the first 
step, the minimum criterion applied to equation (3) 
without using the integer constraint of x is of the form 

ni 
.v1.^T| 

model for the global solution of the integer ambiguities x 
is of the form 

Ij = Ajx + Biyi + ni   for i = 1, -, k        (10) 

with x = x (11) 

where x e R", yi e R™, and x e Z". (12) 

To estimate the parameters in the linear model (10) to 
(12), the following minimum criterion is applied 

"k/k = ^'k/k + ""k/k = min (13) 

with 

and 

n'k/k = 
k 
S{(li - Aix - Biyi)TQ(i)-,{ (1] - Aix - Biyi)} 
i=l 

""k/k = (x-x)TQ(k/k):i(x-x), 

dk - Akx - Bkyk)'Q(k)ii(Ik - Akx - Bkyk) = min , (8) 

where x and x are the float and integer estimates of the 
ambiguity parameter x based on all observations li 

d=l,-,k), and Q(k/k)^5^ is the covariance of the global 
float estimate x. 

with xeRn,ykeR"'. 

In the second step the integer number of the ambiguity 
parameters x is sought by using the following minimum 
criterion 

fllk = (X - x)TQ(k):i (X - X) = min, (9) 

where X6 R", xe Z". 

Up to now, the estimation has been done only using the 
observation Ik at epoch k. The estimate x and its 
covariance matrix Q(k)^5^ are based on the information at 
epoch k. Thus, the solution using equations (8) and (9) is 
a local solution. If only GPS phase observations are used 
for ambiguity resolution, the integer ambiguities cannot 
be determined by only using one epoch of data, due to the 
rank deficiency of the design matrix. Even with a few data 
over a short period the solution of the integer ambiguities 
is not stable because the phase observation equations over 
short periods are highly correlated due to the small 
geometric change. 

The integer ambiguity x can be reliably estimated using 
all observation li available at epoch k. The general linear 

Solving equation (13) can be implemented in two steps. 

In the first step, the float ambiguiries x and the 

parameters y are estimated using the following minimum 
criterion for linear models 

n'k/k = 
k 
Kdi - Aix - Biyi)TQ(i)-j (li - Aix - Biyj)} = min, (14) 
i=l 

with xeR", yieRin. 

Equation (14) can be solved using the standard recursive 

least-squares method. In the second step, using the 
estimated float ambiguities x, the global solution for the 

integer ambiguities x is obtained by solving the 
following minimum equation 

Q"k/k = (X - x)T Q(k/k):l (X - X) = min ,     (15) 

with xeZ". 

The difference between the minimization problem (9) and 
(15) is that the estimate x in equation (15) is the global 
estimate based on all observations li available at the 
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epoch k and its covariance matrix Q(kJk)^-^ contains the 
covariance information of all observations li while 
equation (9) only yields a local solution based on the 
information at one epoch. The integer ambiguity x 
obtained using equation (15) is thus the global solution of 
the linear model (10) to (12). Unfortunately, there is no 
analytic solution available for the minimization problem 
(15). Many different integer ambiguity search methods 
(Frei and Beutler, 1990, Euler and Landau, 1992, 
Teunissen, 1993 & 1994) have been developed for the 
minimization problem (15). Determining the integer 
ambiguities x using the minimum criterion (15) is a 
typical quadratic integer programming problem. One can 
use the quadratic integer programming technique to 
directly search for the optimal integer ambiguity x which 
is also the global optimal estimate of all GPS data. The 
minimization problem (15) is rewritten in the standard 
form of quadratic integer programming as 

min Q," = 

xTQ(k/k):ix - 2 xTQ(k/k)~^i^x + xTQ(k/k):ix     (16) 

where x € Z" . 

QUADRATIC INTEGER PROGRAMMING 

Quadratic integer programming is of the general form 

min f(x) = -2cTx + x^Qx   with x e S       (17) 

where f(x) is the objective function, Q is a n x n 
symmetric positive matrix and S is the solution space of 
all feasible solutions defined as 

S = { X I   lxil<b, xeZ" }. 

In equation (18), Ixil < b defines the search cube. 

(18) 

Equations (17) and (18) describe a constrained integer 
nonlinear minimization problem. If b is selected large 
enough, the minimization problem (17) and (18) can be 
considered as an unconstrained minimization problem. 
There are two difficulties to solve the integer nonlinear 
minimization problem (17). First, there is no analytical 
solution for quadratic integer programming. All methods 
to solve the problem (17) are numerically based 
algorithm. The second difficulty is the convexity of the 
objective function at the discrete integer points. For the 
real variables the objective function (17) is convex, but 
for the objective function (17) defined on the discrete space 
S, the convex condition is usually not satisfied. In this 
case the local optimum is sometimes not the global 
optimum on the discrete solution space S. Compared to 
continuing nonlinear programming, integer nonlinear 
programming has the advantage that the space S of all 
feasible solutions is a finite space. Thus, the numerical 

search method can be very efficient in the discrete finite 
space and the exact solution of the integer nonlinear 
minimization problem (17) can be obtained using a 
numerical algorithm. 

The branch and bound method 

The basic concept of the branch and bound method is to 
divide and discard. Since the original problem is too 
difficult to be solved directiy, an efficient search can be 
accomplished by successively dividing the solution space 
into smaller subsets of feasible solutions. The dividing is 
done by partitioning the entire space of all feasible 
solutions into smaller and smaller subsets. The discard 
(fathoming) is done by evaluating how good the best 
solution in the subset is to determine whether it should be 
searched further or discarded. It involves calculating lower 
bounds fi and upper bound f of the objective function. 
More details can be found in Garfinkel and Nemhauser 
(1972). 

In general, the branch-and bound algorithm has three basic 
steps - branching, bounding and fathoming: 

(1) Branching: Branching involves selecting one 
remaining subsets, and partitioning it into two or more 
new solution subsets. Let S be a given set of feasible 
solutions. The set S is divided into two or more subsets 
Sj with the following conditions: 

(i) Every feasible solution of S is a feasible 
solution of exactiy one of the subsets, 

(ii) A feasible solution of any of the subsets Si, 
S2, ■", Sj is a feasible solution of S. 

(2) Bounding: For each newly defined subset Sj, 

determine the lower bound for the objective value fj by 
solving the problem 

min f(x), for x e Sj, (19) 

i.e. the lower bound ff is the best feasible solution on the 
subset Sj 

ff = min f(x), for x e Sj. (20) 

(3) Fathoming: Fathoming is used to rapidly 

discard many of the possible solutions without analyzing 

them. If a subset does not contain a feasible integer 
solution or the lower bound f j of the subset is larger than 

the current upper bound f of the optimal solution: 

(i) Sj = 0, 
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(ii) fi > f, 

this subset will be fathomed (discarded). If the lower 

bound f 1 of the subset Sj is smaller than the current upper 

bound f, it becomes the new upper bound of the entire 

solution on S: 

f = fi (21) 

After the third step, the current upper bound f is the best 
feasible solution so far. Repeat the above three steps to 
the subsets which can still be partitioned until no 
unfathomed subsets remaining. Then stop the procedure. 
The best solution defined by the upper bound f is the 
optimal solution. 

If the branching and bounding operations are implemented 
intelligently, subsets containing many possible integer 
solutions can be discarded at early stages. This is 
equivalent to the principle of implicit enumeration. The 
difficult part of the algorithm is to determine the lower 
bound ff of a subset Sj. Another important task is to 
guarantee that the lower bound f j is the global optimum 
on each subset Si, in particular, if the numerical method 
can only find the local optimum. However, if the 
objective function f(x) on the subset Sj satisfies the 
condition of discrete convexity, so that a local optimum is 
the global optimum on the subset Si, one can obtain the 
global optimum solution of the subset Si. In Miller 
(1971), a sufficient condition, called discrete convexity, 
for a local optimum to be the global optimum is given. 
For the objective function f(x) that satisfies the discrete 
convex condition on the subset Si, some direct discrete 
search methods are discussed in the following to find the 
lower bound ff defined on the subset Si. 

Integer gradient direction method 

At the k-th step, the direct search can be described as 

xk+l=xk + ^-n (22) 

where xk is the base point to start the search at the k-th 
step, xk+i is the new point to be searched and n is a unit 
direction vector and usually determined by the direction of 
steepest descent of the objective function f(xk) at the base 
point xk. If the search direction n is determined, the 
increment scale X along the direction n can be determined 
using a one-dimensional search algorithm. 

The integer gradient direction method is a gradient-based 
direct search method. The gradient of the objective 
function f(x) at the point xk is used to generate the search 
direction. In order to search over a set of discrete points on 

Si, the integer gradient is introduced and used as a discrete 
search direction. Similar to the continuous variable case, 
the unit direction vector n in (22) is defined by the 
gradient vector of the objective function f(x) at point xk 

n = { ni, n2, -, nk } = -grad f(xk) / 1 grad f(xk) I.  (23) 

Using the non-zero minimum element of n 

d = min { ni, n2,-, nk } (24) 

a new vector called relative direction vector ii is given by 

ii = { ni, ii2, -, % } = {ni/d, n2/d, -, nk/d }. (25) 

Based on the relative direction vector ii, the integer 
direction m is defined as 

m= { mi,m2,-, mk }, (26) 

where mi is the nearest integer value of rii. 

Using the integer gradient direction m the new point 
xk+1 is searched along the direction m using the 
following equation 

xk+1 = Xk + Xm. (27) 

To find the new point xk+l, the increment scale X along 
the given integer direction m is determined such that at 
the point xk+1, the objective function f(x) has a 
minimum value along the direction m. The most efficient 
discrete one-dimensional search technique to determine the 
increment scale X is the discrete Fibonacci search 
procedure described by Nemhauser (1966). Details about 
implementation of the integer gradient search method can 
be found in Glankwahmdee (1976) and Glankwahmdee et 
al. (1979). 

Due to the second-order effects of the objective function 
f(x) on the subset Si, the discrete search procedure 
sometimes oscillates and even stalls at a false optimum 
point. To avoid such problems, the regeneration technique 
is required to restart from the false local optimum. Many 
effective regeneration techniques have been developed by 
Glankwahmdee (1976) and Cheng (1989). 

In general, the integer gradient direction represent a 
direction of descent. Because of the transformation of the 
unit gradient direction into the integer direction, the 
integer gradient direction m will not represent the real 
direction of steepest descent of the objective function f(x) 
at point Xk. Thus, some discrete points could be missed. 
To avoid this problem the direct enumeration technique is 
applied around the approximate point xk+1. The 
neighborhood search algorithm introduced by Reiter and 
Sherman (1965) is the most reliable method. Particularly, 
if the subset Si is discrete convex, the best solution 
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among the neighborhood points is the optimal solution of 
the subset Sj. Combining the integer gradient direction 
method and the neighborhood search algorithm, the 
optimal solution of the subset Sj can be efficiently and 
reliably found. 

Discrete  modified  complex  method 

In equation (22) the search direction can also be determined 
without computing the gradient of the objective function. 
Based on the complex method, a modified simplex 
method, by Box (1965), the discrete modified complex 
(DMC) method was developed for the integer variable by 
Beveridge and Schechter (1970) and Fox (1981). The basic 
idea is to create a complex figure with 2N+I vertices, 
with each vertex at a discrete point of the n-dimensional 
space of points x. Starting from the 2N+1 vertices, the 
principle of the DMC method is to discard the vertex with 
the worst objective function value and locate a new vertex 
along the direction of the line between the poorest vertex 
and the centroid of the remaining vertices. For the k-th 
step search, the poorest vertex is selected as the base point 
in equation (22). The unit search direction n is determined 
as follows 

nb = (xc - xb) /1 xc - xb I (28) 

where xb is the vertex with the worst objective function 
value, Xc is the centroid of all vertices except the poorest 
vertex xb. 

Starting from the base point xb which is the poorest 
vertex, the new point Xn is searched along the search 
direction nb as follows 

Xn = Xb + Xnb. (29) 

Again the increment scale A, is determined by the 
unidimensional search method. Once the new point Xn is 
selected, the discrete point is located to be nearest to the 
new point Xn in each coordinate 

xd = < Xn >. (30) 

To avoid oscillation of the search algorithm and stalling at 
the false optimum point. Fox (1981) and Cheng (1989) 
suggested some effective regeneration techniques to 
continue the successful search. At the end of the search, 
the neighborhood search algorithm is also applied to find 
the best integer solution f i defined on the subset Sj. 

IMPLEMENTATION  AND  VALIDATION 

Combining the branch and bound method and the direct 
discrete search algorithms discussed above, a very efficient 
direct integer ambiguity search (DIAS) algorithm has been 
developed at the University of Calgary and implemented in 
the GPS/INS processing software KINGSPAD (Kinematic 

G_eodetic S.ystem for P.osition and A_ttitude 
Determination). The software KINGSPAD can be used to 
process either GPS observations or INS data and integrate 
GPS/INS data in both static and kinematic modes for 
different applications. Figure 1 shows the DIAS procedure 
for ambiguity resolution on the fly. 

start DIAS 

Estimate global float ambituities x 
using all GPS data by 

Idj-Ajc-Bjy/aJdi-AiX-Bjyj) 
i=l 

1 
global float solution 

x-(k/k), Qxx(k/k) 

I 
direct search integer solution 

using INLP method 

(x(k/k) - x"(kyTc))TQ:J.(k/k) (x~(k/k) - x"(k/k)) 

I 
global integer solution 

x(k/k) 

I 
overall validation test (OVT) 

NOT OK 

next epoch 

Figure 1:    Flowchart of DIAS procedure 

For static and kinematic GPS applications the DIAS 
algorithm has the following features: 

(i) The DIAS algorithm is a direct integer search 
method, which directly yields the optimal solution for the 
integer ambiguities without counting potential solutions 
at each epoch. The approach is very robust because it does 
not have to deal with the critical issue of erroneously 
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rejecting the optimal ambiguities which is possible when 
using the concept of potential solutions; 

(ii) The DIAS algorithm guarantees the best feasible 
solution to be the global optimum of the minimization 
problem (15); 

(iii) The optimal integer ambiguity obtained by the 
DIAS algorithm is the global solution based on all GPS 
observations, if the least-squares estimation method is 
applied to equation (14); 

(iv) The search algorithm is very efficient. At each 
epoch it typically takes only 0.1 to 0.2 seconds for 7 to 8 
satellites. It thus can be used for real-time applications; 

(v) The search algorithm also gives the second best 
solution for the integer ambiguities. 

(vi) DIAS includes an overall validation test (OVT) 
procedure to validate the optimal integer ambiguities as 
the true solution. 

Validation test procedure 

As mentioned above, the solution using the DIAS 
algorithm directly gives the global optimal solution for 
the integer ambiguities based on all GPS observations 
available. Now the question is whether the global optimal 
integer ambiguities are the true solution for the integer 
ambiguities. This step is called validation. For kinematic 
or real-time applications, a solution for the integer 
ambiguities without a reliable validation procedure is not 
useful in practice. One major merit of the DIAS algorithm 
is that it can simultaneously yield the second best 
solution. Using the optimal and second best solutions one 
can form very reliable test criteria to validate the obtained 
optimal solution. Once the optimal and second best 
solutions for the integer ambiguities are obtained, the 
quadratic form (15) is computed for both solutions by 
using 

There are three possible outcomes of the threshold test. In 
the first case the difference between the optimal solution 
and the second best solution is not significant. The integer 
ambiguity cannot be fixed because there is more than one 
solution which could be accepted. This most often 
happens in case of poor satellite geometry. In the second 
case the quadratic form of the optimal solution is very 
small and significantly different from the second best 
solution. In the third case both quadratic forms are very 
large. This happens at the beginning of the integer 
ambiguity search or when some observations have large 
biases. It is clear that in the first and third cases the 
optimal solution cannot be considered as the true solution 
of the integer ambiguities. The search for the integer 
ambiguity solution should be continued until the second 
case is obtained. In that case the optimal solution is 
considered as the true solution of the integer ambiguities. 
The validation procedure using the three conditions (33) to 
(35) has a rigorous statistical background (Koch, 1987). 
Practically, the threshold value x cannot always be 
determined using statistical test theory, because the GPS 
observation errors really do not always satisfy the 
assumptions for the statistical test. The difficulty in using 
the threshold test is in the determination of a reasonable 
threshold value %. Usually, it will vary from case to case 
depending on satellite geometry and observation error 
behavior. 

Another criterion uses the ratio between the second best 
solution and the optimal solution. The test criterion of the 
ratio test is given by 

Q.2 <F 

^2    ^ 
M >F 

Q.I 

(36) 

(37) 

Ql=(x-xi)TQ(k/k):l (x-xi) 

"2 = (X-x2)'rQ(k/k):l(x-x2). 

(31) 

(32) 

Given a prior number % as the threshold of the quadratic 
form Q", the threshold test for the optimal and second 
best solution is given by 

i) fi'i <x,f22<%- 

ii) Q.i<x,Q.2> X, 

iii)   Q'i >x,^2>X. 

(33) 

(34) 

(35) 

where F is a priori given number. Using the ratio test, the 
optimal solution is accepted as the true solution if the 
quadratic form Q,i of the optimal solution is much 
smaller than that of the second best solution. 

In general, equation (36) is almost equivalent to cases (33) 
and (35) of the threshold test and equation (37) is 
equivalent to case (34) of the threshold test. For most 
cases the number F can be chosen to be the same value. 

The threshold test and ratio test for the optimal and second 
best solution can be applied to the quadratic sum of the 
observation residues (13). Using equations (14) and (15) 
the quadratic sum of the observation residues of the 
optimal and second best solutions is computed from 
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Ql =Q. +Q.I 

^2 = ^' + ^2 

(38) 

(39) 

In principle, using the threshold test and the ratio test, one 
can decide whether the optimal solution is the true 
solution of the integer ambiguity. Practically, it is still 
risky to apply these tests to an individual epoch, 
particularly, if the satellite geometry is quite poor and the 
observations are noisy. A reliable validation procedure 
must apply the threshold test and the ratio test to a certain 
time period, say 30 to 60 seconds. If all epochs during 
this period pass the above tests with the same optimal 
solution, the optimal solution can be considered as the 
solution of the true integer ambiguities. This validation 
procedure is called overall validation test (OVT). 

There are three important steps in the overall validation 
test (OVT) procedure: detection, confirmation and decision 
(fixing). Usually, the true integer ambiguities can be 
detected by the optimal solution at an early stage. The 
obtained optimal solution must be tested and validated. 
Therefore, the validation test is applied at every epoch. 
Only after the optimal solution passes the validation test, 
it is considered as the solution for the true integer 
ambiguities. The period between the first detection of the 
true integer ambiguity and the time when it is considered 
to be reliably detected, is called the detection period. 
During the detection period the optimal solution must 
always be the same. For the ratio test, the time when the 
true integer ambiguities are considered to be detected is 
that epoch when the ratio between the second best 
solution and the optimal solution is larger than the 
threshold F. The detected integer ambiguities must be 
confirmed using the validation procedure. The ratio test is 
continuously applied for a certain fixed period, say 30 to 
60 seconds, which is called the confirmation period. 
During this period, the ratio between the second best 
solution and the optimal solution is always larger than the 
threshold F and the optimal solution is always the same. 
Otherwise, the confirmation period will start again. This 
procedure is called the confirmation procedure. After the 
confirmation procedure is completed, it is assumed that 
the optimal solution is the solution of the true integer 
ambiguities. At this epoch, the integer ambiguities are 
fixed using DIAS and validated by the overall validation 
test (OVT). If the optimal solution is the solution of the 
true integer ambiguities, the optimal solution is always 
the same during the entire overall validation test procedure 
and the ratio between the second best solution and optimal 
solution gradually increases. At the epoch when the true 
integer ambiguities are considered to be detected, the ratio 
is larger than the confirmation level (D.2/i^\ > F). The 
confirmation level has been chosen as F=2. At the time 
when the integer ambiguities are fixed using the optimal 

solution, the ratio is relatively large. To illustrate the 
behavior of the optimal solution during the validation 
procedure, the ratio between the second best solution and 
the optimal solution are plotted in Figure 2. 

156800 156900 157000 

time (sec) 

157100 

Figure 2: Ratio between the best and the 
second   best   optimal   solution, 

kinematic  test,  May  8,   1995 

RESULTS   AND  ANALYSIS 

The DIAS technique as implemented in KINGSPAD was 
tested both in static and kinematic mode. Four data sets 
obtained in land and airborne tests are used to analyze the 
performance of the integer ambiguity resolution using 
DIAS. All test data consist of about 15 to 20 minutes of 
static data and another period of kinematic data. Using 20 
minutes of static data, the initial integer ambiguities can 
be reliably determined. They are used as reference for 
ambiguity resolution on the fly. The static data of the 
airborne tests were collected when the engine of the 
aircraft was on. Due to long baselines between the master 
station and the aircraft, with distances of 50 to 100 km, 
the wide-laning is used for airborne data. 

Results when using DIAS for ambiguity resolution on the 
fly are shown in Table 1 to Table 4. The first column 
gives the start time of the DIAS procedure. The second 
column gives the epoch when the correct solution is 
detected by the optimal solution. The third column gives 
the time when the ratio between the second best solution 
and the optimal solution is larger than the confirmation 
level F=2. At this time the correct integer ambiguities are 
considered to be detected. The fourth column is the time 
when the integer ambiguities are fixed as the true integer 
ambiguities. The fifth column is the ratio between the 
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second best solution and the optimal solution at the time 
when the integer ambiguities are fixed. 

start time time of det. ^2/^1^ 2 
time of 

fixed £22/^1 

594800 594954 595178 595298 2.8 

595680 595693 595700 595819 3.0 

595950 595962 596054 596173 4.1 

Table 1: DIAS results of the land test on 
March  11,  1995 

procedure and the time when the true integer ambiguities 
are fixed varies in each case. It depends largely on satellite 
geometry and size of observation errors. As shown in 
Tables 1 to 4, the average time span is about 100 to 300 
seconds under normal condition of 6 to 7 satellites. 
However, large deviations from the average are possible, 
see e.g. the third row in Table 2 where 1200 seconds are 
needed. This is due to two sateUites droping and arising 
over a period of time, which cause unstable geometric 
conditions for integer ambiguity resolution on the fly. 
The confirmation period for these test is 120 seconds. As 
shown in Tables 1 to 4, during the confirmation period 
the ratio between the second best solution and the optimal 
solution rapidly increases. Depending on the satellite 
geometry and the behavior of GPS observation errors, the 
increase rates are different in each case. 

start time time of det. n2/ni> 2 time of 
fixed 

Q2/ai 

155350 155389 155418 155537 3.9 

156800 156935 156965 157084 6.0 

157600 158157 158951 159070 2.6 

Table 2: DIAS results of the land test on 
May 8,  1995 

start time time of det. i22/^l^ 2 
time of 

fixed n2/"i 

163800 163924 163936 164055 4.0 

166030 166492 166912 167032 2.6 

167000 167095 167270 167389 4.1 

Table 3: DIAS results of the land test on 
May  8,  1995 

start time time of det. Q.2/0.i> 2 time of 
fixed Q2/^l 

405240 405240 405308 405427 4.2 

406500 406500 406864 406983 2.5 

Table 4: DIAS results of the airborne test on 
April  28,   1994 

As shown in Tables 1 to 4, the true integer ambiguities 
are found by the DIAS algorithm at a very early stage. 
The time span between the time to start the validation 

CONCLUSIONS 

In this paper the direct integer ambiguity search (DIAS) 
algorithm has been introduced for ambiguity resolution 
on the fly. The basic principle is the direct search for the 
global optimal solution of the integer ambiguities using 
integer nonlinear programming methods. 

The major merit of the DIAS method is its robustness, 
because it always searches for the optimal global solution 
based on all GPS data available at each epoch. The 
concept of a potential solution is not necessary. The 
problem of rejecting the true integer ambiguity can thus 
be avoided. The critical issue here is to use all GPS data 
and their covariance information properly. Test results 
indicate that the DIAS algorithm implemented in 
KINGSPAD is very efficient. It only takes about 0.1 to 
0.2 second for 7 to 8 satellites. The total computation 
time for the GPS processor in KINGSPAD, including 
ephemeris computation, navigation algorithm and the 
DIAS method, is less than 0.3 second using a 486/50 PC 
computer. Thus, real-time applications can be processed. 

The question of validating optimal integer ambiguities is 
the most critical issue for integer ambiguity resolution 
procedures. The DIAS method compares the optimal 
solution to the second best solution and applies threshold 
and ratio tests to determine the validity of the solution. 
The overall validation test (OVT) using different test 
algorithms has been developed and tested. Test results 
show that these algorithms are reliable. 
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ABSTRACT 

Full wavelength carrier phase observations on LI and L2 
frequencies are available nowadays from high precision 
dual frequency GPS receivers. In the presence of Anti- 
Spoofmg, the L2 carrier phase measurement is more 
noisy and more likely to have cycle slips. This paper 
presents a fast and reliable on-the-fly ambiguity 
resolution method based on dual frequency GPS 
measurements. This method is not affected by L2 carrier 
phase cycle slips and uses full observation information 
provided by the two frequencies. The information 
content of various combinations of carrier phase 
observations is examined. Kinematic test results using 
dual frequency receivers have shown that carrier phase 
integer ambiguities can be very reliably resolved quickly 
over short distances with the method presented. 

1.       INTRODUCTION 

The use of dual frequency GPS sensors and receivers is 
likely to increase in the fiiture due to the continuous 

improvement of GPS signal tracking technologies and 
the reduced receiver cost. Under Anti-Spoofing, 
however, pseudorange measurements on both frequencies 
are noisy and do not provide enough accuracy to directly 
resolve the carrier phase ambiguities (Yang and Goad, 
1994). Most of the current techniques employ a single 
wide-lane processing or combined LI and L2 phase 
processing, in which the integer lane constraint and the 
geometry constraint between the two frequencies have 
not been fiilly exploited. 

This paper presents a method which uses information 
offered by fiill wavelength Li and L2 carrier phase 
measurements for OTF ambiguity resolution over 
relatively short distances. The main purpose is to 
increase the reliability of OTF ambiguity resolution while 
keeping the observation time span as short as possible. 

To reliably resolve the carrier phase integer ambiguities 
on the fly, all the information contained in the GPS 
measurements should be utilized. Generally speaking, 
this information includes 

(a) lane combinations between LI and L2 carrier 
phase observations, 

(b) geometry constraints from redundant satellites, 
(c) accumulation of geometry change of satellite 

constellation and 
(d) systematic bias levels in the observations. 

Various combinations between LI and L2 carrier phase 
observations are widely used in GPS data processing for 
ionospheric correction, cycle slip detection and ambiguity 
resolution. Our focus in this paper is on ambiguity 
resolution. Instead of using a single combination of LI 
and L2 carrier phase observations, an approach to use a 
pair of combinations to replace LI and L2 observations 
for ambiguity resolution is presented. A similar idea for 
pairing ambiguities between LI and L2 is also described 
in Teunissen (1994), where the purpose is to find 
compatible (integer to integer) transformations between 
the derived carrier phase combinations and the original 
measurements. For ambiguity resolution, however, it is 
the imcompatibleness of the integer ambiguities between 
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different lanes that significantly improves the reliability 
and speed of ambiguity resolution. 

Geometry constraints from redundant satellites play an 
important role in ambiguity resolution. If more than four 
satellites are available at one epoch, integer ambiguities 
from any sub-group of satellites should be compatible and 
give a unique position solution. The geometry 
constraints among the satellites are usually measured by 
the sum of squared carrier phase residuals and the 
uncertainty range of the estimated floating ambiguities 
from a least squares adjustment procedure. 
Unfortunately, these selection criteria are affected by 
systematic errors such as multipath and thus, are not very 
reliable. As pointed out by Martin-Neira et al (1994) as 
well as Borge and Forssell (1994), the correct integer 
ambiguity vector may not minimize the instantaneous 
carrier phase residuals, but it does minimize the time 
average of residuals. This implies that by accumulating 
the geometry change information within the 
observations, one should be able to significantly increase 
the reliability of integer ambiguity resolution. 

Different approaches have been proposed to utilize the 
accumulated geometry information in carrier phase 
observations. Remondi (1991) presented a method to 
project the potential ambiguity candidates to each 
observation epoch in order to check the compatibleness 
between carrier phase observations and the selected 
ambiguity vector. A recent method given by Borge and 
Forssell (1994) uses the polynomials to fit the adjusted 
residuals. For dual frequency GPS data, the time average 
of residuals may not significantly increase the reliability 
of integer ambiguity resolution due to a small number of 
potential ambiguity sets, relatively large degrees of 
freedom and stronger geometry constraints. For single 
frequency GPS data, however, it is probably the most 
robust criterion to select the correct integer ambiguities. 

2.       COMBINATIONS OF PHASE 
OBSERVABLES AND THEIR   AMBIGUITIES 

Instead of combining LI and L2 phase data into a single 
phase observable, the more general form is to transform 
dual frequency carrier phase observations Li and L2 into 
a corresponding pair of combinations, as expressed by 

V'21       '22-^ 

^12 II  A 

l4> 
(1) 

transformation coefficients. This type of transformation 
was first proposed by Teunissen (1994) to investigate the 
invertable carrier phase combinations, i.e. the 
combinations that lead to a set of integer ambiguities of 
La and Lb from a set of integer ambiguities of Li and L2 
or vice versa. The advantage of this transformation is to 
retain all the information in Li and L2 if the coefficient 
matrix is properly chosen and fiill rank. 

According to (1), a single wide-lane transformation 
corresponds to tu = 1, ti2 = -1, t2i = 0 and t22 = 0. This 
transformation from Li and L2 to wide-lane (L1-L2) will 
lose information because the inverse transformation, i.e. 
from wide-lane to Li and L2 is impossible. This implies 
that L] or L2 or any other linear combination independent 
from the wide-lane will provide additional 
complimentary information for data processing. 

For integer ambiguity resolution, the transformation 
matrix (tu, tn, t2i, 122) in Eqn. (1) has to be composed of 
integers in order to let La and Lb possess integer 
ambiguities. As we know, at the correct position both 
ambiguities from La and Lb have to be integers. This is 
the fact that we can use for our integer ambiguity 
resolution and we call it integer lane constraint between 
two frequencies. 

For relatively short baseline applications, the ionospheric 
and tropospheric effects are assumed to be canceled by 
double differencing. The derivations in the following are 
therefore concentrated on potential ambiguity selections. 

ff LI and L2 carrier phase observations are used directly, 
the corresponding pair of observation equations is 

VAO), =VA/7/A,+VAA^, 

Eliminating VAyC term in (2) and (3), we obtain 

VAAT, = VAO2 - A, / A^CVAO, - VAA^i) 
_2 
°^VAW, VAd, +(A,/;i,)V 

1 
2 
VA<:> 

(2) 

(3) 

(4) 

(5) 

where La and Lb denote two derived phase observables, 
i.e. combinations of Li and L2.   tn, ti2, t2i and t22 are 

For every potential integer VAA^, in equation (4), if the 

computed 'VAN2 is not an integer within the error limit 

of (5), VAA'', is not the right choice and can be rejected 

right away. For a 0.1 cycle phase noise on both VAO, 

and VAO2, (Ty^ is at 0.127 cycle level. Test results 

show that if VAA'', varies from -15 to +15 cycles, there 
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are only about nine to ten potential integers for VAATj 
within the 0.127 cycle level limit. 

Based on the same principle, we may form other pairs of 
observations, such as wide-lane and Li observables. The 
equations similar to (4) and (5) are 

VAAT^ = VA<^^ - A, / ;i,(VAO, - VAA^,)   (6) 

'VMT. = a vbfb. +(i-A,/ijV: 2 
VAO), • (7) 

However, a close examination reveals that equations (6) 
and (7) have exactly the same effect as those given by 
equations (4) and (5) regarding the selection of potential 
ambiguities. 

One might think that equations (6) and (7) could be used 
in reverse form, namely using VAA'', to check VAA^^. 
If it works, it would be beneficial to help wide-lane 
ambiguity resolution for long baseline applications. For 
this case, the formulas are 

VAA^i = VAO, - X^ I A.CVAO^ - VAA^^)   (8) 

(9) 

The problem is that the computed VA^, from equation 
(8) is very noisy, as seen from (9). The standard 
deviation for o^^   is 0.57 Lj-cycles for a 0.1 cycle 

phase accuracy, which makes equation (8) useless. This 
means that one can not use the nature of Li integers to 
check the vnde-lane ambiguities by the above method. 

3.       AMBIGUITY SEARCH STRATEGY 

The integer ambiguity search strategy developed here 
utilizes all the information available from carrier phase 
data, which includes lane constraints between two 
frequencies, satellite geometry constraints and time 
averages of phase residuals. As pointed out by Hatch 
(1992), only three primary double difference ambiguities 
need to be tested. The ambiguities and their uncertainty 
ranges from the secondary satellites can be used to 
further test the potential primary ambiguities. To avoid 
strong multipath influence at low elevation angles and 
signal obstruction, the four primary satellites selected 
usually are highest satellites so long as their PDOP is not 
so poor (such as less than 10). In fact, by using integer 
lane constraint between the two frequencies, the PDOP 
of the four primary satellites can be relaxed a little bit 
because the two nearest integers around the rounded 

secondary integer ambiguity can be quickly checked. 
And only the one fits the integer lane constraint is the 
potential one. 

Potential Ambiguity Selection 

The initial ambiguity search ranges can be defined by 
(smoothed) pseudorange solution or sequential code and 
carrier floating ambiguity solution. The Li phase integer 
ambiguities VAA^, for three primary double difference 
observables are checked using Eqns. (4) and (5) or Eqns 
(6) and (7) immediately. Only the Li ambiguities that 
produce integer L2 or wide-lane ambiguities within the 
error limit of Eqn. (5) or (7) are potential ambiguities. 
Test computations show that within a ±3 meter search 
cube, there are about nine to ten potential integer 
ambiguities that could pass the integer lane constraint 
test for each satellite. Since the L2 or wide-lane 
ambiguities are computed and checked at each epoch 
separately, cycle slips or discontinuity on L2 phase 
measurements will not affect the results. 

Correct Ambiguity Selection and Validation 

The ambiguity selection and validation is composed of 
two steps. The first step is to use secondary satellite 
information to eliminate the incorrect potential ambiguity 
sets related to the primary satellites. Only the potential 
ambiguity sets which produce integer L2 or wide-lane 
ambiguities for all the secondary satellites are saved for 
fiuther testing. The second step is to test the carrier 
phase residuals from a least squares adjustment based on 
all the satellites available. Both of the estimated a 
posterior carrier phase variance and the polynomial 
fitting pattern of individual carrier phase residuals are 
checked against their pre-set thresholds. A given or 
specified bias level in carrier phase measurements is 
usually used as a threshold for polynomial testing. The 
ambiguity sets that pass all the above tests are carried 
forward to the next epoch until one set of ambiguities is 
left and meets all the assurance criterion. 

4.       TEST RESULTS AND ANALYSIS 

Data sets from two kinematic tests using Trimble 
4000SSE dual frequency receivers were processed to 
verify the proposed OTF ambiguity resolution method. 
The first test is a land kinematic test within 2 km 
distances, while the second is an airborne flight test with 
baseline lengths ranging from 200 m to some 60 km. 

4.1     Land Kinematic Test and Results 
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This test was carried out on December 28, 1992. P-code 
GPS signals were available during that time. Two 
Trimble 4000SSE dual frequency receivers were used to 
collect the data. The monitor receiver and its antenna 
were set up on the roof of the Engineering Building. The 
rover receiver antenna was mounted on the car roof and 
driven along a road from the campus to a nearby 
shopping mall. Two kinematic test runs were made. In 
the first run, both receivers were operating in P-code 
mode and collecting P-code pseudoranges and carrier 
phases. In the second run, both receivers were forced to 
operate in cross-correlation mode by setting the 
appropriate receiver control parameters. C/A code 
pseudoranges and cross-correlation L2 carrier phases 
were collected for the second run. Data collection 
interval was 1 second. At the beginning of both runs, 
about 10 minutes static data were collected while the 
rover antenna was placed on a tripod on a parking lot. 
The distance between the monitor receiver and the tripod 
was 412 metres. The first run lasted about 40 minutes in 
time and the second run lasted about one hour. 

During the test, the air temperature was below -31° 
Celsius and the road was covered vnth some 0.3 m depth 
of snow. The moving antenna was passing nearby trees, 
buildings and fraffic lights which caused frequent cycle 
slips on lower elevation (<25°) satellites due to their 
shadowing effects. The test environment was considered 
very harsh. The vehicle frajectory for the test is shown in 
Figure 1. 

2 km torn bau xtabon 

ShopJng mal 

— D«cambw 29.1992| 

UC p«i1(ing tot a 
-114.16 -114.146 

LMHiKude (deg) 

Fig. 1 Trajectory for land kinematic test 

P-Code Run Results 

The PDOP for the first run with P-code fracking was 
changing from 3.14 to 2.89. Five to seven satellites were 
tracked above 15° elevation, as shown in Figure 2. 

154000 154600 
OPS week second* 

Fig. 2: Number of satellites observed 

The on-the-fly ambiguity resolution using LI and L2 P- 
code observations based on the proposed search method 
was performed numerous times, each one shifted in time 
by 10 seconds, along the whole 40 minutes data set. 
Such an OTF testing scheme by shifting the starting time 
along the data set was used before by the authors, such as 
Lachapelle, et al (1992). In this processing, the double 
difference pseudorange noise was set to 0.4 m and the 
double difference carrier phase noise was set to 1 cm. 
The number of epochs required for ambiguity resolution 
corresponding to each separate OTF trial is shown in 
Figure 3. 

Total Uialt: 229 
Success rate: 100% 
Average resolution time: 41 seconds 

-^Trinlile 4000SSE P-code test 
njn (40 minutes data)  

(3PS week second* 

Fig. 3: Time to ambiguity resolution 

With total of 229 trials along the 40 minutes data, the 
successfiil rate was 100%. The average time required is 
about 41 seconds. If seven satellites are available, the 
observation time to ambiguity resolution is normally less 
than 10 seconds, with a few occasions reaching about 3 
minutes in this case. 

Cross-correlation Run Results 

The PDOP for the second run with cross-correlation 
fracking mode was changing from 2.86 to 1.56.   Five 
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satellites are tracked during most of the test period. In 
this run, the vehicle was driven a little bit further on the 
road than it did for the P-code test run, passing under a 
big overhead traffic sign which caused a complete loss of 
lock on all the satellites. Due to the shadowing of a 
container moving truck at an intersection, the satellites 
observed were dropped to two during the middle of the 
test. Further more, the lower elevation satellites SV 15 
and SV 24 had numerous cycles slips due to the 
shadowing of trees and surroundings. In this regard, this 
data set was a good test for the method. Shown in Figure 
4 was the satellite niunber observed during the test. 

I- 

Number of Sildirin Oborvcd (>15 deg •Icvalion) 

Lost all uMitn   Ln<4taMlltes    Lotl ill utdHts 

— Cross correlation test run (one hour) 

156000   15SS0O   159000   159S00   160000   ISOSOO   ISIOOO   161500   162000   162500 
OPS week seconds 

Fig. 4: Number of satellites observed 

Again, the OTF ambiguity resolution using LI C/A code 
carrier phase and cross-correlation L2 carrier phase was 
started every 10 seconds along the whole one horn- data 
set. The double difference pseudorange noise was set to 
0.6 m and double difference phase noise was set to 1 cm. 
The number of epochs required for ambiguity resolution 
for each trial is shown in Figure 5. 

400^ 

350- 

300- 

250- 

|200- 

i 
150- 

100- 

50- 

0- 
158000    158500    159000    159500    160000    160500    161000    161500    162000 

GPS week seconds 

Fig. 5: Time to ambiguity resolution 

Of total of 355 trials, the successful rate was 100%. 
None of the resolved ambiguity set was wrong. The 
average observation time was 94 seconds. Considering a 
harsh testing environments  and  only five  satellites 

—T 1 
-^Tr»nl)le 4000SSE XK:oire)ation test nin 

(one hour data) 

.         Total trials: 355 

t       Success rale: 100% 
1       Average resolution lime: 94 seconds \ \ 

■ 1 
[A klT 1 ft 

^ MiiJ 
-H h  ^ 1  

i 

available for more than half of the time, this result was 
satisfactory. 

4.2 Airborne Test and Results 

The airborne GPS data was provided by GeoSurv Inc. 
Ottawa, and was collected in the Muskoka area of 
Ontario on April 9, 1993. Two Trimble 4000SSE 
receivers were used. One receiver was installed on a 
small airplane and the other was set up as a differential 
base station at the airport. P-code LI and L2 data were 
collected at an I Hz rate. During the test, the distances 
between the base station and the aircraft changed from 
110 m to some 60 km. The satellites observed above 15° 
elevation were dropped from seven at the beginning to 
five at the middle of the test. The aircraft speed ranged 
from 60 to 100 m/s and the flight height reached about 
2500 m. The flight trajectory is shown in Figure 6. 

60 km from base 

Trimble 4000SSE P code ItgM test. Spring 10(3 

-79.4 -79.3 -79.2 -79.1 -79 
Longitude (deg) 

-78.9 -7B.B 

Fig. 6: Flight trajectory for airborne test 

The purpose using this data set is to test how far the 
proposed OTF ambiguity resolution method can be 
applied directly without any ionospheric error correction 
and modeling, which is the major limiting factor for long 
distance OTF ambiguity resolution. The standard 
tropospheric model was used to correct the pseudorange 
and carrier phase measiu-ements between the base station 
and aircraft. 

Shown in Figures 7 and 8 were the number of satellites 
tracked during the test and the time to ambiguity 
resolution for OTF trials starting at different time. 
Numerous OTF trials were executed independently along 
the whole data set. Each new trial was started by shifting 
the beginning time 10 second forward within the data set. 
A positive time to ambiguity resolution (the dots above 0 
along the vertical axis) means that a correct ambiguity 
set was obtained by the OTF processing starting at the 
corresponding time marked on the horizontal (time) axis. 
A negative time to ambiguity resolution (the dot below 0 
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along the vertical axis) mean the corresponding OTF 
processing starting at that time faille to obtain the correct 
ambiguities. 

gosoo 61000 eisoo t2000 azsoo tiooo essoo «40oo MSOO esooo 
/ GPS WMk Mconds 

Fig. 7: Number of satellites observed (>15°) 
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Fig. 8: Time to ambiguity resolution 

It can be seen from Figure 8 that the OTF ambiguity 
resolution works very well when the distance between the 
base station and the aircraft was within 15 km without 
any ionospheric corrections and modeling. The average 
time to ambiguity resolution was 39 seconds (epochs) for 
this airborne test. For dual frequency receivers, it should 
be able to compute the ionospheric changes and apply 
them to OTF algorithm when the aircraft flew away from 
the base station which located at the airport. This would 
be a topic for further investigation. 

5.       CONCLUSIONS 

OTF ambiguity resolution using a pair of observables 
from dual frequency GPS measurements is investigated 
with the emphasis on integer lane constraints between 
the observables. Test computations have shown that the 
integer lane constraint between two appropriately chosen 
observables, together with the geometry constraints from 

the redundant satellites and the residual monitoring, can 
provide a very reliable and fast OTF ambiguity resolution 
strategy over short baselines (<15 km). The application 
of this method to longer baselines, however, is very much 
affected by the atmospheric errors and requires fiulher 
investigations into the ionospheric correction methods 
and the possible use of alternative pairs of observables. 
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ABSTRACT 

A technique has been developed for reliably resolving GPS 
carrier phase ambiguities over long baselines in an airborne 
kinematic application. The technique has been used to 
compute aircraft frajectories accurate to the sub-decimeter 
level in support of NASA's Arctic Ice Mapping (AM) 
Program. A total of 25 missions from the 1993 and 1994 field 
seasons, as well as several missions from the 1995 field 
season, have been successfiilly processed using this method. 
During these missions, the aircraft routinely flew 1000 km or 
more from the fixed reference receiver, although it began and 
ended the missions within 2-3 km of it. The long baselines 
and prolonged duration of the missions, often seven hours or 
more of flying time, complicated the ambiguity resolution 
problem in two key ways. First, LI and L2 ambiguities had to 
be resolved for satellites tracked solely in-flight using 
ionosphere-free dual frequency data. Second, since no single 
satellite could be tracked for the entire duration of the long 
missions, it was necessary to reconcile the otherwise 
independent pre- and post-flight ambiguity solutions using the 

overlap provided by the in-flight data. To deal with these 
complications, the technique utilizes a combination of 
information from pre-flight static solutions, in-flight ambiguity 
and trajectory estimation, and post-flight static solutions in 
order to determine a consistent set of integer ambiguities for 
the entire mission. Dual-frequency carrier phase 
measurements are supplemented with dual-frequency 
pseudoranges in order to resolve the ambiguities of the 
satellites fracked only in flight, as well as to reconcile and 
merge the pre- and post-flight solutions with each other and 
with the in-flight solution. 

INTRODUCTION 

In the summer of 1993, NASA's Mission to Planet Earth 
Program began a series of annual campaigns aimed at studying 
the time-varying topography of the world's Arctic ice sheets. 
Now known as the Arctic Ice Mapping, or AIM, Project, this 
initiative utilizes an exfremely accurate and productive 
airborne surveying system to sample the surface topography 
of the ice sheets with an absolute accuracy of 10 centimeters 
or better. By repeating these airborne surveys over a period 
of several years, NASA expects to produce an extensive data 
set from which scientists can exfract geophysical signals from 
the changing topography of the ice sheets. Such information 
should enable global climate change researchers to gain a 
better understanding of the nature of global climate changes, 
and of how the world's polar ice masses both affect, and are 
affected by, such changes. Since 1993, 34 missions with flight 
lines totaling over 50,000 kilometers have been flown over 
Greenland and the ice sheets of northern Canada. Figure 1 
shows these flight lines. 

The airborne surveying system used in the AIM Project 
consists of a NASA P-3B Orion aircraft, a number of remote 
sensors carried on board the aircraft, and a GPS system which 
provides post-flight positioning for the aircraft, as well as real- 
time navigation and precise timing for the remote sensing 
equipment. The primary remote sensing instrument carried on 
the P-3 is the Airborne Terrain Mapper (ATM), a scanning 
laser altimeter whose predecessor was the Airborne 
Oceanographic Lidar, or AOL. In typical Arctic operations, 
the ATM takes 2000 range measurements every second, while 
scanning an oval-shaped pattern 135 meters wide directly 
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Figure 1. Flight lines of ice-mapping missions conducted 
over Greenland and northern Canada in 1993, 1994 and 
1995. 

under the aircraft's flight path 10 times each second. The 
aircraft also carries a profiling laser altimeter and a radar 
depth sounder capable of measuring the thickness of the ice 
sheet. More information about the AIM Project may be found 
in Refs. [6] and [7], and on the World-Wide-Web at 
http://aol 16.wfif.nasa. gov/. 

If the trajectory of the aircraft is known with sufficient 
accuracy, it can be merged with the laser altimetry data and 
with knowledge of the aircraft's orientation (provided by an 
inertial navigation system) to assign a latitude, longitude and 
altitude to each laser range measurement. The problem, then, 
is to compute the position of the aircraft throughout each flight 
with an accuracy of 10 centimeters or better. 

Well-known kinematic differential GPS techniques are 
capable of positioning a moving vehicle with this level of 
accuracy, provided the integer cycle ambiguities in the carrier 
phase measurements car. be resolved. Most of the relevant 
work in this field, however, has been concerned with 
positioning a moving receiver within a few tens of kilometers 
of a fixed reference receiver, where single-frequency code and 
carrier measurements are useful (Refs. [4], [5], [8] and [9]). 
Since the AIM Project aircraft begins and ends its ice mapping 
missions at the air base and within a few hundred meters of the 

fixed reference receivers, these techniques can be, and are, 
applied to parts of the missions. However, the aircraft spends 
most of each mission hundreds of kilometers away from the 
base, where dual-frequency observations are required to 
remove ionospheric effects and the established single- 
frequency techniques for resolving cycle ambiguities do not 
apply. Furthermore, the long duration of the ice mapping 
missions, usually 6-8 hours, means that no single satellite can 
be tracked throughout most missions. This introduces 
complications in obtaining a consistent set of cycle 
ambiguities across the entire mission, which is required to 
take full advantage of the short-baseline solutions at the 
beginning and end. 

This paper documents the approach developed for the AIM 
Project to overcome these difficulties and compute decimeter- 
level trajectories for long duration, long baseline flights using 
dual-frequency kinematic GPS techniques. First, the overall 
configuration of the ice mapping missions is described, in 
relation to the operation of the GPS receivers and analysis of 
the data. Next, the methods by which carrier phase cycle 
ambiguities are resolved for each phase of the missions is 
described. After this, the method used to combine the 
ambiguity information from each mission phase into a 
consistent set of integer LI and L2 ambiguities for an entire 
mission is presented. This is followed by experimental results 
from analyses of several missions which validate certain 
assumptions made about the ability to identify integer 
ambiguities in the data. A comparison of two trajectories 
computed from different data sets for the same mission is also 
given, which verifies the repeatability of the ambiguity 
resolution method. 

MISSION CONFIGURATION 

Since the scientific value of each ice mapping flight is 
dependent on the availability and quality of the precise GPS 
trajectory, the missions are designed with the requirements of 
the positioning system in mind. During the missions, survey- 
grade GPS receivers are operated at a sampling rate of 2 Hz, 
both aboard the aircraft and at a fixed site near the airfield 
where the P-3 is based. The simultaneous operation of the 
receivers on the aircraft and on the ground allows the data to 
be processed with a double-differencing scheme. A real-time 
precise trajectory is not required, so the data is simply logged 
by each receiver and no data link between the aircraft and the 
fixed site is needed. The twice-per-second sampling 
frequency is chosen to minimize errors introduced when the 
position of the aircraft is interpolated between points in the 
precise trajectory, which are computed only for the times at 
which the receivers record raw observations. 

For redundancy, at least two receivers are operated at the fixed 
site during each mission.  These receivers are connected to 
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survey-type antennas which are not moved at any time during 
the deployment to that base. While missions are not being 
flown, these receivers record data once every 30 seconds. 
This data is eventually used to compute the position of the 
fixed site relative to the GPS Global Tracking Network, which 
in turn ties the aircraft trajectories and ice topography to the 
International Terrestrial Reference Frame. 

Aboard the P-3 aircraft, at least three receivers are operated 
during each flight These receivers are connected to avionics- 
style antennas moimted at the top of the fuselage near the 
aircraft's center of gravity. During the flights, the pilots are 
asked to keep the aircraft's roll angle less than 10 degrees at 
all times, in order to avoid problems with satellite tracking 
associated with satellites falling below the horizon of the 
antennas. 

The primary receiver type used in the project is the Ashtech P- 
12 (1993) and Z-12 (1994 and after). Both are 12-channel 
survey grade receivers, and the Z-12 is capable of tracking 
dual-fi-equency code and carrier signals in the presence of 
Anti-Spoofmg (A/S). Eight-channel Turbo-Rogue receivers 
were also operated in 1993 and 1994 as backup equipment. 

After the missions are completed, the raw receiver data is 
translated into Rinex format and analyzed for cycle slips and 
other data problems. The most trouble-fi-ee data sets fi-om the 
fixed site and fi-om the aircraft are then selected to be used in 
computing the precise trajectory, and this data is carefijlly 
edited. In practice, it is usually necessary to examine 
observation residuals in order to completely correct all data 
problems. This makes the data editing and trajectory 
computation process iterative in nature. The ambiguity 
resolution procedure described below, however, can achieve 
its best reliability and accuracy only when all cycle slips are 
repaired and most other data problems have been corrected. 

The computation of the precise trajectory, along with the 
ambiguity resolution process, is done using the dual-frequency 
carrier phase data in a purely geometric, double-difierencing 
approach. Pseudorange data is used only to help resolve the 
cycle ambiguities, as discussed below. Precise orbits for the 
GPS satellites provided by JPL are used in the analysis. 
Meteorological data recorded at the reference site and on 
board the aircraft are used to correct for tropospheric delays 
using a modified Hopfield model. 

AMBIGUITIES AND BIASES 

The pseudorange and carrier phase observables are modeled 
as shown in Equations (1 a) through (Id). For the purposes of 
this discussion, the effects of multipath and noise are 
neglected. 

P,=P^klft 
p^=p*m 
L^=P-k/fl+X^n 
L.=P-kli 

1 

'2"2 

(la) 
(lb) 
(Ic) 
(Id) 

In these equations, P, and P^ are the measured pseudoranges 
and L^ and L^ are the measured carrier phases (converted to 
range units by multiplying by the appropriate wavelength). P 
is the non-dispersive delay, which includes geometric delay, 
tropospheric delay, clock errors, and any other effects which 
influence all the observables equally. The parameter ^ is an 
ionospheric delay multiplier (proportional to the integrated 
electron density along the signal path), /, and_^ are the two 
carrier signal frequencies. A,, and X^ ^^ ^^ corresponding 
wavelengths, and /?, and n^ are the undifierenced integer 
cycle ambiguities. The quantities A,j«j and X^^ are referred 
to as the undifierenced LI and L2 biases. 

When a double-difierencing scheme is used over short 
baselines, the quantity k is nearly the same for each leg of the 
difference, and the ionosphere term cancels. Over longer 
baselines, k differs significantly between legs and must be 
removed from the formulation using a linear combination of 
the Z,, and L^ observables given by 

i       — fCtl^'t ivfyLj'j /Ci Ai/( 1      '    rC^Al'yfl'y 

where the constants k, 

y4'&-^k 
and k^ are defined as 

K'JVft-fi) ^ 

(2) 

(2a) 
(2b) 

The first two terms on the right-hand side of (2) are 
collectively referred to as the L3 observable, while the last two 
terms together are known as the L3 bias, or b^. The L3 bias 
is a constant for a satellite-receiver pair over one complete 
pass, as long as all cycle slips are removed. Equation (2) can 
be rewritten as the sum of the L3 observable and bias. 

P-L,^b, (3) 

A single-difierence observable may now be formed between 
two receivers. In the following development, subscripts 1 and 
2 refer to different receivers, and superscripts A and B refer to 
different satellites. A single difference for satellite A between 
receivers 1 and 2 is given by 

sDt,^-L,i-L,i=pt,-pC^-b,t,^b,i (4) 

When the two biases are combined to form a single-difference 
L3 bias, (4) may be rewritten as 

SDi^=Pt,-Pt^^b,tn (5) 

When another single-difference is formed between receivers 
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1 and 2 and satellite B, and the result is differenced from (5), 
the double-difference is obtained. 

Z)<=P|f-P|^-/^f+P|f + A3^2-*3lf2 (6) 

Equation (6) is the fundamental relationship used for 
computing the trajectories of the AIM Project aircraft. The 
two single-difference biases in (6) are not separable, and only 
their difference can be estimated along with the receiver 
position. However, if one of the single-difference L3 biases is 
held fixed at some arbitrary value, the other bias can be 
estimated. Since only the difference in the biases appears in 
the observation relation, this approach is equivalent to 
estimating the double-difference bias. 

The single-difference biases are linear combinations of the 
single-difference ambiguities. Using Equations (2) through 
(5) for satellite A, 

^yi2~    ^I^l"lll2"''*2^2"2ll2 (7) 

where /jjtfj and n2tf2 ^^^ ^^ single-difference LI and L2 
ambiguities. If the integer values of these ambiguities can be 
found, the bias terms are known exactly. When dual- 
frequency phase data is used, only the real-valued biases can 
be estimatoi simultaneously with the aircraft's frajectory. The 
integer LI and L2 ambiguities can be resolved by combining 
the estimated biases with information from the dual-frequency 
pseudoranges. Ideally, the pseudoranges would be combined 
with the phase data to resolve the LI and L2 ambiguities 
directly, without the estimated L3 biases. In practice, 
however, only the difference between the LI and L2 
ambiguities can be resolved with sufficient accuracy (about 1 
cycle) to be usefiil for ambiguity resolution. The difference 
between the LI and L2 ambiguities is known as the widelane 
ambiguity, or n^,. The widelane formulation removes all 
geometry as well as the effects of the ionosphere, and therefore 
is unaffected by baseline length (Refs. [1] and [2]). 

From Eqns. (la)-(ld), the undiflferenced widelane ambiguity 
is given by 

«^;=i,Ai -L^X^^k^(P,IX, +P2A2) 

where 

(8) 

(8a) 
(8b) 

The widelane ambiguity can be computed for each satellite- 
receiver pair at every time point when the receiver tracks the 
satellite. Single-difference widelane ambiguities can also be 
computed by differencing these quantities. 
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Figure 2.  Relationship between widelane ambiguities, L3 
biases, and integer LI and L2 ambiguities. 

If the single-difference L3 bias for each satellite is known from 
a simultaneously frajectory and bias solution, and the single- 
difference widelane ambiguities are known from some 
application of Equation (8), Equations (7) and (9) together 
yield two equation in two unknowns for each satellite, which 
can be readily solved for the single-difference LI and L2 
ambiguities. The difficulty lies in computing the L3 biases 
and widelane ambiguities with sufficient accuracy so that the 
integer LI and L2 ambiguities can be identified. 

For any given pair of LI and L2 integer ambiguities, a 
corresponding widelane ambiguity and an L3 bias exist. 
Therefore it is possible to plot integer ambiguity pairs as 
discrete points in L3 bias / widelane space. This is shown in 
Figure 2. The center of the plot, the 0/0 point, represents the 
true pair of LI and L2 ambiguities for a single-difference 
satellite pass. The plot shows all other ambiguity pairs which 
are nearby in L3 bias / widelane space. Given real-valued 
estimates of the L3 bias and widelane ambiguity for a satellite 
pass, it is necessary to reliably select the corresponding pair 
of integer LI and L2 ambiguities. For this to be possible, the 
point representing the estimated widelane ambiguity and L3 
bias must be closer to the 0/0 point on Figure 2 than to any 
nearby point. This condition will be satisfied if the L3 bias 
estimates are accurate to 2.5 cm or better and the widelane 
ambiguity estimates are accurate to 1 cycle or better, as can be 
seen by examining Figure 2. 

MISSION PHASES 

For the purposes of ambiguity resolution and frajectory 
computation, each ice-mapping mission is divided into three 
distinct phases. These are the pre-flight calibration, the in- 
flight phase, and the post-flight calibration. In order to take 
full advantage of the infoimation present in each of these 
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phases, the three phases are processed sequentially. The 
overall strategy for resolving a consistent set of ambiguities 
for the entire mission is as follows. The kinematic solution is 
initialized by performing a static solution prior to takeoff. 
Then a dual-frequency kinematic solution is performed 
beginning at takeoff, starting with the known ambiguities from 
the pre-flight static solution. This kinematic solution yields 
estimates of L3 biases for each satellite fracked after takeoff, 
which are combined with estimates of the widelane 
ambiguities to produce preliminary LI and L2 integer 
ambiguities. A post-flight static solution is then performed, 
and the additional infoimation thus obtained is used to 
constrain the kinematic estimates of L3 biases and widelane 
ambiguities. This constrained solution improves the estimates 
of the L3 biases and widelane ambiguities, which allows the 
correct integerpair of LI andL2 ambiguities for each satellite 
to be reliably selected. 

Pre-Flight Calibration 

Approximately one hour prior to the scheduled takeoff of 
every mission, the GPS receivers aboard the aircraft and at the 
reference site begin recording high-rate (2 Hz) data. The fact 
that the aircraft is stationary for about an hour at this time 
allows ample time for a static position solution between the 
fixed site and the aircraft. Since the aircraft is parked within 
a few hundred meters of the reference site at this time, 
ionospheric delay in the carrier phase measurements at both 
receivers are nearly identical, so independent, single- 
frequency LI and L2 solutions can be performed. These 
independent static solutions yield the position of the aircraft's 
GPS antenna as well as the LI and L2 integer cycle 
ambiguities for each satellite fracked by both receivers during 
this pre-cal period. 

As pointed out in the previous section, single-difference biases 
(and ambiguities in the single-frequency solution) cannot be 
independently estimated using double-difference observations. 
In a solution involving several satellites fracked over many 
observation epochs, this means that if n satellites are fracked 
during a session, there are only n-1 independent single- 
difference biases. This problem is easily solved, at this point, 
by simply fixing one of the single-difference biases at an 
arbifrary value. The remaining biases are then independent 
and can be estimated along with the position of the receiver. 
They are also tied to the bias that was held fixed. The fact that 
the single-difference biases are known only relative to each 
other, and not in an absolute sense, becomes a significant issue 
later in the analysis when infoimation fi-om the post-flight 
calibration is included. 

In-Flight Phase 

Once the pre-cal is completed, a reliable set of integer LI and 
L2 single-difference ambiguities is obtained for the satellites 

fracked at the beginning of the mission. These ambiguities are 
used to compute single-difference L3 biases, which are held 
fixed while a dual-frequency, kinematic solution is performed 
for the entire mission, including the post-flight calibration 
period. For the early part of the mission, the known L3 biases 
from the pre-cal solution are used in the observation 
relationship. Equation (6). During the mission, however, the 
pre-cal satellites begin to set and new satellites are fracked by 
the receivers as they rise. However, there is considerable 
overlap in the fracking of the pre-cal satellites and the new 
satellites. Also, since seven or more satellites are typically 
being fracked at any one time at the high latitudes flown 
during AIM missions, more than enough redundancy exists to 
compute both the position of the aircraft and a preliminary 
estimate of the L3 bias for the new satellites. So each time a 
new satellite is acquired, its single-difference L3 bias is 
estimated by taking advantage of the redundancy in the 
observations, and this preliminary estimate is used for 
processing all subsequent observations from that satellite. If 
the mission is long enough, and most are, all of the pre-cal 
satellites eventually set and only satellites acquired in-flight 
remain in the solution. 

Throughout the frajectory, normal equations are formed for 
solution of the aircraft's instantaneous position and for the L3 
biases. While the position parameters are partitioned out at 
each time point, the normal equations for the biases are 
accumulated and solved at the end of the frajectory. This yields 
least-squares estimates of the L3 biases for each satellite. 
Again, the biases of the pre-cal satellites, which are known 
exactly, are held fixed in this adjustment. 

After the L3 biases are computed, the single-difference 
widelane ambiguities for all of the satellites are estimated 
using the following procedure. At each time point, the 
undifferenced widelane ambiguities for each satellite fracked 
by each receiver are computed using Equation (8). For 
satellites which are tracked by both the aircraft and reference 
receivers, these ambiguities are differenced between the two 
receivers to form single-difference widelane ambiguities. 
Next, double differences are formed between satellites, and 
partial derivatives of these double-difference widelane 
ambiguities with respect to the single-difference widelane 
ambiguities are computed. The results are accumulated in 
normal equations, and after the entire mission has been 
processed in this way, single difference widelane ambiguities 
are estimated by holding at least one of them fixed to a 
predetermined value. This value is a widelane ambiguity from 
the pre-cal LI and L2 ambiguity solutions - the difference 
between the LI and L2 ambiguities for one of the pre-cal 
satellites. By holding at least one of the widelane ambiguifies 
fixed to the pre-cal reference in this way, the estimated 
widelane ambiguities are tied to, and compatible with, the pre- 
cal solution. This is analogous to the situation for the L3 
biases, where when n satellites are fracked during a mission. 
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Figure 3. Undifferenced widelane ambiguities for SV29 

tracked by mobile receiver P324 on 18 May 1995 (large 
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only n-1 of the single-difference L3 biases are independent. 
The same is true for the widelane ambiguities, since they were 
estimated from double-differenced data. 

The reason the single-difference widelane-ambiguities were 
estimated from double-differences is illustrated in Figures 3 
and 4. Figure 3 shows the time history of the undifferenced 
widelane ambiguity for a satellite-receiver pair. Although the 
widelane ambiguity is theoretically a constant, the figure 
shows a marked linear frend amounting to several cycles of 
change in the widelane ambiguity over the satellite's pass. 
With Ashtech data, this is not an unusual occurrence, 
particularly with mobile receiver data. Gourevitch [3] 
attributes such "drifts" to the filters used internally in the 
Ashtech receivers, and states that this is a common mode 

effect and therefore should be eliminated by double- 
differencing. This appears to be the case, as Figure 4 
illustrates. Figure 4 shows the difference in widelane 
ambiguities between the satellite shown in Figure 3 and 
another satellite fracked by the same receiver at about the 
same time. The trend which was apparent in the undifferenced 
widelane ambiguities is not present in the differenced 
ambiguities, hi order for differencing to remove the effects of 
the trends in the estimated single-difference widelane 
ambiguities, the differencing must be done point-by-point. In 
other words, the data must first be differenced, then averaged, 
not the other way around, to completely remove the effects of 
these drifts. This is accomplished by estimating the single- 
difference widelane ambiguities from double-differenced data. 

With single-difference L3 biases and widelane ambiguities 
estimated for each satellite tracked after the pre-cal, it is 
possible to select the pair of LI and L2 ambiguities which is 
nearest the estimated values in L3 bias / widelane space for 
each satellite. Conceptually, this can be accomplished by 
plotting the estimated bias and widelane on a chart similar to 
the one shown in Figure 2, and selecting the integer ambiguity 
pair which is within 1 widelane cycle and 2.5 cm in L3 bias of 
the estimate. This can also be accomplished by the following 
procedure. For each satellite, the real-valued widelane 
estimate is rounded to the nearest integer. Using this integer 
widelane ambiguity and the estimated L3 bias, the system of 
two linear equations in two unknowns formed by Equations 
(7) and (9) is solved for real-valued LI and L2 ambiguities 
«, and Wj. These ambiguities are then rounded to the nearest 

integers. 

This rounding process does not guarantee that the resulting 
pair of integer LI and L2 ambiguities is the closest pair to the 
estimated L3 bias and widelane ambiguity. Since the widelane 
ambiguity was rounded prior to the solution of the 
simultaneous equations, the difference in the rounded LI and 
L2 ambiguities is guaranteed to be within 0.5 cycles of the 
widelane estimate. However, the L3 bias corresponding to the 
integerized ambiguities can be as far as 10.7 cm away from 
the L3 bias estimate, which can be seen by using Equation (7) 
with a maximum change due to rounding in both n, and n^ of 
0.5 cycles. Therefore it is possible to search a limited number 
of ambiguity pairs which are near the integerized pair for the 
unique ambiguity pair which corresponds to an L3 bias within 
2.5 cm of the estimate and a widelane ambiguity within 1 
cycle of its estimate. Counting the original integerized 
ambiguities. Figure 2 shows that seven ambiguity pairs exist 
which are within these maximum limits of +/-1 widelane cycle 
and +/-10.7 cm in L3 bias. In terms of changes to L1/L2 
ambiguities, these are +1/+1, +4/+5, -3/-4,0/0, +3/+4, -4/-5, 
and -1/-1. By searching through the seven pairs of 
ambiguities obtained by perturbing the original integerized 
numbers obtained from Equations (7) and (9) by these pairs 
and computing the resulting L3 bias and widelane ambiguity, 
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one (and only one) ambiguity pair will be found for which the 
corresponding L3 bias and widelane ambiguity agree with the 
estimated values to 2.5 cm and 1 cycle, respectively. This pair 
is selected as the best estimate of the ambiguities for one 
satellite obtained up to this point. However, the estimates of 
the widelane ambiguities and particularly the L3 biases may 
not be sufficiently accurate at this point to correctly resolve the 
ambiguities for all the satellites. The estimates can be 
improved, however, by taking advantage of the post-flight 
static solution, and these improved estimates will be accurate 
enough to correctly resolve the ambiguities. 

Post-Flight Calibration 

When the aircraft lands and taxis to a stop after each mission, 
the receivers aboard the aircraft and at the reference site 
continue to record data for about one more hour. This period 
is known as the post-flight calibration, or post-cal. As in the 
case of the pre-cal, the observation data recorded during the 
post-cal is used in independent LI and L2 static solutions. 
These solutions provide the position of the aircraft as well as 
the integer LI and L2 ambiguities for the satelhtes tracked 
during the post-cal. As in the pre-cal, only n-1 of n single- 
difference ambiguities of satellites tracked during the post-cal 
are independent, so the ambiguities for one satellite are 
arbitrary. If the mission is very short, one of the pre-cal 
satellites may still be present during the post-cal. If this is the 
case, this satellite's ambiguities are fixed to their pre-cal 
values for the post-cal solution. Otherwise, any post-cal 
satellite is selected, and its ambiguities are fixed to the 
ambiguities obtained fi-om the L3 bias / widelane solution. 

COMBINED AMBIGUITY RESOLUTION 

Three distinct sets of single-difference, LI and L2 integer 
ambiguities have been obtained up to this point. The 
ambiguities for the satellites tracked during pre-cal are known 
exactly fix)m the independent LI and L2 static solutions. Since 
these are single-difference ambiguities they are actually known 
only relative to each other, but by simply holding one of them 
fixed an absolute reference is established for all the satellites 
tracked during the mission. Ambiguities for the satellites 
tracked only in-flight have also been computed, but these 
ambiguities are subject to possible inaccuracies in the 
estimation of the L3 biases and widelane ambiguities, which 
can be reduced by taking advantage of the post-cal solution 
The post-cal ambiguities are known exactly, relative to each 
other. If one of the post-cal satellites was tracked during the 
same pass in the pre-cal, the post-cal ambiguities are also 
known exactly relative to the pre-cal ambiguities, since they 
are tied to the same absolute reference. For most missions, 
though, the post-cal ambiguities are tied to the ambiguities of 
the satellites tracked only in-flight, and so, as a group, are 
subject to the same errors as the in-flight ambiguities. 

The trajectory / bias solution, as well as the widelane 
ambiguity solution, can be constrained in a way that takes 
advantage of what is known about the three sets of 
ambiguities. These constrained solutions will then produce 
estimates of the L3 biases and widelane ambiguities which are 
sufficiently accurate to allow integer LI and L2 ambiguities to 
be reliably resolved. To accomplish this, the trajectory 
solution is re-run using the L3 biases obtained from the known 
pre-cal ambiguities, the estimated in-flight ambiguities, and 
the known but potentially offset post-cal ambiguities as 
starting values. The biases of the pre-cal satellites are held 
fixed, the biases of the satellites tracked only in-flight are 
adjusted independently, and the biases of the post-cal satellites 
are held fixed relative to each other and adjusted as a group. 
An analogous set of starting values and constraints is used for 
the widelane ambiguity estimation. These two constrained 
solutions yield real-valued adjustments to the L3 biases and 
widelane ambiguities for each satellite tracked in-flight and 
the group of post-cal satellites. These real-valued adjustments 
are interpreted in terms of integer LI and L2 ambiguity 
adjustments in exactly the same way as was done for the in- 
flight kinematic solution earlier, ff the L3 bias and widelane 
ambiguity adjustments using this fiill set of constraints are 
accurate to 2.5 cm and 1 cycle respectively, the LI and L2 
ambiguities resolved using this method are correct. The next 
section will show that for a sample of several AIM Project 
missions, this is indeed the case. 

OPERATIONAL RESULTS 

It remains to be shown that actual mission data can be used to 
reliably resolve the cycle ambiguities. Fii'st it must be shown 
that the widelane ambiguities for the satellites tracked in-flight 
can be estimated, using the pseudorange data, with an 
accuracy of +/-1 cycle or better. In addition, the L3 bias 
estimates for these satellites must be shown to be accurate to 
2.5 cm or better. It must also be demonstrated that the 
addition of the post-cal information improves the accuracy of 
the estimates and reliably identifies the correct pair of integer 
LI and L2 ambiguities for each satellite. Four separate 
ambiguity solutions for three ice-mapping missions from the 
1995 field season are included in the results presented below, 
providing a large and diverse data set which shows that 
correct LI and L2 ambiguities can be reliably chosen. Finally, 
since two independent data sets were available for one of these 
missions, the two trajectories for this mission can be directly 
compared, yielding fiirther evidence that the ambiguity 
resolution method is repeatable. 

Widelane Ambiguity Assessment 

The quality of the single-difference widelane ambiguities may 
be assessed directly by comparing the estimates from the 
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pseudorange data witli the difference between the LI and L2 
ambiguities for the post-cal satellites. The post-cal 
ambiguities are exactly known integers, so their difference 
provides a truth to which the pseudorange estimates can be 
compared. Such a comparison is shown in Figure 5. This 
comparison includes every post-cal satellite from the four data 
sets processed from the 1995 season. The figure shows that 
for every post-cal satellite from these four missions, the 
estimated widelane ambiguities are within 1 cycle of the 
known values. 

From this, it can be infeired that the widelane estimates for the 
satellites tracked only in-flight are also accurate to the 1 cycle 
level. Since the widelane formulation is independent of 
geometry and non-dispersive delay, the fact that the widelane 
estimates were estimated in part from data taken over a short 
baseline with the aircraft sitting still should provide no 
advantage. Thus the widelane estimates for the satellites 
tracked in-flight should be accurate to the same level as those 
shown in Figure 5. 

these L3 bias estimates for flie post-cal satellites use mostly 
long-baseline data, as do the estimates for the satellites tracked 
only in-flight. 

In fact, the quality of these estimates should be pessimistic, 
compared to tiie final estimates used to resolve the ambiguities 
for satellites tracked in-flight. The L3 bias estimates for these 
satellites benefit from having the full span of data from the 
satellites' entire pass, while the estimates for this post-cal 
comparison use artificially shortened data spans. The final 
bias estimates for the in-flight satellites also benefit from the 
constraints applied to the post-cal biases, while the estimates 
made for this comparison do not. 

The comparison is presented in Figure 6, which shows the 
differences between the estimated L3 biases and the known 
biases obtained from the post-cal ambiguities. Again, all of 
the post-cal satellites for the four 1995 data sets are shown. 
The figure shows that all of the bias estimates are accurate to 
2.5 cm, although some of them approach that limit. 

L3 Bias Assessment Integer Ambiguity Identification Assessment 

The accuracy of the L3 biases estimated from the kinematic 
solution may also be assessed by a comparison with the biases 
obtained from the known post-cal ambiguities. Unlike the 
widelane estimates, however, the L3 bias estimates could 
potentially benefit from data taken over short baselines after 
the aircraft has landed. Satellite orbit error and poorly- 
modeled tropospheric delay could degrade the L3 bias 
estimates made using long-baseline data, where estimates 
made on short baselines would minimize these effects. For 
this reason, the comparison was made by running the 
kinematic solutions from takeoff up to the time that the aircraft 
approaches the airfield near the end of its missions.  Thus, 

The widelane and L3 bias assessments showed that for the 
four missions from 1995, all of the widelane ambiguities 
tested were accurate to +/-1 cycle and all of the L3 biases were 
accurate to +/-2.5 cm. However, the fact that some of the 
estimates were close to these limits suggests that it might still 
be possible to occasionally select an incorrect pair of integer 
ambiguities which is near the connect pair in L3 bias / 
widelane space. The post-cal information was not taken 
advantage of in the accuracy assessments presented above, 
though, and this additional information significantly improves 
the accuracy of the L3 bias estimates, and to a lesser extent the 
widelane estimates, when incorporated into the solution. 
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Figure 5. Difference between estimated widelane 
ambiguities and widelane obtained from post-cal solution, 
for all post-cal satellites tracked during four 1995 missions. 

Figure 6. Difference between estimated L3 biases and biases 
obtained from post-cal solution, for all post-cal satellites 
tracked during four 1995 missions. 
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Figure 7. Differences between resolved ambiguities and 
constrained L3 bias and widelane estimates for all satellites 
from four 1995 missions. 

This is shown in Figure 7. For each satellite tracked in-flight, 
and for the group of post-cal satellites for each of four 
missions from the 1995 season, the differences between the 
real-valued bias and widelane estimates and the corresponding 
values from the resolved ambiguities are plotted in L3 bias / 
widelane space. The plot shows that in every case, the L3 
biases fell very much closer to the bias corresponding to one 
ambiguity pair than to those con-esponding to nearby pairs. 
The widelane estimates show more scatter, although most are 
still close enough to clearly identify one ambiguity pair. The 
figure suggests that the most likely mistake to be made in 
integer ambiguity selection would be to choose a pair which 
is incorrect by +/-7 LI cycles and +/-9 L2 cycles, due to the 
uncertainty in some of the widelane estimates. Even if this 
mistake is made, however, the resulting L3 bias, which is the 
only quantity that matters for the trajectory computation, can 
only be incoirect by 6 millimeters. With a PDOP of 4, which 
is the average PDOP for the AIM missions, an L3 bias error 
of 6 mm would cause a trajectory error of less than 2.5 cm. 
While this would be undesirable, it could be tolerated 
occasionally since the trajectories are only expected to be 
accurate to 10 cm. 

Trajectory Repeatability 

Since multiple receivers with difiFerent firmware versions were 
connected to common antennas aboard the aircraft and at the 
fixed site during the 1995 season, it was possible to compute 
two trajectories independently, one using the data from the 
version lEOO receivers and the other using the 1E24 data. As 
long as the ambiguities for both trajectories are correctly 
resolved, the only difference between the two trajectories is 
due to receiver noise. Since the receivers share antennas, 
effects such as multipath, media delays, orbit error and 
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Figure 8. Trajectory height differences between 1E24 and 
lEOO solutions for 18 May 1995 mission. 
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Figure 9. Distribution of trajectory height differences for the 
18 May 1995 comparison. 

Selective Availability are common to the two trajectory 
solutions. Receiver clock error is ahnost entirely canceled 
through double-diflferencing. Thus, a direct comparison of 
two trajectories computed in this way is an optimistic 
assessment of absolute accuracy, but is a very good indicator 
of the repeatability of the ambiguity resolution method. 

The differences in geodetic height between the two trajectories 
computed for the 18 May 1995 mission are shown in Figure 
8. Figure 9 illustrates the distribution of the differences. 
Figure 8 shows that the height differences are noise-like, with 
no apparent systematic characteristics, which would be 
expected if one of the trajectories had an incorrectly 
determined ambiguity. Figure 9 shows that 99% of the 
trajectory points agree to within 10 cm in height, and 95% 
agree to within 5 cm. The largest excursions in the height 
differences correlate very well with ionospheric disturbances 
which one or more of the receivers had problems tracking 
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through.   For this mission, then, the ambiguity resolution 
technique produced repeatable resuUs. 

CONCLUSION 

This technique provides a way to reliably determine integer L1 
and L2 ambiguities using dual-frequency canier phase and 
pseudorange data for long baseline kinematic applications. 
The ambiguities for the first part of the mission are determined 
from pre-flight LI and L2 static short-baseline solutions, while 
the ambiguities for the satellites tracked in-flight are 
determined using redundancy of observations and dual- 
frequency pseudorange data. Static LI and L2 solutions using 
data recorded after landing is used to improve the ambiguity 
solution for the satellites fracked in-flight. The method has 
been successMy applied to missions from three field seasons, 
yielding trajectories accurate to the 10 cm level. 

Integer ambiguities are correctly resolved when the estimates 
of the L3 biases are accurate to 2.5 cm and the estimates of the 
widelane ambiguities are accurate to one cycle. These 
accuracies ai^e readily achievable with Ashtech Z-12 receivers 
under normal conditions, particularly once the post-cal 
constraints have been applied. However, the phase data must 
be free of cycle slips, and both phase and code data should be 
free of large outliers for the method to con-ectly identify 
integer ambiguities. In practice, cycle slips are often difficult 
to identify and con-ect properly without examining residuals, 
so some iteration tietween data editing and trajectory 
computation is usually required before all data problems can 
be corrected and the ambiguities successfully resolved. 
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ABSTRACT 

A significant improvement in the quality of 
G PS-derived vertical position estimates has 
been demonstrated with an approach 
requiring predictable behavior from the 
receiver clock. The approach is based on a 
structure inherent in the GPS measurements: 
errors in the estimates of vertical position and 
clock bias obtained from a snapshot of 
pseudorange measurements are highly 
correlated. This correlation allows us to 
compute improved vertical position estimates, 
and provides a basis for integrity monitoring. 
The practicality of this approach currently rests 
on our ability to model the receiver clock 
behavior accurately using the past GPS 
measurements. 

Results are presented on receiver clock 
modeling from laboratory and field tests for a 
range of commercial products. Several oven- 
controlled crystal oscillators and rubidium 
oscillators have been found to offer the 
requisite stability, and have provided superior 
vertical position estimates in field trials, 
including flight tests. Clock-aided navigation 
cuts the rms vertical position error by a third to 
a half, and provides vertical position estimates 
of a quality comparable with that of the 
horizontal estimates. 

1.   INTRODUCTION 

It is widely believed that GPS provides better 
accuracy horizontally than vertically. Reports 
on experiences with GPS and differential GPS 
have invariably confirmed this view. The GPS 
performance specifications, according to which 
95% of the time the horizontal error in a user's 

• This work is sponsored by the Federal Aviation 
Administration. Opinions, interpretations, con- 
clusions, and recommendations are those of the 
authors and are not necessarily endorsed by the 
FAA. 

position shall not exceed 100 m and vertical 
error shall not exceed 156 m, also implicitly 
support this view. According to an intuitive 
argument, the horizontal accuracy is better 
because the satellites are on all sides of a 
user; the vertical accuracy is poorer because 
the satellites are all above the user, and none 
below. Fortunately, the argument is specious, 
and the premise false. 

As is well known, clocks are at the heart of 
satellite navigation. While the satellites carry 
very precise and ultra stable clocks costing 
several tens of thousands of dollars, most 
users can get by with an inexpensive clock 
($50-200) in their receivers. This benefit, 
however, has a price: there is an additional 
unknown, namely, instantaneous receiver 
clock bias relative to the GPS time, the 
estimation of which requires an additional 
satellite measurement. This approach, which 
we refer to as 4-D estimation, actually makes 
satellite navigation practical. We explore 
below the penalty paid for this fourth unknown 
in terms of positioning accuracy, and propose 
a practical scheme to minimize the loss. 

The proposed approach, called clock-aided 
navigation, is based on the following premise 
[1]. When navigating with GPS, in general a 
user wouldn't know what his position would be 
in, say, one, five, or fifteen minutes in the 
future, but the receiver clock bias can be 
predictable. How well and how far ahead such 
clock behavior can be predicted depends 
upon the stability characteristics of the clock. 
Insofar as the clock behavior is to be 'learned' 
from the past GPS measurements, the quality 
of the prediction would also depend upon the 
quality of the measurements. The basic idea 
is to take advantage of the verifiable stability 
characteristics of a receiver clock. As shown 
below, this approach effectively restores a 
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degree of freedom to position estimation, with 
significant gain in vertical accuracy. 

The previous worl< on exploiting the receiver 
clock stability for navigation and receiver 
autonomous integrity monitoring (RAIM) [2-5] 
has dealt with 'clock coasting' over relatively 
short periods while the satellite coverage is 
sparse, or satellite geometry poor. If the 
number of satellites in view falls to three, the 
only way to continue navigation is to skip 
estimation of the clock bias. In the schemes 
proposed, the clock bias is held fixed at the 
last estimated value [5], or propagated using 
the values of the clock model parameters 
estimated before the period of poor coverage 
began [4]. As the satellite coverage and 
geometry improve, the receiver returns to 4-D 
estimation mode. We propose instead to take 
advantage of the estimated clock stability 
characteristics regularly and continuously to 
improve the navigation and RAIM 
performance. 

In the next section, we discuss GPS 
positioning with a perfect receiver clock. A 
perfect clock being impractical, the focus is on 
the potential for improving the quality of the 
position estimates by using a 'right clock' and 
by using a 'clock right'. In Section 3, the issue 
is reexamined in terms of correlations 
observed among of the 4-D estimates 
obtained from GPS measurements. The 
results of Sections 2 and 3 are used to define 
an approach to navigation in Sections 4 and 5 
based on clock aiding. The approach consists 
of verifying in real-time the clock stability 
characteristics, exploiting them to improve the 
position estimate, and obtaining a measure of 
the quality of this estimate. 

2.   NAVIGATION WITH A PERFECT CLOCK 

Given a snapshot of n GPS pseudorange 
measurements (n > 4), we can estimate the 
three coordinates of user position (x, y, z), and 
the instantaneous receiver clock bias (b). We 
referred earlier to this approach as 4-D 
estimation. On the other hand, if the receiver 
clock were known to be perfectly stable, and 
its bias relative to the GPS system time known 
precisely, G PS-based navigation can proceed 
by estimating only the position coordinates (x, 
y, z). This special case will be referred to as 
one of 3-D estimation.   We know a priori that 

having one fewer parameter to estimate from 
the measurements should improve the quality 
of the remaining estimates. The question is: 
by how much? The perfect clock is, clearly, 
hypothetical, but the idealization offers an 
upper bound on the performance which may 
be achievable with practical clocks. 

We examine first the quality of the position 
estimates in the two cases (i. e., with and 
without a perfect clock, or 3-D versus 4-D 
estimation) at an rms level. The idea is to 
base the comparison on the following well- 
known relationship [6]: 

rms position error = OyRE • ^'^^' 

where o^^£ is the rms value of the error in the 

user's range measurements (user range error, 
or URE), and DOP is a characterization of 
satellite geometry. Since URE is the same in 
both 4-D and 3-D estimations, we need only 
compare the distributions of the DOP 
parameters in the two cases. The definitions 
of HDOP and VDOP in terms of the 
observation matrix (4xn) for the linearized 
problem of 4-D estimation are well known [6]. 
For 3-D estimation, these parameters are 
redefined appropriately on the basis of the 
revised observation matrix (3xn) so that the 
relationship above remains valid. We will refer 
to the DOPs for 3-D estimation as HD0P3 and 
VD0P3 to distinguish them from the notation 
in the 4-D case. 

Figure 1 gives the cumulative probability 
distribution functions (cdf's) of the HDOP, 
VDOP, HD0P3 and VD0P3 for the 24-satelliie 
constellation of GPS. The VDOPs indeed 
tend to be larger than the HDOPs and, in view 
of the relationship given, this leads to the 
conclusion that in 4-D estimation the rms 
vertical error would be larger than the rms 
horizontal error. But the cdf's of HD0P3 and 
VDOPS tell a different story for 3-D estimation: 
(i) VD0P3 shows little variability, and its values 
are significantly smaller than those of VDOP 
and somewhat smaller than those of HDOP, 
and (ii) the distributions of HD0P3 and HDOP 
are substantially similar. In other words, a 
GPS user equipped with a perfect receiver 
clock would obtain much-improved vertical 
position estimates via 3-D estimation because 
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of the much-improved DOPs. By contrast, a 
perfect clock gains little in horizontal accuracy. 

Clearly, the price for estimation of the clock 
bias is being paid by loss of accuracy in the 
vertical dimension. Stated another way, there 
is a large potential for improvement in the 
quality of the vertical position estimates, but 
not in the horizontal estimates. The next 
question, then, is: How much of this potential 
for improvement can be realized with a 
practical receiver clock? This question is 
addressed in Section 4. 

3.   CORRELATIONS AMONG THE 4-D 
ESTIMATES FROM GPS 

We examine next the relationships among the 
G PS-based estimates of position (x, y, z) and 
clock bias {b) obtained via 4-D estimation. 
Figure 2 shows scatter plots of errors in the 
horizontal and vertical position estimates 
versus the error in the corresponding clock 
bias estimates computed from GPS 
pseudorange measurement snapshots taken 
10 seconds apart over a day. Computation of 
the error in a position estimate is 
straightforward, given the surveyed location of 
the antenna. Computation of error in clock 
bias estimates also takes advantage of the 
known antenna location. As in time-transfer 
mode, we post-process a batch of GPS 
measurements, fitting a smooth curve to the 
observed     differences     between    the 

pseudorange measurements and the 
computed ranges from the antenna to each 
satellite. This fitted curve serves as the 'truth' 
for computation of the error in clock bias as 
estimated from each snapshot. 

Figure 2a is a scatter plot of the error in a 
horizontal position estimate versus that in the 
corresponding clock bias estimate, shown in 
units of length. The scatter shows no 
apparent correlation between the two errors. 
By contrast. Figure 2b, a scatter plot of the 
error in the vertical position estimate and that 
in clock bias estimate, shows a strong linear 
correlation. The proposed schemes for clock- 
aided navigation and RAIM are based on this 
correlation: the error in the clock bias estimate 
from a snapshot of pseudorange 
measurements is a good predictor of the error 
in the corresponding vertical position estimate. 
Actually, this relationship remains true even if 
one or more of the range measurements had 
arbitrary biases.  That's the basis of RAIM. 

The correlation between the errors in the 
estimates of clock bias and the vertical 
position is not a surprise. A change in the 
user clock bias changes all pseudoranges 
equally: all increase, or decrease, by a 
common amount. The net effect of a change 
in the user altitude is similar: all pseudoranges 
increase, or decrease, though not equally in 
general. Hence the correlation. Note, 
however, that if all the satellites were at the 
same elevation, a change in user altitude 
would indeed change all pseudoranges 
equally, and we wouldn't be able to distinguish 
between the user altitude and the clock bias. 
In the terminology of experiment design, the 
effects of altitude and clock bias in this 
situation would be confounded. 

Obviously, if we were to obtain somehow an 
accurate estimate of the receiver clock bias, 
we would know the error in the current 
snapshot-based estimate of the receiver clock 
bias, and would be able to correct the 
corresponding vertical position estimate. 
Actually, if we were to know the current 
receiver clock bias accurately, there would be 
no need to solve for it. The knowledge of 
receiver clock bias reduces the problem to 3-D 
with the accompanying improvement in the 
vertical position estimate, as discussed in 
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Section 2. The results of this section are 
basically a confirmation of those in Section 2; 
the difference is that we have gone from an 
rms level characterization to snapshot-by- 
snapshot results. 

In general, we cannot expect to know the true 
receiver clock bias. But we can estimate it 
from GPS measurements over a time period 
consistent with the stability characteristics of a 
given clock. From Figure 2, the extent of the 
improvement in the vertical position estimate 
would depend upon the quality of clock bias 
prediction. The horizontal position estimate is 
expected to be substantially unaffected. The 
obvious questions are: (i) how do we estimate 
the receiver clock bias from the 
measurements so as to transform the 4-D 
problem into a 3-D problem? and (ii) what is 
required of the clock in order for this approach 
to work? These issues are addressed in the 
next section. 

4.   CLOCK MODELING AND BIAS 
ESTIMATION 

It is well known that the rms error in clock bias 
estimate (in units of length) based upon a 
single snapshot of pseudorange 
measurements is [6]: 

% = C^URETDOP, 

where (Ty^^, introduced previously, is the rms 

error in the GPS pseudorange measurements, 
and TDOP is the time dilution of precision 
parameter reflecting the satellite geometry. In 
the presence of Selective Availability (SA), 
OyRE has been estimated conservatively as 

33 m (observed value: 25 m). For the 
constellations of interest, TDOP typically 
ranges between 0.75 and 1.25. Taking a 
typical value of 1 for TDOP in our simple 
calculations below, the rms error in clock bias 
estimated from a single snapshot of the range 
measurements, a^ ~ Oypg = 33 m.   Our focus 

in this report, however, is on differential GPS, 
where TDOP is unchanged but the 
measurement error is significantly lower, say, 
*^UDRE "2 m, where UDRE denotes the user 

differential range error. The rms error in clock 
bias estimated from a single snapshot of the 
differentially-corrected range measurements, 
% " ^UDRE = 2 m. 

If we had available GPS measurements over 
a time period {IQ, f) during which the frequency 
drift rate of the receiver clock is stable, we 
could model the clock bias at time t simply as 
a quadratic function 

b(t) = bo + bi(t-to)+b2(Mo}2, 

and estimate parameters bg, b-j, and £»2from 
the   available   measurements.      Given   k 
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statistically independent measurement 
snapshots, the rms error in the clock bias 
estimate will be ojj = ^^UDRE /"^^"S- Given, 

say, snapshots of differentially-corrected 
pseudorange measurements over 30 minutes 
(correlation time = 3 minutes), 

% " ^UDRE ^"^(^ -3) = 2 / V7 = 0.8 m. 

If the model were valid for a receiver clock, we 
expect to be able to predict clock bias with an 
rms error of about 3 ns or 1 m. We see next 
how well these simple calculations check out 
with actual measurements. 

Figure 3 shows the behavior of several 
receiver clocks as observed in our laboratory 
over a 12-hour period. Included are a cesium 
standard, a rubidium oscillator, an oven- 
controlled crystal oscillator (OCXO) and a 
temperature-compensated crystal oscillator 
(TCXO). The figure shows 3-second samples 
of clock bias estimates in units of meters for 
each clock based on GPS measurement with 
differential corrections. The clock bias 
estimates are computed via the usual 4-D 
estimation from the DGPS data snapshot by 
snapshot. The plots are intended as typical 
examples for each of the clocks, and our 
purpose is draw attention to certain qualitative 
features. 

In Figure 3, frequency stability of the cesium 
standard (FTS 4040, price > $10K) is obvious: 
no frequency offset or drift is apparent. The 
rubidium oscillator (Ball Efratom FRS-G, $2-4K) 
also shows no significant frequency offset, but 
signs of slight drift are clear. Such drift, 
however, appears constant over 30-60 
minutes. The OCXO (HP 10811E, $1K) has 
accumulated a small frequency offset (about 1 
part in 10^) so that the clock bias actually 
changes by about 2 m/s on average. We 
have taken out the effect of this offset via a 
linear regression, and have plotted the 
residuals, which show a clear quadratic trend. 
The behavior of both atomic clocks and the 
OCXO appears consistent with the proposed 
model: clock bias is indeed predictable, given 
recent data. The quality of such prediction is 
discussed below. 

The TCXO (price = $100) has accumulated a 
frequency offset of about 1 part in 10^, and its 
bias changes by about 200 m/s on average. 
Again, the residuals from linear regression are 
plotted. These residuals, however, are two 
orders of magnitude larger than those for the 
OCXO, and swing widely and wildly. It's clear 
that the TCXO does not exhibit stability of 
frequency drift rate for the length of time 
required, and the proposed model doesn't fit. 
Experience with other TCXOs was similar. 

300 

-    TCXO*(x10"^) 

-I I L 

0 2 

* Linear trend renmved TIME (hours) 

Figure 3. 
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How well does the proposed clock model fit 
our measurements for the atomic clocl<s and 
the OCXO? For the OCXO, the answer is 
given in Figure 4; the atomic clocks did better. 
Figure 4 gives the post-fit residuals for the 
OCXO bias estimates shown in Figure 3. At 
each point, a quadratic model is fitted to data 
over the previous 30 minutes, and clock 
parameters bg, bp and b2 estimated. The 
residual at each point is defined as the 
discrepancy between the predicted value of 
clock bias based on the fitted model, and the 
actual measurement. The parameter 
estimation process begins in each case at t = 
0 with no prior knowledge assumed, and for 
the first 10-15 minutes, there aren't enough 
measurements on which to base a model, 
and the discrepancy between the predicted 
and actual values tend to be large. The rms 
error in the snapshot-based clock bias 
estimates is 1.6 m; the rms error in model- 
based clock bias predictions is under 1 m. 
Both rms values are consistent with the results 
of our simple calculations earlier in this 
Section. The model, clearly, fits the data. 
Both the OCXO and the rubidium oscillator 
have been found to exhibit the requisite 
stability for periods of 1-2 hours. (Results on 
clock modeling without the benefit of GPS 

differential corrections are given in a 
companion paper [7]). 

The measurements shown in Figure 3 were 
taken under typical laboratory conditions. The 
clocks did not have to contend with any 
serious temperature gradients or vibrations, 
which would be encountered by a receiver 
installed in an aircraft. Representative data 
from several field tests are shown in Figure 4 
for the rubidium oscillator and the OCXO. 
These tests consisted of data collection using 
a mobile GPS receiver (a NovAtel GPS Card 
installed in a PC, with provision for external 
clock input). This demonstration unit was 
driven in a utility van and flown in an aircraft. 
No attempt was made to coddle the clock: no 
special shock mounting or temperature 
regulation. The results, shown in Figure 5, 
show no significant change in clock behavior 
from that observed in the laboratory: for both 
clocks tested, the clock bias remains 
predictable, given recent data. The main 
purpose of the field tests was to see if the 
requirements of the proposed clock model 
could be met reasonably under real-world 
conditions. The clocks appear robust, but 
more tests are needed to observe their 
behavior in carefully controlled environments, 
as specified in RTCA DO-160C [8]. 
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5.   CLOCK-AIDED NAVIGATION 

Clock aiding approach requires that the 
frequency drift rate of the receiver clocl< be 
Stable over long enough a period to allow its 
model parameters to be estimated adaptively 
from the GPS measurements. If this condition 
is met, the current user position can be 
obtained from a snapshot of the GPS range 
measurements via 3-D estimation, as 
discussed earlier. If the adaptively derived 
clock bias estimates are reasonably accurate, 
the vertical position estimate would improve 
substantially, as seen in Sections 2 and 3. 
We examine below the quality of clock-aided 
position estimates corresponding to the clock 
modeling results of the previous section. 

Figure 6 shows the vertical position estimates 
obtained from GPS measurements in 
differential mode in our laboratory over a 12- 
hour period with and without clock aiding. The 
figure shows the error in vertical position 
estimates obtained from 4-D estimation 
snapshot by snapshot. These are to be 
compared with the vertical position estimates 
obtained from 3-D estimation where we have 
used the estimate of clock bias derived 
adaptively from the measurements over the 
previous half-hour, as discussed in the 
previous section. Clearly, clock modeling 
offers a distinct improvement:  The clock-aided 

navigation cuts the rms error nearly by a third 
(2.2 m versus 1.5 m). Another noteworthy 
factor is that clock aiding consistently avoids 
the peak errors obtained with 4-D estimation. 
This is important in view of typical integrity 
monitoring requirements in civil aviation where 
a large, undetected excursion from the 
defined flight path due to navigation error may 
create a hazard. 

Results from two of the flight tests conducted 
at the FAA Technical Center (FAATC), Atlantic 
City, NJ, are given in Figure 7. In these tests, 
the mobile data collection system was placed 
in a rack in a Beechcraft 200. The clock sat 
next to the receiver, with no provision to 
isolate it from any environmental stresses. 
The GPS measurements were recorded as 
the aircraft executed a set of approaches and 
missed approaches as part of a broad plan 
related to development of Terminal Instrument 
Procedures (TERPS) for satellite-based 
navigation. Data were also recorded 
simultaneously at a local, ground-based 
reference station with another NovAtel 
receiver. Both data sets were processed post- 
flight to generate position estimates in both 
4 D (snapshot based) and 3-D (clock aided) 
mode. The 'ground truth' in each flight was 
generated    by    the    FAATC    personnel 

1133 



UJ 

i 
lU > 

-15 

— SNAPSHOT-BASED ESTIMATE (rms error: 2.2 m) 

— CLOCK-AIDED ESTIMATE (rms error: 1.5 m) 

6 

TIME (hours) 

10 12 

Figure 6. 

independently by post-processing tine carrier 
phase measurements recorded by a pair of 
Ashtechi Z-12 receivers, one aboard tlie 
airplane, the other at a surveyed location on 
the ground, using Ashtech PNAV software 
with typical centimeter-level accuracy. 

The flight test results are similar to those 
based on laboratory data. Clock aiding 
improves the quality of vertical position 
estimates significantly. The snapshot-based 
DGPS vertical position estimates in both flight 
tests show a bias Of 0.6 m, attributed to 
problems in tropospheric modeling. As 
expected, this bias carries over to clock-aided 
estimates. The standard deviation of the error 
for the snapshot-based vertical position 
estimates is 1.6 m in each test; the 
corresponding value for clock-aided navigation 
is 0.9 m. Again, note that clock aiding avoids 
large excursions from true value as seen in 
the snapshot-based estimates. 

In practice, the navigation filter would 
generally be implemented as a Kalman filter 
[9], with clock model parameters estimated 
adaptively, and the quality of their estimates 
checked continuously via the residual errors. 
If the clock were known to be extremely 
stable, the clock parameters may only be 
verified adaptively. The stringent integrity 
monitoring requirements of precision 
approaches    essentially    preclude    the 

acceptance of even an atomic standard on 
faith. In estimation of the clock parameters, 
the filter is to be implemented so as to down- 
weight the older measurements. The details 
of implementation will be discussed in a future 
report. 

1 2 
— SNAPSHOT-BASED ESTIMATES 
— CLOCK-AIDED ESTIMATES 
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Figure 7. 
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7.   CONCLUSIONS 

We have analyzed an approach to GPS 
navigation based on receiver clock modeling 
to predict its bias. Such modeling requires 
that the frequency drift rate of the clock be 
stable for long enough to allow accurate 
estimation of its parameters from GPS 
measurements. This approach, referred to as 
clock aiding, has been shown to offer a 
significant improvement in the accuracy of the 
vertical position estimates. Clock modeling 
also provides a basis for RAIM. 

Laboratory and field tests have shown the 
approach to be practical. Clock-aided 
navigation with several commercial receiver 
clocks has been shown to offer a significant 
improvement in vertical accuracy, reducing the 
rms vertical error by a third to a half. Such 
improvement can make a large difference in 
the availability of precision approaches. In 
order for clock aiding to be practical for 
general aviation, however, robust clocks have 
to be available at lower prices. It's noteworthy 
that there are encouraging developments in 
the time reference industry with a trend toward 
higher stability at lower prices. 
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ABSTRACT 

On-the-fly carrier phase ambiguity resolution is a key 
element for high-precision centimeter-level kinematic 
DGPS positioning in real-time. Different techniques 
have been developed and investigated within the last 
years. Sequential square root information filtering 
combined with Bayesian statistics turned out to be one 
of the most promising approaches. Due to its 
achievable computational speed it is well suited for 
kinematic real-time applications, where a 
measurement update rate of at least 1 Hz is needed. 
At IfEN (Institute of Geodesy and Navigation) 
different ambiguity resolution techniques have been 
developed and implemented. A combination of 
Teunissen's LAMBDA (Least-squares AMBiguity 
Decorrelation Adjustment) method and the time- 
optimized search proposed by Euler and Landau using 
different search-tree algorithms have been 
investigated. Extensive kinematic real-time tests have 
been conducted by car using the high-precision DGPS 
navigation   system   PHARAO   (Wlase   Ambiguity 

Resolution   Applications   On-the-fly)   developed   at 
IfEN. 
This   paper   describes   some   ambiguity   resolution 
techniques in detail. Furthermore, the used algorithms, 
software   and   hardware   design   of  PHARAO   are 
outlined. The results of the tests and a comparison of 
the algorithms' performance are given. 

INTRODUCTION 

The key to high precision kinematic GPS navigation is 
the determination of the number of full phase cycles 
between receivers and satellites, the so-called integer 
ambiguities. Having determined these ambiguities 
once, continuous precise positioning is possible in the 
range of a few centimeters even for moving vehicles as 
long as no cycle slips occur. Considerable research has 
been done within the last few years, to find a fast and 
reliable strategy for determining the GPS carrier phase 
ambiguities in kinematic cases on-the-fly. 
Generally there are two possible spaces, where the 
search can be conducted: the physical three- 
dimensional position space and the multidimensional 
mathematical integer ambiguity space. 
But as the search in the position space (see e.g. the 
ambiguity function method in Counselman and 
Gourevitch (1981) is very time-consuming and highly 
dependent on the initial precision of the position, its 
application for kinematic positioning in realtime is 
hardly possible. 
Therefore more recent approaches are performing the 
search in the ambiguity space. Normally some kind of 
square root information filtering is used. Assuming a 
bias-free noise distribution, the integer ambiguities are 
determined by minimizing the a posteriori error 
variance. As the resulting problem is a minimum 
integer problem, no closed solution is available. 
Therefore the influence of individual integer 
combinations on the total error residual have to be 
computed separately. 
Double-differencing of the phase observations 
eliminates most common error sources, but has the 
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disadvantage that the ambiguities are statistically 
correlated. Thus some search strategies apply some 
kind of transformation in the ambiguity space before 
carrying out the search (see Teunissen (1994a) or 
Ober (1993)). Others, e.g. Knight (1994) simply avoid 
double-differencing. 
In this paper we are focussing on double-differenced 
ambiguities, as the implemented Kalman filter seemed 
to be more stable in this case than in case of single 
differences. The choice of a reference satellite is no 
problem, because a smooth transition in the filter 
covariance matrix is possible in case of changing 
satellite geometry. 

PHASE       OBSERVATIONS      AND       LEAST 
SQUARES 

In simplified form the GPS carrier phase observation 
equation can be written as: 

DO) = D|p + DN +D5 + De (1) 

where    <I> phase observable 
A, wavelength 
p satellite receiver distance (from 

receiver position estimation) 
N integer ambiguity 
6 receiver clock error term 
e measurement noise 
D single or double difference operator 

('A' or 'VA') 
Linearizing and Kalman filtering of these observation 
equations leads to an a posteriori covariance matrix of 
the unknowns (at least with receiver position and 
ambiguities as filter states). Restricted to the ambiguity 
states we get the ambiguity covariance matrix Qa, and 
the float estimates a for the integer ambiguities a. We 
will omit an exact derivation of the matrix Qa here, 
and refer the reader instead e.g. to Xu, Cannon, 
Lachapelle (1995). 
The problem now is to find the integer combination, 
that minimizes the error variance. This can be done by 
finding the integer least-squares solution in: 

min(a-a)^Q^ \a-a), (2) 

where n is the number of ambiguities. 
This problem is the common starting point for the 
algorithms described in the next chapter. Because of 
the integerness of a, no closed solution can be hoped 
for. Based on Q^, search windows for the individual 

ambiguities around the float estimates are chosen and 
the search is carried out. The difference between the 
searches lies in the strategy of how to exploit partial 
knowledge of the structure of Q^ and of the partial 

computed residuals of incomplete integer 
combinations. As the set of possible integer ambiguity 

candidates is usually huge, it is necessary to reject 
false candidates as early as possible in the search 
process. 
Remind, that this paper only refers to the 
mathematical solution of problem (2). Due to system 
noise behavior this may be not the correct integer 
vector of the physical problem. For the validation of 
the solution a ratio test between the best and second 
best solution is usually performed. As this test assumes 
a Gaussian noise distribution and certainly unmodelled 
systematic effects are present in the measurements 
(e.g. receiver interchannel biases or multipath effects), 
we consider the validation problem as still unsolved. 
In this paper, however, we will concentrate on finding 
the minimizer in (2) as our primary goal. 

AMBIGUITY SEARCH ELEMENTS 

The ambiguity search techniques tested in this paper 
are combinations of one or more of the following 
elements, that are described below: 
• the time-optimized search of Euler and Landau 

using a Cholesky factorization of Qa, 
• the pre-search LAMBDA-transformation proposed 

by Teunissen (1994a), and 
• a best-first or depth-first tree search algorithm. 
Different combinations of these elements have been 
tested against each other in  post-processing,  thus 
guaranteeing working on the same sets of data. The 
tests and results are described below. 

THE TIME-OPTIMIZED SEARCH OF EULER / 
LANDAU 

The time optimized search algorithm proposed by 
Euler and Landau (1992) uses the symmetry of Q^ for 

the Cholesky factorization 

Q-'=CC^ (3) 

The   residual   for   each   combination   can   then   be 
computed via 

with 

f = C^(a-a). 

(4) 

(5) 

The advantage of this matrix decomposition is, that 
the computations of (4) and (5) can be mixed very 
efficiently, because C is triangular. Equation (4) 
shows, that Q can be computed as sum of quadratic 
(non-negative) terms. That means, the evaluation of a 
group of integer combination candidates can be 
stopped, as soon as a partial residual is computed, that 
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is bigger than the best residual computed so far. For a 
more detailed consideration on how to evaluate 
equations (4) and (5) see Hatch and Euler (1994). 

(1994b)). Iterating this process with adequate 
renumbering of the unknowns leads to nearly 
decorrelated ambiguities. The problem can now be 
formulated as 

TEUNISSEN'S LAMBDA-TRANSFORMATION 

The GPS double-difference ambiguities are highly 
correlated - especially in the case of a short 
observation time span. Therefore Teunissen proposes 
in Teunissen (1994b) proposes a linear multi-channel 
transformation in the ambiguity space to decorrelate 
the ambiguities, called LAMBDA (Least-squares 
AMBiguity Decorrelation Adjustment), prior to the 
search. This multi-channel transformation consists of 
consecutive two-dimensional Gauss transformations of 
the type 

(6) 

where ai and a2 are two ambiguities and a is an 
integer. To decorrelate the ambiguities as far as 
possible, the value for a should be chosen as 

= 

a = 12 (7) 

where an is the covariance of ai and a2, an is the 
variance of ai and [.] means rounding to the next 
integer. Using this value for a and exchanging the 
roles of the two ambiguities a correlation coefficient 
smaller than 0.5  can  be achieved  (see Teunissen 

min(z-z)^Q,-'(z-z) 
zeZ' 

with 

(8) 

1::; r-l/ z = Z-'a,   z = Z-'a,   Q, =Z-'Q,Z (9) 

where Z is the composed transformation matrix. 

TWO DIFFERENT TREE SEARCH ALGORITHMS 

Even after the mathematical part of the problem is 
chosen, there are different evaluation algorithms that 
can be used to improve the ambiguity search times 
further. At IfEN two different tree search algorithms 
have been implemented and tested, a depth-first and a 
best-first tree search algorithm. 

Depth-First Tree Search Algorithm 

The depth-first tree search algorithm is easily 
implemented recursively or with an iterative loop, that 
generates successively partial integer combinations 
and evaluates the corresponding residuals. If this 
computed residual exceeds the optimal residual, that 
has been found so far, the search tree for that 
particular partial combination can be cut off. The 
disadvantage with this search strategy is, that it does 

272530    293231    33   36   37   22    262835     34371417   (g)19     23   24   13   19   20     27   23    29 

Fig.l: Depth-First Search in the Ambiguity Tree 
Search order of nodes: 0-16-23-27-25-30-24-29-32-31-26-8-18-22-26-28-... 
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Fig.2: Best-First Search in tiie Ambiguity Tree 
Searcli order of nodes: 16-8-5-14-11-15-18-21-10-14-17-12-13-19-20 

not make full use of the cut-off potential of the search 
tree. Even if the initial "optimal" residual is set to that 
of the rounded float solution, there may be many 
combinations that are to be checked further than 
necessary before the right optimum is found. 
Consider the small example for the search strategy 
based on the depth-first search shown in Fig.l. 
Each level represents the fixing of one ambiguity. The 
numbers next to the nodes are examples of partial 
residuals that result from fixings of the ambiguities at 
this and higher levels. For easy comprehension integer 
values are chosen for the partial residuals in the 
example. It is assumed, that the search space only 
contains three possibilities for each ambiguity, so the 
branching factor for each node in the tree is three. 
Note the increasing residual values along the branches 
from the top, where no ambiguity has been fixed, to 
the leaves, where all three ambiguities are fixed. The 
search order of the nodes is given in Figure 1. All 
nodes with underlined bold partial residuals have to l^e 
evaluated by the algorithm. Double horizontal lines 
mean cutting points in the search. Note for example, 
that the algorithm has to expand the node with 
residual 16, although the optimal solution only has a 
residual of 12, because the algorithm has not found the 
minimum of 12 yet as it works "from left to right" in 
the tree. This means, that some unnecessary 
computations have to be done. The amount depends 
primarily on the statistical distribution of residuals and 
partial residuals in the search tree and on the number 
of ambiguities (number of levels in the search tree). In 
case of many ambiguities - that means many levels in 
the search tree- early cutting is important, because the 

search space increases exponentially with the number 
of tree levels. 

Best-First Tree Search Algorithm 

The search order used by the best-first algorithm is 
depicted in Fig.2. In comparison to the depth-first 
search, it needs the management of an internal sorted 
list (called "open"-list) of partial ambiguity 
combinations with their partial residuals. 

At the beginning the list of open nodes only contains 
one node with the value 0, for no ambiguities are fixed 
yet and the residual thus is 0. In each step the 
algorithm takes the first node of the open-list and 
generates all successor nodes by fixing the next 
ambiguity to all values in the search window. All these 
new partial combinations are sorted into the list with 
their corresponding residual. Any combination, which 
residual exceeds the residual of the rounded float 
solution can be excluded from the search. If the first 
node with all ambiguities fixed is taken from the open- 
list, the search is complete. To validate the solution 
with a ratio test of the second best residual against the 
best residual the algorithm may proceed until the next 
solution has been found. This algorithm evaluates 
every combination only as far as necessary, and 
therefore needs less computation than the depth-first 
tree search. The disadvantage in this kind of search 
comes with the overhead of list management and the 
necessary storage requirements. Compared to 
unnecessary time consuming multiplications with 
double-float numbers, the time that is needed for 
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maintaining an ordered list is small. In case of big 
search windows and many ambiguities, however, the 
storage space can be crucial. 

OVERVIEW OF THE NAVIGATION SYSTEM 
PHARAO 

IfEN   has   developed   a   high-precision   navigation 

I Carrier Phase Measurement k-ll 

Position k-i ~| I   Epoch k-1   I 

»    ♦    t 
X Velocity    / 

Filter     / 

I Position Estinuaion k 

t 
Velocity k| 

d  Carrier Phase Measurement k |- 

"l  Pseuctorange Measuremem k ] 

^ 1 i 
Positioning 

Rlter 7 
I     Position k     | 

f=^ 

Epoch k 

FEpochk+l  1 
Fig. 3: PHARAO filtering algorithm 

system called PHARAO. It is a real-time and post- 
processing capable positioning system for kinematic 
applications with update rates of at least 1 Hz. The 
hardware components of the system are at least two 

GPS receivers, a telemetry link (consisting of sender 
and receiver unit) and a laptop or other IBM- 
compatible PC with at least 486DX-33 processor, to 
run the software. 
The PHARAO system is designed very flexible thus 
allowing the usage of different receiver types like the 
NovAtel GPS OEM board, Trimble 4000SSE or 
others. 
The PHARAO software is written in C++. There are 
different source code modules which contain classes 
for data acquisation, data decoding, Kalman filtering, 
ambiguity solving etc. The object-oriented style of 
C++ makes it easier to expand and debug the system. 
Modules can easily be exchanged or extended to fit 
new purposes. 
The system can be configured either for reading data 
from files in post-processing mode or to read data 
from two serial ports in real-time mode. In either case 
the system additionally respects user commands that 
come from the keyboard. So the system configuration 
can be changed interactively while the system is 
running, e.g. changing the positioning mode from 
single-difference positioning to double-difference 
positioning. The system can even be paused at any 
time, and different ambiguity search algorithms can be 
tested in the same data epoch, using the same filter 
and observation data. Pausing the system in real-time 
mode surely means loss of some data. 
The decoder module is able to process data of various 
receiver formats like the Trimble 4000SSE compact 
measurement data format, ASCII or binary data 
format, NovAtel data format or (for postprocessing 

 Euler / Landau Depth-First 

 Euler / Landau Best-First 

 LAIVIBDA Depth-First 

 LAMBDA Best-First 

nTrrTTTrTTTrrrTfffTTf^^ 
1  4  7 10 13 16 19 22 25 28 31 34 37 40 43 46 49 52 55 58 

GPS Epoch [s] 

Fig. 4: Comparison of ambiguity search times (kinematic case, 5 double difference ambiguities) 
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Fig. 5: Comparison of ambiguity search times (kinematic case, 6 double difference ambiguities) 

purposes) RINEX 2 format data. 
The positioning module can be configured for single 
or double-difference positioning mode using ranges, 
phases or both simultaneously. LI and/or L2 usage 
may be configured. The user can choose, which 
ambiguity resolution technique should be applied. 
The positioning is done via Kalman filtering. The 
velocity determination is made by triple-differencing 

carrier phase measurements, thus providing an idea! 
time-update to the Kalman filter (see Fig.3). 

TESTS AND RESULTS 

Tests of the system have been conducted in real-time 
and post-processing modes. To check the efficiency of 

1600 

31        61        91        121      151       181      211      241 

GPS Epoch [s] 

271      301      331      361 

Fig. 6: Comparison of ambiguity search times (static case, 5 double difference ambiguities) 
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the ambiguity search algorithms, the system was 
configured to post-process kinematic data with on-the- 
fly algorithms. The data rate was set to 1 Hz. After 
each measurement epoch, the algorithms have been 
run working on an identical set of filter data. 
The data in Figures 4 and 5 have been taken from a 
kinematic test by car with an approximate velocity of 
50 km/h (about 31 mph), where five and six Ll- 
ambiguities had to be solved for. The distance between 
reference station and rover was about 1 to 2 km. 
Figure 6 shows a set of static data on a short baseline 
of 6 m, where the LI code solution has been far of the 
correct solution. Six ambiguities were unknown. Here 
the search times are considerably longer. 
There are some points worth considering in the 
figures. 
First of all, it can be stated, that all ambiguity search 
techniques succeeded in solving the minimum problem 
given by (2) well within one epoch after a few epochs 
of data. 
Secondly, for long observational times the simple 
Euler/Landau depth-first search is best. This can be 
seen in Figure 6, where the ambiguity search times 
over the first few minutes are given. There are two 
obvious reasons therefore. The first reason is, that after 
long observation times the float values for the 
ambiguities are close to the correct solution. Therefore 
it is highly probable, that the rounded float solution is 
the correct solution. As the Euler/Landau search 
begins with the rounded float solution, optimal cutting 
in the search tree is possible. The second reason is, 
that in comparison to the other algorithms the depth- 
first algorithm has very low computational overhead. 

The best-first search performs nearly as good as the 
depth-first search at long observational time spans, 
because its computational overhead is low, if the 
search windows are not too big. The LAMBDA 
method, however, still needs time for performing the 
transformation to decorrelate the ambiguities prior to 
the search. 
The tested methods for fast integer ambiguity solving 
are thought to be used for short observational time 
spans. 
The time optimized depth-first Euler/Landau search 
performs very well, but the computation time depends 
largely on the distribution of residuals among the 
ambiguity combinations. Therefore it may happen that 
the algorithm has to expand many partial integer 
combinations further than necessary. The number of 
unnecessarily computed residuals increases 
considerably with the number of ambiguities involved. 
The time-optimized best-first Euler/Landau search 
performs similar to the depth-first search when few 
ambiguities are involved. Due to the large 
discontinuity in the spectrum of the conditional 
covariances of the double difference ambiguities 
shown by Teunissen (1994b), it is most likely that the 
algorithm will have to expand many partial integer 
combinations for the first three ambiguities. As the 
number of ambiguities exceeds three, however, the 
search tree will be cut more often. This suggests, that 
the best-first Euler/Landau algorithm will perform 
better in comparison to the depth-first, when quite a 
lot of ambiguities are involved. 
Figure 7 shows another example of kinematic data, 
where a cycle slip occurs. As can be seen clearly both 
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Fig. 7: Comparison of ambiguity search times after cycle slip (6 double difference ambiguities) 
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best-first tree searches perform better than the depth- 
first approaches in that case. 
The properties of the ambiguity searches discussed so 
far, suggest a combination of the LAMBDA method 
with the time optimized best-first Euler/Landau search 
approach. This combination first deletes the 
correlation of the ambiguities as far as possible and 
performs an efficient search for the transformed 
ambiguities. How well the symbiosis of these two 
algorithms works in short observational time spans 
can be seen in Figure 6. Due to the decorrelation of the 
ambiguities the search tree can be cut very early. 

CONCLUSION 

All of the above ambiguity search techniques succeed 
in solving the minimum problem given in (2) well 
within one epoch after few epochs of data. From the 
results of the field tests it can be said, that the best 
approach to solve for the ambiguities in short 
observational time spans seems to be a LAMBDA 
transformation followed by a best-first Euler/Landau 
search. 
However, one important problem, that still remains, 
concerns the physical aspects. Especially unmodelled 
systematic noise may bias the acceptance test. 
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ABSTRACT 

Single-satellite ambiguity combinations constructed 
from LI and L2 observations can create long 
wavelength ambiguities, a technique widely used in 
ambiguity resolution procedures. However, such 
combinations do not consider the geometric relations 
between all charmel or satellite ambiguities and cannot 
be formed using single frequency data. Certain multi- 
satellite ambiguity combinations (sometimes referred 
to as "multi-channel" combinations) have usefiil 
properties, such as resulting in their real estimated 
ambiguities having minimal uncertainties and 
minimal correlations. This property has been 
successfiilly exploited by the LAMBDA approach 
(Teunissen, 1994). The conditions for the admissible 

class of linear combinations are that the combination 
ambiguities have integer values and that the original 
integer ambiguities can then be recovered. However, at 
present there is no consistent method for constructing 
multi-satellite ambiguity combinations. In this paper, 
the authors describe a new method for creating the 
transformation matrix to construct multi-satellite 
ambiguity combinations. The standard deviations of 
the real-valued ambiguity estimations are significantly 
smaller than the original and the computation of the 
transformation matrix is very efficient. This method 
has been implemented in a number of ambiguity 
search procedures, such as FARA, LSAST, the 
Cholesky decomposition method, FASF, and the LDL^ 
decomposition method. Based on a comparison of 
these search methods the most efficient procedures are 
suggested. 

INTRODUCTION 

High precision relative GPS positioning requires the 
analysis of very precise carrier phase measurements. If 
enough data are collected, the estimated ambiguities 
will have very small uncertainties and can be rounded 
to the nearest integer. This requirement for a long 
observation session would at best make GPS an 
inefficient technique for many static positioning 
applications, or impossible for kinematic positioning 
applications. In order to make GPS phase positioning 
more efficient (that is short observation time) and able 
to be used for high precise kinematic positioning, 
techniques for rapid ambiguity resolution (in the case 
of GPS static positioning) and ambiguity resolution 
on-the-fly (for GPS kinematic positioning) have been 
developed over the past few years. 

There are three general classes of techniques: search 
techniques in the measmement domain (orbit free 
techniques); search techniques in the coordinate 
domain (particularly suitable when good approximate 
initial coordinates are available), and; search 
techniques in the estimated ambiguity domain using 
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least-squares estimation. The search techniques in the 
estimated ambiguity domain, widely used in short 
range GPS positioning applications, will be discussed 
in this paper. The search can be implemented for the 
original ambiguity parameters, as well as the 
combinations of the original parameters. In the case of 
the former the search is made of the integer 
ambiguities directly, using techniques such as: the Fast 
Ambiguity Resolution Approach (FARA) (Frei & 
Beutler, 1990); the Least Squares Ambiguity Search 
Technique (LSAST) (Hatch, 1990); the Cholesky 
decomposition method (Euler & Landau, 1992); the 
Fast Ambiguity Search Filter (FASF) (Chen, 1993), 
and; the LDL^ decomposition method, which all use 
the variance-covariance matrix to construct the initial 
integer ambiguity candidates. On the other hand, the 
LAMBDA method performs the search using 
transformed integer ambiguities (Teunissen, 1994). 
The transformed integer ambiguities are constructed 
from the original ambiguities, and can be used to 
recover the original integer ambiguities. The 
advantage of this procedure is that the fransformed 
real-valued ambiguities have much smaller standard 
deviations and that there is a much smaller number of 
integer candidate sets. Consequently the computation 
time will be significantly reduced. 

The key to the LAMBDA method is the computation 
of the transformation matrix for constructing the 
multi-satellite ambiguity combinations. At present 
there is no consistent method to determine the 
transformation matrix. In this paper a new method for 
constructing multi-satellite ambiguity combinations is 
suggested and employed in the standard search 
procedures (FARA, LSAST, Cholesky decomposition 
method, FASF, and LDL''" decomposition method). A 
comparison of these search methods, based on the 
integer least squares estimation before and after the 
ambiguity transformation, is discussed and the most 
efficient procedures identified. 

INTEGER LEAST-SQUARES ESTIMATION 

Linearization of the double differenced carrier phase 
observations can be represented by the following 
system of equations: 

V=AX-L 

where 

A = [Ac    AN] 

X: x^ 

(la) 

(lb) 

(Ic) 

and the weight matrix of the observations P with 

respect to the unit weight variance factor CTQ. The 

integer least-squares criteria for solving the linearized 
system of observation equations are: 

V^PV = min 

X^eR' 

XN^Z" 

(2a) 

(2b) 

(2c) 

where X^ is the txl real value parameter vector 
which includes coordinate parameters (and any other 
real type parameter that may be included); X-^ is the 
m X1 integer value parameter vector; L is the n x 1 
residual vector between the double differenced carrier 
phase and/or pseudorange observations and their 
computed value vectors; R' refers to t-dimensional real 
space and Z" refers to m-dimensional integer space. 

The above integer least-squares problem may be solved 
in two steps. The first step consists of solving the 
problem with R"" replacing Z™ using the traditional 
least-squares theory. That is: 

X = (A^PA)''A^PL 

Q^=(ATpA)-' = 

n = Vo^pVo 

'XfjXc Q 

mx = 
Q 

n-t-m 

(3) 

(4) 

(5) 

(6) 

In this step, the accuracy estimation is always over- 
optimistic. In order to obtain more reliable accuracy 
estimations, the observation correlations between 
epochs should be considered (El-Rabbany, 1994), or 
the standardization procedure of the co-factor matrix 
and a posteriori unit weight variance factor should be 
employed (Han & Rizos, 1995). On the other hand, the 
following test should be employed in order to check 
the fidelity of the stochastic and functional models. 

The null hypothesis HQ and the alternative hypothesis 
H, are: 

Ho:mo =al 

lli-ml^ol 

(7a) 

(7b) 

and the corresponding test statistic is: 
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Q   _ HIQ 2 
— 2   ~~tL     I     Zr^      2       Xn-t-m 

The rejection regions of Hg are: 

(n-t-m)-ao      ''"-'-"•''-"'^ 

(8) 

mn 
<?. (n-t-ni)-cTo    ^-'-"■•"'^ 

where   ^ 
X„-t-m;a/2 

and % 
X„-t-m;l-a/2 

(9a) 

(9b) 

are the lower and 

upper boundary of the 1-a confidence interval for 

X^-distribution statistic with n-t-m degrees of 
freedom. 

If the o posteriori unit weight variance factor is 
rejected by eqn (9a), a check should be made for 
outliers in the observations, such as cycle slips, 
multipath, system biases (eg., the ionospheric or 
tropospheric delay effects not eliminated in double 
differencing), or the a priori standard deviations of the 
observations do not reflect the accuracies of these 
observations. If the a posteriori unit weight variance 
factor is rejected by eqn (9b), a check should be made 
as to whether there are too many parameters (eg., the 
ionospheric or tropospheric delay parameters are 
included in the functional model, though the 
ionospheric/tropospheric delay effects are not 
significant), or the a priori standard deviations of the 
observations do not reflect the accuracies of these 
observations. 

The second step requires a constraint to be added: 

XN=Nk (10) 

where Nj, is an integer vector. The results can then be 
obtained as follows: 

Xc,k=Xc-Q. - Q-'(XN-N,) (11) 

Qx, =Qx -Qxx Q^'Qxx 

where 

(12) 

(13) 

Rk=(XN-N,)TQ^(X^_N,) (14) 

and the standard deviation m^^ can be represented as: 

mok = 
n-t 

(15) 

The equivalent relations can be obtained: 

Vk^PVk = min (16) 

(XN-N,)^Q^' (XN-N,) = min (17) 

For a different integer set N^, a different value of R^ 

and associated V^^PVk, m^^ will be obtained. Then the 

optimal integer set, which satisfies the following 
validation and rejection criteria, should be searched. 

VALroATION AND REJECTION CRTERIA 

The correct integer vector   N^   in the constraint 

equation (10) should satisfy the following conditions: 

N,j should be within the confident region of X^ 

This condition for the integer vector  N^   can be 

expressed as: 

(XN-N,)TQ^'(XN-N,) 

m-mg 
^?i n;l-a (18) 

where lF„„_,_„;i-a is the one-tailed boundary of the 

1-a confidence interval for the Fisher's distribution 
statistic with m and n-t-m degrees of freedom. 

This condition for each element [uX   (i=l,2, ..., m) 

in the integer vector N;^ can be represented as: 

S -(n.) 
mo-Q 

1/2   -^§t„ ,;l-a/2 (19) 

where x„. and m.^ -Qi'^^ are the i-th element of tiie 

vector X^ and its standard deviation; [n^^ is the i-th 

element of tiie integer vector N^; i=l,2,...,m; 

?t„_,_„;i-a/2 is the upper and lower range-width of tiie 

two-tailed confidence range 1-a based on the 
Student's distribution statistic with n-t-m degrees of 
freedom. 

This condition for a linear combination 

f((ni)k.---.(nm)k) of tiie elements in the integer 

vector N^ can be represented as: 
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|f('^n,.->x„J-f((ni)k,-,(n„.)k) 
^4t„_;,-a/2(20) 

where iiio -Q}'^ is the standard deviation of the hnear 

combination f(x^^ ,---,x„^j. 

Xp k should be within the confident region of Xp 

R(. a minimum and the second minimum should be 

found. 

Contrast test between sec(R|,) and min(Rk) 

All other candidates, especially the second smallest 
sec(Rk) should be significantly larger than the 

min(Rk) to ensure that the unique result can be 

obtained. This condition can be expressed as the test: 

This condition for the vector Xck can be expressed 

as: 

sec(mo^) ^ 

minCm^ok)      ^""'" 
,.;i-a (24) 

\Xc -Xc^i- j Qx^(Xc -Xckj 

t-ral 
^^F,„_;.-a    (21) 

and for each element in the vector can be represented 
as: 

(xOc-(^0 C,k 

™0-Q(xi)c 
^^t„_._„;.-, a/2 (22) 

where(xi)p and mo-Qjj^)^ are the i-th element of the 

vector XQ and its standard deviation; (xi)^ ^ is the i- 

th element of the vector X^y.; i=l,2,...,t; lF,„_,_„;i-a 

is the one-tailed boundary of the 1-a confidence 
interval for the Fisher's distribution statistic with t and 
n-t-m degrees of freedom. 

where     £F     .I_„   is the boundary of the  1-a 

confidence interval for the Fisher's distribution 
statistic with degrees of freedom n-t and n-t. 

Several search procedures based on all or some of the 
above mentioned validation and rejection criteria have 
been developed in the past few years, such as the Fast 
Ambiguity Resolution Approach (FARA) (Frei & 
Beutier, 1990), the Least Squares Ambiguity Search 
Technique (LSAST) (Hatch, 1990), tiie Cholesky 
decomposition method (Euler & Landau, 1992; 
Landau & Euler, 1992), the Fast Ambiguity Search 
Filter (FASF) (Chen, 1993; Chen & Lachapelle, 
1994), and the LDL^ decomposition method 
(Teunissen et al, 1994). As an alternative, Teunissen 
(1994) suggested the Least-squares AMBiguity 
Decorrelation Adjustment (LAMBDA) which searches 
the transformed ambiguities. 

mg,^ should be compatible with a. 

This condition can be expressed as: 

SL;<x/2-(n-t).a^"^''"-'-'-«'2 
(23) 

where §^2 ^.„/2 ^^ ^xli.i-an ^® *^ ^°^^'' ^'^ 

upper boundary of the 1-a confidence interval for 

the x^ -distribution statistic with n-t degrees of 

freedom. 

If mgi; is rejected, the corresponding integer vector 

will be rejected. 

R,^ = min in order to obtain V^ PV^ = min 

All integer vectors which are consistent with the above 
conditions should be selected as integer vector 
candidates and the two integer vectors wiiich make 

LAMBDA METHOD 

All search procedures are direcfly or indirectly 
dependent on the diagonal elements of the variance- 
covariance matrix of the real-valued ambiguity 
estimation. If the invertible integer fransformation 
matrix can be obtained and the diagonal elements of 
the variance-covariance matrix of the transformed 
integer parameters are much smaller than the original 
ones, the search methods will become much more 
efficient. This idea was first suggested by Ibid (1994) 
as the Least-squares AMBiguity Decorrelation 
Adjustment (LAMBDA) method, which uses an 
ambiguity transformation matrix Z that reformulates 

the original ambiguity vector X^ as the transformed 

ambiguity vector Z^ whose variance-covariance 

matrix has much smaller diagonal elements: 

ZN -ZXJ, 

Q.   =ZQ^ Z^ 

(25) 

(26) 
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and eqn (14) can be re-written as: %=hK) (30) 

Rk =(ZN-N^) QT' (ZN-N^) (27) Due to the fact that Q^^  and Q-^ have the same 

determinant, the following relation can be obtained: 

r|^.det[diag(Q,J] = r|^.det[diag(Q,J 

The original ambiguity estimation problem has 
therefore been changed. The new problem is to search 

N^ for an integer set that makes R^ = min and 

passes the validation and rejection criteria test. 

In order to ensure that the transformed ambiguity has 
integer characteristics, the transformation matrix Z 
has to have integer entries. In order to ensure that the 
original ambiguity can be determined from the 
transformed ambiguity, the inverse of the 
transformation matrix has also to have integer entries. 
Therefore, matrix 2 is an admissible ambiguity 
transformation if and only if matrix Z has integer 
entries and its determinant equals ±1. The original 
ambiguities are transformed: 

Nk=Z-'-N^ (28) 

The key to the LAMBDA method is to find the 
admissible ambiguity transformation which  makes 

Q-    have almost the same and minimum diagonal 

values, and then search the optimal integer solution. 

A SUGGESTED METHOD FOR 
CONSTRUCTING MULTI-SATELLITE 
AMBIGUITY COMBINATIONS 

The munber of integer ambiguity candidate sets is 
dependent on the variance-covariance matrix, 
especially the determinant of the diagonal matrix of 
the    variance-covariance    matrix    of    real-valued 

ambiguity        estimations        (detlR-   j).        The 

transformation matrix, which has integer entries and 
determinant equal to ±1, should make the diagonal 
elements as small as possible. In order to quantify the 
extent of the decorrelation, the correlation matrix and 
decorrelation number are introduced. 

The correlation matrix for the co-factor matrix Q -   is 

defined as: 

and its determinant is defined as the decorrelation 
number (Teunissen, 1994): 

In order to make det 

= const. 

(31) 

diagiQ^ j   as small as possible, 

r-    should be made as large as possible. This can be 

easily achieved using the following procedure to 
compute the integer transformation matrix Z. 

The first step is the unit upper triangular factorisation 
(UDirOforQ.   : 

XN 

Q^^=U,DuU? (32) 

and compute the integer matrix Zy^: 

Zu,=[lnt(U,)]~' (33) 

where Int is an operator to round all elements in Uj to 

the nearest integers, and then 

(34) 

The   second   step   is   the   imit   lower   triangular 
factorisation (LDL^) for Q- 

t-N.Ui 

and compute the integer matrix ZL : 

ZL.=[lnt(L,)r 

and 

Q       =ZL,Q^    zl 

(36) 

(37) 

An iterative procedure is used for the first and second 
steps to create Zy  from Q^      (or Q -    when i=l) 

' ■'■Nii-i Xfj 

and   ZT    from   Q±     until both integer matrices 

Int(U,j) and Int(Li^) become unit matrices. The 

integer transformation matrix can be obtained using 
the following relation: 
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Z = ZT •ZLI -ZU, (38) 

Z can be used to transform the original ambiguities to 
the transformed ambiguities and to cause the variance- 
covariance matrix to have a large decorrelation 
number in order to cany out the search in an efficient 
way. The suggested procedure provides an easy way to 
implement the LAMBDA approach. 

Four examples are given in Table 1 to compare the 
original variance-covariance (VCV) matrix and the 
transformed VCV matrix. e.j,   and e-    are the ratios 

of the length of the largest principal axis with respect 
to the length of the smallest principal axis of the 
confidence ellipsoids for the original VCV matrix and 

the transformed VCV matrix, respectively; mrD{(y^ ) 

and inax(cr - ) are the minimum and maximum values 

of the standard deviations of the original ambiguity 
estimates; min(a- ) and max(cT. ) are the minimum 

and maximum values of the standard deviations of the 
transformed ambiguities. Comparing the original and 
transformed ellipsoid it is obvious that the transformed 
ellipsoid is much more like a sphere, the decorrelation 
number is much larger and the maximum value of the 
standard deviation of the transformed ambiguities is 
much smaller. The transformation time is from a few 
milliseconds to a few tens of milliseconds using a 486 
DX4-100MHZ PC. Note that the variance-covariance 
matrices in the examples have been standardized using 
the Han & Rizos (1995) procedure. 

Table 1. Comparison between the Original VCV Matrix and the Transformed VCV Matrix 

Original VCV Matrix Transformed VCV Matrix Time 
(ms) 

% ^x. 
nm(CT^) iiiaKCCT^) 

% ^^K 
mi<CT^) rws(p^) 

Example 1 5.26x10-"* 2069.07 5.88 14.11 0.33 3.86 0.18 0.26 58.8 

Example 2 1.14x10-'° 468.54 0.88 2.39 0.29 3.92 0.08 0.12 32.5 

Example 3 6.99x10"^ 2936.38 2.02 21.93 0.80 3.65 0.26 0.81 11.5 

Example 4 2.16x10"^ 448.19 0.04 3.65 0.72 3.08 0.12 0.31 9.3 

Example 1: Dual frequency phase data, 5 satellites, 30 second session with 1 second data rate. 
Example 2: Dual frequency phase data, 5 satellites, 4 minute session with 1 second data rate. 
Example 3: Single frequency phase data, 6 satellites, 1 minute session with 1 second data rate. 
Example 4: Single frequency phase data, 6 satellites, 5 minute session with 1 second data rate. 

COMPARISON OF THE SEARCH METHODS 

The search problem has been investigated during the 
past few years. The earhest and simplest method is to 
round the real-valued ambiguities to the nearest 
integer. A long observation session is normally 
required in order to ensure even one integer is in the 
confidence region of the real-valued ambiguities. 

Frei & Beutler (1990) have suggested the Fast 
Ambiguity Resolution Approach (FARA), which uses 
eqn (19) to define the initial search region and then 
reduce the number of candidate sets by making use of 
the correlations through all combinations of the 
difference between two ambiguities and the relations 
between two ambiguities on LI and L2 to create the 
candidates (eqn (20)). The linear fimctions in eqn 
(20) are selected as: 

for any combinations of i=l,2,...,m-l and j=i+l,...,m 
and 

f(Xni'""'''^nm)~^ni      ^    "'^"j 
(40) 

i(K,-Xj = K, (39) 

for dual fi-equency observations, where x„.  and x„ 

are the real-valued ambiguities for LI and L2 carrier 
phase observations for the same pair of satellites. 

The tests of eqns (22), (23) and (24) can be used to 
determine the final unique solution from the candidate 
sets. 

The number of candidates in Tables 2 and 3 refers to 
the number of candidates after test of eqn (20) using 
the combinations of eqns (39) and (40). The search 
time for the transformed ambiguities is much shorter 
than the search time for the original ambiguities. Note 
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that the test of eqn (20) using the combination of eqn 
(40) is not apphed in the search for the transformed 
ambiguities using dual frequency data. 

Hatch (1990) has suggested the Least Squares 
Ambiguity Search Technique (LSAST), which makes 
use of the feature that fom satellites are sufficient for 
positioning and for determining the other satellites' 
ambiguities if the three double-differenced ambiguities 
for these four satellites have been resolved. This 
technique separates the satellites into two groups. The 
first or primary group consists of a set of four satellites 
which are used to generate a set of potential solutions 
that lie within some uncertainty region. After one set 
of three ambiguities is fixed, the remaining 
ambiguities can be estimated (real values) and then 
rounded to the nearest integer to form the ambiguity 
candidate sets. The search results for the original 
ambiguities are given in Tables 2 and 3. If three 
transformed ambiguities are fixed, the other 
transformed ambiguities, in general, cannot be 
rounded to the nearest integer. Therefore, the LSAST 
method is not used to search the transformed 
ambiguities. 

Euler & Landau (1992) have suggested the Cholesky 

decomposition for Q;^'   (the computation of Rj, will 

be very efficient). The candidates are constructed 
using eqn (19). From the results in Tables 2 and 3, it 
can be seen that the Cholesky decomposition method 
has been improved significantiy using the suggested 
transformation procedure. 

Chen (1993) and Chen & Lachapelle (1994) have 
suggested the Fast Ambiguity Search Filter (FASF), 
which uses a Kalman filter and a recursive 
computation of the search range for the ambiguities 
(RCSR). The concept of RCSR is described as follows. 
Assuming the ambiguity series as ni,n2,---,n^, the 

search range of the ambiguities is computed from n^ 

to n^ . The search range of the possible integers for 

ambiguity parameter H; are computed for each 

specific integer set of the ambiguities on the left of n,, 

ie., ni,n2,"-,nj_j, which is treated as being known, 

while ni,ni^i,---n^ are the estimated parameters. The 

search range for HJ can be expressed as: 

ni/ni,n2,---.ni_i "^^i  - ^t£;l-a/2 '^0 W^i (41) 

where    mo ■~Jq~    is   the   standard   deviation   of 

x„i/ni,n„....ni,,      ^OT     tiic     fixcd      ni,n2,---,ni_i; 

Xn/n n -n       IS   tile   float   estimatiou   of    n; 

corresponding   to    a    specific    integer    set    for 

n],n2,---,ni_i; ^tf.;i-a/2 has the same meaning as in 

eqn (19) but with f; degrees of freedom. The results in 

Tables 2 and 3 are given for searching the original 
ambiguities and the transformed ambiguities. The 
computation time has been improved by using the 
suggested transformation procedure. 

Teunissen (1994) has suggested the LDL^ 
decomposition search method to search the 
transformed ambiguities (sometimes also generally 
referred to as the LAMBDA method). But it can be 
used to search the original ambiguities as well. Q^ 

can be decomposed as: 

Q.   =LDL^ (42) 

where 

L = 

Lml      Ln,2      Ln^3     •••     1 

1 0 0 

L21 1 0 

L31 L32 1 (43) 

D = diag(qi,q2,---,q„) (44) 

x„_    is   not  changed  and   x„./„^ „^_..._„.,    can  be 

represented as the following for i>l: 

'-'1 

(45) 

Eqns (42-45) define the other computation method of 
x„,/„„„,,...n,_, and   qi   for tiie FASF  metiiod.  The 

following relation should hold from eqns (18): 

i=l 

(Xni/n„n2,--,ni_,      ^i] / 
Ai <m•m^^F_^^_;,_„ 

(46) 

The search region is defined as: 

> \ 2   t. 

i-1 

-I (Xnj/ni,nj,-.nj_,      ^jj     / 
(47) 
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The LDL^ decomposition method is used to search the 
original ambiguities and the transformed ambiguities 
and the results are given in Tables 2 and 3. 
Using the suggested method for constructing the 
multi-satellite ambiguity combinations and searching 
the transformed ambiguities, all search methods, such 
as FARA, LSAST, Cholesky, FASF and LDL^, will be 
significantly improved. 

All these search methods can also be compared. 
Although FARA is not efficient for single fi-equency 
data, it is comparatively efficient for use with dual 

frequency data, and is implemented within the SKI 
commercial GPS software. LSAST and FASF are quite 
good for single frequency data. The Cholesky 
decomposition method has been significantly 
improved by searching the transformed ambiguities 
and appears to be one of the best methods when 
combined with the LAMBDA transformation 
procedure. Although the LDL^ decomposition search 
metiiod is suggested for searching the transformed 
ambiguities (Teunissen, 1994), it is also one of the 
most efficient methods to search the original 
ambiguities, especially for a huge search region. 

Table 2. Comparison of the Different Methods for Searching the Original Ambiguities 
and for Searching the Transformed Ambiguities 

Search 
Methods 

Searching the Original 
Ambiguities 

Searching the Transformed 
Ambiguities 

Number of 
Candidates 

Time (sec) Number of 
Candidates 

Time (ms) 

FARA 24095934 1195.46 956 35.37 
LSAST 83720 2.91 N/A N/A 
Cholesky 6.85x10^ 3.41 2250 4.23 

FASF 24637 1.15 1906 60.20 
LDLT 978 1.54 977 49.76 

Note:  Single frequency phase data from 6 satellites, 1 minute session and 1 second data 
rate are used. The variance-covariance matrix has been standardized using the Han & 
Rizos (1995) procedure. The confidence level is selected as 0.997. The volume of the 
ellipsoid determined by eqn (18) is 987.44 cycled The search time for the transformed 
ambiguities does not include the tiansformation time. A 486 DX4-100MHz PC and 
Fortran code written by the present authors (not the original authors) has been used. 

Table 3. Comparison of the Different Metiiods for Searching the Original Ambiguities 
and for Searching the Transformed Ambiguities 

Search 
Methods 

Searching the Original 
Ambiguities 

Searching the Transformed 
Ambiguities 

Number of 
Candidates 

Time (sec) Number of 
Candidates 

Time (ms) 

FARA 788 2.08 88 9.45 
LSAST 370175 28.29 N/A N/A 
Cholesky 5.55x10'^ 5.22 1296 8.68 

FASF 85227 7.80 624 44.98 
LDLT 10 0.27 10 4.34 

Note: Dual frequency phase data from 5 satellites, 30 second session and 1 second data 
rate are used. The variance-covariance matrix has been standardized using the Han & 
Rizos (1995) procedure. The confidence level is selected as 0.997. The volume of the 
ellipsoid determined by eqn (18) is 10.573 cycle^. The search time for the transformed 
ambiguities does not include the tiansformation time. A 486 DX4-100MHz PC and 
Fortran code written by the present authors (not the original authors) has been used. 
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CONCLUSIONS 

A new method for constructing multi-satellite 
ambiguity combinations to implement LAMBDA is 
suggested which can make the variance-covariance 
matrix significantiy decorrelated. The transformation 
time is very short, typically between a few 
milliseconds and a few tens of milliseconds. The 
search methods, such as FARA, LSAST, the Cholesky 
decomposition method, FASF and the LDL^ 
decomposition method, are employed to search the 
transformed ambiguities and the results are shown to 
have been significantly improved. Hence, if the 
existing software packages employing such search 
methods were modified to implement the suggested 
transformation method, the data processing will 
become much more efficient. 

The suggested transformation method can be easily 
combined with the Cholesky decomposition search 
procedure or the LDL^ decomposition search 
procedure, resulting in a procedure that is highly 
efficient in terms of computation time. 
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Abstract 

Improvements in the quality of GPS receivers in recent 
years have significantly reduced the "random" component 
of GPS measurement error. This has allowed more 
detailed analysis of the systematic errors manifested in 
GPS measurements. Applied Research Laboratories, The 
University of Texas, ARL:UT, has investigated long 
period (>1 hour) systematic trends in the two frequency 
corrected range minus phase combination formed with 
data from modern connmercial geodetic GPS receivers. 
Specifically, these trends represent a slowly changing, 
non-ionospheric, difference between the range and phase 
measurements. These trends are shown to be sensitive to 
antenna design and are attributed primarily to code 
multipath manifested in very long periods. It is shown 
that trends in measurement error can also be induced by 
receiver temperature gradients but that these trends, 
common to all satellites in track, do not affect double 
difference observables and can be mitigated through 
simple temperature stabilization. 

Introduction 

In characterizing GPS receiver performance for precise 
positioning applications, great emphasis is placed on 
assessing measurement data quality and integrity. While 
the observables of interest will vary for different 
applications, it is assumed that the measurement 
characteristics are well understood, in general. The goal, 
then, of receiver performance analysis is to ensure that the 
actual measurement characteristics of a particular receiver 

type or class can be quantified and shown to behave in a 
predictable manner. 

During such performance analysis of geodetic GPS 
receivers at ARL:UT, a previously unaddressed 
phenomenon was identified. Systematic trends in the two 
frequency corrected range minus phase were observed 
with periods as long as a satellite pass and magnitudes of 
up to three meters. The author was unable to find 
references to this phenomenon in literature or in speaking 
with other researchers. Tests were therefore conducted to 
determine the cause of the trends. The results of those 
tests are reported below as well as the recommended 
mitigation strategies and possible effects on the user 
community. 

Background 

The difference between the GPS pseudorange and phase 
measurements is a useful tool for investigating 
pseudorange measurement noise, pseudorange multipath, 
and ionospheric effects, since other effects of the same or 
greater magnitude are canceled out in this difference 
(satellite and receiver clocks, tropospheric delay, 
Selective Availability). Moreover, the availability of two 
GPS frequencies allows for the creation of well known 
linear combinations of observables in which the effects of 
the dispersive ionosphere are removed to first order[10]. 
The equations for these ionosphere corrected observables 
are reprinted below: 

R cor = ^Ll-«^ xR L2 

where: 

^cor=^Ll~"^^L2 

42 
/: 11 
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The difference between the ionosphere corrected 
pseudorange and the ionosphere corrected phase is known 
as the two frequency corrected range minus phase, TFC 
RMP, allows an estimate of pseudorange measurement 
noise and pseudorange multipath[6]. 

TFCRMP = Rcor-(Pcor 

The magnitude of the noise resulting from this linear 
combination of four observables is approximately 4 times 
that on the LI pseudorange measurement.[9] Since this 
relationship is known, however, receiver pseudorange 
noise (with multipath) can be isolated and examined using 
this combination. It can therefore be used as an indicator 
of code measurement precision. 

Characterization of the Phenomenon 

In the absence of signal multipath, the TFC RMP would 
appear as a constant with added noise. Typically, code 
multipath is present and is readily observable in the TFC 
RMP as sawtooth periodic variations with periods on the 
order of minutes. Investigators at ARL:UT, however, in 
conducting performance tests on geodetic GPS receivers, 
discovered systematic trends in the TFC RMP, with 
periods much longer than this, as shown in Fig. 1. The 
shorter period multipath is still evident, but is 
superimposed on a longer period systematic trend. These 
systematic trends were found to exhibit a number of 
consistent characteristics: 

Periodicitv: The trends in the TFC RMP can have periods 
as long as a satellite pass (3-6 hours) Fig. 1, for instance, 
represents a period of 5 hours. In this paper "long period" 
will be used to characterize systematic trends of period 
greater than an hour and "short period" will be used to 
characterize trends of period less than an hour. 

Amplitude: The long period trends in the data collected 
from a given satellite can reach peak to peak magnitudes 
of up to three meters. More typical magnitudes of one to 
two meters are evident in Fig. 2. 

Non Common Mode: For a given tracking interval, the 
long period trends neither occur for all satellites nor are 
they common to all satellites on which they do occur. Fig. 
2 is a plot of the TFC RMP for PRN 7 during the same 
interval that the TFC RMP is shown for PRN 2 in Fig. 1. 
The long period components are obviously dissimilar. 

Day to Day Repeatabilitv: The long period frends remain 
very similar from day to day. Figs. 3-5 are plots of the 
TFC RMP for PRN 12 tracked on three consecutive days 
at the same antenna location. 

Because the noise and multipath levels are amplified in 
the TFC RMP combination, the magnitude of observed 
trends in this combination is greater than that of the error 
in the raw measurements. Amplitudes, then, of 1-3 meters 
in the TFC RMP imply decimeter to meter level 
differences between the range and phase measurements. 

It must be assumed that the observed difference between 
the pseudorange and phase measurements, at least to first 
order, represents an error in the pseudorange 
measurement. Were it an error in the phase measurement, 
not common to all satellites, millimeter level surveying 
with the carrier phase observable would not be possible; 
However, the LI carrier phase observable and the 
ionosphere corrected carrier phase are now routinely used 
in geodetic surveys to produce millimeter level 
repeatabilities on a variety of baseline lengths and 
millimeter level verifiable accuracies on short 
baselines[5],[ll]. 
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Fig. 1: Ashtech Z(Y)-12 receiver; Y-code; Ashtech 
groundplane antenna. 
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Fig. 2: Ashtech Z(Y)-12 receiver; Y-code; Ashtech 
ground plane antenna. 
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Fig. 3: Ashtech Z-12 receiver; Z-codeless tracking mode; 
Ashtech ground plane antenna 
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Fig. 4: Ashtech Z-12 receiver; Z-codeless tracking mode; 
Ashtech ground plane antenna 
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Fig. 5: Ashtech Z-12 receiver; Z-codeless tracking mode; 
Ashtech ground plane antenna 

Potential user concerns 

Long period errors in the pseudorange measurement are of 
concern to that portion of the GPS community which 
requires the highest accuracy possible in the undifferenced 
pseudorange. e.g.: users interested in determining absolute 
ionospheric delay, users who require precise knowledge of 
the satellite clocks, users of the pseudorange for precise 
satellite orbit determination and realtime DGPS users 
requiring the highest possible accuracy. 

It is also clear that the effectiveness of smoothing or 
filtering the TFC RMP to obtain a carrier smoothed 
pseudorange will be degraded in the presence of such long 
period multipath. Typically a smoothing interval is 
chosen to be as long as, or longer than, the period of the 
dominant systematic error. Errors then with periods as 
long as the satellite pass cannot be effectively smoothed. 

It should also be noted that the observations reported in 
this paper do not reflect the observed double difference 
measurement noise of the geodetic receivers tested. 
Appendix 1 reports the receiver measurement noise, as 
determined at ARL:UT, of the Ashtech Z(Y)-12 receiver 
which was used for much of the analysis reported in this 
paper. The results indicate that there are no channel 
specific systematic errors above the level of the 
measurement noise occurring inside that receiver. 

The satellite specific signature of this error, as well as the 
day to day repeatability indicate that it is attributable to 
pseudorange multipath. However, because the long 
period is not consistent with the common conception of 
multipath, analysis was conducted to confirm that the 
observed error was, in fact, multipath and to determine its 
nature. Antenna testing was conducted to confirm that the 
error originated outside the receiver. When this was 
confirmed, tests of the receivers themselves were 
conducted to determine if any receiver features make 
measurements more or less susceptible to long period 
multipath. 

Antenna tests 

Various antenna configurations were tested to determine 
the effectiveness of standard multipath mitigation 
strategies on this particular type of multipath. Receiver 
conditions suspected as error sources, such as receiver 
firmware, tracking mode, and temperature, were held 
constant for all receivers. Differences in the data can then 
be attributed to sources external to the receiver. 

Multipath mitigation strategies included several ground 
plane  antenna  assemblies,   a  commercial  choke  ring 
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antenna assembly, a fabricated (hand constructed) choke 
ring antenna assembly, and an antenna imbedded in 
microwave absorbent foam. Antennas were mounted on 
tripods approximately 1.5 meters above the ground -- 
except when this height was varied as a parameter ~ and 
passed signals to Ashtech Z(Y)-12 receivers operating in 
direct Y tracking mode and held at the same stable 
external temperature. These antenna configurations were 
set near to one another in an open environment free from 
obstructions or above ground reflectors for a radius of 
more than 30 meters. 

Choke Rings 
The results of tests with these various antenna assemblies 
and configurations, while showing conclusively that the 
long period trends in the TFC RMP are antenna dependent 
and can be virtually eliminated by using a choke ring/ 
antenna assembly, also showed that some proven 
multipath mitigation sttategies are not effective at 
eliminating long period multipath. The results of the tests 
with the Ashtech choke ring assembly are illustrated in 
Fig. 6 which is a plot of the TFC RMP for PRN 2. This is 
to be compared with Fig. 1, showing data collected 
simultaneously on a receiver using a commercial ground 
plane in the same environment. Both receivers were 
temperature stabilized. 

In the case of the data collected on the choke ring/ antenna 
assembly, the trends are absent. The improvement is 
typical of satellites tracked on the two receivers, and 
illusttates the sttong antenna dependence of long period 
multipath. This result also rules out signal propagation 
effects which would be common to proximate antennas. 

Fig. 6: Ashtech Z(Y)-12 receiver; Y-code; Ashtech 
choke ring antenna 

Conversations with Fred Solheim at Radiomefrics Inc., 
who reported very effective pseudorange multipath 
reduction through the use of easily constructed choke 
rings,[12] led ARL:UT to construct several of these choke 

rings for testing. These fabricated choke ring/antennas 
were found to eliminate the long period multipath in all 
collected data sets as well as, and for some elevation 
angles better than, the commercial choke rings tested. 
Shown in Fig. 7 is the fabricated choke ring made with 
inexpensive building materials and aluminum tape. 

Fig. 7: Fabricated choke ring assembly with Dome & 
Margollan antenna 

Fabrication of this simple choke ring assembly also 
enabled us to equip the antenna with the same preamp 
being used in a commercial ground plane antenna and 
thereby diagnose any pre-amp dependence. The fact that 
the long period multipath can be eliminated using a choke 
ring with the same preamp as the more susceptible ground 
plane antenna, indicates that the preamp is not the source 
of this error. 

Other Mitigation Strategies 
Other various multipath mitigation sttategies were not as 
effective as the choke rings. It was found that this 
multipath is not sensitive to antenna height. The long 
period ttends remain evident even when the antenna is 
placed directly on the ground, a technique which is 
effective at reducing some short period multipath. This 
same result was obtained when the ground antenna was 
embedded in microwave absorbent foam. Further, testing 
with various ground plane dimensions up to a 24" radius, 
indicated that many ground planes are ineffective at 
eliminating long period multipath effects. In each of these 
tests, the short period ttends due to multipath were 
reduced, as has been previously reported, indicating that 
overall multipath can be reduced while this unique long 
period manifestation is undiminished. 

Statistics computed with the data collected on several 
ground planes (including the Ashtech ground plane), an 
Ashtech choke ring, and the fabricated choke ring are 
given in Table 1 below. Note that averaging over 300 s. 
intervals is intended to reduce the effect of short period 
multipath and "random" noise. Hence, the statistics are 
more representative of the long period errors. 
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Also note that the greatest improvement in measurement 
performance resulting from the use of the choke rings is in 
the highest satellite elevation angle bin, 40-90 degrees, 
where high SNR's and low angles of signal incidence 
result in a minimum of short period measurement error. 
This is indicative of the fact that the error characteristics 
(noise and multipath) of the pseudorange measurement 
can be dominated by the systematic long period multipath, 
a fact which is also obvious in Figs. 1-5. 

Table 1. Standard Deviation of TFC RMP observable 
(after 300 second averaging) Y-code data 

Satellite 
Elevation 

Angle 
(deg) 

Ashtech 
Commercial 

and Fabricated 
Ground Planes 

Ashtech 
Choke 
Ring 

Fabricated 
Choke 
Ring 

10-30 25-30 cm 25 cm 15 cm 

20-40 25-45 cm 12 cm 11 cm 

40-90 30-75 cm 11 cm 12 cm 

Receiver Tests 

Three commercial geodetic GPS receivers were tested to 
determine whether this particular long period multipath 
corruption is receiver unique. The Ashtech Z(Y)-12, The 
Allen Osbourne and Associates TurboRogue, and the 
Trimble 4000SSE were tested. 

Receiver Type 
An Ashtech Z(Y)-12 and an Allen Osbourne and 
Associates TurboRogue receiver were operated in a zero 
baseline configuration. In such a configuration, two 
receivers track virtually the same signal. This allows the 
investigator to observe differences in the data which can 
only have occurred in the receiver itself[3] Both 
receivers were held at the same external temperature and 
tracked in codeless mode (each receiver does employ a 
different codeless tracking technique.) As expected, the 
"random" noise characteristics of the Ashtech and AOA 
data were dissimilar due to the different codeless tracking 
techniques employed. However, the long period trend of 
the TFC RMP for a given satellite is common to both 
receivers. Figs. 8-11 are plots of the TFC RMP for PRNs 
12 and 24 tracked on the Ashtech Z(Y)-12 and AOA 
TurboRogue receivers. 

Though extensive testing was not carried out with the 
Trimble 4000SSE receiver, the one data set that was 
examined indicated that the Trimble receiver is also 

susceptible to this manifestation of multipath corruption, 
though not necessarily the Trimble antenna. Fig. 12 
shows PRN 7 being tracked in codeless mode by a 
temperature stabilized Trimble 4000SSE receiver and an 
Ashtech ground plane antenna. 

Tracking Mode 
To determine the effects of receiver tracking mode on 
long period multipath, two Ashtech Z(Y)-12's were 
operated in a zero baseline configuration. Both receivers 
were held at a constant external temperature. One 
receiver tracked in 2^codeless mode while the other 
receiver, which was keyed, directly tracked the Y code. 
Although, as expected, the "random" noise of the data 
were dependent on the tracking mode in which the 
receiver operated, the long period multipath is clearly not 
dependent on the tracking mode. Figs. 13-14 are plots of 
the TFC RMP for PRN's 2 and 7 being tracked, in 
codeless mode, on a receiver in zero baseline 
configuration with the receiver of Figs. 1 and 2. The long 
period components of the signal are common to both 
receivers for a given satellite. 

Receiver Temperature 
To evaluate the effect of receiver temperature on the 
measurements, data was provided by Ashtech Inc. taken 
on two Ashtech Z-12 receivers in a zero basehne 
configuration. The signals were simulated in a Stanford 
Telecomm GPS simulator. One control receiver was 
operated at the ambient lab temperature while the other 
was placed in a temperature chamber. Two hours into the 
four hour data set, the chamber temperature was raised by 
10 degrees centigrade. Fig. 15 shows the TFC RMP for 
PRN 10 tracked on the heated receiver. The long period 
trend, beginning at the onset of the receiver temperature 
change, is obvious. This trend is not evident in the control 
receiver, but is evident in all SV's tracked on the heated 
receiver. 

To illustrate the common mode character of this 
temperature effect, the TFC RMP for PRN 10 was 
differenced with that of PRN 2. Fig. 16, a plot of this 
difference, shows that the zero-mean, random error 
characteristics are recovered in this difference. Changes 
in receiver temperature affect all tracking channels 
equally, at least to the level of the random measurement 
noise. This substantiates the claim that receiver 
temperature induced errors will not affect carrier phase 
based GPS surveying. 

Conclusions of Receiver Testing 
The results of these antenna and receiver tests imply that 
the long period trends are a manifestation of code 
multipath which is not unique to a single receiver type or 
to a particular codeless tracking method. While each of 
the receivers tested employs some multipath mitigating 
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signal processing, it is apparent that this signal processing 
does not eliminate the long period multipath. Finally, 
while temporal temperature gradients do cause errors in 
the raw observables, these errors are common across all 
tracking channels and are independent of the satellite 
specific long period multipath. 
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Fig. 8:  Ashtech Z-12 receiver; P-code tracking; Ashtech 
ground plane antenna 

Fig. 9:    AOA TurboRogue receiver; P-code tracking; 
Ashtech ground plane antenna 
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Fig. 10:    Ashtech Z-12 receiver; Z-codeless tracking 
mode; Ashtech ground plane antenna 

Fig. 11:   AOA TurboRogue receiver; codeless tracking 
mode; Ashtech ground plane antenna 
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Fig. 12:     Trimble 4000SSE receiver; codeless tracking 
mode; Ashtech ground plane antenna 
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Fig. 13:   Ashtech Z(Y)-12 receiver; Z-codeless tracking 
mode; Ashtech ground plane antenna 
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Fig. 14: Ashtech Z(Y)-12 receiver; Z-codeless tracking 
mode; Ashtech ground plane antenna 

Speculation on long period multipath 

Code multipath has been traditionally thought of as being 
manifested in sinusoidal oscillations of period about 1-30 
minutes[8],[15]. Multipath oscillations with periods on 
the order of an hour have been noted[14], and have been 
theoretically described elsewhere.[15] The observed 
multipath, described in this paper, has periods as long as a 
satellite pass, and thus requires a specific explanation. 

The existence of long period multipath in an environment 
free from any discrete reflectors above the level of the 
antenna indicates that it cannot be attributed to various 
small reflectors. Nor can it easily be attributed to 
backlobe gain of the antenna, as it remains evident even 
when an antenna is embedded in microwave absorbent 
foam resting on the ground. 

Signal diffraction at the edge of a GPS antenna is a known 
phenomenon and a likely candidate for the source of long 
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Fig. 15:   Simulator data; external receiver temperature 
increased by 10 degrees centigrade at the two hour mark. 
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Fig. 16: Simulator data; TFC RMP difference between 
PRN's 2 and 10. 

period multipath. It is known that the effectiveness of 
some ground planes at reducing short period multipath is a 
function of signal interference from an edge diffracted 
signal[13] Also, researchers have reported that multipath 
is not eliminated by placing an antenna high above all 
reflecting objects and imbedding it in microwave 
absorbent foam. These results led them to the conclusion 
that diffraction at the edge of the absorbent foam and into 
the antenna element, was responsible for significant 
residual multipath.[I2] 

It is the author's speculation, then, that the long period 
trends in the TFC RMP, evident in various antenna 
configurations, are a result of a continuous, or nearly 
continuous signal being diffracted at the edge of the 
antenna assembly (antenna edge, ground plane, foam) and 
into the antenna element. The amplitude of the diffracted 
signal is a function of the satellite elevation angle but 
varies slowly with the changes in this angle. It is not yet 
clear whether ground reflected signals being diffracted at 
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the edge of the antenna or signals directly striking this 
edge are responsible for the signal corruption. 
Conversations with Fred Solheim, who suggested the 
fabrication of inexpensive choke rings, suggest that the 
choke ring design is specifically intended to reduce such 
edge diffracted signals. This accounts for the 
effectiveness of the choke ring at eliminating long period 
multipath if it is fact caused by an edge diffracted signal. 

15. Conclusions 

The observed long period systematic trends in the TFC 
RMP of the receivers studied are believed to be primarily 
due to long period code multipath. Like shorter period 
multipath, this manifestation is not common to all 
satellites and is repeatable day to day. Susceptibility to 
such multipath (>1 hour) is not unique to one receiver 
type or to receiver tracking mode. 

Long period multipath can be virtually eliminated 
(reduced at least to below the level of random 
measurement noise and short period multipath) by using 
an appropriate choke ring antenna assembly. Other 
multipath mitigation techniques tested were not effective 
at eliminating long period multipath. These included 
several sizes of ground planes, the use of microwave 
absorbent foam, and placing the antenna directly on the 
ground. 

The long period nature of such multipath makes 
traditional filtering techniques less useful. Standard 
pseudorange carrier smoothing, for instance, operates on 
the assumption that the averaging window is larger than 
the period of the noise or dominant multipath. This is 
difficult to accomplish, if the period of the multipath is as 
long as the satellite pass. 

Realtime DGPS users can obviously be affected by this 
long period multipath at either the reference station or the 
mobile station. Because ti-aditional filtering techniques 
can be ineffective at mitigating such multipath, this is true 
whether the raw pseudorange observable is being used or 
the carrier smoothed pseudorange. This problem, then, 
will not be obviated by including the phase observable in 
the updated RTCM message. Similarly, due to the 
potential ineffectiveness of smoothing, determination of 
the absolute ionospheric delay is detiimentally affected by 
long period multipath corruption and can therefore be 
improved by using an effective multipath mitigation 
sttategy. The same is ttue for GPS satellite orbit 
determination techniques using the pseudorange. 

Temperature effects, in a controlled environment are 
typically manifested in drifts on the centimeter to 
decimeter level in the TFC RMP. These can be larger 
under   conditions   of   intense   temperature   gradients. 

However, they are common to all satellites in ttack, as 
expected, and therefore do not affect a double difference 
application. 

It is the author's speculation that signal diffraction at the 
edge of the antenna assembly (absorbent foam, when 
surrounding the antenna, can be considered a part of the 
assembly) is responsible for long period multipath. This 
may be in one of two forms 1) ground reflections 
diffracting over the edge of the antenna assembly or to 2) 
a direct signal striking and diffracting off of the edge of 
the antenna assembly. Testing to date has not separated 
these two possibilities. 
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APPENDIX 1 

Much of the analysis reported in this paper was done on 
data cqllected on Ashtech geodetic GPS receivers. To 
illustrate that the reported pseudorange measurement error 
originates outside the receiver, the average values for the 
PI, P2, LI, and L2 measurement noise in the Ashtech 
Z(Y)-12, as calculated at ARL:UT from a double 
difference, are shown below. [7] These numbers represent 
the receiver measurement noise independent of all other 
error sources. They are within expected values. 

Ashtech Z(Y)-12 Receiver Measurement Noise 
(1 sigma) Direct Y code tracking 

PI 7.17 cm 
P2 8.59 cm 
LI 0.36 mm 
L2 0.38 mm 
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ABSTRACT 

The radio occultation technique, which has been repeatedly 
proven for planetary atmospheres, was first utilized to 
observe Earth's atmosphere by the GPS-MET experiment 
Oaunched in April 1995), in which a high performance 
GPS receiver was placed into a low-Earth orbit. During 
certain phases of the mission, more than 100 occultations 
per day are acquired. A subset of this occultation data is 
analyzed and temperature in the neutral atmosphere and 
electron profiles in the ionosphere are obtained. 
Comparing about 100 GPS-MET retrievals to accurate 
meteorological analyses obtained from the European 
Center for Medium-range Weather Forecasting at heights 
between 5-30 km, temperature differences display biases of 
less than 0.5K and standard deviations of 1-2K in the 
northern hemisphere, where the model is expected to be 
most accurate. Furthermore, electron density profiles 
obtained for different geodetic locations and times show 
the main features that are expected in the ionosphere. 

1-INTRODUCTION 

When a signal transmitted by the global positioning 
system (GPS) and received by a low-Earth orbiter (LEO) 
passes through the Earth's atmosphere [Fig. 1] its phase 
and amplitude are affected in ways that are characteristic of 
the index of refi'action of the propagating medium. By 
applying certain assumptions on the variability of the 
index of refraction of the propagating media (e.g. spherical 
symmetry in the locality of the occultation), phase change 
measurements between the transmitter and the receiver 
yield refractivity profiles in the ionosphere (~60-1000 km) 
and neutral atmosphere (0-50 km). The refractivity, in 
turn, yields electron density in the ionosphere, and 
temperature and pressure in the neutral atmosphere. In the 
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lower troposphere, where water vapor contribution to 
refractivity is appreciable, independent knowledge of the 
temperature can be used to solve for water vapor 
abundance. 

The radio occultation technique has a 30 year tradition in 
NASA's planetary program and has been a part of the 
planetary exploration programs to Venus, Mars and the 
outer planets [see, for example, Tyler, 1987]. However, 
the application of the technique to sense the Earth's 
atmosphere using GPS, first suggested by Melbourne et 
al. [1988] and Yunck et al. [1988], was tested for the first 
time with the launch of the GPS-MET mission on April 
3, 1995. GPS-MET is an experiment managed by the 
University Corporation of Atmospheric Research (UCAR) 
[Ware et al., 1995] and it consists of a 2 kg GPS receiver 
piggybacked on the MicroLab I satellite which has a 
circular orbit of 730 km altitude and 60° inclination. The 
GPS receiver is a space qualified TurboRogue [Meehan et 
al., 1992] capable of tracking up to 8 GPS satellites 
simultaneously at both frequencies transmitted by GPS. 
Under an optimal mode of operation, the GPS receiving 
antenna boresight is pointed in the negative velocity 
direction of the LEO and provides 100-120 globally 
distributed setting occultations per day. By the end of the 
mission (nominal life time of 6 months), thousands of 
occultations will have been collected and can be used to 
assess the accuracy and potential benefit of the GPS radio 
occultations. 

To date, a relatively small fraction of all recorded 
occultations have been analyzed using the Abel transform 
approach (presented below). This paper discusses how the 
GPS-MET data are analyzed and presents some results of 
temperature retrievals compared to radiosonde 
measurements and atmospheric analyses obtained from the 
European Center for Medium-range Weather Forecast 
(ECMWF). It also presents some preliminary results of 
electron density profiles obtained in the ionosphere. The 
paper is structured as follows: Section 2 gives a brief 
background on the radio occultation technique. The basic 
features of the technique are presented in section 3. The 
manner in which the GPS-MET phase data are calibrated 
to isolate the atmospheric excess phase is described in 
section 4. Section 5 presents an individual temperature 
profile and statistics obtained for all occultations available 
from 2 days during the experiment. These retrievals are 
compared to atmospheric analysis from ECMWF. In 
section 6, we show retrievals of ionospheric profiles 
obtained at different times of day and geographical 
locations. A conclusion is given in section 7. 

2-THE RADIO OCCULTATION TECHNIQUE 

The basic observable for each occultation is the phase 
change between the transmitter and the receiver as the 
signal descends through the ionosphere and the neutral 
atmosphere. After removal of geometrical effects due to 
the mofion of the satellites and proper calibration of the 
transmitter and receiver clocks, the extra phase change 

induced by the atmosphere can be isolated. Excess 
atmospheric Doppler shift is then derived. This extra 
Doppler shift can be used to derive the atmospheric 
induced bending, a, as a function of the asymptote miss 
distance, a, [Fig. 1]. Assuming a spherically symmetric 
atmosphere, the relation between the bending and excess 
Doppler shift, Af, is given by 

A/ = ( v,-k,-v,kr + \ 
(1) 

where/is the operating frequency, c is the speed of light, 
V, and Vr   are the transmitter  and  receiver's  velocity 

respectively, k, and k^ are the unit vectors in the 
direction of the transmitted and received signal 

respectively, k is the unit vector in the direction of the 
straight line connecting the transmitter to the receiver. 

The spherical symmetry assumption can also be used to 
relate the signal's bending to the medium's index of 
refraction, n, via the relation 

rfln(n)^^. 

(2) 
a{d) = 2fl dd 

where a = nr and r is the radius at the tangent point [Fig. 
1]. This integral equation can then be inverted by using 
an Abel integral transform given by 

a(fl') ln(n(fl))=if 
{d^^a 

^dd 
(3) 

The refractivity, N, is related to atmospheric quantities via 

N = (n-l)xl06 = 77.6^ + 3.73x10^-^ - 40.3x10^-^ . 

P-PEL 
(4) 

(5) 

(6) 
where P is total pressure (mbar), T is temperature (K), 
Py/ is water vapor partial pressure (mbar), ng is electron 
density (m"3),/ is operating frequency (Hz), p is density, 
R is the gas constant, m is the gas effective molecular 
weight, h is height, g is gravitational acceleration. 

Tangent Point 

LEO 

Fig. 1: Occultation geometry defining a, r, a 
and the tangent point. 
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When the signal is passing through the ionosphere 
(tangent point height > 60 km), use of a single GPS 
frequency is sufficient to estimate a to be used in Eq. (3). 
Moreover, the first two terms on the right hand side of Eq. 
(3) are negligible, therefore, knowledge of the index of 
refraction leads direcdy to electron density. 

When the signal is going through both the neutral 
atmosphere and the ionosphere (tangent point height < 60 
km), a linear combination of the two bending angles, 
associated with the two GPS frequencies, is used to isolate 
the neutral atmospheric bending and its refractivity profile 
is derived by use of Eq. (3) [Vorob'ev and Krasil'nikova, 
1993]. In the stratosphere and the region of the 
troposphere where temperature is colder than ~250K, the 
water vapor term in Eq. (4) is negligible. Therefore, 
knowledge of refractivity yields the density of the medium 
by use of the ideal gas law (Eq. 5). The density in turn 
yields the pressure by assuming hydrostatic equilibrium 
(Eq. 6) and a boundary condition at some height. 
Applying the gas law once more, knowledge of density 
and pressure yields the temperature. In the troposphere, at 
height where the temperature is larger than 250K, the 
water vapor term in Eq. (4) becomes significant and it is 
more efficient to solve for water vapor given some 
independent knowledge of temperature [Kursinski et al., 
1995a]. 

3-GPS  RADIO  OCCULTATION FEATURES 

Details about vertical and horizontal resolution of the 
technique, and refractivity, temperature, pressure, water 
vapor or electron density accuracies as a function of 
height, are given elsewhere in the literature [Hardy et al., 
1993, Kursinski et al., 1993; Hajj et al., 1994]. In this 
section we quickly summarize the results of these studies. 

Due to the nature of the measurement, which is a pencil- 
like beam of the electromagnetic signal probing the 
atmosphere, the technique has a much higher vertical and 
across-beam resolution than horizontal (i.e. along the 
beam). The vertical resolution of the technique is 
essentially set by the physical width of the beam where 
geometrical optics is applicable. This scale is set by the 
Fresnel diameter which, in vacuum, is given by 

vacuum 
^ '^GPS'^LEO (7) 

where A is the signal's wavelength, RGPS and RLEO are 
the distances of the tangent point (see pig. 1) to the GPS 
and LEO respectively. For a LEO, Dyacuum is ~1.5 km. 
In the presence of a medium, due to bending induced on 
the signal, the Fresnel diameter is ~0.5 near the surface 
and approaches 1.5 km above 20 km altitude where 
bending becomes small. When the signal encounters 
sharp gradients in refractivity due to either water vapor 
layers near the surface or sharp electron density changes at 
the bottom of the ionosphere, the Fresnel diameter shrinks 
to ~200 meters. 

A horizontal resolution scale is set by the length of the 
beam inside a layer with a Fresnel diameter thickness. 
This length is 160-280 km for a Fresnel diameter of 0.5- 
1.5 km. 

In the. ionosphere, the vertical scale is still set by the 
Fresnel diameter; however, the horizontal scale can extend 
several thousands of kilometers due to the large vertical 
extent and scale height of the ionosphere. These features 
of the ionosphere allow one to use tomographic 
approaches in order to combine information from 
neighboring occultations to solve for horizontal and 
vertical structure [Hajj et al., 1994]. 

Under ideal conditions, when a LEO tracking GPS has a 

360° field of view of the Earth's horizon, about 750 
occultations per LEO per day can be obtained.   However, 

side-looking occultations (GPS-LEO link > 45° from 
velocity or anti-velocity of LEO) sweep across a large 
horizontal region, and the spherical symmetry assumption 
described in Sec. 2 becomes inaccurate. Discarding side- 
looking occultations, one LEO provides up to 500 
occultations per day. 

In the case of GPS-MET, only an aft-looking antenna was 
mounted on  the  satellite,  which reduces the  viewing 

geometry to 1/2 the Earth's limb (±90° from boresight). 
In addition, in order to calibrate the clocks of the occulting 
fransmitter and receiver, one other GPS transmitter and 
one ground GPS receiver are required (see Fig. 2; the 
technique of calibration is described in more detail in the 
next section). This requirement, in addition to some 
memory limitations inside the flight receiver, limits the 
number of occultations to about 100 per day. 

A high inclination LEO provides a set of occultations that 
covers the globe fairly uniformly. This feature is 
particularly advantageous when comparing LEO-GPS 
occultation coverage to that obtained from balloon 
launched radiosondes. A total of about 800 radiosondes 
are launched each 12 hours from sites around the world. 
The vast majority of these sites are over the northern 
hemisphere continents, particularly Europe and North 
America. This creates the need for high resolution 
temperature/pressure/water vapor profiles in the southern 
hemisphere and over the oceans. The contribution of radio 
occultation retrievals to climate and weather modeling 
should be particularly important in these regions. (Global 
data provided by spacebome nadir sounders average over 
large—3-7 km—vertical distances.) 

When compared to infrared spacebome sounders, the radio 
occultation technique has the advantage of being an "all- 
weather" system. Namely, it is insensitive to aerosols, 
cloud or rain due to the relatively large GPS wavelengths. 
Unlike other techniques such as radiosonde or microwave 
sounders, where instruments need constant calibration, the 
GPS radio occultation provides a self calibrating system, 
as will be discussed in more detail below.   The long term 
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stability inherent in radio occultation make this an 
excellent system to keep an accurate record of climate 
changes. 

4-CALIBRATING THE GPS SIGNALS/ISO- 
LATING ATMOSPHERIC EXCESS DELAY 

The main observable used in an occultation geometry is 
the phase change between the transmitter and the receiver 
as the occulting signal descends through the atmosphere. 
This phase change is due to (1) the relative motion of the 
LEO with respect to the GPS, (2) clock drifts of the GPS 
and LEO and (3) delay induced by the atmosphere. In 
order to derive the excess atmospheric Doppler shift, one 
must remove the contribution of the first two effects. 

Accurate knowledge of the GPS orbits comes from an 
overall solution involving all 24 GPS satellites and a 
global network of ground receivers. The LEO orbit is 
determined by use of other links tracking the non- 
occulting GPS satellites. 

When the occultation is mostly radial (i.e. GPS-LEO link 
has no horizontal motion out of the occultation plane), 
the occultation link descends through the ionosphere and 
stratosphere at a rate of about 3 km/sec; thus, crossing a 
Fresnel diameter (see Sec. 3) in about 0.5 seconds. 
However, in order to investigate sub-Fresnel structure (by 
examining the diffraction pattern of the received signal's 
phase and amplitude) and for other purposes (such as 
eliminating different signals caused by atmospheric 
multipath in the lower troposphere) the occulting data is 
taken at a rate of 50 Hz. In order to calibrate the LEO 
clock, one more GPS transmitter is tracked by the LEO at 
the same high rate (link 2 in Fig. 2). In addition, in OKICT 

to calibrate the GPS clocks, a ground receiver tracks both 
GPS satellites at 1 Hz (links 3 and 4 in Fig. 2). One can 
interpolate the lower rate GPS clock solutions to 50 Hz, 
due to the greater clock stability (of order 10"'^ sec/sec, as 

opposed to 10'^ sec/sec for the LEO clock), and the 
smoothness of the DoD Selective Availability dithering. 

Knowing the position of all four participants (i.e. two 
GPS satellites, one LEO and one ground receiver), and 
modeling various physical effects such as light travel 
time, the three spacebome clocks can be solved for w.r.t. 
to the ground clock. The net result of the calibration is 
the excess phase due to the atmosphere as a function of 
time (see Fig. 3.a). 

Calibrating GPS 

5-DATA    ANALYSIS 
PROFILES 

AND    TEMPERATURE 

In this section we show the various steps of processing 
for a single retrieval in order to understand the basic 
characteristics of the atmospheric effects on the signal. 
We then look at statistical differences between two days' 

Occulting GPS 

Occulting LEO 

Earth 
Fig. 2: The occultation geometry involving two GPS 
transmitters, one ground receiver and one space receiver. 

worth of occultations and a numerical weather prediction 
model. 

An Individual Retrieval 

After applying the calibration described in the previous 
section, we obtain the atmospherically induced phase delay 
(up to a constant bias). Fig. 3 shows the LI delay, 
Doppler shift and instrumental signal-to-noise ratio for an 
occultation near Pago Pago, -14 N and 190 E near 
midnight UT of April 25, 1995. The following features 
can be observed from these two plots: 1- The phase has a 
constant bias of about 20 m; this bias is irrelevant for 
consequent processing since it is the phase time derivative 
that is used. 2- Near the bottom of the ionosphere, there 
is a sharp fluctuation of the SNR due to the sharp gradient 
in refractivity which causes more bending and therefore 
defocusing. This is suggestive of the sensitivity of GPS 
radio occultation to sense the sharp structure of the 
bottom of the E-layer in the ionosphere. 3- The rapid 
increase in excess phase and Doppler shift and the decrease 
in SNR starting at the lower stratosphere is due to the fact 
that atmospheric bending is becoming significant. This 
bending causes the SNR to drop from -130 volt/volt at 
the top to ^35 v/v at the bottom (averaged over 1 sec), 
corresponding to about 11 dB of signal loss, and finally to 
lose the signal. 4- The SNR shows a clear oscillation 
near the tropopause which is indicative of a diffraction 
pattern caused by the sharp change in temperature lapse 
rate. 5- The SNR shows a peak (-150 v/v) in the middle- 
troposphere which can be caused by signals coming from 
a large region (relative to a Fresnel zone) and focusing 
near the receiver. The corresponding LI and L2 bending 
for the same occultation are shown in Fig. 4. Again the 
sharp feature around 90 km is caused by the sharp 
curtailing of electron density. The L2 bending as a 
function of asymptote miss distance, 02(02)' is 
interpolated to the LI asymptote miss distance and the 
following relation is used to calculate the neutral 
atmosphere's contribution to bending [procedure suggested 
by Vorob'ev and Krasil'nikova, 1993] 

a{a) = 2.54 a,(<3i) - 1 -54 a2(fli) ^^\ 
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where the first and second coefficients of Eq. 8 corresponds 
to//^/(/}^-/2^) and/22/(/;2-/22) respectively, and/;, /2 are 

the operating frequencies for LI and L2 respectively. The 
difference in bending in LI and L2 frequencies is due to 
the dispersive nature of the ionosphere (which leads to Eq. 
8). Above 40 km, bending due to the ionosphere 
dominates. 

needed in order to integrate Eq. 6. The oscillation of the 
GPS-MET temperature above 10 mbar can be attributed to 
thermal noise in the GPS phase measurement and residual 
ionospheric effects. The lowest point in the GPS-MET 
profile corresponds to about 7 km where the signal is lost. 
This loss of the signal is due to signal defocusing which 
is exacerbated by the presence of water vapor layers in the 
lower troposphere. 

Using the ionosphere free bending, a(a) and Eqs. (3)-(6), 
temperature is derived in the neutral atmosphere and is 
shown as a function of pressure in Fig. 5. Also shown 
on the same figure are temperature profiles obtained from 
a nearby radiosonde and a stratospheric numerical weather 
prediction model obtained from the National 
Meteorological Center (NMC). The GPS-MET profile 
agrees with the radiosonde and the NMC analysis to about 
2K between 450-10 mbar and to the NMC analysis to 
about 10 K between 10-1 mbar. The only auxiliary 
information used in deriving the GPS-MET temperature is 
an initial condition of temperature at 50 km altitude equal 
to the NMC analysis temperature. Given the measured 
density at that height, this initial condition can be 
translated into a pressure boundary condition which is 
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Fig. 3: (a) top: excess atmospheric phase and doppler as a 
function of time; (b) bottom: receiver's signal-to-noise 

ratio as a function of time 

More individual temperature retrievals as well as statistical 
differences between numerical weather prediction analyses 
obtained from the European Center for Medium-range 
Weather Forecasting (ECMWF) and GPS-MET are also 
discussed by Kursinski et al. [1995b]. 
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Statistical Comparisons 

GPS-MET, which is a secondary instrument on MicroLab 
I, is configured in a favorable geometry (antenna boresight 
in the anti-velocity direction) only for about two weeks 
out of each repeat cycle of the satellite (55 days). Thus 
far, this has happened twice: once between April 22-May 
6, 1995, and again between June 17-July 11, 1995. 
(These periods were interrupted by times of non-ideal 
viewing geometry, due to attitude control problems.) AS 
was off during these periods and data for April 24, 25 and 
May 4, 5 were analyzed. On each of these days 
respectively, 98, 119, 98 and 69 occultations were 
recorded, with about half of these successfully inverted, 
while the rest were automatically discarded, normally due 
to a data gap in one of the four links discussed above (see 
Fig. 2). The number of occultations for these four days as 
a function of the lowest height that an occultation reaches 
is shown in Fig. 6. 

In order to assess the accuracies of retrieved temperature 
profiles from GPS occultations, we compare with the 6- 
hour ECMWF analyses. These are among the best 
available global analyses of atmospheric temperature 
structure below 10 mbar, and comparison against them 
has become a standard method for evaluating the accuracy 
and resolution of observational results [Flobert et ali, 
1991]. Fig. 7 shows temperature difference statistics for 
all successfully retrieved profiles for May 4 and 5, 1995. 
In order to eliminate temperature retrieval errors due to 
water vapor, tropospheric temperatures exceeding 250 K 
have been excluded from the comparisons. The three 
panels in Fig. 7 display temperature difference statistics 

,9    10    11     12    13    14 

Height, km 

Fig. 6: Lowest height of occulting signal for days April 
24,25 and May 4,5 of 1995. 

for the northern high latitudes (30N-90N), the tropics 
(30S-30N), and the southern high latitudes (30S-90S). 
Within each latitude zone, retrieved profiles are widely 
scattered in both location and time. 

It is clear from Fig. 7 that agreement between the two data 
sets in the northern hemisphere is impressive with mean 
differences of generally less than 0.5 K and difference 
standard deviations of typically 1 to 2 K. It should also be 
remembered that these differences include retrieved vertical 
structure that is not resolved by the ECMWF analysis, 
especially above 100 mbar. This agreement is particularly 
significant because the ECMWF analyses are expected to 
be most accurate in the northern hemisphere. Although 
both radiosonde and TOYS (TIROS Operational Vertical 
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Sounder, a space-based sensors with typical 3-7 km 
vertical resolution) data are assimilated into the ECMWF 
model, the analyses are expected to be less accurate in 
some regions of the southern hemisphere due to the sparse 
distribution of radiosondes. Southern hemisphere 
radiosondes cluster over a few land masses whereas the 
occultations fall mostly over the ocean. Fig. 7 shows 
that in the southern hemisphere, both mean temperature 
differences and standard deviations increase at lower 
altitudes. As the occultation retrieval process has little 
dependence on latitude, the good agreement in the northern 
hemisphere suggests that the larger systematic and random 
differences at southern latitudes originate in the analyses 
rather than in the retrieved profiles. Further inspection of 
the data shows that this difference feature is produced by a 
small sub-set of 8 occultation profiles concentrated far 
from radiosonde ascents in the southern hemisphere storm 
track and close to the ice edge, where problems in the 
assimilation of TOVS data are known to arise [Eyre et al., 
1993]. Agreement with the remaining 25 profiles is 
comparable with that achieved in the northern hemisphere. 

Temperature differences at tropical latitudes also display 
distinctive structure in Fig. 7. On average, retrieved 
profiles are about 1 K colder than the analyses between 
300 and 100 mbar whereas above 70 mbar, they are 
warmer by a similar amount. A statistical comparison 
between tropical radiosondes and the ECMWF analysis 
revealed a qualitatively similar temperature difference 
structure, although the radiosonde temperatures in the 
upper troposphere are generally not quite as cold as the 
retrievals. Retrieved temperature gradients are 
systematically larger than analysis gradients just above the 
tropopause. These gradients are associated with wave-like 
structure often seen in the retrievals just above the tropical 
tropopause, and not resolved in the ECMWF analyses. 
While tropospheric standard deviations are similar to those 

in the northern hemisphere, stratospheric values are 
somewhat larger due, perhaps, to waves above the 
tropopause. Accurate temperature measurements near the 
tropical tropopause are needed to understand convection 
and energy transfer within the atmosphere, troposphere- 
stratosphere exchange processes, and future climatic 
variations. Although the temperature retrievals are 
preliminary, and in spite of the clear need for more data, 
the tropical results are felt to be reliable because of the 
excellent agreement achieved in the northern hemisphere. 

6-IONOSPHERIC   PROFILES 

Although the purpose of the GPS-MET experiment was 
mainly to demonstrate the usefulness of the GPS radio 
occultation for sensing the neutral atmosphere, the same 
technique can be used to obtain profiles of electron density 
in the ionosphere. In the ionosphere, the spherical 
symmetry assumption is not as accurate as in the neutral 
atmosphere, for reasons that are described in Sec. 3. 
Nevertheless, in this section we show some representative 
profiles of electron densities obtained from GPS-MET 
with the spherical assumption. A first order, but 
significant, improvement of the spherical symmetry has 
been proposed elsewhere [Hajj et al., 1994] where global 
maps of integrated zenith electron density [Mannucci et 
al., 1994] can be used in order to constrain the horizontal 
variability. 

The nominal design of the GPS-MET receiver was to 
collect data at three different rates depending on the 
geometry of the GPS-LEO link. When the link is at 
positive elevation (i.e. looking above the LEO local 
horizontal at 730 km) the rate is 0.1 Hz. When the link 
has a negative elevation (i.e. its tangent point is below 
the LEO altitude), data is taken at 1 Hz rate. When the 
tangent point gets as low as ~120 km altitude (30 km 
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above which the neutral atmospheric effect starts to be 
detectable) the data is taken at 50 Hz. (Data used in 
deriving Fig. 5, had a high rate starting at 180 km.) Due 
to complications with the receiver software, however, one 
second data has not been collected. Instead, 0.1 Hz data 
was available through the ionosphere down to 120 km 
below which 50 Hz was taken. The inversions shown 
below are based on connecting these two data rates which 
explains the higher density of points below 120 km. 

One can readily distinguish numerous prominent features 
of the ionosphere at day and night time and for different 
geodetic latitudes. These profiles are obtained around 
midnight (night-time profiles) and noon (day-time 
profiles) of May 4, 1995. The main features that are 
readily observed are the presence of the three distinct 
layers, E, Fl and F2 in the mid-latitude and equatorial day- 
time profiles, the higher electron density during the day, 
the sharp drop of the Fl region at night, the higher F2 
peak near the equator and the very low peak at high- 
latitude night. Normally, one would expect the electron 
density to drop down to effectively zero around 60 km. 
The fact that they do not can be attributed to the spherical 
symmetry assumption used in the retrieval which can 
create an overall bias in the E-layer electron density, 
although the point-to-point structure can be accurate. 
Ways of improving these retrievals are now underway and 
will be presented in a future work. 

7-CONCLUSION 

Based on theoretical estimations and simulations [Hardy et 
al., 1993] atmospheric temperature profiles are expected to 
be accurate to the sub-Kelvin level between 5-30 km 
heights. Initial results of GPS-MET are consistent with 
these   predictions. The    GPS    radio    occultation 
measurements combine accuracy with the vertical 
resolution necessary to resolve tropopause structure in a 
way that is well beyond the capabilities of current space- 
based atmospheric sounders. A single orbiting GPS 
receiver provides up to 500 globally distributed soundings 
daily. The density of these measurements exceeds that of 
high vertical resolution radiosonde soundings by several 
factors in the southern hemisphere The coverage, 
robustness, accuracy, vertical resolution, and insensitivity 
to cloud inherent to GPS radio occultation suggest that it 
will have a major contribution to global change and 
weather prediction programs around the globe. 

In the ionosphere, GPS radio occultations provide electron 
density profiles. Spherical symmetry is accurate enough 
to see the prominent structures in the ionosphere, but 
improvements over this assumption, such as using 
information from ground data and/or nearby occultations, 
can be applied to get more accurate profiles. 
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ABSTRACT 
INMARSAT has designed a GPS (LI) transponder that 
will be carried on their third generation satellites. This 
transponder will broadcast a pseudo-GPS signal that can 
be used for navigation and timing, and also for 
disseminating integrity data or differential corrections for 
the GPS satellites. Use of this INMARSAT Geostationary 
Overlay (IGO) broadcast service will require accurate 
knowledge of the satellite positions. Orbit accuracies on 
the order of 1 m or less are achievable, and would support 
nanosecond level precise time transfer and dissemination 
over the INMARSAT area of coverage. 

NAVSYS has built a ground station test-bed to generate 
the pseudo-GPS signal that is relayed via the IGO satellite 
transponder. The ground station includes a closed-loop 
control mechanism that precisely synchronizes the IGO 
broadcast signal to an external UTC time reference. This 
provides the capability for using the IGO signal to 
disseminate precise time on a global basis. Synchronizing 
the IGO signal to UTC and providing GPS differential 
corrections also improves the performance of the IGO 
service for aircraft navigation, as this technique eliminates 
signal degradation due to GPS selective availability. 
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The INMARSAT-2 AOR-West geostationary satellite, 
which is presently stationed over the Western   ■ - 
Hemisphere, carries a transponder that was used for 
testing the IGO. Data were collected at two ground 
monitoring stations during system tests to measure the 
L-band signal transmitted by the satellite transponder. 
Specially modified receivers, synchronized to 
UTC (NIST) time, were set up at the National Institute of 
Standards and Technology (NIST) in Boulder, CO, and at 
the COMSAT Earth Station (ESTA) in Southbury, CT, to 
measure pseudo-range and carrier phase to the satellite. 

A preliminary orbit adjustment based on the pseudo-range 
measurements demonstrates an orbit accuracy which is 
presently at the level of 4 m radial, 9 m cross-track, and 9 
m along-track. With appropriate monitoring station 
distribution, group and atmospheric delay calibrations, 
and use of carrier phase measurements, orbit accuracies at 
the few meter level is anticipated, supporting time transfer 
at the few nano-second level. 

INTRODUCTION 
The rNMARSAT-3 constellation of four geo-stationary 
communications satellites will provide redundant 
coverage over most of the earth. In addition to the 
communications payload, the INMARSAT-3 satellites 
will also carry a specialized navigation transponder that 
will be used to broadcast simulated GPS-like signals at 
the GPS LI (1575.42 MHz) frequency. 

This simulated GPS broadcast can be received by GPS 
receivers with only slight hardware and software 
modifications. The IGO service will provide an additional 
satellite signal that can be used for navigation, thereby 
improvmg the available GPS and GLONASS satellite 
coverage. Another major motivation for the IGO is the 
requirement expressed by the aviation community for a 
GPS Integrity Channel (GIC) to monitor the health and 
status of the constellation. The GIC integrity data will be 
broadcast through the IGO in the form of a navigation 
message modulated on the simulated GPS signal. 

The IGO signal will be generated at specifically 
established satellite earth stations. It will be controlled so 
that the IGO signal broadcast by each satellite will appear 
to be synchronized with the GPS satellite signals. It is 
also possible to use this architecture to precisely 
synchronize the IGO signal to a time reference. Since only 
a single satellite signal is required for precise time 
dissemination at fixed installations, the four INMARSAT- 
3 satellites can also provide redundant worldwide 
coverage for precise time dissemination. 

Key to the effective use of the IGO are the calibration of 
the signal timing to a standard time reference such as 
UTC and accurate knowledge of the INMARSAT satellite 
orbits. Applications using the signals for navigation and 
precise time transfer require the orbital position be known 
to an accuracy consistent with the known accuracy of the 
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Figure 1 AOR-West Footprint and Monitor Sites 

GPS satellites. The goal is to eventually be able to 
determine the INMARSAT orbital positions to meter level 
or better. 

Ranging data resulting from the signal generated at the 
IGO test-bed were collected over a two-week period and 
used to estimate improved INMARSAT orbits. The L- 
band GPS-like signal generated at the COMSAT ESTA in 
Southbury, CT, was broadcast by the AOR-West satellite 
and monitored from two receivers modified to track the 
signal. The signal monitormg sites were located at NIST 
m Boulder, CO, and at the Southbury ESTA. The tracking 
site geometry and AOR-West footprint are shown in 
Figure 1, where Leeds and Santiago are indicated as 
additional planned tracking sites for orbit improvement. 

TEST-BED EQUIPMENT 
The system architecture for the equipment used at the 
monitor sites is depicted in Figure 1. The IGO SIGGEN 
system was designed and built by NAVSYS to provide 
precise synchronization of the IGO signal to an external 
time reference. The system components include a 
Communication Server, a Precision Time and Frequency 
Reference, SIGGEN Controller, and SIGGEN Monitor. 
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SIGGEN Communication Server 
The FAA is developing a network of ground-based 
reference stations, the Wide Area Augmentation System 
(WAAS), which will be used to continuously monitor the 
status of the GPS satellites and generate differential 
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corrections for the observed range errors. These data are 
processed at a central facility to generate a GPS Integrity 
Broadcast (GIB) message for transmission by the IGO. 
The function of the communication server is to 
continuously receive the GIB message from the FAA 
central facility and pass the data to the SIGGEN controller 
for modulation on the IGO signal. 

SIGGEN Precision Time and Frequency Reference 
The SIGGEN time and frequency reference provides the 
time standard to which the IGO signal is synchronized. In 
the initial test phase, an HP 5071A primary frequency 
standard was provided on loan by Hewlett Packard. The 
HP 5071A clock includes an improved cesium beam tube 
design that results in an accuracy of ±2 x 10"'*. The HP 
clock was operated during the calibration phase under 
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remote control from NAVSYS using monitor data 
collected at NIST to adjust the reference for time offset 
and synchronize it with the NIST UTC time standard. The 
INMARSAT-2 orbital elements at die time of the 
calibration allowed synchronization to about 1 \isec [1]. 
The HP clock at the ESTA was synchronized just prior to 
the two week data collection interval used in tiiis analysis. 

SIGGEN Controller 
The purpose of the SIGGEN controller is to generate the 
IGO signal and control its timing relative to the SIGGEN 
precision    time    reference.    The    IGO    signal    is 
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steered so that the timing elements of the signal (the C/A 
code and data epochs) appear to be synchronous with the 
SIGGEN time reference when they are transmitted by the 
INMARSAT satellite. In order to achieve this, the signal 
output by the SIGGEN controller must be advanced in time 
to compensate for the delays on the up-link path through the 
satellite transponder. Uncalibrated group delays will result 
in an apparent tuning error in the SIGGEN signal transmit 
time [2]. These show that the group delay can be calibrated 

Table 1 Data Arcs 

Start Time Stop Time 
#Data 
Points 

Clock 
Soln 

10/15/94 Ohr 10/17 19 hr 4020 

Arc A 10/15/94 Ohr 10/16 10 hr 2040 

ArcB 10/15/94 17 hr 10/17 3hr 2040 

ArcC 10/16/94 10 hr 10/17 20 hr 2040 

during the orbit determination process to better than one 
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meter. 

are subsequently used to offset the SIGGEN signal time-tags 
to synchronize them with a transmission time. 

RANGE DATA 
The range data used for this analysis was collected 
simultaneously at the Southbury ES and the NIST MS over 
the three days of October 15,16 and 17, 1994. The a-priori 
modeled ranges and range-rates were computed from the 
Keplerian orbital elements for AOR-West to determme the 
a-priori measurement residuals needed for estimating the 
initial clock offset and for examinmg possible orbit errors. 
The average range from NIST to AOR-West is about 
39,500 km and varies by about ±182.5 km from the mean. 
At Southbury, the average range to the satellite is about 
37,900 km and varies by about ±195 km from the mean. 
The range-rate at both sites is about ±13 m/s. The C/A code 
PRs have a noise level of about 2-3 m. 

The range residuals were computed by taking the 
differences between the measured C/A code PRs and the 
ranges computed from the Keplerian elements provided by 
INMARSAT Operations in London. PR measurements were 
collected at 1-minute intervals at each site. Figure 2 shows 
the pre-fit residuals for the data collected at Southbury for 
the first and second days and Figure 3 shows the pre-fit 
residuals for the data collected at NIST over the first and 
second days. A satellite maneuver was initiated at 19:28:24 
(UTC) on the third day, 10/17/94, and is apparent toward the 
end of that day in Figures 4 and 5. For this reason, only die 
first two days and the first part of the third day were used for 
the ranging and orbit analysis. These residuals have a mean 
offset of 5.408 km and a standard deviation of 2.5 m. 
Obvious diurnal and longer scale features can be seen in the 
residuals shovm in Figure 3 and Figure 4, strongly 
indicating the presence of orbit errors. 

INMARSAT PRECISE ORBIT DETERMINATION 
PROCEDURE 
The INMARSAT orbit was adjusted using the range data 
which was collected from NIST and Southbury. The 
processing software used was the GIPSY-OASIS II software 
system developed at JPL for precise processing of 
radiometric data. This software has been used in positioning 
the TOPEX/Poseidon spacecraft with GPS data to radial 
accuracy of 3 cm [12] and in monitoring positions on the 
earth to centimeter level [13]. A Bent model [11] was used 
to compensate the measurements for ionospheric delay. The 
tropospheric delay is expected to be small compared to the 
other error sources [17]. A nominal zenith delay was 
applied at both receivers (2 m dry and 10 cm wet). 

SIGGEN Monitor/Receiver 
In order to dynamically compensate for the group delays and 
frequency offsets, the SIGGEN monitor is used to measure 
the time and frequency offsets of the received signal relative 
to the SIGGEN time and frequency reference. It also serves 
as the receiver for measuring the range data. The SIGGEN 
confrol loop estimates the range and range-rate to the 
satellite from the two-way range measurements [2]. These 
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Clock solutions were computed using a quadratic model fit 
over the 67 hours of data spanning the three days. These 
results indicate a clock bias of-18 microsec, a drift of 24.7 
nsec/day, and an acceleration of-3.8 nsec/day^. The -18 
microsec bias corresponds to about -5.4 km and likely the 
result of the combination of errors in the INMARSAT 
ephemeris used to slew the HP 5071A time reference to 
UTC-NIST, and the ES group delays. 

A good indication of orbit accuracy is obtained by 
comparing the orbits between the three data arcs integrated 
to a common time. The start and stop times for the three 
arcs (A, B, and C) are given in Table 1. Note that there is 
no overlap in data used to fit the arcs between arcs A and C. 
The RMS orbit differences between arcs in the radial, cross- 
track, and along-track components are shown in Figure 7. 
These differences indicate orbit accuracies at the level of 2-4 
m radial, 4-9 m cross-track, and 6-9 m along-track. The 
RMS formal errors (errors due to the data noise determined 
by the covariance matrix resultmg from the data fit) are 
shown in Table 2. The largest formal errors are in cross- 
track (-C) at about 30 m. This is the result of using only 
observation stations located north of the equator (one side of 
the satellite orbit). The along-track (-L) error is at the 10 m 
level. The smallest formal error is in the radial component 
(-H), having values at the 3 m level. Larger C and L due to 
lack of tracking geometry could be improved through the 
addition of other tracking stations. 

Table 2 Formal Errors 

Figure 7 RMS Orbit Differences - Arcs A, B, and C 

The post-fit residuals for the Southbury and NIST data are 
shown in Figures 8 and 9. Since some systematic effects 
were not modeled, those effects should appear m the post-fit 
range residuals. A slight systematic signature with a 24 
hour period can be seen in the residuals. Further analysis is 
required to isolate this effect. 

Clock 
Soln 

Arc A ArcB Arc 
C 

RMS-H (m) 2.174 3.157 3.057 3.112 

RMS-C (m) 20.29 29.26 27.97 28.98 

RMC-L (m) 5.199 7.937 8.162 7.873 

IMPROVEMENTS WITH THE CURRENT DATA SET 
Several improvements are possible with the current data set. 
Other   approaches   could   utilize   global   or   regional 
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Figure 8 Southbury Post-Fit Range Residuals 
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ionospheric maps, incorporating GPS dual-band ground data 
when available [6-8]. Software changes in the data 
preprocessing can allow the use of the phase and range data 
to correct for the ionosphere by adding the phase data to the 
range data [9]. Data from the confrol loop of the upluik can 
be used to process the data as true three-way range and 
phase. 

FUTURE ACCURACY 
hi order to improve INMARSAT orbit accuracies, a number 
of enhancements to the experimental configuration should 
be implemented. Among them is the addition of one or two 
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stations to improve the tracking geometry, and the use of 
carrier phase from INMARSAT in addition to G/A range. 
Also critical is the use of GPS receivers at the monitor 
stations. Clock errors, as well as atmospheric delays from 
the ionosphere and troposphere, can be calibrated by 
receiving the IGO signal in a dual-frequency GPS receiver 
that is simultaneously tracking the GPS constellation. The 
ionosphere calibration is important for the L-band IGO 
signal (1.57542 Ghz). Dual-frequency GPS signals from the 
constellation are routinely used to calibrate ionosphere 
delays for tracking of deep space probes. The software for 
performing this fimction could be adapted to compute the 
delay along the line of site to INMARSAT from each of the 
IGO monitor stations. We note that the third generation 
INMARSAT spacecraft will broadcast at two frequencies (C 
and L Band), implying the ionosphere delay can be 
computed to first order directly from the IGO signal. 

To determine whether 1-m orbit accuracies can be 
approached with the proposed system, we conducted a 
covariance study. Two ground stations—one at Leeds, UK, 
and a second in Santiago, Chile—^were added to improve the 
observability. Other assumptions are given in Table 3. Note 
that INMARSAT carrier phase measurements were included 
in the analysis, in addition to the C/A code range. Two 
parameters were treated as "consider" parameters: the solar 
radiation pressure coefficient for INMARSAT and the a 
scale parameter to account for residual errors in the 
ionosphere calibration along the line of site to INMARSAT. 
Earth orientation and rotation parameters were not 
considered, since the errors have little impact on the orbit 
error in the terrestrial (i.e. Earth-fixed) reference frame. 

Depicted in Table 4 are the statistics of the mapped orbit 
errors for a 34-hr solution. Under the assumptions in Table 
3, the total position error (1 s) for INMARSAT is about 4 m. 
Most of this error is in the along-track component of the 
orbit. More important for IGO time fransfer applications is 
the radial component, which in this case has an RMS 
magnitude of 1.4 m. This level of accuracy is adequate to 
support time transfer at the few-ns level. Recent results from 
an experiment conducted for the European Complement to 
GPS (CE-GPS) seem to corroborate that this level of orbit 
accuracy is achievable. Using an experimental system with 
stations in Toulouse, France; Hartebeesthoek, South Afiica 
and Kourou, French Guiana, Barbier et a/, report orbit 
overlap differences of less than 4 m ip total position for 
INMARSAT-2 AOR-East. 

What can be done to fiirther improve the orbit accuracy? In 
practice, the impact of mismodeling the solar radiation 
pressure will be mitigated by estimating the scale 
coefficient. Additional improvement could be gained by 
developing a custom force model, as was done for the GPS 
and Topex/Poseidon spacecraft. Concerning the ionosphere 
correction, the 10% estimate for residual delays is somewhat 
pessimistic for typical conditions (A. Mannucci, private 
communication, 1995). Moreover, for the third-generation 
INMARSAT, the impact of the ionosphere delay will be 

reduced to negligible levels by using a dual-frequency 
formulation. With carefiil treatment and control of these 
systematic error sources, it is reasonable to conclude that 

Table 3 Estimation Strategy for INMARSAT 
Covariance Analysis 

Data Type Data 
Weight 

INMARSAT PR <C/A) 5m 

INMARSAT CPH 1 cm 

GPS PR 1m 

GPS CPH 1 cm 

Consider Parameters Uncertainty 

INMARSAT Sol. Rad. Pressure 2% 
Coeff. 

INMARSAT lono. 10% Bent 
Model (L1) 

Estimated Parameters Constraint 

INMARSAT Epoch State 
(3-D Pos. & Vel.) 

100 km 
1 m/s 

GPS Epoch State 
(3-D Pos. & Vel.) 

100 km 
1 m/s 

Troposphere (random-walk 
zenith delay) 

40 cm 
5 cm/hr'* 

GPS, INMARSAT, and receiver Is 
clocks (white noise) 

INMARSAT Solar Radiation 100% 

Table 4 RSS 3-D Position Error (m) 

Formal 2.23 

Solar Rad. Press. 2.61 

lono. 2.58 

Total Error 4.29 
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orbit accuracy consistent with the formal errors (2 m, 1 s) 
can be approached. We expect that further improvement (to 
the 1-m level) is contingent on the addition of ground 
stations, and to a lesser extent on the improvement of the 
range quality. Fixing the GPS orbits and clocks to precise 
values determined a priori should also result in reduction of 
the INMARSAT orbit error. This is corroborated to some 
extent by the results of an earlier covariance analysis which 
predicted sub 1-m position errors for INMARSAT using the 
same 4 trackmg stations. The earlier analysis assumed 
perfect knowledge of station clocks and tropospheric delays, 
thus circumventing the need for common view of multiple 
GPS spacecraft from each of the stations. The current 
analysis directly uses the GPS data to estimate these 
contributions, along with the GPS and INMARSAT orbital 
states, boosting the formal errors. Further covariance 
analysis is required to separately quantify the effects of the 
various enhancements. 

CONCLUSION 
Orbit accuracy is presently achievable using PR 
measurements at the level of 4 m RMS radial, 9 m RMS 
cross-track, and 9 m along-track, as demonstrated by the 
two-station orbit prediction comparison and error analysis. 
This level of accuracy meets the current requirements for 
navigation and integrity monitoring. In the future, with 
enhancement to the tracking system, it will be possible to 
obtain orbit accuracies of a few meters, with the radial 
component of 1.4m, which would support time transfer at 
the nanosecond level with the appropriate ionospheric and 
tropospheric calibrations. 

Alexandria, VA, May 1993 (updated version to appear 
in a special issue of Radio Science, in press). 
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ABSTRACT 

The estimation of the ionospheric delay in real 
time with GPS can be very useful, especially 
for high precision navigation applications. To 
estimate TEC in real time it is necessary to 
separate the ionospheric delay from the total 
error budget. Therefore, the reachable accuracy 
of the derived real time absolute values of slant 
TEC is determined by several parameters: 
number of epochs before the first ambiguity 
fixing, elevation cut-off, predicted or estimated 
satellite and receiver instrumental delays, and 
the multipath and its handling. 

Our method for real time TEC estimation will 
be described and demonstrated with real 
observations, using two independently working 
GPS receivers. The influence of selected 
processing parameters on the reachable 
accuracy of tiie real time TEC will be shown. 
The evaluation of the quality will be obtained 
by  comparison  of the  real time with  the 

postprocessed TEC, using our reference 
receiver, and with the postprocessed TEC 
obtained using our station plus a subset of IGS 
stations. 

These comparisons will permit the 
determination of an optimized setup of real time 
estimation algorithms. 

INTRODUCTION 

The presence of electrically charged particles in 
the propagation space of GPS signals 
introduces propagation errors to the 
observations of GPS navigation measurements. 
The main error contributions are due to free 
electrons in the ionosphere, so the error is often 
termed ionospheric propagation error (IPE). It 
is well known that it is possible to separate for 
the propagation errors by using two frequency 
GPS code and phase measurements [1] and by 
taking advantage of the dispersive nature of the 
effect. On the other hand, due to the fact that 
the dispersion effect is opposite in sign for code 
and phase measurements, a single frequency 
approach can be made also [2,3,4]. To take 
advantage of the con^lete observations set of 
two frequency measurements the present study 
restricts to two frequency GPS measurement 
only. This way, additional errors that may be 
introduced by ionospheric modelling 
approaches like mapping fiinctions and TEC 
models can be avoided and the maximum 
potential of real time IPE estimation methods 
may be shown as an upper limit for other 
methods. To validate for the accuracy of the 
method, the results achieved by the real time 
method will be compared to high precision 
postprocessed results derived by using two 
frequency GPS data from the IGS network [6] 
for the same times of observation. The 
postprocessing method allows for the 
computation of the receivers and satellites 
instrumental      differential      code      delays 
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(instrumental biases) as an useful! prerequisite 
for the real time algorithm. 

The main sources of errors in the IPE 
estimation algorithms by using GPS 
observations are the individual instrumental 
biases of the satellites and the receivers, and the 
effects of mukipath propagation on differential 
code delay measurements. It is important to 
notice that in general IPE estimation algorithms 
depends on the individual sums of the receiver 
bias and the satellite bias only. These combined 
receiver and satellite instrumental biases can 
reach up to some nanoseconds. Both, 
postprocessing and real-time algorithms 
becomes significant simpHfied under the 
condition that the instrumental biases are 
slowly varying in time. For the satellites some 
prelaunch calibration is made and transmitted 
to the user in the GPS ephemeris tgj 
information. Estimations of actual satellite 
biases by present methods [5,6,9] show a poor 
agreement with this tgj values. For this reason, 
tiie sum of receiver and satellite instrumental 
biases is usually estimated simultaneously with 
the IPEs. 

Due to the increased number of observations, 
the best estimation of the instrumental biases 
can be obtained by combining data from GPS 
stations located in some wide spread network, 
like the IGS network. Only for some IGS 
network reference receivers biase values are 
available from hardware calibration 
measurements. The main advantage of the 
network postprocessing method is in the 
possibility, that by combining the observations 
for different time and stations all error effects 
can be reduced up to a higher accuracy 
compared to the single station postprocessing or 
real time approaches. The main drawback of 
die network posQjrocessing approach is that 
the estimation of TEC in real time, as needed in 
various applications, is impossible due to the 
time needed to a acquire all the measurements 
fi-om the network (in case of the IGS at least 
two days). 

The real time handling of an equivalent network 
with full receiver data rate is a tricky task, so 
the basic idea of a network linking real time 
IPE monitoring stations arose. At our 
institution, there are two single-station 
approaches under consideration to solve for the 
problems. The first one is iu attempting to 
estimate the instrumental biases simultaneously 
with the IPE, the second is to use predicted 
biases, as estimated by the postprocessing of 
data fi-om the IGS network. 

For the present, we have choosen the latter 
approach, but in this case we have to check for 
the stability of the instrumental biases in time to 
know about the range of applicability of the 
postprocessed instrumental biases. The second, 
autonomous approach, is in its verificaticm 
phase, so first results will be given in some 
follow up publication. 

STABILITY OF INSTRUMENTAL BL^SES 

In [6] Sardon et al. found that the variation in 
time of the GPS satellite instrumental biases 
(relative to its mean) was below 1 ns, using 
different epochs during an 1-year period 
(Sq)tember 1990 to September 1991). In [7] a 
study on the stability of the GPS satellite biases 
over some long time periods was presented, 
demonstrating that the variation of the satellite 
biases in different epochs during about 1.5 
years (Jan. 1993 to Sept. 1994) was below 1.5 
ns. Results of other authors in this field can be 
found in [5] and [9]. 

Next we have to discuss the variation of the 
combined receiver and satellite instrumental 
biases in periods of consecutive days, because 
this combination enters into the real-time IPE 
monitoring algorithm. Since February 1995 we 
are processing GPS data from several IGS 
stations and two additional receivers at 
Neustrelitz in a daily routine analysis. All 
stations are equipped with Rogue or Turbo- 
Rogue receivers. For each day we produce, in 
post-processing, the IPEs and hourly maps of 

PRN 1 2 4 5 6 7 9 12 14 15 16 17 

rms [ns] 0.16 0.14 0.12 0.11 0.12 0.11 0.10 0.11 0.12 0.15 0.15 0.18 

PRN 19 20 21 22 23 24 25 26 27 28 29 31 

rms [ns] 0.14 0.13 0.16 0.18 0.16 0.13 0.16 0.12 0.13 0.22 0.14 0.17 

Tab. 1   R] VIS of c ombinec 1 biases (Ref ds ;60) 

The Investigations on the bias stability of other qualiried 
GPS receivers are not completed at present. 
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station dslO ds42 brus borl mate nzre nzmo onsa pots trom wtzl 

rms [ns] 0.25 0.37 0.29 0.29 0.31 0.40 0.23 0.98 0.45 0.58 0.28 

Tab. 2   RMS of combined receiver biases (Ref. ds 60) 

the vertical TEC over the central European 
region, and also a set of instrumental biases. 
Referring to the algorithm and results as given 
in [8] we found for the rms of the sum of the 
satellite biases plus the bias of the reference 
receiver (IGS station ds60, Madrid) during a 
period of two months (l.Feb. 95 to 31.Mar. 
1995) the behaviour as shown in Table l.For 
the same period. Table 2 shows the rms of the 
difference of station bias minus reference 
station bias for each station of the network. 

The large rms for satellite PRN 28 could be 
explained by taking into account the changes 
from A/S to P code mode and some satellites 
maintenance during the time of observation. 
The largest receiver rms corresponds to Onsala, 
and as can be seen by a closer inspection of the 
data, is due to a jump in the bias of that station 
in doy 80. In fact, tiie receiver at Onsala had 
some problems and it was replace by another 
one [8]. 

In all cases, the rms error of the combinations 
of satellite bias plus receiver biase is small 
enough, usually less than 0.2 ns, to allow for 
using predictions of this combination for the 
real time estimation of TEC. It is worth notiag, 
that the daily variations may be up to 0.5 ns, so 
we have to count for this uncertainty if using 
this biases in the real time algorithms. At 
present at DLR Neustrelitz all receiver and 
satellite combined biases are processed with a 
delay of three days. 

Resuming the considerations on the bias 
stability we arrive at the conclusions: 

• The stability of combined instrumental 
biases as needed in an extemal fed IPE 
estimation algorithm is about 0.5 ns. 

• The combined instrumental biases can be 
postprocessed from IGS network data with 
a delay of about two days. 

• Satellite bias and receiver bias stability 
allows for setting up a rea:l time algorithm 
that is fed by extemal bias informations. 

• If feulty satellites are excluded and Turbo 
Rogue GPS receiver are used for the 
monitoring station, the absolute accuracy 
limit of the real time algorithm is limited to 
about 0.5 ns on principle. 

REAL TIME ESTIMATION OF THE IONOSPHERIC 

PROPAGATION ERROR 

If using GPS Lj, L2 code and phase 
measurements, the basic equations for the 
estimation of the IPE for a measurement at 
satellite k may be written: 

40.3TEC^ 

,      40.3TECt    ^ 

f h 
2k 

(1) 

(2) 

40.3 TEC,    , ^.    ^ 
<l>ik = A, —^ - X,^, - Cik (3) 

. .       40.3 TEC,    , ^,     ^ 
<l>2k =K ^2     - ^2N2 - C2k (4) 

and: 

P,,, P2,        measured code ranges [m], 

A, sum of geometric range, tropo- 
spheric error, and clock error [m], 

TEC, total electron content in the path 
of observation [electrons/m^], 

Ej,, Ej,      sum of all errors [m] due to 
instrumental delays, multipath, 
and random noise for L,, and L,^ 
code measurements, 

Cik 'C2k        S"'" °f ^U errors [m] due to instru- 
mental delays, multipath, and ran- 
dom noise for L, and L^ phase 
measurements, 

N,,N2        phase ambiguities for Lj and 
L2 signal, 

fj, f2, X,j, X2 frequency and wavelength of 
L] and L2GPS signals. 

TEC, , the ionospheric propagation error, and 
the range measure A, are the unknown 
quantities, that we are interested in. It proves 
helpful to define two quantities Ar, and Tr, 
that can be calculated from the code 
measurements: 

Ar, 
f, P, Ik f P ^2^2k 

(5) 
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and 

P   -P 

CT 

CT = 40.3 '     ' 
^1 ^2 

(6) 

(7) 

Inserting (2) and (3) into (6) and (7) we will get 

Ar, = A, + 
^1        ^2 

2k 

k k ^^ 

(8) 

(9) 

Next, as done for the code measurements, we 
define two quantities A^y^ and T(t)]j, that can be 
calculated from the phase measurements: 

f/<l>ik-f2<l>2k M,^ f-f 

T<|). 
<t>ik-<l> 2k 

CT 

(10) 

(11) 

By inserting (4) and (5) into (11) and (12) we 
get 

A<t)k + '2_f2 

K fXk-f2C 
(12) 

2k 

f2_f2 

j^^ +Mlk_V:^= TEC, -^1^-^ 
CT CT 

(13) 

It is seen that all the error effects are now in the 
last terms of equation (8), (9), (12), and (13). 

[TECU] 

Code 

Phase 

Splitting up the contributions to E;,, we can 
write for the error term of (8) 

f^E   -f^E    ^f^b      ^^^ M ^Ik      ^2^2k       ^1 "l 'Ik      h "2k + 
(14) 

2k f,'m„-f>2k+fi'nik-f2'n 

with bi,,mi,,andnj, instrumental (combined) 
biases, multipath errors, and random noise for 
frequency i and satellite k respectively. 

The same way, from the error term of equation 
(9) we get 

r-*9i.     -tilt ^^ 2k        Ik ^j3^ 

D2k -Dik +^2t -m,k +n2k -111, 

showing, how the different measurement errors 
are splitted up. 

The basic idea of the algorithm for the 
estimation of the IPE, TECj^ is to take 
advantage of the statistical properties of the 
differential multipath and random code and 
phase noise errors, that is to assume in first 

ffCk *^2S2k 

Slk      '92k 

fl^lk f2n2k 

n2k-nik 

= 0 

= 0 

= 0 

= 0 

(16) 

(17) 

(18) 

(19) 

if the average is taken for a sufficient long time 
interval. 

Obviously, the terms due to (16) and (17) are in 
the millimeter range, and (18) and (19) holds if 
the code noise may be considered to be white 
noise. The only suspicious terms to be consider 
in more detail are the differential multipath 
errors. Fig. 1 gives an impression about the 

[TECU] 

Code 

Phase 

4S 

. 35 

1        1        1        1        1        1        1 

„           ,     ill, 
- 

25 - i     il - 

15 - ilyUii - 

5 : f ■ " 1 'llfifii; M 
: 

-5 

-15 1     1     1     1     1     1     1 

3 4 5 6 7 

UT[h] 

Fig. 1   Ionospheric prq)agation errors Trj^, T^]^ for 15. Jul. 1995, station: nzmo, SV #1, station2: nzfi, 
SV#1 
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stat date CHI CH2 CHS CH4 CH5 CH6 CH7 CHS Sum 
nzre 261194 0 1 0 0 0 0 0 0 1 
nzmo 261194 0 0 0 0 0 0 1 0 1 
nzfi 150795 0 15 13 2 0 0 0 4 34 

nzmo 150795 1 0 0 0 0 10 0 0 11 
nzfi 160795 14 11 0 g 1 3 0 6 43 

nzmo 160795 0 0 0 0 1 0 0 0 1 
nzfi 170795 10 20 0 0 0 17 0 11 58 

nzmo 170795 0 0 0 0 0 0 2 0 2 
Tab. 3   Observed Cycle Slips at several stations 

correlation of code muhipath measurements at 
two locations differing in position by about 4 
m. 

Inspecting the phase measuremaits in Fig.l it is 
obvious, that equations (16) and (17) holds. 
Besides, Fig. 1 shows the offset between Tr^ 
and ^^^., as given by equation (13). 

To calculate the IPE we have to consider 
Tr^ - T<|)^ and Ar^ - A^^. Taking into 
account all approximations made up to now, we 
get 

(20) 

equations (20) and (21) for the ambiguities Nl 
andN2. 

If done so, the real time TEC may be conq)uted 
continuously fi"om the measurement using 

k ^^ 
■M2k) (22) 

f2\k    ,f, 

-f2^ 

^2k+b2k- 

-f2^ 
Ar,- -A(t),= 

^mit-f^Xk 
f2_f2 

Tr,- 

ik-M X,N V+ni2k-mik 

It is desirable to be able to detect and to remove 
cycle slips. At least cycle slips must be detected 
to recalculate the ambiguities. Some 
representative munber of cycle slip events are 
given in Tab. 3 for three receivers at our 
location. 

In (22) we are left with an uncertainty of some 
millimetres, due to equation (13) and some 
error in Nj andNj due to the assumption that 

becomes small fim,k f^m^k andm,^ m 2k 

(21) 

CT 
By  replacing  the  h^  biases   by the  bias 
predicted fi-om postprocessing, we can solve 

if the observation time until the N, andNj are 
estimated are choosen to be sufficient long. In 
praxis a time to first fixing in the range fi-om 10 
to 20 minutes is choosen, depending on A/S on 
or off condition. If the average muhipath errors 
are small, we.have a good chance to hit the true 

40 

nzmo 150795 

nzfi150795 

[TECU] 

nzre 261194 

nzmo 261194 

[TECU] 
15 

12.5 

rmsofTEC .^Q 

error 

7.5 

5 

2.5 

0 
D                              0 

30 
max TEC 1 
error 

20 
I 

\^ 

^\ 10 3TE CU 
^~-. 

«■■:  

;*=i^ S:-:s=:::; -■^SSvii 

0 
0 

3TE CU 
J 5       1 0      1! 5      2 

Fixing 
0     2 
perioc 

5     3 
1 [min] 

5 10 15 
F 

20 
ixingp 

25 
)eriod 

30 
min] 

Fig. 2   Influence of the fixing period on the real time ionospheric propagation error at several days 
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receiver bias difference nzmo - nzfi [ns] 
0,4 

satellite number 

Fig. 3   Estimated receiver bias difference relative to postprocessed value of the 15 July 1995 

values of NjandNj and to remove the 
multipath error. This way we have some kind of 
quantisized error in the IPE. Besides the 
introduction of an elevation cutoff mask proves 
to be necessary (Fig. 1). 

ERROR CONSIDERATIONS 

By our opinion, only in the outlined way full 
advantage of the potential of two frequency 
measurements may be taken. The accuracy of 
the real time algorithm, besides the error 
included in the postprocessed biases, is limited 
by the individual multipath environment of the 
IPE monitoring station only. In Fig.2 the 
influence of the length of observation time 
before fixing the ambiguities on the maximum 
and rms IPE error is illustrated. 

An impression on the residual error on the 
method may be gained from Fig. 3, where the 
differenced IPE of all visable satellites due to 

Tr^ (rec;) = TEC,, + b(reCj) + b^ + m^ (rec;) 
(23) 

of two receivers operated at locations spaced 
about 4 meters is represented for three 
succesive days. In this case the satellite biases 
and the ionospheric propagation error cancels 
due to 

ATr, (rec, 2) = Tr,, (rec,) - Tr, (rec^)     (24) 

If taking the postprocessed receiver biases of 
the first day and applying the average of all 
common views of satellite k of the complete 
data set using 

ATrk(rec,_2)^ 

b(reCj) - b(rec2) + m,, (rec,) - m,, (rec2) 
(25) 

we get a maximum error of about 0.4 ns. Up to 
now, is not quite clear how this error has to be 
partioned into receiver bias variations and 
multipath effects. 
Besides of the ATr^, also the ensemble average 
taken over all satellites is shown in the last 
column of Fig. 3. According to the post- 
processing algorithm, this average minimizes. 

To verify the real time algorithm a 
measurement campaign was organized with 
three Turbo Rogue receivers situated at a 
straight N-S line and located at Neustrelitz 

TEC [10**1 ': VwtisiililiiBb,: 6 el/m**2] 
riaOBEBB-,. ■: AztXHST 

latitu de 
62° nzmo 

a 
60° 

nzfi 

58° □   3.05 5.60 
0 

56° 3.05 
5.02 
5.13 pots 

^ _^5.56 

54° r 'n fi     § 
52° SI'*   „ r 

4.52     8 
5.33      ° j> 6.09       6.52 

5.68       6.84 
50° D 6.39       7.04 

48° 

7.83    / 
8.26    L 
7.77 

8.69 
8.47 

/?8.70 
46° 

0°          4°           £ 12° 16°         20° 
longitude 

Fig. 4 Vertical TEC estimated in postprocessing for 
stations nzmo, nzfi and pots 
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[4] 

^ 
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/   -0.26 > 
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a 

[PRN] 
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'ig.5 Real time vertical TEC errors refered to postprocessed results at stations nzmo and nzfi (4h UT) 

(nzmo), Gransee (nzfi) and Potsdam (pots). The 
spacing of the stations is about 50km. Besides 
to check for the accuracy of the real time 
algorithm, the canqjaign was aimed to decide if 
TEC local decorrelation measurements may be 
performed in real time or if postprocessing 
methods have to be used. 

Fig. 4 shows the vertical TEC values resulting 
fi-om the postprocessing method for all visible 

satellites with an elevation mask of 20° at 4h 
UT. 

As may be seen, due to the small spacing of the 
stations, there is only a small variation in the 
TEC values. The variation is in the range of the 
error of the method, so no significant 
conclusions about ionospheric decorrelation 
may be drawn, but on the other hand, the 
accuracy   of the   postpocessing   method   is 
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Fig. 8 Satellite visibility for nzmo and nzfi (elevation cutofiFis 20°) 

prooven. 

Next step was to process the nzmo and nzfi 
stations in the real time algorithm. Examples 
for the dififerencies between the results of the 
real time algorithm and the postprocessing 
method are given in Fig. 5 and Fig. 6. A time 
span of 20 minutes was choosen for the interval 
from tracking the first epoch to ambiguity 
fixing. 
As may be seen, the results of the real time 
algorithm are quite satisfectory, on the other 
hand, the limitations in the accuracy due mainly 
to the multipath eflFects are demonstrated. The 
influence of the multipath effect is verified 
again by Fig. 7 and Fig. 8, where the complete 
vertical TEC slopes of the two stations under 
consideration are shown. Though the 
postprocessing results indicate no significant 
differencies in the TEC behaviour, for the real 

time TEC significant diflferencies can be seen 
starting at about 6:30UT. Checking the 
visibility plot we notice that at this time station 
nzmo tracks an additional satellite (#26), and 
besides of this, most of the satellites are rising 
or just going down, so the multipath situation is 
very poor, giving the maximum TEC error of 
about 4 TECU. 

SUMMARY 

A real time algorithm on the basis of 
instrumental bias predictions was developed 
and in^lemented into the software of a Real 
Time IPE Moiitoring Station. The algorithm 
independently processes all channels of a L1/L2 
GPS P-code receiver. It was shown that the 
main error contribution in the estimation of the 
IPE   is   due   to   the   individual   multipath 
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environment of the monitoring station. For the 
examples given, the maximum error was about 
5 TECU. Due to the muhipath characteristic of 
the exanqjles choosen, we consider this error to 
be an upper limit. A principal lower error limit 
of 1 TECU was estimated for the method. This 
limit is due to the accuracy of the variations of 
the instrumental receiver-satellite bias 
combinations as estimated by postprocessing, to 
the delay of the postprocessing of at least 3 
days and due to tiie intrinsict variation of the 
receiver and satellite biases itselfes. The Real 
Time IPE Monitoring Station is capable of 
being a component in a real time network for 
TEC monitoring and modeling. 
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ABSTRACT 

In this paper, an algorithm for the real-time computati- 
on of Ionospheric Total Electron Content (TEC) will be 
presented. The computation is based on a sequential 
least-squares algorithm applied to dual frequency GPS 
pseudorange and carrier phase measurements. It will be 
shown that this combination enables a strong reduction 
of noise on the TEC determination as compared to TEC 
values computed from simple frequency differenced 
pseudoranges. 

Thanks to its real-time processing capability, this al- 
gorithm is mainly expected to be implemented in Wide 
Area Differential GPS Reference Stations or in Io- 
nosphere Monitoring Stations. 

1   INTRODUCTION 

Signals transmitted by artificial satellites travel through 
the ionosphere before being received at the earth's sur- 
face. They are affected by the non-linear dispersion 
characteristics of the ionosphere and as a result they 
experience a path delay which depends on the signal 
frequency and on the electrons density of the ionosphere 
(the so-called Ionospheric Total Electron Content or 
TEC). Since the GPS satellites broadcast signals in two 
frequencies, TEC determination is possible by simply 

analyzing the difference in path delays experienced by 
each of the signals. 

Accurate real-time TEC determination for ionospheric 
modeling in Wide Area Differential GPS (WADGPS) is 
currently a topic of great international interest (e.g. [1]). 
The reason for this is that the ionospheric delay is a 
significant source of error in GPS navigation, only sur- 
passed by Selective Availability. In local DGPS, the 
ionospheric delay can be nearly entirely removed as 
long as the baseline between user and reference station 
remains relatively sAiort. In WADGPS on the contrary, 
those baselines can reach up to several thousand kilome- 
ters and the ionospheric effects within those larger areas 
are not automatically eliminated by the differential ap- 
proach. Therefore, the ionospheric delay component 
must be explicitly determined from a spatial model of 
the ionosphere. 

In a WADGPS system the reference stations obtain 
local TEC data for all satellites in view and transfer 
these data to the Master Station. There, the TEC infor- 
mation is processed and an ionospheric model is genera- 
ted. The quality of the local TEC information will be 
one of the key issues to generate accurate ionospheric 
models. 

Unfortunately, TEC determination with GPS relies 
heavily on dual-frequency pseudorange (or group- 
delay) measurements which can show high noise levels 
caused by Anti-Spoofing (AS) and its encryption of the 
P-code into the secret Y-code. Low pass filtering 
techniques and combination of pseudorange and carrier 
phase data are two potential methods to overcome those 
limitations. 

In this article an algorithm for real-time TEC determi- 
nation based on a least-squares processing of dual- 
frequency pseudorange and carrier phase data will be 
presented. It will be shown that the TEC information 
obtained with this technique is affected by very low 
noise levels since errors associated to code-less tracking 
and multipath are strongly eliminated (specially at low 
elevation angles). 

2   DETERMINATION OF IONOSPHERIC TEC 
IN THE PRESENCE OF ANTI-SPOOFING 

The ionospheric delay on GPS pseudoranges is often 
formulated in first order as follows (uimiodeled higher 
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order effects amount only to some very few centime- 
ters): 

403 

Ji 

where i is the LI or L2 frequency, / is the carrier fre- 
quency and TEC is the line-of-sight Total Electron 
Content in electons/meter^. 

If this equation is written for pseudoranges in LI and 
L2, pi and p2, and simple math is used, then the instan- 
taneous and absolute line-of-sight TEC can be deter- 
mined through the difference between the GPS pseudo- 
range measurements at both frequencies in the following 
way: 

TEC = P1-P2 f^fi 
40.3   //-7i^ 

It can be noticed that the absolute value of individual 
pseudorange measurements at each of the GPS fre- 
quencies is not necessary for TEC determination but 
only the difference between both . This is of great im- 
portance as the P-codes are not normally available to 
civil users; they are encrypted into the secret Y-codes 
when Anti-Spoofing is on. In this way, receivers 
capable of tracking GPS signals on both frequencies 
with code-less (cross-correlation) techniques are able 
to compute slant TEC with this very simple and robust 
method. 

Unfortunately, when Anti-Spoofing is on and the GPS 
receiver tracks in code-less mode, the precision of the 
pseudorange data is severely degraded, specially at low 
elevations. Very high cut-off angles (30 degrees with 
AS on, 20 degrees with AS off) are sometimes applied 
in order to avoid such problems ([3]). 

Smoothing with a low pass filter can greatly reduce the 
noise level of the TEC obtained with this method. On 
the other hand, implementing efficient low pass filters in 
real-time is not an easy task since only information 
about the past is available. 

3   ALGORITHM FOR REAL-TIME COMPUTA- 
TION OF PHASE-SMOOTHED TEC 

A new algorithm has been developed at Kayser-Threde 
GmbH for the efficient determination of TEC. This 
algorithm takes advantage of the high accuracy and very 
low noise level of the GPS carrier phase measurements. 
It combines pseudoranges and carrier phases in a least 
squares adjustment which can be implemented in both a 
batch and a recursive formulation. The recursive formu- 
lation is specially well suited for real-time TEC deter- 
mination. 

In order to describe the mathematical formulation of this 
algorithm, we need to define now the following two new 
terms Ap and AO as follows: 

Ap = P2 - Pi = 40.3r£C^L^ + AnP 
/i h 

A0 = 02 -*i =-40.3r£C-^' ^ y + 
Kf. 1  J2 

+X2N2 -^^iNi +An 

where <I>i, X; and A^, are the LI and L2 GPS carrier phase 
measurements, wavelengths and phase ambiguities re- 
spectively. An** and An* represent measurement errors 
associated to sources other than the ionosphere. In order 
to obtain those expressions we have made use of the 
known fact that the ionospheric effects on pseudorange 
and carrier phase measurements have the same magnitu- 
de but opposite signs. 

If a GPS data set with n measurement epochs is 
available, Ap and AO terms can be computed for every 
epoch tk (k=l,...,n). When doing so, the following equa- 
tion system can be created: 

Ap 

AO 

r I ^AnP^ 

An* 

where: 

Ap = (Ap(t,), Ap(t2),..., Ap(t„)), 

AO = (AO(t,),AO(t2),...,AO(t„)), 

/ is a diagonal unit matrix, 

0 is a null vector, 

/is a unit vector, 

b = X2N2-XiNi, 

An" = (An^ti), AnP(t2),..., AnP(t„)), 

An* = (An*(t,), An*(t2),..., An*(t„)), 

and i is a new vector which accounts for the ionospheric 
effects in every epoch. Its elements are: 

f2_ f2 
x{t,) = 403-"     '^  TECit,). 

/1/2 1 Ji 

If a diagonal weight matrix accounting for the pseudo- 
range and carrier phase measurement accuracy is de- 
fined as follows: 

W 

C5 Ap 0^ 

Ci5 AO 
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then the equation system can be easily solved with a 
batch least squares adjustment to obtain: 

.     i'{Ap + AO) 
b = - —    — 

. _ tgApAp-ro^^AO        jsi^^hi 

^Ap +^AQ> CJ^p +05 A* 

The least squares adjustment can be easily implemented 
in a recursive form which allows real-time estimation of 
the unknowns in the following way: 

^tj-i = "(t+i 

H+lV'ft+l 

k + i * ;t + i 

^ApApCf^+i) -n5i4,(A$(f^^i) - 4+,) 
('*+i) = 

^Ap +C5 A* 

The interested reader can find a much more detailed 
description of this algorithm in [2]. 

5   SLANT AND VERTICAL TEC 

GPS measurements are taken from satellites which are 
tracked at various elevation angles. This causes the GPS 
signals to cross largely different portions of the io- 
nosphere (the lower the elevation angle, the larger the 
portion). The TEC values computed with the algorithms 
described above, correspond to the so-called "slant" or 
"line-of-sight" TEC. For ionospheric modeling purpo- 
ses however, "vertical" TEC is required (see e.g. [1]). 

It is usually assumed that slant TEC is related to vertical 
TEC at the ionospheric intersection point (at 350km 
height) by an elevation mapping function which enables 
the computation of an obliquity correction factor. 

We used in our investigations the following obliquity 
factor for the conversion of slant to vertical TEC ([3]): 

M(e) = - 

'      cose 
1- 

l + (h/RE)j 

where RE is the mean earth radius, e is the satellite ele- 
vation angle and h is the height of the "ionospheric 
shell" used to determine the interception point (we have 
here considered h = 350km). 

The resulting obliquity factor as a function of the eleva- 
tion angle is shown in Figure 1. 

20 80     90 30      40      50      60      70 

Elevation Angle (degrees) 
Fig. 1: Obliquity factor vs. elevation angle 

4   DIFFERENTIAL INSTRUMENTAL DELAYS 

Actually, the frequency differenced GPS measurements 
contain both the delays induced by the ionosphere and 
by the satellite and receiver hardwares (the latter ones 
are called differential instrumental delays). The diffe- 
rential instrumental delays are caused by the different 
paths that the GPS signals at LI and L2 travel within the 
GPS satellites and receiver hardwares. 

The receiver's differential delay affects all measure- 
ments from different satellites in much the same way. A 
periodic receiver calibration can help overcome the 
effects of this delay. 

GPS satellite differential instrumental delays are more 
difficult to handle with. Each satellite's differential 
delay has been calibrated in laboratory previously to 
launch and the obtained value is transmitted in the navi- 
gation message's parameter Tg^. However, it has been 
observed that these pre-launch values have very little to 
do with the actual delays once the satellite was in orbit. 
Therefore, very much effort has been invested in order 
to estimate the actual satellite instrumental delays ([3, 
4]). 

In our investigations, we corrected the TEC values with 
the satellite differential instrumental delays estimated by 
the Institut fur Erdmessung of the University of Hanno- 
ver ([4]). [3] showed that satellite differential delays do 
not experience large variations in time and that they did 
not change significantly after AS was switched on in 
January 1994. 

5   DATA PROCESSING, RESULTS AND DIS- 
CUSSION 

We have extensively processed dual frequency GPS 
data in order to validate the described new algorithm 
and to compare its performance with other techniques. 
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We obtained GPS data from the IGS network tracking 
station Wettzell in Germany for the day July 26, 1995 
([5,6]). Wettzell is equipped with a Turbo Rogue recei- 
ver connected to a H-Maser external frequency stan- 
dard. This receiver can operate in code-less mode 
(cross-correlation) when AS is on which was the case 
on July 26. 

The IGS data consist of 30 seconds values of GPS carri- 
er phase and pseudoranges at both the LI and L2 fre- 
quencies in RINEX format ([7]). We have selected the 
data from PRNs #28, #15 and #29 since these satellites 
were visible during long and consecutive periods of 
time. The observed satellites elevation angles at Wett- 
zell are shown in Figure 2. It can be noticed that we 
used a 30 degrees cut-off angle for our analyses. 

10:00     12:00 14:00     16:00 
GPS Time of Day 

Fig. 2: Elevation angles 

18:00     20:00 

We first processed the data with the simple method 
described in Section 2 using frequency differenced 
pseudoranges. The results are shown in Figure 3 (please 
remember that 1 TEC Unit = lO'* electrons/meter = 
0.35 nanoseconds of differential delay). 

The predicted high noise level caused by measurement 
errors associated to code-less tracking and multipath 
can be clearly observed. Additionally and fortunately 
for comparison purposes, AS was off for PRN #28 on 
that day. Please observe that the scatter of the code-less 
data (PRNs #15 and #29) is much larger than that of the 
code data (PRN #28). 

In an attempt to reduce the noise of the data, we re- 
processed the data with the same algorithm but perfor- 
ming a smoothing of the obtained TEC values over 
periods of 300 seconds (10 measurement epochs which 
were equivalent to 5 minutes with the IGS data). For 
this smoothing we assumed that the ionospheric conditi- 
ons don't change severely over such a short period of 
time and we computed for every epoch the average of 
TEC obtained in the ten last available epochs (including 
the current one). No averaging was accomplished ma- 
king use of posterior data to the actual processing epoch 
since we tried to simulate real-time processing. 

10:00    12:00    14:00    16:00    18:00    20:00 
GPS Time of Day 

Fig. 3: TEC from group-delays 

The results of this real-time averaged TEC are plotted 
in Figure 4. It can be clearly seen that although the noise 
level has been greatly reduced, the results are still unsa- 
tisfactory. 

10:00    12:00    14:00    16:00    18:00    20:00 
GPS Time of Day 

Fig. 4: Averaged TEC from group-delays 

Finally, we processed the data using the recursive for- 
mulation of the carrier phase-smoothing algorithm 
described in Section 3. This algorithm has the 
disadvantage of being sensitive to cycle slips, i.e. it 
needs to be re-initialized whenever a slip occurs. In 
normal conditions however, a cycle slip will only occur 
when the GPS satellite is tracked at low elevations. In 
our data we did not have any cycle slip above the cut- 
off angle and all data were processed very successfully. 
The results are shown in Figure 5. 

The improvement achieved processing the data with this 
algorithm are obvious. Only at the beginning of the 
satellite signal tracking the noise level is relatively high 
(specially for code-less data), but after a short while the 
smoothing effect of the low-noise carrier phase measu- 
rements is clear. 
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Fig. 5: Carrier phase smoothed TEC 

6   CONCLUSIONS 

The determination of reliable TEC data to be processed 
at a WADGPS Master Station for ionospheric modeling 
is one the key issues influencing the final accuracy of 
the ionosphere spatial model to be generated. Such TEC 
data has to be determined in real-time at the reference 
stations. 

Obtaining low noise TEC information in real-time is a 
challenging task due to the large pseudorange measure- 
ment errors originated by code-less tracking and multi- 
path. 

In this paper an algorithm for TEC determination which 
combines dual frequency pseudorange and carrier phase 
measurements has been presented. It has been shown 
that this algorithm greatly reduces the noise level of the 
obtained TEC thanks to the smoothing effect that the 
high accuracy carrier phase measurements have on the 
pseudoranges. 

Finally, this algorithm can be easily implemented in a 
recursive formulation which allows for efficient real- 
time processing. This is one of the reasons why it is very 
well suited to be used in future WADGPS reference 
stations. 
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Abstract 

A powerful approach for generating ionospheric 
corrections in wide area differential GPS applications has 
been developed, that can be applied to the Federal 
Aviation Administration's Wide Area Augmentation 
System (WAAS). This approach has been used to support 
ionospheric calibration for NASA's Deep Space Network 
and will be supporting real-time operations for global 
ionospheric specification and, possibly, single-frequency 
satellite altimeter calibration. It is a real-time, grid-based 
technique relying on a computationally efficient Kalman- 
type filter to produce accurate, smoothly varying 
ionospheric correction maps over the coverage area. 
Formal error maps are also computed, providing vertical 
delay errors over the WAAS grid, which are useful in 
integrity monitoring. This solution to the ionospheric 
correction problem is self-calibrating, since GPS 
transmitter inter-frequency biases are obtained as a by- 
product of the mapping procedure. This contrasts with 
other techniques in which bias values must be provided 
from some additional source. 

Simulated data were generated for the proposed 
configuration of 24 WAAS reference GPS stations, using 
a well-tested climatological ionosphere model (Bent) to 
compute ionospheric total electron content (TEC) during 
conditions typical near the peak of the solar cycle. Slant 
TEC delays often exceed 30 meters over the continental 
US (CONUS) during solar maximum, but the simulations 
indicate that the corrections are accurate to 0.25-0.5 meter 
over the CONUS, Alaska and Hawaii (this includes any 
errors in estimating the transmitter biases). Our technique 
is therefore useful for en-route navigation and precision 
approach, the latter requiring 1.5 meter correction 
accuracy. 
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Introduction 

We have developed a powerful and accurate method of 
exploiting data from a dense GPS receiver network to 
generate high resolution "snapshot" images of the 
ionospheric vertical delays anywhere within the coverage 
area. The mapping technique has been used to support 
operational ionospheric calibrations for NASA's Deep 
Space Network and will support real-time operations for a 
global network of GPS receivers that monitor ionospheric 
total electron content (TEC). The correction method 
relies on a Kalman filter implementation and can 
automatically produce formal error maps. It is therefore 
ideally suited for incorporation into a real-time correction 
system such as the Federal Aviation Administration's 
wide area augmentation system (FAA WAAS). It is a 
grid-based algorithm with a built-in interpolation scheme 
to provide corrections at any point within the continuous 
coverage area, and is well adapted to provide a real-time 
estimate of both the ionosphere and the errors at the 
specified set of WAAS grid points. 

In this paper, we will summarize our wide-area 
ionospheric correction technique, which is based on the 
Jet Propulsion Laboratory's GPS Inferred Positioning 
System software (GIPSY), extended to include the 
triangular interpolation technique for ionospheric 
corrections (TRIN). This method has been described in a 
previous Institute of Navigation Proceedings paper 
(Mannucci et al, 1993, hereafter known as Paper I). We 
will summarize the specific advantages of our method, in 
particular the use of a grid that is fixed with respect to the 
Sun rather than co-rotating with the Earth. We will 
present simulation results that demonstrate the 
GIPSY/TRIN method is capable of 0.25-0.5 meter 
correction accuracy over the continental US (CONUS) 
during conditions typical of solar maximum. Finally, we 
will indicate how the GIPSY/TRIN software could be 
incorporated into the FAA's real-time WAAS. 

The GIPSY/TRIN Method for Computing the Real- 
Time Ionospheric Correction 

The GIPSY/TRIN ionospheric correction algorithms have 
been described in a previous Institute of Navigation 
Proceedings (Paper I), and only features of particular 
relevance to WAAS will be summarized here. We will 
discuss several unique features of the GIPSY/TRIN 
method: 1) the use of a Sun-fixed, rather than Earth-fixed 
grid for the initial interpolation step; 2) the use of a 
triangular grid, not a rectangular one and 3) the 
instrumental inter-frequency bias estimation capability. 

Ionospheric total electron content is extracted from GPS 
by computing the difference between satellite-receiver 
range measured at the two GPS frequencies, LI and L2 
(see Paper I). The line-of-sight measurements of 
ionospheric delay are interpolated to form a wide-area 
correction map that applies to the entire coverage area. 

The GIPSY/TRIN method employs a "shell" model of the 
ionosphere: the ionospheric electrons are assumed to be 
concentrated in a thin shell at a fixed height of about 350 
km. The delay due to this shell is parametrized in terms 
of a set of vertex values uniformly distributed over a 
spherical surface, in a triangular tiling scheme. The grid 
is Sun-fixed so that it does not rotate with respect to the 
basic structure of the ionosphere. 

Each ionospheric measurement from a GPS receiver in the 
network is modeled as a simple linear combination of the 
grid vertex parameters in the following form: 

/„(/,) = M(£) I W,(0™,A„„) V,- +br + b, (1) 
(=1 

where IfsiH) is the real-time measurement from receiver 
r and satellite s at time fj, Vi is the value of the TEC at 
vertex / (i.e. parameter i) and M(E) is the obliquity factor 
relating slant delay to vertical for elevation angle E. The 
factor Wi{(l)pp,Xpp) is a distance-weighting function that 
relates the TEC at the ionospheric pierce point location 
(^„„,A„p) to the TEC at the three vertices of the 
intersected tile. This function is based on a simple bi- 
linear interpolation scheme (see Paper I). This 
"measurement model" is used in the GIPSY Kalman filter 
for estimating the vertex parameters V,- from the real-time 
data. The final two terms, b^ and b^, refer to the 
instrumental inter-frequency (L1/L2) bias in the ground 
receiver and satellite transmitter respectively. These 
biases can be estimated simultaneously with the 
ionosphere delays or held fixed to a priori values. 

The ionospheric mapping process makes extensive use of 
the stochastic estimation features of the GIPSY Kalman 
filter. As measurements become available, the zenith 
ionospheric delay at every point of the triangular grid over 
the coverage area is re-estimated. (For current NASA 
operations where GIPSY/TRIN is used, this coverage area 
is the entire globe.) The vertex parameters are modeled as 
Gauss-Markov stochastic processes, so that the updated 
values at each grid point are correlated with their values at 
the previous time step (i.e., they are not estimated entirely 
independently at each step, so that the recent history of 
measurements contributes to the current estimate). Since 
a distance weighting function is used in equation 1, the 
vertex TEC values are also correlated spatially with the 
values at adjacent grid points. This results in stable and 
smoothly varying ionospheric maps. 

Sun-Fixed Grid 

The FAA WAAS specification requires that the 
ionosphere delay be specified over an Earth-fixed grid 
covering the CONUS coverage area (the grid spacing 
varies between 5 and 10 degrees). Most correction 
techniques interpolate the TEC measurements from the 
GPS receivers in the WAAS network in an Earth-fixed 
coordinate system (e.g. Brown, 1989; Kee et al., 1991). 
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However, the ionosphere varies much more slowly in a 
Sun-fixed reference frame, so interpolation over a grid 
fixed with respect to the Sun produces more accurate 
correction maps. In a final step, translation to the Earth- 
fixed WAAS grid can be performed rapidly with no loss 
of precision since the Sun-fixed correction map overlaps 
the Earth-fixed grid. 

The temporal stability of the ionosphere in a Sun-fixed 
reference frame is demonstrated in Figures 1 and 2, which 
are plots of the diurnal variation of TEC over three widely 
separated sites in the North American continent sharing 
similar geomagnetic latitudes: Goddard (49.97 
geomagnetic latitude, -76.83 geographic longitude). North 
Liberty (51.93, -91.57) and Quincy (46.44, -120.94). The 
zenith delay over each site was determined by evaluating 
the GIPSY/TRIN global map solution directly overhead 
each station for a relatively active day in March 1993 
(solar sunspot number = 67.1, F10.7 flux = 140). The 
usual diurnal variation in the ionosphere causes the TEC 
above each station to be markedly different at the same 
universal time (figures la and lb). This causes large 
changes in successive Earth-fixed correction maps. 
However, when zenith TEC is plotted in terms of local 
time (equivalent to using Sun-fixed coordinates), the 
differences between the stations is significantly reduced 
(figures 2a and 2b), showing that all three stations 
undergo similar diurnal variations. Therefore, correction 
map variations are much smaller in Sun-fixed coordinates, 
and the correlation time between successive maps is 
longer. This leads to more accurate wide-area corrections 
when Kalman-filter updating is used. 

In addition to reduced variability, the ionospheric pierce 
points of the TEC measurements cover a larger portion of 
the ionospheric shell when a Sun-fixed grid is used, as 
shown in figure 3a and 3b. These are plots of ionospheric 
penetration points for the WAAS reference stations during 
a three-hour period using an elevation cutoff of 20 
degrees. A higher density of ionospheric pierce points is 
evident for the Sun-fixed grid. The Earth rotates 
underneath the Sun-fixed grid, so the Sun-fixed longitude 
of each station changes with time, allowing a single 
station to cover an additional 15 degrees of longitude per 
hour. Since the Earth-fixed grid rotates with the stations, 
gaps in the coverage may persist indefinitely, potentially 
leading to large inaccuracies. 

Triangular Grid 

The WAAS specification requires that the ionospheric 
corrections are computed for a set of fixed points over a 
rectangular grid, that covers the CONUS region and 
extends into southern latitudes. Most proposed correction 
methods also use a rectangular grid for interpolafion 
between the measurements, which is disadvantageous for 
two reasons. First, the distance between the grid points 
determines the spatial correlation scales that can be 
reproduced in the TEC map. For a rectangular grid, this 
will be latitude-dependent in a manner which does not 

match the correlation scales in the ionosphere. Second, a 
scheme based on rectangular grids cannot be expanded to 
cover the entire globe and therefore is naturally limited in 
extent. If the WAAS correction algorithms are based on 
Earth-fixed grids, and the coverage region is expanded in 
the future, the basic interpolation algorithms may require 
significant modification. In contrast, a triangular grid 
covers the sphere uniformly and is used in GIPSY/TRIN 
since it is a global mapping technique. A triangular grid 
can be used to form corrections over a limited region as 
well, and the correction map can of course be evaluated at 
a set of rectangular grid points that overlap the coverage 
area. 

Self- Calibration 

Ionospheric measurements using dual-frequency GPS 
receivers are affected by inter-frequency biases which, if 
left uncalibrated, can corrupt the measurements by as 
much as 5 meters. These biases, which affect both the 
receivers and the satellite transmitters, can be accurately 
estimated using the GIPSY/TRIN technique. Numerous 
comparisons between global map solutions and 
independent measurements of TEC show that the biases 
are determined to better than 0.5 meter accuracy, even for 
periods when the solar sunspot numbers were a factor of 
3-5 larger than current values (see Wilson et al, 1994; 
Mannucci et al, 1994). Therefore, in contrast to other 
proposed ionospheric correction methods, the 
GIPSY/TRIN method is self-calibrating, and does not 
require that biases be provided from an external source. 
However, should more accurate bias values be available, 
they can be used to directly calibrate the data. 

Even if receiver and satellite calibrations are available 
from an independent source, it is still useful to estimate 
these biases off-line (i.e. not in real-time) on a regular 
basis. A frequently-updated database of bias values can 
be used to detect anomalous changes in the receiver and 
satellite hardware. Therefore, we would recommend that 
bias estimation be performed frequently for the WAAS 
network for the purpose of integrity monitoring. 

Simulation Results 

To assess the suitability of GIPSY/TRIN for applications 
such as the FAA's wide area augmentation system, a 
simulation using the proposed configuration of 24 WAAS 
remote stations was performed for conditions typical of 
solar maximum, when slant ionosphere delays over 
CONUS frequently exceed 30 meters. Line-of-sight TEC 
measurements were synthesized every 5 minutes, based 
on the proposed WAAS station geometry and assuming a 
full GPS constellation of 24 satellites. The Bent 
ionospheric model (Bent et al, 1976) was used for 
generating realistic ionospheric delays for each satellite- 
receiver line of sight. The GIPSY/TRIN method was 
applied to the simulated data and a correction map was 
formed over an extended region covering the CONUS, 
Alaska and Hawaii. Comparing the correction map with 
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the model, the simulation results show that the 
GIPSY/TRIN global mapping technique is accurate to 
0.25-0.5 meters over the CONUS and in the vicinity of the 
Alaskan and Hawaiian GPS stations. This indicates that 
GIPSY/TRIN is suitable for en-route navigation and 
precision approach. For the latter case, 1.5 meter 
correction accuracy is required near land (WAAS 
Specification, 1994). Greater accuracy will generally be 
achieved away from the peak of the solar cycle. 

For each slant measurement, the vertical TEC values 
predicted by the Bent model were multiplied by the 
elevation-dependent slant range factor, assuming the usual 
cosecant (thin shell) obliquity factor M(E): 

M{E) = {l-[cosE/ (1 +h / RE)f] ^'^ (2) 

where E is the elevation angle, h is the height of the shell 
and RE is the radius of the Earth. For the simulated data, 
the shell height was not held constant, but was set equal to 
the height of peak electron density predicted by the Bent 
model. Using varying heights h in the mapping function 
is realistic, since in practice the exact equivalent shell 
height or mapping function is not known. When forming 
the correction map, however, the standard fixed shell 
height of 350 km was used. 

The Bent model was run for a day representative of solar 
maximum conditions, in this case February 15, 1991. For 
this day, the model predicted daytime vertical delays 
exceeding 14 meters over the US and slant delays 
exceeding 30 meters. Solar activity inputs were: solar sun 
spot number of 176.5; F10.7 flux value of 243.0. These 
numbers are factors of 3-10 above current solar minimum 
values. 

A new grid solution was produced every 30 minutes 
rather than every 5 minutes as would be done in an actual 
WAAS implementation, in order to reduce the disk 
storage requirements for the comparison. Accuracy of the 
corrections will generally improve with more frequent 
solutions. The station and satellite biases were assumed 
to be unknown and were estimated using the self- 
calibration capability of GIPSY/TRIN. Each data point 
was given the same data weight and an elevation cutoff of 
20 degrees was used. 

Figure 4 is a contour plot of the residual difference 
between the Bent model and the correction map, for the 
interval 20:00-20:30 UT. This figure is a typical case of a 
daytime residual plot. The GIPSY/TRIN ionospheric 
correction method produces an accurate representation of 
the simulated data set over North America and in the 
vicinity of Hawaii and Alaska. The maps are completely 
data driven and an a priori ionospheric value of zero was 
assumed to initialize the mapping procedure. This 
accounts for the fall-off in accuracy in the extreme 
Northern and Southern areas of the map, where no data 
was collected (see the coverage maps in Figure 3). In 
practice, a more realistic a priori ionosphere available 

from a climatological model would be used to smoothly 
continue the maps outside the area directly covered by the 
measurements. However, to avoid confusion in 
interpreting the results, we did not use any a priori 
information from an ionosphere model in this work. 

Figure 5 is a plot of the residual root mean square (RMS) 
difference between the correction miaps and the Bent 
model, computed over two rectangular-shaped regions for 
all 48 maps generated at 30-minute intervals. The 
extended region covers the same area shown in figure 4, 
and includes areas not covered by GPS data (primarily in 
the northern and southern edges of the region). The RMS 
residual for this region is an overestimate of the expected 
error for a WAAS implementation since it covers regions 
where no GPS data were available. To determine more 
realistic errors for the FAA's WAAS, the RMS has also 
been computed for a rectangular-shaped region restricted 
to the CONUS where data coverage is more complete 
(this area is outlined in figure 3a). For both regions, the 
accuracy of the GIPSY/TRIN method is generally better 
than 1 meter. Over the smaller region where there is more 
complete data coverage, the agreement is better than 0.4 
meter for all the maps. Note that the residuals were 
computed using the inter-frequency bias values estimated 
by the GIPSY/TRIN method itself and did not rely on 
external calibration values. Smaller residuals can be 
expected if these biases are fixed to values determined 
off-line from several days of data, which would be 
possible in an actual WAAS implementation. 

Applying GIPSY/TRIN to the FAA's WAAS 
Implementation 

A real-time implementation of the GIPSY/TRIN method 
could be applied directly to the ionospheric correction 
component of WAAS. The formation of an ionospheric 
correction for the WAAS user is essentially a two-step 
process. First, a selected set of delays and errors at the 
grid points must be generated as part of the slow 
correction (every 5 minutes would be sufficient). This is 
the critical task which can be performed by GIPSY/TRIN 
with high accuracy. Second, the updated grid values are 
broadcast to a user who will convert them to a line-of- 
sight correction at the user's location. Interpolation 
between the grid values to form the user correction is a 
less demanding task which can be executed with standard 
interpolation techniques and is not addressed here. 

The data flow for producing the ionospheric correction 
and errors at the grid locations is shown in figure 6. The 
data are input to the real-time implementation of the 
GIPSY filter along with an estimate of the receiver and 
satellite L1/L2 delay biases. (These biases can be 
obtained from an independent source or estimated off-line 
with the GIPSY filter.) Filtering is a recursive estimation 
process in which a previously estimated ionospheric delay 
map is incrementally adjusted with new data at regular 
intervals, nominally every 5 minutes for WAAS. The 
updates take only a few seconds of CPU time.   The 
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process is initialized with the Bent ionospheric model 
(other models can also be used) so that when it is started 
up for the first time, adjustments are made to reasonable a 
priori values rather than to arbitrary or zero values. After 
a few update intervals, the great data strength of the 
WAAS GPS receiver network will cause the estimated 
maps to be fully determined by the data, with no further 
dependence on the a priori model. 

At each step, the updated map and associated errors are 
stored for use at the next time update. The GIPSY/TRIN 
vertex points are not in general collocated with the 
WAAS grid, and the maps must be evaluated at the Earth- 
fixed WAAS grid locations. Since the GIPSY/TRIN 
correction map overlaps the WAAS grid, this can be 
accomplished in a few milliseconds with no loss of 
precision. Finally, a selection criterion is applied to 
determine which updated grid point values should be sent 
to the user. The selection should be based on a 
comparison between each of the latest updated grid values 
and an average of the prior set of values. 

Summary 

A wide area ionospheric correction method used to 
support operational ionospheric calibrations for NASA's 
Deep Space Network has been applied to the FAA's 
proposed wide area augmentation system (WAAS). 
Simulation results show that, even under conditions 
typical of solar maximum, the GIPSY/TRIN ionospheric 
correction method is accurate to 0.25-0.5 meter and 
therefore meets the WAAS specification calling for 0.5 
meter accuracy in the slow ionospheric correction. This 
accuracy was obtained using the inter-frequency biases 
estimates produced in the fit. In an actual WAAS 
implementation, the bias values would be estimated off- 
line using data from several days, resulting in even better 
accuracy. 

It should be emphasized that the solar flux, which drives 
the formation of the ionosphere, is currently near the 
minimum of the solar cycle, or a factor of 3-10 less than 
maximum. Simulations were performed for this study 
since tests using current data from' a network similar to 
WAAS are not indicative of performance during more 
challenging periods. Further work should be performed to 
test the system under conditions characteristic of major 
ionospheric storms, which occur infrequently but cause 
instabilities in the ionosphere that can degrade correction 
performance. 

The GIPSY/TRIN technique can be readily incorporated 
into a real-time correction scheme for the WAAS. Since 
the algorithm is grid-based and has a built-in interpolation 
scheme, vertical ionospheric delays and errors can be 
evaluated at each of the fixed WAAS grid points in real- 
time. 
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Figure 1. This figure is a plot of the diurnal TEC variation over three North American receivers in the GPS global network, 
plotted as a function of universal time, for March 13, 1993. Each receiver shares similar geomagnetic latitude (Goddard 
geomagnetic latitude 49.97, geographic longitude -76.83; North Liberty 51.93, -91.57 and Quincy 46.44, -120.94). In (a), the 
total TEC is plotted; in (b), the difference with Goddard is plotted. Earth-fixed correction maps over the WAAS coverage 
area must follow these large diurnal variations. 
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Figure 2. This plot is similar to figure 1, but the diurnal TEC variation is plotted as a function of local time. Comparison 
with figure 1 indicates that Sun-fixed (local time) correction maps have smaller gradients than the Earth-fixed maps. 
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Figure 3. These plots show the locations of the shell intersect points for a 3 hour span of data simulated for March 21, 1997 
using the proposed configuration of 24 WAAS reference receivers. In (a), the coverage is shown of for an Earth-fixed shell. 
In (b), coverage is shown over a Sun-fixed shell. The shell height was assumed to be 350 km, and the elevation cutoff was 20 
degrees. The continent map is placed to reflect the position of the Earth after an elapsed time of 2.5 hours. 
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Simulation Residual Over North America 
For Interval 2000:2030 UT 
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Figure 4. This is a plot of the residual difference between the Bent model TEC used in the simulations and the correction 
map produced by the GIPSY/TRIN technique. This typical daytime residual map covers the period 20:00-20:30 universal 
time. The correction maps are generally accurate to 0.3 meter or better, except in regions where no measurements were 
available (see the coverage maps in Figure 3). 
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Figure 5. This is a plot of the root mean square residual between the Bent model TEC and the correction map, for each of 
the 48 correction maps generated in the simulation. The RMS was computed for 1x1 degree grids over two regions: an 
extended region covering the CONUS and Alaska and Hawaii, defined by the southwest corner at (15.0, -165.0) and the 
northeast corner at (65.0, -55.0), geographic latitude and longitude. The other rectangular-shaped region was restricted to 
cover the CONUS, where ionospheric measurements are always available: SW corner at (25.0, -125.0) and NE corner at 
(48.0, -70.0). 
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Figure 6: Data flow diagram showing the process involved for forming the grid delay corrections and errors for the FAA's 
proposed WAAS. 
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ABSTRACT 

Self-Calibration Of pseudoRange Error (SCORE) 
techniques [1] can improve accuracy of ionospheric total 
electron content (TEC) covering 10 degrees of latitude 
from one station. SCORE uses self-consistency 
constraints on the TEC data to calibrate a two-frequency 
GPS receiver system for the sum of system contributions 
to pseudorange error. These errors come from 
components such as receiver, pre-amp, antenna and 
satellite transmitters. Frequent application of SCORE can 
thus reduce system component drift contributions to TEC 
measurement error and improve long-term measurement 
accuracy. SCORE was first developed out of data 
presentation techniques that permitted a single GPS station 
to simulate zenith TEC monitoring from stations spaced 
over 10 degrees of latitude, along the same longitude [2]. 
Applying these presentation techniques in conjunction with 

SCORE allows accurate parallel monitoring of the diurnal 
TEC behavior over this wide latitude region from a single 
station. Typically, in well-calibrated data, latitudinal TEC 
gradients of less than 1 TEC unit per degree may be 
identified. We will present results of SCORE application 
studies showing variation in TEC accuracy with the time 
interval and the number of satellites used in the process, 
and the effects of improved calibration on the observable 
TEC morphology in widely-spaced latitude regions. We 
will also examine how these results differ in high-latitude 
and equatorial regions, where the diurnal behavior of the 
ionosphere can be radically different from over CONUS. 
We will also present results from an initial application of 
the SCORE process to single-frequency measurements, 
compared with simultaneous two-frequency TEC data. 
These initial tests show potential for useful single- 
frequency ionospheric TEC observation. 

INTRODUCTION 

The SCORE process converts the ionosphere from an 
error source into a constraint on the GPS measurement 
calibration, by requiring maximum agreement between 
measurements at satellite near-conjunctions. Before 
requiring agreement, a coordinate transformation to 
ionospheric penetration point local time (IPP-LT) is 
necessary, else we would at times be requiring 
observations from different ionospheric times to agree. 
Figure 1 illustrates the stages between uncalibrated and 
SCORE-calibrated GPS TEC data. Recently, an 
improved algorithm has been developed that permits 
calibrations to be generated in minutes instead of hours 
[3]. Using SCORE to maintain a very accurate receiver 
system error calibration will enable 2-frequency GPS 
receivers to more accurately measure absolute ionospheric 
TEC. (TEC is usually measured in "TEC units". One 
TEC unit corresponds to 1x10'* electrons/m^ on the 
raypath. Also, 1 ns of differential delay = 2.852 TECu, 
and 1 ns of pseudorange delay at LI = 1.845 TECu). 

1209 



u 
UJ o 
1— m 

a: 
>  M 

o 
LLJ O 

;DflY   =   94116     LfiT   42.5     LON   -71.3 DRY   =  94116     LfIT   42.5     LON  -71.3 

U CD 
UJ fo 

Z m cr 

CE w 

■rr4 '^ ■irib'ib'.^'.b'z'i'z^'J 
UNIVERSRL   TIME 

1—I—1—I—r .■1 t mrxTTTmrTTx^ 
UNIVERSRL TIME 

:OfiY i 94116  LfiT 42.5  L0N-7L.3 DAY = 94116  LflT 42.5  LON -71.3 

.-v^ 

V ^ 
/ 

. I . I . I . I . I . I . I . ' . I . I . I 

-s'N  ■»«;. >*o-- ' X  \ J>*.. X ^ ,x.» 

UNIVERSRL TIME 
'-^'d  T i  T r ,b':^'i!.\te';5'2b 

IPP  LOCRL   TIME 

Figure 1.   Comparison of uncalibrated GPS slant TEC data vs UT, with stages in the transition to narrow latitude diurnal 
curve produced by SCORE calibration. 

BENEFITS TO IONOSPHERIC OBSERVATIONS 

Use of SCORE improves GPS TEC monitoring capability, 
both in terms of its accuracy and the ability to display 
readily evaluated data over a wide region from one 
station. It is important to emphasize that the SCORE 
process does not require multiple stations, or external 
parameter input. SCORE may be run solely by a single 
station. In effect, the station is doing parallel monitoring 
of diurnal zenith TEC in adjacent latitude bands. Figures 
2,3,4, and 5 (from [4]) show examples of these bands, as 
observed from central and lower mid-latitude stations 
respectively. One plot in each figure shows all observed 
data and the other plots break-out fairly narrow bands of 
latitude. Particularly overhead the station a very well- 
defined diurnal curve may be observed. (Outliers from 
these curves are normally due to inclusion of data from 
elevations < 35°, which is subject to inaccuracy due to 
equivalent vertical TEC conversion assumptions, and to 
temporal changes in the east/west diurnal behavior.) 

The validity and accuracy of the SCORE process may be 
graphically affirmed by the tightness and consistency of 

these narrow-latitude-band diurnal curves. Earlier studies 
[5] have shown that consistent, smooth diurnal behavior 
in narrow latitude bands would only be obtained if 
satellite or station biases were well-calibrated. It is also 
possible to show that we can resolve latitudinal TEC 
gradients of < 1 TEC unit per degree from the data. 
Figure 6 plots the latitudinal gradients extracted from 01- 
04Jan95 at Otis ANGB, MA, for 0000 IPP-LT. These 
curves show smooth latitude variation and good 
resolution, often to better than a TEC unit. The effect of 
changing geomagnetic activity in the period is also 
evident, with the highest TEC on the most active day, and 
the lowest on the day following. (High daily Kp values 
were approximately: 2, 5, 7, and 3, respectively). 

SCORE APPLICATION STUDY RESULTS 

GPS receiver systems can have drift in their contribution 
to ionospheric TEC (pseudorange error). Such drift may 
have its source in the receiver itself, or in an antenna pre- 
amp (particularly likely in the case of narrow bandpass 
filters situated outdoors with no temperature control), or 
other  component.     Figure 7   shows  low level  drift 
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Figure 2.  Latitude separation of SCORE-calibrated single-station GPS TEC data from Otis ANGB, MA, day 001, 1995. 
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Figure 3.  SCORE-GPS TEC, Otis, day 002, 1995. 
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Figure 4.  SCORE-GPS TEC, Otis, day 004, 1995. 
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Figure 5. SCORE-GPS TEC, Austin, day 119, 1994 [4]. 
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Figure 6.    Latitudinal TEC gradients extracted from 
SCORE-calibrated data, days 001-004,1995; Otis ANGB, 
MA; for 0000 IPP-LT. 

occurring in one GPS system over a 14-day period. 
These system bias values were derived by applying 
SCORE to each day's data independently. Figure 8 
shows the 1-degree latitude band overhead the station for 
2 days from this period, two plots for each day: one 
calibrated by SCORE for that day, and the other 
calibrated using the SCORE products from day 1 of the 
sequence. In these two examples, the diurnal curve self- 
calibrated with "today's" data is seen to be much 
"tighter". In effect the curves calibrated with products 
from day 1 have inserted station bias errors of about 1 
and 1.5 TEC units, respectively. Yet even at this low 
error level the increase in "noisiness" of the product curve 
is evident. Day 14 yielded a fairly tight curve using the 
day 1 calibration. This is reasonable as Figure 7 shows 
that day 14 had almost the same station bias as day 1. 

1    2    3    4   5    6    7    8    9   10 11  12 13 14 
Day 

Figure 7. SCORE monitoring of a two-frequency ground 
receiver station error drift over a  14-day period in 
January 1995, [3]. 
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Figure 8.  1-degree latitude band overhead the station, two plots for each day: calibrated by SCORE for that day (8a), and 
calibrated using the SCORE products from day 1 of the sequence (8b). 

The above results suggest that there would be benefit at 
least for some receiver systems, in running the SCORE 
process often, if not in near-real-time.   One approach to 
doing this would be to run SCORE on a short subset of 
the day's data.  An initial study of this has been done for 
6-hour intervals [3]. The system biases derived from this 
study were  compared  with the results  from 6-hour 
equivalent subsets of the full 24-hour data set for each 
day.   Figure 9 plots the differences between the 6-hour- 
derived  biases  and  the  biases  from  6-hour  subsets 
calibrated from 24-hours of data.   It may be seen that -. 
these differences are greater than the maximum variation £ 
in the system biases over 14 days, as shown in Figure 7. g 
Therefore, updates using a period as short at 6 hours are | 
less accurate at present. However, Figure 7 indicates that j 
updates using a 24-hour period should hold high accuracy.- " 
Further efforts are being directed at using a sliding 24- 
hour update process, to provide near-continuous updates. 

Tests were also conducted of the stability of SCORE 
products vs loss of input from 1 or more satellites [3]. 
Results of these tests showed that loss of 1 or 2 satellites 
had only a fraction of a TEC unit impact. Loss of up to 
8 of 25 satellites caused at most a 1 TEC unit change in 

a satellite bias result. Variation in station bias, from loss 
of 1 or 2 satellites, was less than half a TEC unit. 

DIH«ancst fot Interval EiKmotsi 
5-Jan-9S:a-Jan-?5 

Time (Hours) 

Figure 9. Differences between receiver station biases 
derived by running SCORE on 6-hour subsets of the day's 
data, and the biases derived from 6-hour equivalent 
subsets of the full 24-hour data set for each day. 
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Figure 10. Example profiles derived from SCORE at widely varied mid-latitude sites. 

SCORE RESULTS FOR DIFFERENT REGIONS 

The SCORE algorithm has been applied at sites with a 
sigmiicant geographic distribution, and over all seasons at 
some of these regions. The method is regulariy applied 
to calibrate the Ionospheric Measuring System [6] 
currently deployed at Otis ANGB, MA; RAF Croughton, 
UK; and Thule, Greenland. Figure 10 gives example 
profiles derived from SCORE at widely varied mid- 
latitude sites. Tight diurnal curves covering 3 degrees of 
latitude are obtained at each site, despite wide differences 
in diurnal profiles and data quantity. Figure 11 shows 
results from SCORE applied at Santiago, Chile. This site 
observes the equatorial ionosphere which has much higher 
TEC values and steeper gradients. Higher TEC and 
reasonably tight curves were obtained. Some of the 
observed data irregularities are attributable to the fact that 
this day is from a magnetically active period, and has a 
Kp value of about 7. Figure 12 plots the latitudinal TEC 
variation for this and the following day at 0000 IPP-LT. 
These curves also show smooth latitude gradients with 
good resolution. Figure 13 shows recent results from 
Thule, Greenland. It may be noted that diurnal variation 
is evident both over Thule and at lower latitudes. To the 
north, however, little such variation is seen.   This is as 

expected since this perspective is viewing nearly over the 
geographic pole and the polar ionosphere is in nearly 
constant illumination during this season. 

POTENTIAL 1-FREQUENCY ABSOLUTE TEC 

Initial tests have indicated that the SCORE technique can 
also be applied to single-frequency data (SCORE-1), 
allowing extraction of absolute TEC measurements 
without the need for the second frequency [3]. Results 
from this simulation test are shown in Figure 14 which 
uses a 35 degree elevation cutoff for the SCORE 
correlation area and 30-minute smoothing on the simulated 
single-frequency data. The 2-frequency GPS data uses 
phase-averaging and links appearances of the same 
satellite. The SCORE-1 result, even with the severe 
multipath, agrees with the SCORE calibration within 
about 3 TEC units (« 0.3m), or better. This is 
consistent with required accuracies cited for WAAS, [7]. 
The simulation was conducted due to difficulties in 
processing our single-frequency data. However, Figure 
5 shows a SCORE-1 product from a small data set 
(mostly half-passes) of single-frequency data (1000 second 
filtered), compared with dual-frequency results. In the 
1400-2000 LT interval, where the data availability is 
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Figure 11. SCORE-GPS TEC, Santiago, day 093, 1995. 
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Figure 12.   Latitudinal TEC variation at 0000 IPP-LT, 
for Santiago, Chile data of Figures 17 and 18. 

fairly good, the agreement with dual-frequency is 
approaching that of the simulation. These results indicate 
that single frequency receivers may be able to yield useful 
absolute TEC, without assuming a model or profile. 

SUMMARY AND CONCLUSIONS 

Self-Calibration Of pseudoRange Error (SCORE) 
correction techniques and product geometry allow a single 
station to effectively perform parallel monitoring of 
diurnal zenith TEC in adjacent latitude bands over 10 
degrees of latitude. Test results suggest that many 
receiver systems would benefit from running the SCORE 
process often, if not in near-real-time. Calibration 
updates based on a 24-hour period have been shown to 
maintain high accuracy. Data presented here shows 
resolution of latitudinal TEC gradients of < 1 TEC unit 
per degree from well-calibrated data. TEC products of 
successful SCORE applications have been presented from 
widely varied mid-latitude sites, as well as polar and 
equatorial regions. Initial tests have indicated that the 
SCORE technique can also be applied to single-frequency 
data, allowing the extraction of absolute TEC 
measurements without the need for the second frequency, 
although with less accuracy, due to multipath. 
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Figure 13.  Latitude separation of single-station GPS TEC data from Thule, Greenland, day 236, 1995. 
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ABSTRACT 

The ionosphere delay as an error source in GPS 
ranging is second only in magnitude to Selective 
Availability (SA). The delay is inversely propor- 
tional to the square of the frequency and can thus be 
measured using dual frequency L1/L2 GPS receivers. 

In order to meet CAT I landing requirements the 
Wide Area Augmentation System (WAAS) solution 
to this error source is to broadcast ionosphere cor- 
rections at specified ionospheric grid points (IGPs) 
over the WAAS coverage area. These ionosphere 
corrections are computed from data gathered from 
L1/L2 receiving reference stations located about the 
coverage region. 

This paper provides the test results of Wilcox 
Electric's ionosphere monitoring network experiment. 
This experiment consisted of using three ionospheric 
reference stations set up to measure the ionosphere 
delay of the GPS signals. A Rover receiver was also 
used to perform delay measurements at various 
locations in the coverage region. 

A description of the implementation of an adaptive 
Kalman filter to estimate the vertical delays and their 
rate of change is also given in the paper. This esti- 
mation process uses the dual frequency measure- 
ments collected at the reference locations. Experi- 
mental results using a prototype of this process are 
presented that provide a preliminary value for the 
ionospheric delay error for the overall WAAS error 
budget. Finally, enhancements and improvements to 
the algorithm are discussed. 

INTRODUCTION 

The Wilcox ionosphere monitoring experiment was setup 
to verify the validity and performance of Wilcox's 
WAAS ionospheric delay estimation algorithms and to 
gain experience with the process of ionospheric delay 
estimation. The performance of the algorithms was 
evaluated against a truth source. The experiment con- 
sisted of setting up three reference stations located in 
Lake Dallas, TX, Crested Butte, CO, and Kansas City, 
MO as shown in Figure 1. A Rover receiver was used as 
the truth source for measuring the ionospheric delay at 
various locations in the coverage region. 
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^ Reference Location Not to scale. 
• Rover Location 
6X11 Grid is highlighted. Shaded cells indicate low 
or no Reference Station Observability. 

Figure 1. Experiment Reference and Rover Locations and the Corresponding Ionospheric Pierce Point Grid 

The model for estimating the ionospheric delays follows 
the model given in Appendix A of the RTCA SCI59 
WAAS Minimum Operational Performance Standard 
(MOPS) [1]. That is, vertical ionospheric delays are rep- 
resented at a grid of ionospheric pierce points at the 
mean height of the ionosphere (» 400 km), spaced in 
terms of latitude and longitude, such as is shown in Fig- 
ure 1. A set of these ionospheric grid point (IGP) vertical 
delays, as well as an estimate of the 99.9% errors in the 
delays ~ Grid Ionospheric Vertical Errors (GIVEs) ~ are 
broadcast via a geostationary satellite (GEO) link. The 
user can interpolate these vertical delays and correspond- 
ing GIVEs to the ionospheric pierce point (IPP) along the 
line-of-sight to the chosen satellite. The purpose of the 
estimation process is to estimate the delays and GIVEs at 
these IGPs. Before presenting the results of the experi- 
ment, the estimation process algorithms are presented. 

THE ESTIMATION PROCESS 

The estimation process uses an adaptive Kalman filter to 
estimate the vertical delays and their change between 
estimation epochs at the selected IGPs. It also estimates 
the GIVEs based upon reference station observations. 
These GIVEs are also augmented with an estimate of 
decorrelation error at potential user locations, which is 
not part of the estimation process. The model for this 
Kalman filter takes advantage of the interpolation algo- 
rithm given in [I], and in Appendix A of this paper, 
effectively doing the inverse of what the user would be 
doing. (This is not exactly true since there could be 
many IPPs affecting a given IGP.) This fits well in the 

context of a Kalman Filter. A least-squares algorithm 
could have been used as well. However, because some 
IGP delays may not always be observable, the state vector 
of the least-squares algorithm would have to change 
dynamically. This unobservability can be handled much 
easier in a Kalman Filter, as can sequentially available 
measurements and adaptivity. 

Kalman Filter Implementation The Kalman Filter is 
implemented as shown in Figure 2 [2]. It starts with an 
initial estimate of the state vector and a corresponding 
initial error covariance matrix. When a set of measure- 
ments is available at time 4, the inner loop of Figure 2 is 
exercised until all measurements at that time are proc- 
essed. Then the outer loop is exercised to update to the 
time of the next set of measurements, at which time the 
inner loop is again exercised. The equations are 
described below. 

GIVE Estimation The advantage of using the adaptive 
Kalman Filter for esdmadon of the IGP delays is that it 
also estimates the GIVEs. The diagonal elements of the 
predicted error covariance matrix of the Kalman Filter 
are proportional to the square of the GIVEs at the IGP. 
The adaptivity ensures that the line-of-sight projection of 
the covariance matches the statistics of the measurement 
residuals. More details of this GIVE estimation will be 
provided below. 
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Delay Estimation Measurements In the WAAS being 
developed by Wilcox Electric for the FAA, the iono- 
spheric delay estimation process will use dual frequency 
GPS semi-codeless P code pseudorange and carrier phase 
measurements collected at the Wide-Area Reference Sta- 
tion (WRS) locations. Semi-codeless P code is as defined 
in Reference 3. Because these semi-codeless measure- 
ments can be noisy with possible drop-outs due to low 
signal-to-noise conditions  or scintillation,  C/A  code 

code/carrier divergence measurements will also be used 
as a backup to the L1-L2 carrier phase measurements. 
These much-more-robust divergence measurements are 
the difference between the C/A code pseudorange meas- 
ured from code correlation and pseudorange measured 
from the carrier phase. Because the ionosphere is a dis- 
persive media that acts like a wave guide, the code is 
delayed (group delay) while the carrier phase advances. 
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This is because, for such a media, the group and phase 
velocity of the signal are related as 

V VJ. 1) 

This difference measures twice the ionospheric delay, but 
with a carrier cycle ambiguity, making it somewhat use- 
less as a delay measurement. However, it can be used to 
measure twice the rate-of-change of the ionosphere. 
Since the C/A code is used for this measurement, the 
signal-to-noise ratio is much higher than that of the 
semi-codeless measurements and much more robust in a 
scintillating environment. 

Measurement Preprocessing Prior to applying the 
measurements to the estimation filter, 10-second L1-L2 
pseudorange measurements will be smoothed against the 
L1-L2 carrier to support the filter update rate of once per 
30 seconds. This is sufficient for tracking the rate-of- 
change of the group delay during ionospheric storms.' In 
the WAAS, the IGP delays are broadcast every 2 to 5 
minutes so that there is no reason to update the filter at 
any higher rate. C/A carrier/code divergence measure- 
ments will be collected every second, and then smoothed 
to the same once per 30 second rate. 

Estimation Model The estimation model consists of a 
state vector comprising of the vertical IGP delays and 
their changes. The state vector is as shown in Table 1, 
Equation 1.1, where xa, is the vertical delay at IGP / at 
time tk, ("cA/)^ is the change in that vertical delay (at 

IGP / between time updates) and A^ is the number of pre- 
established IGPs. The measurement vector is either that 
of Equadon 1.2, if L1-L2 carrier phase measurements are 
available, or that of Equation 1.3 if the C/A code diver- 
gence measurements are being used, where xu-Lijk is the 
slant L1-L2 delay through IPP J at time 4, M is the 
maximum number of IPPs (that is, the total number of 
GPS satellites times the total number of WRSs), Fj is the 
obliquity factor for IPP J as defined in Appendix A, 

' During magnetic storms, the Total Electron Content 
(TEC) can vary over 1 TECu per 30 seconds, which is 
equivalent to 0.165 meters per 30 seconds at LI [4]. This 
effect is much different from scintillation effects more 
prevalent in the magnetic equator region. Scintillation 
causes very short term rapid signal phase and amplitude 
variaUons that can cause problems with receiver tracking, 
but does not usually cause ranging errors [5]. Both 
effects are caused by magnetic storms and mostly occur 
in the local evening hours. The TEC variation that 
causes ranging errors is more prevalent in the polar 
regions, but occasional extends to the mid-latitudes. 

Axcarjk is the carrier phase change since the last time up- 
date and ^XJivJk is the C/A code code/carrier divergence 
change since tiie last time update, all at time tk. Not all 
of these 2M measurements are available at each time 
step. The ones not available are simply not processed 
(that is, nothing has to be done). Since the measurement 
errors are independent, they can be processed one at a 
time as scalars. Note that they have all been transformed 
to vertical delay or change in vertical delay measure- 
ments using the obliquity factor in the denominator. 

The Kalman Filter is partitioned into two processes ~ the 
Time Update and the Measurement Update. The Time 
Update is processed after the completion of all measure- 
ment processing at time 4. 

Time Update The state vector x* in the Kalman Filter 
includes all of the estimated IGP delays and their 
changes, including those that are not currently observ- 
able, but will be at some time. The delay change esti- 
mates of the non-observable states are allowed to "coast" 
when the IGP is no longer observable, and declare it as 
not-monitored in the WAAS messages. The time update 
of the process is given in the "PROJECT AHEAD" block 
of Figure 2, where jt* is the state vector made up of A'^ 
IGP vertical delays and N IGP vertical delay changes. 
The last N elements of the vector b* are made up of a 
priori second differences of vertical delay at the IGPs 
over the time update interval. That is, the last N ele- 
ments of the vector are made up of 

"l+N,k  -'^BenljM^       ^'^BenlJ,k'^'^Benl,i,k-\ 2) 

where XB,„t,i,k is the vertical delay at IGP /' at time tk as 
predicted by the Bent Model [6]. The first A'^ elements of 
bi are always zero. This vector varies with solar activity 
(sun-spot number, solar flux), IGP location, time of year 
and time of day. 

The state transition matrix is 

0,= IN    *W I 
0    I N 

3) 

where I^^ is an NxN identity matrix for A^ IGPs. The 
associated covariance update is also given in the 
"PROJECT AHEAD" block of Figure 2. Pt is the esti- 
mation error covariance matrix prior to the time update 
and P^+i is the same after the time update. 

A Priori Delay Model As stated above, the Bent Model is 
used to update the delay changes. This model has been 
in existence for quite some time, but has been determined 
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to still be the best overall model of the ionosphere avail- 
able [7]. This process takes advantage of the knowledge 
of the dynamics of the ionosphere. The bt is mainly used 
to keep the changes in ionospheric delay states close 
between updates to minimize the update uncertainty, and 
when not observed for better reinitialization after they 
again become observable. Its use here is analogous to 
aiding a GPS navigation solution with velocities from an 
inertial reference system. 

The Qt is also defined as a percentage of the square of 
Equation 2 to account for the uncertainty of the a priori 
model. This percentage adapts to filter measurement 
residuals as described below. 

GIVE Evaluation The diagonal elements of the upper 
iV^xA'^ matrix of P^ are the squares of the estimated GIVE5 

divided by 3.29. However, the broadcast GIVEs will be 
increased by an amount that is a function of distance to 
the nearest DPP and the sun-spot number to account for 
spatial decorrelation. That is. 

GIVE^^329^P,:,+G],_^ 4) 

where the inequality indicates that the GIVE is the least 
upper bound selected from Table A-9 of [1]. Since P^ is 

altered by the Qk adaptation based upon measurement 
residuals, it will adapt to an unmodeled changing iono- 
sphere. 

Measurement Update The measurement process for the 
Kalman Filter is as illustrated in Figure 1, which 
describes the plane view of the grid used in the experi- 
ment. A measurement is modeled as a linear combina- 
tion of the four (4) IGPs surrounding the IPP of the 
measurement. It includes measurement noise and known 
WRS and satellite biases. All are divided by the appro- 
priate obliquity factor to convert them to vertical delays. 
Equation 1.4 represents the L1-L2 pseudorange meas- 
urements, Equation 1.5 represents the L1-L2 carrier 
phase measurements and Equation 1.6 represents the C/A 
code divergence measurements. The fV„'s are the 
weighting functions defined in Appendix A and i(n) 
denotes the IGP number related to IGP n surrounding the 
IPP. M'Li.L2jt is the L1-L2 measurement noise, biasu.L2j 
is the sum of the known WRS and satellite L1-L2 biases, 
w^jk is the carrier phase measurement noise and Wdiv^t is 
the divergence measurement noise. These measurement 
models map the prediction of the IGP delays into a pre- 
dicted IPP vertical delay for the purpose of defining 
measurement residuals when differenced from the actual 
measurement. The Axuyjic/l and Wdivy2 quantities can be 
replaced with change in L1-L2 carrier phase and its 
noise, if it is available. 

The measurement vectors h,* of the "MEASUREMENT 
PROCESSING" block of Figure 2 are made up of the 
coefficients of the IGP states given in Equations 1.4 
through 1.6 of Table 1. They map the vertical IGP delay 
states into the slant range IPP delay measurements. Note 
that the equation for each measiu-ement in a cell sur- 
rounded by IGPs is identical to the interpolation model 
for the user given in Appendix A. 

The associated measurement uncertainties are repre- 
sented in 

R,= 
R L\-L2,k 

0 
0 

5) 

which is made-up of diagonal elements representing the 
variances of the individual smoothed L1-L2 measure- 
ments (first Af) and the individual divergence or carrier 
phase measurements (second Af). Both are converted to 
variances of vertical delay measurements. The first M 
variances will be dominated by the noise of the semi- 
codeless measurements. The second M variances will 
have an additive multipath component, if divergence 
measurements are used, weighted by the inverse of the 
tan^ of elevation angle, as well as a small measurement 
noise component. If the L1-L2 carrier phase measure- 
ments are available, the delay change measurement vari- 
ances will be reduced significantly. The noise variances 
will be estimated using C/No measurements accompany- 
ing the data from the WRSs, which will effectively de- 
weight noisy measurements coupled with low elevation 
angle satellites. This will have the effect of influencing 
IGP delays that are already established very little, while 
also providing IGP delays that have not been established, 
but with a larger uncertainty. 

One of the features of a Kalman Filter processing inde- 
pendent measurements is that the measurements can be 
processed sequentially. Thus, if a measurement is miss- 
ing because of a drop-out, it is simply skipped in the 
processing. Measurements are deweighted in the filter 
gain computation by the expected variance of the residual 
ajk evaluated as shown in the "COMPUTE KALMAN 
GAIN" block of Figure 2, where r,* is the yth diagonal 
element of R*. The gain matrix for thisyth measurement 
is also shown in that block. 

The updated covariance and state vector are shown in the 
next two blocks of the inner loop of Figure 2, where 

^j^ = 

"^U-Lljk ~"^^^L\-L2.j 
6) 
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forLl-L2 measurement Z£,;.£,2^it, and 

^>* ——-^ or z.. = ■ — 
'■Jk 

^pj 

7) 

for carrier phase change and divergence change meas- 
urements, respectively. The equations in the "UPDATE 
ESTIMATE WITH MEASUREMENT z/' block of Fig- 
ure 2 can be rewritten as 

8) 

where the terms within the brackets are known as 
"measurement residuals" or "innovations." Their asso- 
ciated variances are the a,i's. These quantities will be 
saved and used in the adaptation process. The LI-L2 
versions will be archived for non-real-time use in WRS 
and satellite L1-L2 bias error estimation described below. 

The covariance and state vector are updated as updated 
as shown in the inner loop "PROJECT AHEAD" block 
in-between each measurement update, which is the same 
as a zero-second time update. The inner loop computa- 
tions are repeated until all measurements collected at 
time tk are processed. 

Edge of Coverage Considerations Not all IGP delays are 
observable at the time slice of definition. However, if the 
WRS IPPs cover the same grid that all users would 
observe at some time, unobserved IGPs are of no conse- 
quence. The measurement vectors would eventually fill 
in when they become observable to the WRSs (and the 
users). In the case that the WRSs do not provide full 
coverage at any given time, the grid spacing should be 
increased so that there are always IPPs among four IGPs 
at all times. That is, the spacing should be commensu- 
rate with the WRS IPP density in that region. 

Bias Determination L1-L2 biases can exist in both the 
WRS receivers and GPS satellites. Since the biases are 
essentially constant (except for configuration changes), 
they will appear as biases in the innovations, since they 
will not agree with the innovation model. The residuals 
will be used in a separate Kalman filter to estimate these 
biases similar to the techniques used in References 8 and 
9. The authors of these references included these biases 
in the ionospheric delay state vector. However, the large 
difference between the time constants of these biases and 
the ionosphere allows the state vector to be partitioned 
into two state vectors, and thus, two Kalman filters. Both 

estimation filters will be initialized with known calibra- 
tion numbers. 

Adaptive O Determination The Q* are part of the 
adaptive process that adjusts the statistics of the filter to 
respond to ionospheric model deficiencies and measured 
anomalies, where 

Q. 
Qiit   Qi2t 

V£2U      "22* 
9) 

where the Qjjk are defined as follows: 

Q12* ~ *<21* ~ ^k^^llk 

where 

QB.n,.k=\-^\   b2ib2i+Q^ 

10) 

11) 

12) 

13) 

where b2i is the second half of the b* vector with ele- 
ments defined in Equation 2 and /? is a percentage error 
expected in the Bent Model (-25%). Ct and D* are 
diagonal matrices used to adapt the Q* described below 
and Qmin is a minimum diagonal matrix that prevents 
zero elements when the Bent Model has no dynamics. 

The Qf.jkS and the corresponding innovations are also 
used in the filter adaptation process. The a,i's represent 
the a priori variances of the innovations that, if the proc- 
ess is modeled correctly, are the variances of the innova- 
tions. If not, the Qt can be adjusted to make the match 
occur. The innovation variances are used to adjust the Q 
values for IGPs adjacent to the cell of the yth measured 
IPP based upon a measurement residual ratio given by 

"■jk 

hjk-^'jk) 
a, 

14) 

These \ijk are low-passed filtered to reduce the effects of 
the measurement noise and are used to build up the 
diagonal matrices Ck and D* used in Equations 10 
through 12. Since the details of this process are quite 
involved, and since the process was not used in the 
experiment, the details are not covered in this paper. 
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Filter Initialization The initial IGP delay and its uncer- 
tainty is determined from the Bent model. That is, the 
initial states / are 

*/,o ''Benl.i.O 

^i+N,k ''Benl^.k+l '■Benl.i.k 

15) 

16) 

and the initial enor covariance matrix is 

17) 

EXPERIMENT RESULTS 

Experiment Description 

The experiment consisted of setting up three reference 
stations located in Lake Dallas TX, Crested Butte CO, 
and Kansas City, MO. A Rover receiver was used to 
measure the ionospheric delay at various locations in the 
coverage region (see Figure 1) that were used as truth 
sources. The reference receiver data was processed using 
IGP vertical delay estimation algorithms similar to those 
described above. The Rover receiver L1-L2 delay data 
was then converted to vertical delays and compared to 
vertical delays interpolated from the estimated IGP 
delays. 

Processing Differences The experiment processing 
implemented the basic Kalman filter equations described 
above. However, only L1-L2 delay measurements were 
processed. The Bent Model and adaptive processing 
described above also were not implemented. The Qi 
were set to a constant value determined experimentally. 
The data was processed at a 15 second sampling interval 
with no smoothing of samples. 

Experiment Equipment and Measurements For the 
experiment described herein, semi-codeless receivers 
were not readily available, so codeless receivers (the 
Trimble 4000SSE) were used instead. In this receiver, 
the L1-L2 measurements are actually C/A code LI minus 
P code L2 measurements, available for both code and 
carrier. Because the C/A code was used, the measure- 
ments were susceptible to C/A code multipath errors. 
The divergence measurements could have been derived, 
but, because the pseudorange measurements were cor- 
rected with a receiver clock solution, while the carrier 
phase measurements were not, these divergence meas- 
urements were useless. There also tended to be disconti- 
nuities in the carrier phase measurements, so they were 
not used. 

L1-L2 Bias Calibration The Kansas City receiver was 
calibrated with a calibrated L1/L2 GPS signal generator. 
The biases of the other receivers were then determined by 
comparing measurements at co-located pierce points for 
all three stations and the Rover receiver. The co-location 
factor was 0.3 degrees within 15 seconds of the co- 
located pierce points. A fit was then performed by con- 
verting the Kansas City slant delay to a vertical delay 
with respect to the co-located pierce point. The differ- 
ence was then weighted by the signal to noise ratio of 
each measurement and the average of the difference was 
used to determine the biases for the other stations. The 
satellite biases were taken from Reference 9. No bias 
estimation using the processed data was attempted. 

Rover Location Accuracy Results 

Figure 3 shows an example of a comparison of the meas- 
ured and interpolated vertical delays and those delays ± 
UIVE (99.9%) at the Wichita Rover site for three satel- 
lites. (UIVE ~ User Ionospheric Vertical Error ~ is 
interpolated from the GIVEs computed as 3.29 times the 
square root of the diagonal elements of the error covari- 
ance matrix corresponding to the IGPs.) The measured 
data are the L1-L2 vertical delays obtained using the 
Rover receiver at the Wichita site for the three satellites 
shown on the chart. The interpolated vertical delay is the 
delay obtained for the Rover's pierce point interpolated 
from the Kalman filter output IGP vertical delay esti- 
mates (using the interpolation algorithm of Appendix A). 
The measured delays compared to the interpolated delays 
to within the UIVE bound at all times except during right 
after initialization on the PRN 26 satellite. The adaptive 
implementation would have likely provide the necessary 
UIVE bound. 

Figure 4 shows the rms differences between the measured 
and interpolated vertical ionospheric delay at various 
Rover locations for all satellites tracked for periods of 0.3 
to 13.4 hours. Of course, these rms errors include meas- 
urement errors such as receiver noise and multipath 
errors. In fact, the standard deviation of the measure- 
ments (converted to vertical delays) was 0.675 meters for 
the reference stations and 0.476 meters for the Rover. 
Mostly, the rms vertical errors hovered around 0.6 meters 
except for at the St. Louis location and one Denver loca- 
tion that had rms errors of over a meter. The St. Louis 
location IPPs lacked good reference receiver IPP density 
and measurement quality, and the Denver data had some 
periods of high multipath. 
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Figure 3. Rover Results at Wichita - Measured Versus Estimated Vertical Delays 

differ because of an unknown inter-channel bias. If this 
would have been known before the data were collected, 
channel calibration could have been performed and 
channel information could have been extracted. Unfor- 
tunately, this was not the case and these biases resulted in 
some degradation of performance. 

The receiver to be used in the actual WAAS implemen- 
tation will be the new NovAtel Millennium L1/L2 
receiver coupled with the NovAtel Multipath Elimination 
Delay Lock Loop (MEDLL) receiver. The L1-L2 delay 
measurements will still be C/A code LI minus P code L2 
measurements. However, the C/A code measurements 
will be realized using the MEDLL technology, which has 
multipath performance equal to that of P code tracking 
[10]. In addition, the P code L2 tracking is multi-bit 
semi-codeless, providing 12 - 15 dB better performance 
than the receiver used in the experiment [3]. There are 
no inter-channel biases in these new receivers. 

Prior to the actual WAAS implementation, the algo- 
rithms will continue to be tested using data from the 
FAA's WAAS Test Bed. The four years experience 
gained by the FAA in using that data has allowed them to 

ESTIMATED MINUS MEASURED 

1 ■1 1     1 1 1 1 II 
^ ^ ^ I i       !i        i u       u       u 

ROVER LOCATION 
iS    s 

Figure 4. Test results for selected Rover locations. 

Problems Encountered and Extrapolation to Future 
Performance 

Receiver Problems Problems with the receivers used in 
the experiment were alluded to above ~ data discontinui- 
ties, multipath susceptibility and noisy measurements. 
These problems were compounded with the fact that the 
receiver exhibited inter-channel biases that further 
degraded performance of the estimation. Common 
measured pierce point delays from two satellites would 
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overcome most of the problems encountered here. This 
data is expected to have much higher quality. 

Processing Enhancements As stated above, no L1-L2 
carrier phase or divergence measurements were used in 
the experiment, the a priori model was not used and 
Kalman filter adaptation was not implemented. Because 
of this, the experimentally determined constant Q* values 
had to be set to handle the worst case situations and to 
prevent excessive multipath contamination. These 
factors caused the vertical delay estimates to be much 
noisier and much more influenced by multipath than 
would be if the full processing capability could have been 
realized. All of these processing enhancements will be 
implemented on the future processing of the WAAS Test 
Bed data and in the actual WAAS implementation. In 
addition, L1-L2 bias estimation will be added to further 
enhance performance. 

CONCLUSIONS 

Even though the data collected in the Wilcox ionospheric 
monitoring network had marginal quality, the objectives 
of the experiment were met -- to verify the validity and 
performance of the ionospheric delay estimation algo- 
rithms and to gain experience with the process of iono- 
spheric delay estimation. Even witli the marginal data, 
estimation errors that were also contaminated with Rover 
receiver measurement errors, the performance of the 
algorithms was usually within expectations and within 
the desired error budget. Certainly, based upon lessons 
learned, the objective of gaining experience with the 
process was met. 
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APPENDIX A: DEFINITION OF TERMS IN THE 
MEASUREMENT EQUATIONS 

The following defines the terms of the measurements of 
Equations 1.4 through 1.6 of Table 1: 
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A,l Pierce Point Location Determination 

Considering the satellite and user locations, the user 
must first determine the location of the IPP of the signal 
path from satellite. These equations are given in [1]. 

A.2 Ionospheric Pierce Point Delay Interpolation FH 

Although the data base broadcast to the user is as vertical 
IGP delays, these points do not generally correspond with 
his computed IPP locations. Thus, it is necessary for the 
user to interpolate from the broadcast IGP delays to that 
at his computed IPP locations. Given four nodes of a cell 
of the IGP grid described above that surround the user's 
IPP to a satellite, the user can interpolate from the nodes 
to his pierce point using the following algorithm. 

A weighting function approach for modeling irregular 
surfaces provides a simple procedure for approximating 
an irregular surface from regularly spaced ionospheric 
grid point vertical delay data [11]. The mathematical 
formulation for interpolated vertical IPP delay ivppi^p, 
Xpp) as a function of IPP latitude i^pp and longitude ipp is 

A'^. A<1), 

MPP''^^ ■■t.^i{xpp,yr^n A-l) 

where the general equation for the weighting function is 

W{x,y) = x^y\9-6x-6y + 4xy) A-2) 

and tv, are the broadcast grid point vertical delay values 
at four comers of the IGP grid, as shown in Figure A-l. 
In particular, x,pp is the output value at desired pierce 
point PIP, whose geographical coordinates are (j^^, Xpp, 

W,{x,y) = W{x,y) 

W,{x,y) = W{l-x,y) 

W,{x,y) = W{l-x,l-y) 

W,{x,y)^W{x,l-y) 

^^^'k,p-K 

^nn "''    ?i 2 - X1     longitude grid interval 

A-3) 

A-4) 

A-5) 

A-6) 

A-7) 

A-8) 

A-9) 

"    <t'2 ~ "I*!    latitude grid interval 
A-10) 

y 

USER'S IPP 
^'Cvpp('t>pp. ^pp) 

^A(|>„=i pp-fpp-Vl 

■^1       tv3 
.->* 

Figure A-l. Interpolation Algorithm Definitions 

As can be seen from Equations A-l and A-2, this 
interpolation technique involves only simple algebra, and 
provides a continuous surface. It does not matter that the 
grids are not square. They can also be rectangles. 

The evaluated UIVE can be interpolated from the GIVEs 
to the IPP in a similar manner. 

A.3        Computing Slant Ionospheric Delay 

The vertical delay at a grid point or pierce point can be 
converted to a slant line-of-sight delay by multiplying 
that vertical delay by the obliquity factor Fpp as 

^w(^«" 't'pp) = Ppp • v(^/^' <t>; A-11) 

where lypp is the interpolated vertical delay at the user-to- 
satellite IPP derived as described above, and 

1- 
'/?^cos£^' A-12) 
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GPS navigation receiver on a moving ship, a land 
vehicle or aircraft. The accuracy requirement is 20 ns 
(la) and, preferably, the system should work any- 
where on earth. 

Single point precise orbit and clock positioning 
emerges as a the best way of achieving extremely 
high timing accuracy when computation is per- 
formed post-mission. Its key advantage is its global 
coverage without reference stations or communica- 
tions links. DGPS time transfer using a calibrated 
time standard at the reference station is a viable 
alternative. It may be employed in real time, alt- 
hough its performance may also benefit from post- 
mission processing using precise orbit data. Both 
these techniques will be presented in detail and their 
performance evaluated. 

The context of this study is the measurement on a 
moving ship, a land vehicle or aircraft of the arri- 
val times of Loran-C pulses. The arrival times are 
required in order to calibrate the Additional Second- 
ary Factors (ASFs) caused by the propagation of the 
signal over land paths. In this application all pro- 
cessing may be carried out post-mission. 

Our experiments show that both timing methods can 
meet the 20 ns accuracy requirement. The paper 
compares the two with one another and with more 
conventional timing techniques, including time trans- 
fer via a common-view satellite and geodetic posi- 
tioning. The specifications of the GPS receivers re- 
quired to implement the methods are set out. The 
techniques presented are, of course, also applicable 
to GPS time transfers between stationary locations. 

INTRODUCTION 

ABSTRACT 

GPS time transfers normally employ the common- 
view method and take place between pairs of sta- 
tionary receivers at precisely-known locations. This 
paper focuses on techniques for time transfer to a 

A GPS signal propagates through the earth's at- 
mosphere on its way from the satellite to the user. 
The signal's propagation in the atmosphere is slower 
than in a vacuum and its arrival is delayed in conse- 
quence. We must take this delay into account when 
calculating the distance from the satellite to the user. 

1229 



Loran-C (LOng RAnge Navigation) is the world's 
most widely-used terrestrial aid to navigation. Its 
mode of operation may be considered comparable 
to that of GPS in that transmitters at known lo- 
cations radiate signals and a receiver calculates 
its distances from them by timing their arrivals 
and from knowledge of their speed of propagat- 
ion. Loran-C signals suffer propagation delays when 
they cross land masses which are analogous to the 
delays of GPS signals passing through the atmo- 
sphere. However, unlike GPS atmospheric delays 
which change constantly, the land-mass delays of 
Loran-C are virtually constant. We can measure and 
record these 'Additional Secondary Factors (ASFs)' 
and so incorporate them into the range measure- 
ments made by receivers [1,2]. 

We determine ASF values by measuring on a survey 
ship, a land vehicle or aircraft the arrival times of 
Loran-C signals at known locations. These positions 
must be known with la accuracies of approximately 
7 m and the time measurements made with an ac- 
curacy of better than 20 ns. GPS is a candidate to 
provide both the position and time references. This 
paper focuses on ways of obtaining precise time with 
GPS on a moving vehicle. Our objective is a low- 
cost technique which may be employed as part of a 
fully automatic, unattended, measuring unit to be in- 
stalled on a ship and left to record Loran-C informa- 
tion throughout a voyage. The recorded data will 
be processed at the end of the voyage to reveal the 
ASF values. The equipment may be used anywhere 
throughout the sea areas of North-Western Europe. 

This an unusual and very demanding application of 
GPS for time measurement. Without being GPS 
timing experts, we sat down and evaluated the foll- 
owing standard GPS timing techniques: 'common- 
view', 'Enhanced GPS' and 'geodetic positioning' to 
see whether any of them could fulfil our require- 
ments. 

STANDARD GPS TIMING TECHNIQUES 

In the 'common-view method', two very accurate and 
stable clocks are used as the time references for two 
GPS receivers, and compared against the clock of 
a pre-selected GPS satellite which is visible to both 
receivers [3,4,6]. Conventionally the time measure- 
ments are averaged over a period of 13 minutes. The 
two receivers are stationary, in precisely-known lo- 
cations. Corrections are applied to account for the 
differences between the distances travelled by the sig- 
nals from the satellite to the locations of the two 
receivers. 

This time transfer method is unsuitable for our pur- 
pose: our receiver will be in an unknown loca- 
tion, and moving, and we do not have a relatively- 

expensive atomic standard as part of the mobile 
equipment to use in the averaging process. 

'Enhanced GPS' was the second technique evaluated. 
Most of the effects of Selective Availability (SA) may 
be averaged out by using a stable reference clock, 
for instance a rubidium standard [6]. The rubidium 
clock is stable in the short term and the effects of 
SA are minimised by adjusting it to match GPS via 
a control loop of very long time constant. The per- 
formance of this technique is not as good as that 
of the common-view method. Besides, it requires a 
rubidium standard as part of the mobile equipment 
which is costly and would need several hours of SA 
averaging time before use. 

Geodetic positioning used for precise time transfer 
can provide very high accuracy [7]. The method 
employs GPS carrier phase measurements. It is, of 
course, necessary to solve for the phase ambiguities 
on the fly in our application. This is very demand- 
ing to do when the mobile is a considerable distance 
from the reference station. It is made even more dif- 
ficult if the receiver experiences cycle slips because 
of short periods of signal blockage. We judged this 
otherwise very accurate method inadequately robust 
for unattended use on a vessel. 

Having found none of these standard GPS timing 
techniques suitable for our application, we ideiiti- 
fied two less conventional options: 'Precise Single 
Point (PSPy and 'DGPS' time transfer. PSP is a 
new technique for timing applications; it employs 
precise orbit and clock values post-mission. DGPS 
time transfer is essentially the same as conventional 
DGPS. However, the reference station is equipped 
with an accurate clock and generates range correc- 
tions instead of the usual pseudorange corrections. 
We will now describe and demonstrate these two op- 
tions in further detail. 

PRECISE SINGLE POINT 
TIME TRANSFER 

Stand-alone GPS has a timing accuracy of only some 
300 ns. This is limited mainly by the component of 
SA which dithers the satellites' clocks and, to a lesser 
extent, by the component which introduces errors 
in the ephemeris values they broadcast. The prin- 
ciple of PSP is simply to replace the broadcast clock 
and orbit parameters with so-called 'precise orbit and 
clock' values. The European Space Agency (ESA), 
inter alia, calculate such values post-mission, using 
data from the stations of the International GPS Ser- 
vice (IGS). 

PSP has been used for positioning [8,9], achieving an 
accuracy comparable to that of DGPS. However, not 
only are the three position coordinates, latitude, lon- 
gitude and height, determined in the GPS solution, 
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but also the receiver's clock offset; 4 unknowns and at 
haai 4 satellites are needed to do this. Our assump- 
tion was that the timing accuracy obtainable should 
be comparable to the position accuracy. Specifically, 
a Icr 3D position accuracy of 7 m, for example, would 
correspond to a Icr timing accuracy of 10 ns (apply- 
ing the 'TDOP is half the PDOP' rule of thumb and 
assuming that 1 m is the distance travelled by signals 
in 3 ns). 

Essentially PSP may be thought of as wide-area, 
post-processed, DGPS. It has the great advantage 
of complete global coverage while not requiring the 
user to provide any reference stations. In addition, 
not only does it give precise time values, but also the 
precise position values which we also need. 

However, there are complications! We must ask: 
what time does PSP provide? It appears that time 
vedues derived using the ESA PSP data use a time 
scale, re-computed independently each day, which is 
referenced to GPS time (including the instantaneous 
effects of SA) at the epoch of the start of that day. 

Our objective in making Loran-C time-of-arrival 
measurements is to compare the arrival times of 
Loran-C signals with their transmission times. These 
are known very precisely with respect to a timescale 
generated in France; the so-called 'UTC (Brest)'. 
The solution to the problem of the time scale is 
therefore straightforward: we simply observe the dif- 
ference between PSP time and UTC (Brest) by me- 
ans of a GPS receiver located at the Brest Loran-C 
control centre. Because this means we are now 
employing a single GPS time reference station, we 
have chosen to regard PSP as a time transfer techni- 
que. 

This method of time measurement is very attrac- 
tive since it requires neither reference stations, 
nor rubidium standards, but simply the logging of 
pseudorange measurements at the mobile and at 
Brest. 

Computing PSP solutions 

The 'precise orbit' files from ESA give the satellite 
position every 15 minutes using the earth-fixed In- 
ternational Terrestrial Reference Frame (ITRF). The 
consistency of this system with the World Geodetic 
System (WGS) 1984 is believed to be within appro- 
ximately 1 m. We have used a 9th-order Lagrange 
polynomial to interpolate the satellite coordinates to 
any epoch, transformed the coordinates from ITEF 
to WGS84, and corrected the pseudoranges for the 
phase-versus-mass-centre offset. The latter adjust- 
ment is required because the precise orbit coordi- 
nates calculated are those for the satellite's mass 
centre, while the pseudoranges are measured with re- 
spect to its antenna phase centre. The difference is 

85.4 cm for Block I satellites and 95.2 cm for Block II 
satellites; this offset must be added to the observed 
pseudorange [8]. Finally the satellite coordinates 
were corrected for the Sagnac effect, i.e. the rotation 
of the earth-fixed reference frame during the travel 
time of the signal from the satellite to the receiver. 

The ESA clock data, in contrast to standard 15- 
minute precise ephemeris data, contains precise clock 
values at 1 minute intervals. For PSP use, this 
shorter interval is essential, given the relatively ra- 
pid SA dithering of the satellites' clocks. We used 
a 5th-order Lagrange polynomial to interpolate the 
clock values to any epoch and corrected the observed 
pseudoranges for the satellite clock offsets. The clock 
values from ESA come already corrected for the peri- 
odic relativistic effects caused by the slightly eccen- 
tric orbits of the satellites. 

For the results presented in this paper we have sim- 
ply ignored the existence of the ionosphere. We are 
currently close to the low point of the 11 year solar 
cycle and so the solar activity causes relatively little 
ionospheric delay. We believe that in the future, as 
solar activity increases again, it would be valuable 
if the IGS computing centres published additional 
parameters which single-frequency GPS users could 
employ for calculating ionospheric delays. 

We estimated tropospheric delays by means of 
Black's model [10], assuming a surface temperature 
of 15 "C and a pressure of 980.0 mbar. 

DGPS TIME TRANSFER 

Standard DGPS pseudorange corrections improve 
the accuracy of positions over that of non-differential 
GPS, but not the accuracy of timing. This is 
because the reference station does not have a pre- 
cise clock. 'DGPS time transfer' employs a reference 
station equipped with an accurate clock - normally 
an atomic standard. Thus it is able to generate true 
range corrections and not simply pseudo-range cor- 
rections. The mobile adds these range corrections to 
its measured ranges, and then calculates its position 
and also its receiver clock offset. This clock offset is 
with respect to the clock at the reference station and, 
as with PSP, the timing accuracy should be comm- 
ensurate with the position accuracy. This method 
may also be used over longer base lines and also when 
there are fewer than 4 satellites in common view, pro- 
vided that the position of the mobile is then provided 
by other means. DGPS time transfer may be carried 
out in real-time, which is essentially what happens 
when using the RTCM SC-104 type 9 message [11]. 
Alternatively, it can be computed post-mission; in 
that case a further improvement in accuracy may be 
achieved by replacing the broadcast peirameters with 
precise orbital data.   We favour the latter solution 
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because it involves no real-tinae data links. 

DGPS time transfer is not unlike the common-view 
method, but it involves no averaging and also it may 
be used if the receiver's position is unknown (as long 
as there are 4 or more satellites in common view). 
If both receivers' positions are fixed it has the ad- 
vantage that the measurement is made against all 
possible satellites, rather than just a single satell- 
ite. This increases the accuracy of the measure- 
ment and gives greater redundancy than does the 
common-view method. The disadvantage of post- 
mission DGPS time transfer over the common-view 
method is that pseudorange records must be stored, 
but this is acceptable in our application. 

RECEIVER HARDWARE REQUIREMENTS 

A GPS receiver has two internal clocks: a so-called 
'hardware clock' and 'software clock'. The hard- 
ware clock is the externally accessible, physical, clock 
which provides, for instance, 1 PPS output and 
higher-frequency outputs. It is the internal clock 
against which input strobes are used to time-tag ext- 
ernal events or it may be a higher frequency external 
clock fed into the receiver. The software clock is the 
internal clock against which the receiver measures 
the arrivals of the satellite signals and so calculates 
pseudorange values. If the GPS receiver is used 
in a precise timing application, it is essential that 
the hardware clock be accurately synchronized to 
the software clock, or that, if not, the discrepancy 
between them is recorded. Not all GPS receivers 
fulfil this essential requirement. 

Further, the signal delay from GPS antenna, through 
the antenna cable and the front-end of the rece- 
iver to the point at which time measurements are 
made, must have been calibrated and must remain 
constant. These specialised timing requirements 
mean that the GPS receiver to be used must be 
chosen with care if good timing performance, as 
well as accurate position measurements, are to be 
obtained. And both timing and position measure- 
ment functions must work well when the receiver is 
in motion. 

PSP VERSUS DGPS TIME TRANSFER 

DGPS time transfer has the advantage compared to 
PSP that it may be implemented in real-time, but 
for our application this is of no great benefit. The 
two techniques are expected to give comparable tim- 
ing accuracies, and both methods output an accurate 
position as well as accurate time. DGPS time trans- 
fer suffer from baseline limitations, and several re- 
ference stations would be required to cover all of 
North-West Europe. If we are to use the DGPS time 

transfer technique to get both time and position in- 
formation on the mobile, we will need to install se- 
veral DGPS reference stations because of the large 
operating area. 

An advantage of DGPS time transfer is that, to the 
extent that the ionospheric and tropospheric delays 
experienced at the reference station are the same as 
those at the mobile, their effects will cancel out; this 
will generally be the case for separations of up to 
several hundred kilometres. Moreover DGPS does 
not need precise clock values. PSP, on the other 
hand, offers global coverage. 

From a theoretical point of view both methods ap- 
peared feasible for our application. To establish 
whether that would be the case in practice we set 
up an experiment to demonstrate and evaluate the 
performance of the two techniques. We also wis- 
hed to confirm that the specific GPS receiver model 
we planned to use, a NovAtel GPSCard 395IR Nar- 
row Correlator receiver, was suitable for precise time 
transfers. We knew from previous experiences that 
this receiver had a satisfactory navigational perfor- 
mance [12,13,14]. 

RESULTS AND ANALYSES 

Measurements and computations 

The measurements were conducted at Direction 
des Constructions Navales (DCN) at Brest, France, 
the location of the UTC (Brest) time standard. 
UTC (Brest) is a time scale realized by a system 
based on a minimum of two HP 5071 high perfor- 
mance cesium beam tubes. It is used for Loran-C 
synchronisation. Our measurement setup compared 
the 1 PPS's hardware clock signal from the NovAtel 
receiver with that of the UTC (Brest) standard, 
using an HP 5345 time interval counter with a re- 
solution of 2 ns. We could have employed the option 
provided by the NovAtel receiver to time-tag incom- 
ing pulses. However, this function has a resolution of 
only 49 ns approximately. For the same reason it will 
not be used in the final ASF measurement system. 

The antenna of the GPS receiver was mounted wit- 
hout a choke ring above a metal roof which gave 
noticeable multipath reflections of the satellite sig- 
nals but is probably more typical of a mobile instal- 
lation. A 45 m antenna cable with two connectors 
was used, attenuating the satellite signal by some 
4-6 dB and resulting in a poor signal-to-noise ratio 
(SNR). 

We allowed the NovAtel receiver's hardware and soft- 
ware clocks to drift freely and recorded the timing 
of the hardware clock (1 PPS) against UTC (Brest) 
once per second. We also stored the pseudoranges 
measured and the difference between the receiver's 
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Position Latitude Longitude Height 

Mean (m) 0.85 -0.23 1.85 
RMS (m) 2.61 1.65 4.77 

Table 1: PSP position solutions for a 17-hour-long 
session compared against the position of the antenna 
at Brest which was recorded in WGS84. 

hardware and software clocks. The measurements 
took place 5 and 6 April 1996 and SA was in operar 
tion. 

At the subsequent datarprocessing stage we cal- 
culated the receiver's software clock error and used 
it, together with the recorded differences between the 
hardware and software clocks, to compute the hard- 
ware clock errors. We then tested both the PSP and 
DGPS time transfer techniques, using the same raw 
data. We adopted a cut-off elevation mask of 10" 
and a maximum GDOP of 6. 

As reference stations for the DGPS time transfer 
measurements we selected the two IGS reference 
stations at Ny-Alesund (79" north and 12° east) 
on the Arctic island of Svalbard and Herstmonceux 
{5r north 0' east) in the United Kingdom. Ny- 
Alesund is 3477 km, and Herstmonceux 451 km, from 
Brest (48" north and 5" west). As reference clocks 
Ny Alesund employs a Hydrogen Maser time stand- 
ard and Herstmonceux only a Rubidium standard. 

1 
-coo 

.700 

-800 

-900 

n^ 
313200 345600 

GPS time (s)   Total duraUon of 17 hrs 

373700 

Figure 1: PSP time versus UTC (Brest) when the an- 
tenna position is assumed to he unknown. The shift 
at GPS time 345600 is because of the daily change 
of reference time of the ESA clock data. 

Position Latitude Longitude Height 
Mean (m) 0.03 -0.04 -1.96 
RMS (m) 3.68 2.24 7.31 

Table 2: Brest positions determined using the DGPS 
time transfer technique, employing precise orbit 
data, from Herstmonceux. The results from a 17- 
bour-long session compared against the position of 
the antenna at Brest which was recorded in WGS84. 

Results 

The results to be presented should be compared with 
our accuracy requirements of 7 m in position and 
20 ns in time. 

The PSP position solutions for a 17 hour-long data 
set are shown in Table 1. The results are slightly po- 
orer than had been achieved using similar measure- 
ments by Lachapelle [8]; this is very much to be 
expected in view of the relatively-high multipath en- 
vironment and the low SNR as described above. 

The timing performance from the same data is dis- 
played in Figure 1. The time jump at GPS time 
345600 occurs at mid-night and is due to the change 
of daily time reference by ESA (see Section 'Precise 
single point time transfer' above). When this step is 
removed (by calculating the mean offsets of the data 
sets from the two days), the time data has a la vari- 
ation of 11.6 ns. We also calculated PSP solutions 
using the known, fixed, position: this reduced the la 
variation to 4.2 ns. The mean difference between the 
time solutions with unknown and fixed positions was 
3.8 ns. 

DGPS time transfer using Herstmonceux as the re- 
ference station gave the position results shown in 
Table 2. The mean offset is a little less than that 
of the PSP solutions in latitude and longitude (and 
better than one would normally would expect from 
DGPS over a 451 km distance) and the height com- 
ponents are similar. The RMS variations of the 
DGPS solution are slightly greater than those from 
PSP. 

The accuracy achieved using DGPS time transfer 
from Herstmonceux is a little difficult to establish 
because the reference clock there drifts relatively 
quickly. We, therefore, did the calculation as a two- 
step process: at every epoch we first calibrated the 
Herstmonceux clock by computing a PSP solution 
there, assuming its fixed position; then we calculated 
the results of the DGPS time transfer from Herst- 
monceux to Brest, assuming that the position of the 
receiver in Brest was unknown but using precise or- 
bit data. The result weis a la variation of 15.8 ns 
when compared with UTC (Brest). This is a very 
satisfactory performance, bearing in mind that allo- 
wance must be made for the errors in the PSP time 
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Time        Precise orbits    Broadcast Orbits 

Icr (ns)              3.7                         4.1 

111200 

111100 

Table 3: DGPS time transfer from Ny-Alesund to 
Brest. Because of the exceptional 3477 km separa- 
tion of the two stations, relatively-few common-view 
satellites were available and so the known locations 
of the stations were employed. 

calibration of the Herstmonceux clock to which no 
smoothing was applied. 

Finally, we also went one step further, and closed the 
Herstmonceux-Brest loop, to check that we had no 
residual offset values: first we calculated PSP solu- 
tions for Herstmonceux assuming that its position 
was unknown; then we did a DGPS time transfer to 
Brest, with the position of Herstmonceux fixed and 
Brest unknown and using precise orbit data; and fin- 
ally we compared this result with the PSP solutions 
for Brest assuming its position unknown. We got a 
mean offset of 0.024 ns for the 17 hours long session. 
This tiny residual vale shows conclusively that the re- 
sidual offsets over a period of 17 hours are negligible. 

Finally, we set out to evaluate the performance of 
DGPS time transfer over longer base lines. We also 
wished to check the difference in performance if we 
used broadcast orbit data rather than precise or- 
bit data. For this experiment we used data from 
Ny-Alesund, comparing its very accurate Hydrogen 
Maser clock against UTC (Brest). We employed 
the known positions of the two stations since they 
were so far apart that they could only see the re- 
quired common-view satellites (four or more, above 
10" elevation, with a GD0P<5) for about 50% of 
the time. There were hour-long gaps with fewer than 
four common-view satellites. 

The standard deviations obtained with both precise 
orbits and broadcast orbits are shown in Table 3. 
The Icr variation using broadcast orbit data was 
4.1 ns. When the precise orbit data was employed 
this fell to 3.7 ns. These results are so good that 
the 2 ns resolution of the time interval counter used 
becomes a significant factor! The mean difference 
between the precise orbit solutions and the broad- 
cast orbit solutions is 0.4 ns. And the improvement 
between them due to using precise orbit data is less 
than 1 ns; this suggests that SA was having little 
effect on the satellites' broadcast orbit data during 
our measurements. ( It has been reported that the 
principal component of SA recently has been clock 
dither and that the orbital component has been rela- 
tively weak.) Figure 2 shows the time transfer results 
when using the poorer, broadcast, orbit data. 

111000 

110900 

110800 
313200 345600 373700 

GPS time (s)   ToUl duration of 17 lirs 

Figure 2: DGPS time transfer from Ny-Alesund to 
Brest using broadcast orbit data. The positions of 
both stations are assumed to be fixed. The la vari- 
ation is only 4.1 ns. 

Summary of the results 

We have demonstrated that both the PSP and DGPS 
time transfer methods satisfy the requirements set 
out in the introduction to this paper (7 m in position 
and 20 ns in time, Icr), with some margin in hand. 
Thus we consider both methods to be excellent can- 
didates for our application. 

We have ignored the existence of ionospheric delays 
in our PSP solutions, and got away with this because 
of the favourable conditions at the current point in 
the solar cycle. We will certainly develop a satis- 
factory way of estimating the ionospheric delays if 
we conduct further PSP time transfers in the future. 
DGPS time transfer is much less affected by atmo- 
spheric delays. 

The NovAtel receiver we used performed very satis- 
factory. We still have left to assess its long-term 
timing stability. 

Our next objective is to demonstrate time transfer, 
using these techniques, on a ship. We chose to con- 
duct the experiment in two stages, employing a star 
tionary receiver for the first because it makes the 
measurements much simpler. However, there are 
strong reasons for arguing that the results are also 
valid for time transfer to a moving vehicle: we have 
demonstrated that we can achieve timing accuracies 
commensurate with the positioning accuracies of our 
GPS receiver. The navigation performance of the 
receiver when in motion is known to be similar to 
its static performance [12,13]. In addition, the long 
term position performance of PSP [8,9] and of DGPS 
are well known and satisfactory which indicates that 
the results are reproducible. In addition, apart from 
being at a fixed location, our stationary measure- 

1234 



ments were conducted under very realistic condi- 
tions, with no antenna choke ring, a poor multipath 
receiving environment and low SNR. 

This paper focuses principally on the stability of time 
transfers, rather than on absolute accuracy. Achie- 
ving absolute timing is a matter of calibrating offsets 
and thereafter ensuring that receiver delays do not 
change significantly with time and temperature - by 
more than some 5 ns in our application. GPS rece- 
ivers especially designed for time transfer necessarily 
fulfil this requirement. 

CONCLUSIONS 

The objective of this investigation was to identify 
low-cost time transfer techniques suitable for 
eventual use on a moving ship, a land vehicle or air- 
craft. The demanding accuracy requirement set was 
20 ns, and the technique had to be capable of being 
implemented in an automatic, unattended, measur- 
ing system, and, preferably, offering global coverage. 
This is a very unusual timing application of GPS. 

Two possible techniques have been identified and 
evaluated: the use of precise orbit and clock values 
to calculate the accurate time and position post- 
mission, and DGPS time transfer with an accurate 
clock at the DGPS reference station. 

The results reported here demonstrate that both 
techniques offer time stability of the order of 10 ns 
(la-). A NovAtel GPS receiver was used for the 
measurements, and its position was assumed to be 
unknown and was calculated together with the pre- 
cise time as will be the case in the eventual applica- 
tion. Even better results were achieved when the re- 
ceiver's position was assumed to be known and fixed. 
It is anticipated that both techniques are suitable for 
our application. 

Precise orbit and clock solutions give global coverage, 
and may be used for precise time transfer between 
GPS receivers at opposite sides of the world, sta- 
tionary or mobile, in known or unknown locations. 
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ABSTRACT 

A Monte Cario performance simulation was 
developed to predict the performance of a Wide 
Area DGPS ionospheric correction model - the Jet 
Propulsion Laboratory (JPL) GIPSY/TRIN 
ionospheric correction software. WADGPS networit 
architectures, such as for the FAA's Wide Area 
Augmentation System (WAAS), require that 
ionospheric con'ections be computed for a 
geographic matrix of grid points using dual- 
frequency (code-less) GPS measurements obtained 
from a networic of reference stations. The output 
from this perfomiance simulation is the WADGPS 
Grid Ionospheric Vertical Error (GIVE) and the 
corresponding User Ionospheric Vertical Enror 
(UIVE). 

rNTRODUCTION 

A performance simulation was developed to predict 
the perfomiance of a Wide Area DGPS ionospheric 
correction model. WADGPS ionospheric conrection 
software, such as is required for the FAA's Wide 
Area Augmentation System (WAAS), computes 
ionospheric corrections for a geographic matrix of 
grid points using dual-frequency (code-less) GPS 
measurements obtained from a networic of reference 
stations. The performance simulation developed by 
the authors selected the Jet Propulsion Laboratory 
GIPSYATRIN ionospheric conrection software [1] as 
a baseline.    The output from this performance 
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simulation is the WADGPS Grid ionospiieric Vertical 
Error (GIVE) and the conresponding User 
Ionospheric Vertical Error (UIVE). 

The intent of this study was to model and evaluate 
the perfomiance of a WAAS user operating with a 
WAAS networit computed ionospheric grid, to 
evaluate the performance of the underiying 
ionospheric delay model which estimates this grid, 
and to incorporate this performance model into the 
WADGPS performance simulation [2]. In addition, 
the optimality of t)oth the user mapping algorithms 
and the ionospheric grid model was also 
determined. 

DERIVATION OF THE GRID IONOSPHERIC 
VERTICAL ESTIMATION (GIVE) ERROR 

Due to the limited space available in this paper only 
a few of the derivations will be presented. The 
remainder can be found in [3]. 

Single Measurement for a Single Grid Point 

To estimate the ionospheric vertical delay at a grid 
point based on a dual-frequency GPS slant range 
ionospheric delay measurement the following 
equations must be evaluated: 

where, 5l^ = Q-^6r„ = 5l+Q-^^ =61 +ti 
measured ionospheric vertical delay 

8r„ = measured ionospheric slant range delay 

Q =  , Obliquity Factor 
rReCOS(EL) 

Re+h, 

Re,h|,EL = Earth radius, ionospheric shell 
altitude, and elevation angle 

51 = actual ionospheric delay 
6b = Grid point ionospheric vertical estimate 
^, T| = direct and effective measurement noise 
w = measurement weighting coefficients 

The Grid Ionospheric Vertical Error (GIVE) is then 
obtained as: 
eG=(sb-8lG) = (w(8l + Ti)-5le) 

The GIVE variance, a^, is: 
a2==Var{EQ}=E{e|) 

Let:     af.EJaPJ,     4 = E{5I|J,    aJ^EJii^j, 

and     PIG<J|CTG = E{8I5IG}, 

then:   al = w^^of + CJ^) - 2w(piQCT|aQ)+a| 

If we select w = 1, we obtain the differential GPS 
ionospheric delay (single-difference) enror: 

If the fonner equation is solved for the ionospheric 
spatial deconrelation function then, 

PIG* 

(    (Ji    JiS\ 

2a|   j 

Hence, a way to estimate the ionospheric spatial 
decon-elation function has been derived, based on 
field data measurements of the standalone GPS 
(absolute) ionospheric delay grid sigma, CTG, the 
differential ion delay sigma, CT^, and the 
measurement noise sigma, CT^. 

Multiple Measurements for Multiple Grid Points 

For the general case of multiple measurements 
used to estimate the grid delays for multiple grid 
points, the general GIVE covariance matrix is 
obtained as follows: 

51G = W5!„ = W(8!+II) 

which is the estimate of grid iono delays, SJQ 

The GIVE error and the GIVE covariance matrix 

are:  §^ = (810-8!^),   and   PQ^COVIGQ} 

Then with:   ^ = w(6! + TJ),       C, = EJSjSl"^j, 

C,G = EJSlSlJj,  CG ^ E{6!e6!j},   and R, = EJ^ri^) 

PQ = CG - [WC|G + C,LW^] + W[C, + R,]W^ 
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This is the GIVE covariance matrix. The first 
covariance matrix in this expression is the unlcnown 
absolute ionospheric delay grid covariance matrix. 
The last term is the weighted measured absolute 
ionospheric delay covariance matrix. Finally, the 
middle expression consists of the measured-to-grid 
weighted ionospheric delay covariance matrices. 

An optimum choice for the weighting matrix, W, is to 
choose it such that the GIVE covariance matrix, PQ, 
is minimized. This leads to the Minimum Variance 
weighting matrix and corresponding minimum 
variance GIVE covariance matrix [3]: 

PQ = CQ - C|Q[C| + R| J    C|Q 

or    51^ = hs^SlA + hegSlB + hec8lc> 

2 , .,2 

with,    hgA 
Rxm-xp) +yi 

2 , ..2 
(X-XD) +y 

"GB 

•GO 

|(x-Xmf+(y-ymf 
(x-Xof+y^     ^ 

|(x-x,)%(y-yj 

2X-XD 

2x 

2xJ 

and    XQ = X- x-x„, 
Vy-Ym 

^yxm-xy, ^ 

V y-ym J 

GIPSY/TRIN IONOSPHERIC DELAY KALMAN 
FILTER 

The ionospheric delay problem can be formulated in 
a slightly different form, as was the case for the 
GIPSY/TRIN model, developed by the Jet 
Propulsion Laboratory. Specifically, the measured 
dual frequency ionospheric delays for the lines-of- 
sight to the visible GPS satellites are assumed to be 
direct measurements of the ionospheric grid values 
in the presence of noise. 

5L :H8!G+TI 
FIGURE 1 GIPSY/TRIN TRIANGULAR GRID 

The state equation is assumed to be: 
8L V, 

GIPSY/TRIN uses a distance weighting scheme 
which is based on relative direct distance weighting 
using a triangular (not rectangular) sun-fixed grid, to 
compute the measurement matrix, H. In the 
ionospheric performance simulation of this paper a 
rectangular sun-fixed grid was used, without loss of 
generality. 

GIPSY/TRIN Mapping Coefficients 

Consider an ionospheric triangular grid lile' with 
vertices: (0,0), (x,y), and (2x,0) and with an 
imbedded measurement at: (Xm, ym), as illustrated in 
Figure 1. The GIPSY/TRIN software computes the 
grid-to-measurement mapping coefficients as 
follows: 

Optimum Mapping Coefficient: 

An alternate possibility to the direct distance 
weighting used in the GIPSY/TRIN code 
measurement matrix is to derive the 'optimum' 
measurement matrix, H, as follows: 

For a single measurement and 4 grid points: 

or defining,     slj = h^Slg 

then the estimation error: 

e|-(5l|-6ii) = (h45!Q-8h) 

or with: 
CG - ERSIJ),        C,3 - E{8!e8h},       EJSI?} = af 
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Hence, minimizing the estimation error variance, a^^, 
leads to the Minimum Variance iVieasurement Vector: 

!llG = ^G 5|G 

If this is then extended to the general case of multiple 
measurements and multiple grid points: 

H - CirjC, IG^G ■ 

which is the Minimum Variance measurement matrix 

Hence, the optimum measurement matrix is shown 
to be a direct function of the measured-to-grid 
covariance matrix and inversely dependent on the 
grid point covariance matrix. 
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Let us check how the TRIN weighting coefficients 
compare to the optimum measurement matrix 
weighting coefficients and the inverse distance 
weighting    coefficients. Consider    a    single 
ionospheric delay measurement located anywhere 
on a vertical line between: (x,0) and (x,y) of a (7° x 
7°) equilateral triangle. Then using the three 
altemate algorithms, we obtain the weighting 
coefficient for the three grid points shown in the two 
plots of Figure 2. 

What these two sets of curves show is that the 
GIPSY/TRIN and the optimum measurement matrix 
weighting coefficients are nearly identical. The 
inverse distance weighting coefficient, however, is 
not as optimum. Hence the GIPSY/TRIN weighting 
coefficients are nearly optimum for a triangular grid. 

GRID B & C WEIGHTING COEFFICIENTS 
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FIGURE 2 TRIANGULAR GRID WEIGHTING 
COEFFICIENT COMPARISON 

Kalman Filter Implementation 

The  general   state   and   covariance   propagation 
equations for the GIVE error are given by: 

Pn =Pn%+Qn-1 

When the optimum measurement matrix is used: 

G,k = [1-K,H, 'krG,k Kkf Cm i,C| 
-1 

IG,k^G,k rG,k 

or,     P^,k -[PG^' +[CG:kC|L,,]R,^[C|Gj,CG;]p 

The general error measurement and covariance 
update equations are given by: 

§iJ=e|^+Kk Hkek + ̂ 1 
Kk = PkHk[HkPkHk +RkJ 

P; =[l-KkHk]Pk =[(Pk)''+H;[RkH 

The grid estimation error covariance matrix can 
be initialized as:    PQO = CQ,    since at t = to 
there is no grid estimate. 

USER IONOSPHERIC VERTICAL ERROR (UIVE) 
DERIVATION 

A complete derivation of the following equations is 
found in [4]. 
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Single Satellite Calculation 

For a user who obtains an ionospheric delay 
estimate for a single satellite line-of-sight based on 
the nearest four grid point ionospheric delay 
estimates: 

SU = )^l^GM = Vk (SIGJ. +§G,k) 
or with EQ^ = (sle^ - 5Jgj,), 

then  81QJ^=8IQJ,+EQJ, 

The user k'th correction estimation error (DIVE) is: 

eu,k = (slj,k - Slu,k) = yi[(8!G,k + Eck) - Slu,k 

The UIVE variance is: 

o^M = E{^5,k) = ^[()Ll§loy -8lu,k)(vk^6ie,k -6lu.kf 

Hence with:    ag,k = EJsiSj,j,   Cok =E{8!e,,5l^j,}. 

PG,k = E{§G,k§G.k). 3"^^    CuQk = E{5!Qj,6lu,k} 

<^S..k«(<^5j< - syi^Cuo^k +yi[cGkyk)+vi[pG,kyk 

Now for    ag k « a|i,k, 

<^u„k = cT3,k[l - 2y;^p^j3 , + yi^fPGGlkVk +VkPG,kyk 

where 

and 

-UGJ< 

[PGolk ^ 

PG1.U 
PG2,U 

PG3.U 

VPG4.UJ k 

"1, 
PG1,G2 

PG1,G2 

_P61,G4 

PG1,G2'    PG1,G3'  PGtG4 
t        PG2,G3>  PG2,G4 

PG2,G3'      '''        PG3,G4 

PG2,G4>  PG3,G4>       "I 

Hence, the user's k'th ionospheric vertical error 
(UIVE) variance is approximately equal to the 
spatial decorrelation error between the user's k'th 
ionospheric delay and the surrounding four grid 
point ion delays, plus the GIVE covariance matrix 
for those grid points. 

User Optimum Grid Weighting Coefficients 

The user weighting coefficient vector, Vk, can be 
selected in a number of ways for a rectangular 
ionospheric grid. For a user ionospheric pierce-point 

located at (x,y) relative to the rectangular grid, 
illustrated in the Figure 3 below. 

(O.yo) (Jfe-y-s) 

(0,0) (Jfe.O) 

FIGURE 3 RECTANGULAR IONOSPHERIC GRID 

The direct distance weighting  coefficients for a 
rectangular grid are obtained as follows: 

w DD,A 
W 

w DD,B 
WB 

W 
w, DD,C - 

Wc 

w 

w 
andwDDo= —^, with  W = (WA+WB+WC+WD) 

and, WA = xy,    Wg = (XQ - x)y,   Wg = (XQ - x)(ycj - y), 

and, WD = x(yG-y) 

Let us compare these direct distance weighting 
coefficients relative to the optimum, inverse 
distance, and the WAAS Specification suggested 
grid weighting coefficients [5]. Assume that the user 
pierce-point (x,y) is located on the dotted vertical 
line, which is itself located half-way between lines 
BC and AD. 

As (x,y) varies between (280 km, 0) and (280 km, 
560 km) we obtain the Grid Point C weighting 
coefficient curves of Figure 4 below. The grid 
coordinates are assumed to be (xcyc) = (560 km, 
560 km) which correspond to a 5° x 5° grid at the 
equator. This figure shows that the direct distance 
weighting coefficients are neariy identical to the 
optimum coefficients. The inverse distance and 
WAAS Specification weighting coefficients, in turn, 
appear less optimum. 
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FIGURE 4 RECTANGULAR GRID WEIGHTING 
COEFFICIENT COMPARISON 

Multiple Satellite Tracking 

If the user tracks k satellites and, hence, obtains k 
pseudorange measurements, he has to compute 
and apply k pierce-point ionospheric estimates to his 
raw measurements. 

The user iono con-ection estimation error (UIVE) 
covariance matrix, Pu, is: 

Pu=Cov{8u} 

= E{(V(5I3 +BJ-8I,)(V(5I3 + B3)-5!j'] 

or, 

Pu «[Cu - (VCQU + CjuV^) + VCGV^] + VPQV^ 

where 

E|8JQ8|J| = CQU = CuG. 

and,     EJeQe^j = PQ 

:{8!G5!G} = " 'G' 

The UIVE covariance matrix is seen to be a function 
of the stand-alone user ionospheric delay 
covariance matrix, the weighted stand-alone grid 
ionospheric delay covariance matrix, a weighted 
two-term grid-to-user covariance matrix expression 
plus the weighted GIVE covariance matrix. If the 
user and grid points are the same, and the weighting 
coefficients become zero or unity, as is appropriate, 
the expression within the brackets becomes zero. 

Stacking the k conrection estimates into a vector 

51 u 
vyk(5]G,k+EQk); 

= V(6IS+SQ) 

The user correction en-or (UIVE) vector, Sy, is: 

eu=(8lu-S!u) = [v(6|G + eJ-8!u]. 

where, 

8JQ = the iono delay vector for all grid points 

5iy = the iono delay vector for the user's k pierce - 
points 

SQ = the GIVE vector for all grid points 

V = generalized user weighting matrix which relates 
all the grid points to the user's k pierce - points 

For non-overlapping grid rectangles: 

V = 

yI,0^,-,0^ 

Q\O^-,V;[ 

PERFORMAIMCE SIMULATION RESULTS 

This section presents the WADGPS GIVE 
calculation results from the performance simulation 
for a (5°x5°) grid spanning the continental United 
States. The grid is initialized with ionospheric delay 
estimates from the Bent model which leads to an 
initial delay GIVE sigma of one meter, based on the 
statistics presented in Appendix A. The spatial 
decorrelation error function used is the annual 
function, also presented in Appendix A. 

A WAAS network of 23 GPS reference stations, 20 
of which are located in the 48 contiguous states, 
was assumed. These perform dual-frequency slant 
range ionospheric delay measurements to all GPS 
satellites which have a local elevation angle greater 
than five degrees. These slant range ionospheric 
delays are converted to an equivalent vertical delay 
and each measurement is used to update the 
nearest four surrounding grid points. 

Between measurement updates, every 5 minutes, 
the Kalman filter propagates the last measurements 
forward in time to the next measurement time point 
with process noise. Hence, if at the next 
measurement time point, a grid point does not 
obtain a nearby measurement, its GIVE error 
continues to increase due to the process noise. The 
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Kalman filter operates in a sun-fixed coordinate 
system whicii moves westward at the rate of fifteen 
degrees of geodetic longitude per hour. 

The measurement errors are summarized in Table 
1: 

TABLE 1: MEASUREMENT ERRORS 

ERROR MAGNITUDE (1a) 

Net Inter-Frequency Bias 0.16 m 

Measurement Noise 0.10 m 

Process Noise 0.67 m/hr^° 

\' f ■iii ̂ WlWil 60 

-50 
- 5 
-40 H 

- g 
30 a 

- ^ 
-20 

-10 

^ - __ ,  ̂  

r. 2 
aMMBjl 

^ -T ^ Bi ■ a 
H1-1.5 

Q 0.5-1 

D 0-0.5 

I 
> H 1 j / 4 

ibi 
^ 

s -. ( i k S 
kg. m Pk 

\^ —. 
■^ ■^ 

MBjgBj^iy m sa "^ -A / 
- 40   -130   -120   -110   -100    -90     -80     -70     -60 

LONGITUDE (deg) 

FIGURE 5 GRID IONOSPHERIC VERTICAL 
ERROR (GIVE) SIGMA (2 Hours) 

The inter-frequency bias error is the combined error 
from the satellite and receiver dual-frequency bias 
errors. It is the net enror following periodic (daily) 
estimates of the inter-frequency bias using the 
GIPSY/TRIN code with data collected during the 
previous day. The measurement noise statistics, 
which are assumed to vary inversely to the sine of 
the elevation angle, are representative for a network 
of dual-frequency Rogue receivers. The process 
noise estimate, obtained from JPL, is based on the 
observed field data. 

The performance simulation was run for eight hours. 
A typical contour plot of the GIVE sigmas every 
5°x5 is presented in Figure 5. The continental US 
(CONUS) is loosely contained within the rectangular 
region between -125° and -70° longitude and 25° 
and 50° latitude. The ionospheric horizon, however, 
extends out by approximately 14° from a reference 
station with a 5° mask angle if it is located at the 
equator. Hence, the CONUS region would need to 
be extended by 14° along the geographic 
boundaries to account for any users who are located 
within the CONUS region but may be tracking low 
elevation satellites outside of this region. 

Figure 5 shows the best GIVE statistics for the 
CONUS region and the regions to the west and 
south. Both regions benefit from the westward 
motion of the sun-fixed grid. 

Another way to look at the Kalman filter GIVE 
sigma*s, is by examining their time history for 
selected cities. This is shown in the three figures 
comprising Figure 6 - 8, which present eight hour 
time histories for three different latitude regions. 
Figure 6 presents three northem latitude cities. 
Figure 7 presents three mid-latitude cities, and 
finally. Figure 8 presents three southern latitude 
cities. As can be seen, the northern latitude cities 
have more dynamic and larger GIVE sigmas than 
do the other cities. 

0 I I III If I' I' I r r T I" I \ \ i I r-i 'I T'-r'i 

012345678 
TIME (hrs) 

FIGURE 6 GIVE SIGMA HISTORIES FOR 
NORTHERN LATITUDE CITIES 
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specification weighting algorithm. It was found that 
the direct distance weighting was nearly identical to 
the optimum weighting. 

The benefits of using a Kalman filter which operates 
in a sun-fixed grid, were explored. Using the 
ionospheric performance simulation, the GIVE 
statistics were computed for a CONUS earth-fixed 
rectangular grid. Simulated measurements were 
obtained from a WAAS network consisting of 23 
reference stations, of which 20 were assumed to be 
located within CONUS. It was concluded that stable 
GIVE statistics can be expected for most of the 
CONUS grid points, except for some of the northern 
locations. This was illustrated using eight hour time 
histories for selected cities within the CONUS 
region. 

1 '^ 

3 4 5 
TIME (hrs) 

FIGURE 8 GIVE SIGMA HISTORIES FOR 
SOUTHERN LATITUDE CITIES 

CONCLUSIONS 

A detailed ionospheric delay performance simulation 
has been derived which takes into account the 
standard dual-frequency GPS receiver 
measurement enrors. It also formally includes the 
spatial decorrelation errors between the 
measurement point, the grid point, and the user line- 
of-sight. Using the JPL GIPSY/TRIN global 
ionospheric delay model as an example, the merits 
of using a Kalman filter have been examined. In 
addition to the GIPSY/TRIN direct distance 
measurement weighting, an optimal measurement 
matrix    has    been    derived. This    optimal 
measurement matrix is found to be a function of the 
ionospheric spatial decorrelation function. 

Separately, an optimum user grid weighting 
algorithm was obtained and compared to the direct 
distance,   inverse   distance,   and   FAA   WAAS 
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APPENDIX A: DIFFERENTIAL IONOSPHERIC 
DELAY FIELD DATA 

The DGPS ionospheric delay estimation error can 
be obtained from field data measurements, such as 
perfonned by Klobuchar [6], as summarized in 
Table A-1: 

TABLE A-1   IONOSPHERIC RANGE DELAY 
DIFFERENCES 

(Daytime Hours; 1100-1700 hrs, 1992-93, Meters) 

CUMULATIVE PROBABILITY [6] Equivalent 

Distance Quarter 1 % 99% One 
Sigma* 

434 km Winter -1.3 1.6 0.62 
Summer -1.3 1.0 0.49 
Equinox -1.5 1.3 0.60 
Annual 0.57 

805 km Winter -2.3 2.4 1.01 
Summer -1.2 1.2 0.52 
Equinox -3.0 1.9 1.05 
Annual 0.89 

1,238 km Winter -3.1 2.8 1.27 
Summer -1.9 1.7 0.77 
Equinox -4.8 2.4 1.54 
Annual 1.24 

1,586 km Winter -3.9 4.4 1.78 
Summer -1.9 2.1 0.86 
Equinox -5.1 3.5 1.85 
Annual 1.56 

The equivalent one sigma ionospheric delay can be 
derived from the difference between the 99% and 
the 1% cumulative probability data. This 
corresponds to data between -2.326 a and +2.326 CT, 

if the statistics are normally distributed. When this 
one Sigma data is fit to the following curve for a^, 
the coefficients of Table A-2 are obtained. 

fNV M= Dj 

TABLE A-2 DIFFERENTIAL IONOSPHERIC 
DELAY 

CURVE PARAMETER ESTIMATES 

SEASON DISTANCE, D (km) EXPONENT, Y 

Winter 816 0.772 

Equinox 770 0.876 

Summer 2380 0.460 

Annual 916 0.769 

The ionospheric spatial decorrelation function, piG, 
was previously derived in the main body of this 
paper and found to be: 

PiG(d)' 
r-i(d)- .2^^ 

2<y% 

where a^ »CTJ(0) 

The differential ionospheric delay is obtained from 
Table A-2 while the stand-alone ionospheric delay 
statistics, OG, are summarized in Tables A-3: 

TABLE A-3: CUMULATIVE RANGE 
IONOSPHERIC DELAY STATISTICS AT 
HANSCOM, MA 
(Daylight Hours: 1100-1700 hrs, 1992-1993, Meters) 

CUMULATIVE PROBABILITY 
rei 

Equivalent 

Season 1% 50% 99% Sigma* RMS. 
Winter 1.8 6.0 17.6 3.4 6.9 

Equinox 1.0 5.3 18.0 3.6 6.4 

Summer 1.4 5.0 14.7 2.9 5.8 

Annual 5.4 3.3 6.3 

(99%-1%)/(4.65a) 

With the statistics of Tables A-3, and the curve fit 
parameters of Table A-2, we can obtain the 
following ionospheric spatial deconrelation function 
curve: 

Pio(d)« 1- 
1 

I2a2 G^ \^J 

Hence, if we select the annual statistics (eg: ac = 
6.3 m (rms), D = 916 km, and y = 0.769), we obtain: 
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PiG(d)« 
'-'7^ 

1.54 

V916 km; 

The GIPSY/TRIN code initializes tiie ionospiieric 
grid estimates, prior to any measurement updates, 
using tlie Bent Ionospiieric Model. l-(ence, statistics 
on tiie accuracy of the Bent model are also of 
interest and are summarized in Table A-4 [8]: 

TABLE A-4 BENT MODEL vs. ACTUAL 
IONOSPHERIC DELAYS*( rms.) 

SUNSPOT CYC LE 
LATITUDE 

(deg) 
High 

(January 
1980) 

Medium 
(November 

1982) 

Low 
(June 
1986) 

47 1.23 m 1.35 m 0.19 m 
38 1.12m 1.38 m 0.24 m 
26 1.08 m 1.27 m 0.41 m 

' Houriy measurements for month differenced with 
Bent monthly average 
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ABSTRACT 

The Federal Aviation Administration (FAA) Satellite 
Program Office, AND-510, is developing a Wide Area 
Augmentation System (WAAS) based on the Global 
Positioning System (GPS) and intended to support 
enroute through precision approach flight operations down 
to the lowest Categoiy I (CAT I) decision height (DH) of 
200 feet. In the WAAS, a vector of corrections to the 
GPS signal-in-space, including components for 
ionosphere, clock, and ephemeris errors, is sent to the 
user via geostationary earth orbiting (GEO) 
communications satellites (e.g., INMARSAT). Also sent 
to the user is a bound on the post-correction ionospheric 
vertical error at each point of an ionospheric delay 
correction grid covering the service area. Using these 
bounds, the user then calculates a vertical error bound on 
his own ionospheric pierce points. This paper presents 

This paper is based on system analysis studies performed by the Center for Advanced Aviation System Development (CAASD), the 
MITRE Corporation and the Air Force Phillips Laboratory for the FAA Satellite Program Office (AND-510). TTiis paper reflects the 
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real-time algorithms developed to estimate these bounds 
and associated service areas based on assumptions 
regarding the proposed WAAS ground system 
configuration and GPS/GEO constellation. The 
ionospheric error bounds and their methods of 
determination are important elements in the development 
of an overall integrity algorithm for the WAAS. 

INTRODUCTION 

The Federal Aviation Administration (FAA) Satellite 
Program Office, AND-510, is developing a Wide Area 
Augmentation System (WAAS) based on the Global 
Positioning System (GPS) and intended to support 
enroute through precision approach flight operations down 
to ti»e lowest Category I (CAT I) decision height (DH) of 
200 feet. In the WAAS, a vector of corrections to the 
GPS signal-in-space, including components for 
ionosphere, clock, and ephemeris errors, is sent to the 
user via geostationary earth orbiting (GEO) 
communications satellites (e.g., INMARSAT). Also sent 
to the user is a boimd on the post-correction ionospheric 
vertical error at each of the ionospheric grid points (IGPs) 
of an ionospheric delay correction grid covering the 
service area. The ionospheric error bound at each IGP is 
called the grid ionospheric vertical error (GIVE). Using 
the ionospheric delay values at each IGP, the user 
interpolates to determine the estimate of ionospheric delay 
at his ionospheric pierce point (IPP). Using the 
appropriate GIVE values, the user also calculates a vertical 
error bound on his own IPPs. This error bound is called 
the user ionospheric vertical error (UIVE). According to 
the WAAS Specification [1], service availability is 
dependent upon GIVE values being < 2.0 m for the initial 
WAAS and < 1.5 m for tiie end-state WAAS. Any UIVE 
calculated from the GIVEs must bound the user's post- 
correction vertical ionospheric error with a probability of 
0.999. Finally the user calculates a conservative bound of 
his vertical position error (VPE) using his calculated 
UIVE.   The requirement for tiiis bound is VPE < 19.2 

1 m 

This paper presents real-time algorithms developed to: 1) 
estimate the GIVE value to be included in the WAAS 
broadcast, and 2) determine the resultant UIVEs expected 
to be calculated at the user receiver, based on actual 
ionospheric data collected at key points in the 
Conterminous US (CONUS) over a period of months. 
The GIVE and UIVE bounds and their methods of 
determination are important elements in the development 
of an overall integrity algorithm for the WAAS. 

The GIVE and UIVE algorithms have been developed and 
tested using P-code data measured from five mini-rogue 
L1/L2 dual-frequency GPS receivers on the East Coast of 
CONUS over a nine month period. This period is 
characterized by a generally "quiet" ionosphere with 
periodic, major and severe geomagnetic storm activity. 

L1/L2 receiver and satellite biases [2] are included in the 
estimation. Based on the availability of in-tolerance 
UIVE and GIVE values and assumptions regarding the 
proposed WAAS ground system topography and 
GPS/GEO constellation, a service volume for ionospheric 
corrections for the initial WAAS is defined. 

PURPOSE 

The purpose of this analysis is to develop real-time 
algorithms to estimate GIVE and UIVE values such that 
they meet the requirements for the WAAS. Data from 
five sites is used to construct an ionospheric grid with 
estimates of ionospheric vertical delay along with GIVE 
values. One of the sites is selectively employed as a user 
and its dual-frequency measurements at each of its IPPs 
are used as truth for determining how effective the 
numerical estimates are. The results are then extrapolated 
to the proposed WAAS architecture in order to determine 
if the WAAS availability requirements can be met. 

A SIMPLIFIED ARCHITECTURE FOR WAAS 
IONOSPHERIC FUNCTIONS 

Figure 1 shows a simplified architecture for WAAS 
ionospheric functions. In this figure there are three 
groups of receivers with their associated antennas and 
weather stations, one WAAS master station (WMS), one 
ground earth station (GES), GPS and GEO satellites. 
The three groups of receivers do not have to be co-located; 
in fact, it is preferable that they are separated such that 
greater diversity in viewing the ionosphere is provided. 
The first group consists of ni (=24 for initial WAAS) 
wide-area reference stations (WRSs). Each WRS consists 
of one L1/L2 dual-frequency codeless GPS receiver, 
Ll/C'^ GEO receivers, and weather stations. The main 
function of these receivers is to collect the pseudorange 
(PR) and carrier phase data for each visible GPS and GEO 
satellite at LI, L2, and C frequency bands and send this 
data to the WMS. In addition, weather data collected by 
the sensors is sent to the WMS. The WMS will use this 
data to calculate the carrier smoothed vertical ionospheric 
delays for each GPS and GEO satellite IPP using a 
Kalman filter. Then the WMS uses the calculated vertical 
ionospheric delays at the WRS IPPs to calculate the 
vertical ionospheric delays for each IGP of the ionospheric 

1 The WAAS Specification was recentiy changed to 
eliminate the 2 m initial WAAS and 1.5 m end-state 
WAAS GIVE bounds. This allows greater flexibility in 
meeting the VPE requirement. Nevertheless, some initial 
analysis has shown that in order to satisfy the VPE 
requirement, GIVE values on the order of 2 m or less are 
ne^ed. 
2 The C-band receiver for GEO satellites is optional. It 
could be used with the LI receiver to estimate the 
ionospheric delay for the GEO's IPPs. 

Use or disclosure of the information on tiiis page is subject to the restriction on the tide page of this document 

1248 



GPS 
JIatellite 

GPS 
latellite' 

GPS 
, Satellite 

WAAS messages on LI 
(SOO s}rmbols/sec) 
(Sat clock coitections, 
Sat Eph corrections, 
Ionospheric corrections 
and error bounds) 

LlA^codelessGPS 
receivers, Ll/C* GEO 
receivers, and weather 

sensors 

Note; (,*) C receivers and their antennas are used to 
provide ionospheric delay information for GEO 
satellites. Although this information is helpful in 
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not currently specified for WAAS. 

C/A and L1/L2 codeless 
GPS receivers, Ll/C* 
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Figure 1. A simplified architecture for WAAS ionospheric functions. 

grid. The weather information is used to calculate the 
tropospheric delay at each WRS location. The slant 
ionospheric and tropospheric delays for each satellite are 
subtracted from the PR measurement for the same 
satellite. The residual PRs will be used to calculate the 
satellite clock and ephemeris correction. The latter two 
corrections are not discussed in this paper. The second 
group of receivers consists of n2 stations. For initial 
WAAS n2 = ni = 24, and this group of receivers will be 
co-located with the WRSs. Each station consists of 
L1/L2 dual-frequency codeless GPS receivers, and Ll/C 
GEO receivers in addition to the weather sensors. These 
receivers send their measurements to the WMS in a 
similar maimer to the first group. The WMS will use 
this data and the already calculated vertical delays of the 
ionospheric grid to calculate the GIVE for each of the 
IGPs of the ionospheric grid. The methodology of the 
GIVE calculation is shown in a separate section in this 
paper. 

The GIVEs will be used by the users to calculate UIVEs 
which are specified to bound vertical ionospheric errors 
with a probability of 0.999. A third group of n3 (< ni) 
receivers monitors the success rate of this error bound. 
Each station consists of an LI-C/A code GPS receiver, an 
L1/L2 dual-frequency codeless GPS receiver, an Ll-C/A 
code GEO receiver, an optional C-band GEO receiver, and 
weather sensors. These monitors essentially act as users. 
Their measurements will be sent to the WMS. The WMS 
compares the vertical ionospheric errors from the 
measured data of these monitors to the calculated UIVEs. 
If the errors at any monitor exceed the UIVE, the 
maximum excess above UIVE will be added to each 
GIVE. During the next update period, the WMS will add 
the maximum excess of monitor errors above UIVE to 
each GIVE of the region which contains that monitor. 
This is referred to as a closed-loop system. As will be 
seen in the results in this paper, this closed-loop 
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monitoring system is expected to only rarely increase the 
GIVES (and nominally by a few centimeters) to increase 
the success rate. Just as the second group of receivers 
determined how well the grid was representing 
ionospheric delay, this third group of receivers determines 
how effective the error bounds are. 

DEVELOPMENT CONSTRAINTS 

The development of the initial WAAS must take place 
within the limits of the physical resources available as 
well as the performance and availability requirements 
which have been estabUshed. 

WAAS Physical Environment 

The initial WAAS will employ a satellite constellation 
consisting of 24 GPS satellites and 3 GEO satellites. 
The ground station architecture will consist of 24 WAAS 
reference stations (WRSs) (21 in CONUS, one in Alaska, 
one in Hawaii, and one in Puerto Rico), and two master 
stations. For the end-state WAAS, additional WRSs and 
GEOs may be required. Each WRS will have GPS dual- 
frequency receivers which periodically collect ionospheric 
data from the visible constellation. Currently this period 
is 10 seconds. The raw data will be sent to the WMS 
which will estimate ionospheric delays and error bounds 
at grid points and broadcast these to the users 
approximately every 5 minutes via geostationary 
communications satellites. The grid size has been fixed 
at 5 degrees in CONUS, 10 degrees between 55 and 75 
degrees latitude, and 15 degrees above 75 degrees latitude. 
These GIVE and UIVE algorithms were desigrjed and 
tested for 5-degree grid squares (at mid latitudes) and may 
require modification beyoivd 55 degrees latitude. 

WAAS Requirements 

For the initial WAAS, the system is defined as available 
if UIVEs calculated from GIVEs bound the post- 
correction user-interpolated ionospheric error with a 
probability of 0.999 and GIVEs are < 2.0 m (1.5 m for 
end-state WAAS). The system is required to be available 
95% of the time over 50% of the CONUS [1]. Because 
of WAAS message size restrictions, the grid delay 
broadcast to the user must be quantized by ^„(.0625 m) 
such that mod(IGP_delay,qJ = 0. In addition GIVE 
values on the grid must be given as an index to a table of 
maximiun GIVE values as shown in Table 1. Therefore 
for each IGP, the WMS broadcasts the quantized vertical 
ionospheric delay and the GIVE indicator (GIVEI) 
corresponding to the GIVE values shown in Table 1 as 
required in the WAAS specification [1]. The user will 
use these broadcast values to calculate his vertical 
ionospheric delay and UIVE for each of his IPPs. 

DESCRIPTION OF ALGORITHMS 

Periodically (every 10 seconds) the WMS receives, for 
each satellite, PR and carrier-phase measured data (on LI 
and L2) from each WRS. A Kahnan filter similar to the 

Table 1: GIVE Table 

GIVEI GIVE(m) 
0 0.80 
1 1.00 
2 1.10 
3 1.20 
4 1.30 
5 1.40 
6 1.50 
7 1.75 
g 2.00 
9 2.25 

10 2.50 
11 2.75 
12 3.00 
13 5.00 
14 10.00 
15 50.00 

filter developed by Goad [3,4] and designed and 
implemented by STel [5] for the FAA National Satellite 
Test Bed (NSTB) uses this measured data to estimate 
(and smooth) the vertical ionospheric delays at the 
ionospheric pierce points (IPPs) for each WRS. This 
information is used to estimate ionospheric delays at 
ionospheric grid points (IGPs) on a 5x5 degree imaginary 
grid located 350 km above the Earth. 

A slightly modified version of the WAAS ionospheric 
grid algorithm [6] uses equation (1) to estimate the 
vertical ionospheric delays at each IGP. This ionospheric 
grid algorithm is a simple interpolation scheme which 
weights directly according to the sine of the elevation 
angle and inversely according to distance. All IPPs 
farther than 600 nm from the interpolated position are 
ignored in order to increase local fidelity while at the 
same time gathering enough points to produce a useful 
average. At the beginning of each data collection interval, 
the maximum gradient in the 16 grid squares surrounding 
each grid node is determined. If the gradient exceeds the 
equivalent of 1.6 m/5 degrees of earth centered angle, the 
distance limit is reduced to 425 run for averaging at that 
grid node. (The selection of the 600 nm distance and the 
1.6 m/5 degree gradient limits are based on extensive 
testing of the FAA ionospheric data.) This operation 
sacrifices pierce point density in favor of locality when 
the ionospheric gradient is large. This latter distance 
restriction was chosen since it is approximately the 
maximum diagonal distance of a grid square and ensures 
inclusion of all points in the 4 grid squares surrounding a 
grid node.   For any set of n points (i = l,...,n), the 
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vertical ionospheric delay can be estimated at a point p 
through the following interpolation formula [6]: 

A.= 

where 

A.  = 

?tO 
i=l 

£>„, 

(1) 

y€{l,2,...,n} 

vertical ionospheric delay at the ith point 

estimated vertical ionospheric delay at point p 

dip   =  distance between the ith given point and point p 

T;    =  predicted vertical ionospheric delay at the ith 
point as estimated by an ionospheric model [7] 

tp   =  predicted vertical ionospheric delay at point 
p from ionospheric model 

6i    =  elevation angle from monitor station to satellite. 

At  each  IPP  of the   second  group  of recivers 
WRS^,WRS2,...,WRS^ shown in Figure 1, the WMS 
estimates the value of vertical delay using (1) where the n 
given points refer to the values of vertical ionospheric 
delay at the 4 surrounding grid nodes. The truth values 
supplied by each remote station are used to determine the 
vertical errors at the ith IPP at time t: 

Because of this requirement, the user may receive a delay 
value which is up to '>^ (= 0.03125 m) removed from 
that of the WMS. This can be somewhat mitigated by 
adding the exact quantization error at each grid node to 
the GIVE at that grid node. We have chosen to add the 
maximum quantization error 'y{m to the GIVE estimates 
at all IGPs. 

Calculation of GIVEs 

Since the broadcasting of vertical delays/GIVEs to the 
user will occur approximately every 5 minutes, the data 
collection interval has been set to 5 minutes (although 
this is not required). Consequently, the WMS will 
collect m = 30 error values (1 every 10s) for each IPP 
sequence of the monitor. 

A GIVE will be calculated for every IGP on condition 
that there are at least 3 surrounding grid squares each with 
at least 1 IPP sequence; otherwise, the GIVE is mariced 
unavailable which means it cannot be used in any 
subsequent UIVE calculation for that period. 

This restrictive condition guarantees that GIVEs will only 
be calculated when the local pierce point density is 
sufficiently high and will be related to a subsequent 
discussion on service volume availability. 

Where this condition is met, a conservative tolerance 
bound is constructed with error bound £„• for every 
monitor IPP sequence in the 4 grid squares surrounding 
node /GP„. This bound is derived from a two-sided 
1007% statistical tolerance interval which contains at 
least a proportion p of a normally distributed population 
and is given by [8,9]: 

e„(0 = Ov.(0-I>v.(0 
where 
byi{t)= predicted delay at time t at the monitor's IPP 

based on the siurounding 4 grid nodes, 

Dyi{t)= measured value of delay at time t at the 
monitor's IPP. 

At the end of the update period (currently 5 minutes), the 
WMS will broadcast the latest delay values to users. 
These delay values are required to be quantized with a 
scale factor of q^ (= 0.0625 m) such that the value of 
delay at row r and colunrn c of the grid (/G/'„) is: 

\DMGPrc)-h, h<\ 

where     h = mod(D^ (/GP„ ),qj. 

with 

^vi ~ l^n'l "■ S(y,p;m) ^vi 

and where g^y^p^m) ~ 5-43 for confidence level y = 

0.999, p = 0.999, and sample size m = 30.   Of course 
^(r!P.«) ^*'* ^^® * different value if any of the three 

parameters y, p, or m is changed. The value g^y;p^„) = 

5.43 was calculated using the method described in 
reference [9]. 
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The WMS then determines the grid vertical absolute error 
bias e, at node IGPn by using the interpolation scheme 
described earlier except without the ionospheric model 
values: 

CvCC,) 

'■'S sin(0t) 
.ajl 

ik=l 

Finally, the GIVE is conq)uted as the sum of the absolute 
error bias at the node, the maximum tolerance error bound 
in the 4 surrounding grid squares, and an allowance for 
the vertical ionospheric del^ quantization requirement at 
thelGP: 

GNE{IGP„) = e, {IGPrc) + max{E,,} + "'A 

where £vt is the toleraiKe bound for the kth monitor EPP 
sequence in one of the surrounding squares. 

Because the GIVE sent to the user is required to come 
from a table value, the calculated GIVE is raised to the 
next highest value in Table 1. 

Calculation of UIVEs 

As mentioned previously, the GIVEs and vertical delay 
estimates at each IGP are broadcast to the user 
approximately every 5 minutes. With this information 
and its pierce point, the user receiver calculates the 
predicted vertical delay at the IPP and the UIVE at that 
BPP. The UIVE is the maximum of the surrounding IGP 
GIVES with the condition that there be at least 3 GIVEs 
marked available: 

UIVEp = max{G/y£(/GP,+t,,+,)} 

where IGP„ indicates the grid node at the southwest 
comer of the square which contains the user's IPP. 

Closed Loop Monitoring 

Experiments have been conducted (by the authors of this 
p^r) to increase the percentage of user errors bounded by 
the UIVEs. These techniques either increase the size of 
the GIVEs unacceptably or require an even higher amount 
of pierce point density than is reasonably practical. In 
order to strike a balance between the often competing 
requirements of low GIVEs and high error bound rates, a 
system of independent regional monitors (Monitors 
Mi,M2,...,Af,3 in Figure 1) at locations other than 
WRSs is proposed that will act as users in the sense of 
determining predicted delay and UIVEs for its IPPs from 

the grid. However the monitor's truth values will be 
compared to the predicted delay from the grid in order to 
determine the actual error. A monitor will determine the 
maximum amount (if any) that its actual vertical error 
exceeded any UIVE at any time in the 5 minute data 
collection period. At the next grid update time, this 
amount will be used to increase the GIVEs in the region 
with the monitor that detects the excess. The excess error 
will be added to the newly calculated GIVEs sent to the 
user, but will not be added to the GIVEs sent to the 
monitor. This group of closed-loop monitors have minor 
effects on the results as will be seen in the next section. 
The concept itself may be important, however, in cases 
where the ionosphere changes faster than normal (e.g., 
during severe geomagnetic storms). 

RESULTS 

In order to determine if the ionospheric requirements for 
an initial WAAS are met with these algorithms, it is 
necessary to: 

(1.) Examine the numerical results of applying the 
algorithms to a 52-day set of ionospheric data in 
order to assess whether the 2m limit on GIVE can 
be attained while UIVEs bound the residual errors 
at a consistently high rate. 

(2.) Examine the feasibility of bounding the 
ionospheric errors during a disturbed ionosphere 
(e.g., during a severe geomagnetic storm.). Do the 
algorithms work during these severe storms? One 
would expect the GIVEs to be greater than 2.0 m 
in such cases, but can the errors be consistently 
boimded? 

(3.) Examine what effect the real-time requirement for 
high data density has on the size of the service 
volume in order to assess whether this algorithm 
supports daily availability of 95% over 50% of the 
CONUS. 

Numerical Results 

In order to assess the effectiveness of these algorithms, 
actual user errors were compared to the calculated UIVEs 
at each user IPP where all previously mentioned 
conditions have been met. In this way the percentage of 
time the UIVE actually bounded ihs user's error was 
measured. 

The condition that there be at least 1 IPP in each of at 
least 3 surrounding grid squares at all times when GIVEs 
were calculated eliminated several sets of data. The 
resulting sets of data which met this criterion at least 
some time during the day consisted of 50 days of quiet 
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Table!. Test Period 

Quiet Ionospheric and Disturbed Ionospheric Data 
Major Storms Data (Severe Geomagnetic Storm) 

(AD < 100) (AD > 100) 
November 1992: 6 to 7, 10 to 13, 16 to 

21, 25 to 30 
April 1993: 4* to 5 

December 1992: 8, 10 to 13 
April 1993: 4*, 7 to 18,21 
June 1993: 21,23 
July 1993: 2 to 5, 7-12, 14 

The morning part of April 4 was quiet and the afternoon part was stormy. 

ionosphere and 2 days of severe stormy geomagnetic 
conditions. (See Table 2.) 

Figures 2, 3, and 4 depict the results for all periods of 
geomagnetic activity. Figure 2 shows the mean, standard 
deviation (sigma), 95th and 99th percentiles for GIVEs. 
On 04/04/93, the 95th percentile derived from the 
calculated GIVEs before translation into table values was 
approximately 4m. Since there is no 4 m table value, 5 
m is chosen. Also, on 04/08/93, the 99th percentile 
before translation into table values is approximately 
3.6m. Again the next highest table value is 5. These 
two examples suggest that several more gradations in the 
table above 3m would lessen excessive overestimation of 
GIVEs. It is seen from this figure that the 95th 
percentiles of GIVEs are below 2.0m most of the time. 

Figure 3 shows the percentage of GIVEs below 2m. This 
percentage is between 95% and 100% for all except four 
days. The percentages for these days are: 90.2% on 
11/19/92, 91.9% on 12/8/92, 93% on 7/2/93, and 60.8% 
on 4/4/93. In the first two d^s (11/19/92 and 12/8/92), 
the ionosphere was quiet (Ap < 50). The 95th percentiles 
of GIVE for both days are 2.25 m. On the third day 
(7/2/93) there is a major (not severe) geomagnetic storm 
(50 < Ap < 100) which caused a large gradient in the 
ionosphere. The 95th percentile of the GIVE for that day 
is also 2.25 m. On the 4th day (4/4/93) there is a severe 
geomagnetic storm (Ap > 100) which causes a large 
ionospheric gradient. The 95th percentile of the GIVE for 
that dsy is 5.0 m. 

Figure 4 shows the percentage of time that calculated 
errors (using truth values) are below the predicted UIVE 
value for the closed-loop monitor and for the user. The 
monitor and the user results are almost identical for the 
majority of days. The monitor helps to improve the 
success rate of the user when the rate is relatively low. 
For example on 11/16/92, the success rate for the user is 
increased from 97.8% to 98.6%, and from 98.97% to 
99.46% on 11/19/92. 

Table 3 depicts combined results for the several kinds of 
geomagnetic conditions. During a quiet ionosphere (Ap < 

50) and major (not severe) storms (50 < Ap 5 100), the 
95th and 99th percentiles of GIVE are 1.75m and 2.25m, 
respectively. The combined success rate in bounding 
GIVE for the user is 99.95%. During severe geomagnetic 
storms (Ap > 100), the 95th and 99th percentiles of 
GIVE are both 5.0m. The combined success rate for the 
user is 99.91%. 

Table 4 shows statistical parameters, maximum, and 
minimum of the distributions of vertical error exceeding 
UIVE at the monitor (per 5 minute update period). The 
table shows the same parameters for user errors after the 
maximum monitor error above UIVE for one grid update 
period has been added to the GIVEs for the next grid 
update period. It can be seen from this table that when 
the user error exceeds the UIVEs, the maximum value of 
the difference between the user error and UIVE is about 
0.48m, and the |mean| + 2 sigma = 0.19 m. 

Figure 5 shows the 95th percentile of GIVEs mapped 
against the solar flux density (F10.7). The graph 
indicates the absence of a clear relationship or correlation 
between solar flux density and ionospheric grid error 
bounds. The results of [10] also show no correlation 
between short-term F10.7 aiKi the total electron content 
(TEC) which is proportional to ionospheric delay. 
Typical values for F10.7 during solar maximum are 
between 300 and 350, and about 75 during solar 
minimum. The reader should be cautioned not to 
extrapolate the results of Figure 5 to the peak of the solar 
cycle. Extrapolation is not a substitute for examining 
data during the peak of the solar cycle. 

Service Volume Implications 

The results in the previous section were conditioned on 
the existence of at least 1 IPP in each of at least 3 grid 
squares surrounding the IGP in real time. Whenever this 
condition is not met, the IGP is marked "unavailable.". 
This restriction maintains a high degree of pierce point 
density which favors the calculations in the algorithm. In 
order to determine if this degree of pierce point density 
could be maintained in the initial WAAS, a map of pierce 
point density was constructed using the 24 known sites. 
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Figure 4: % Monitor and User Errors < UIVE 

Table 3: Combined Results 

Ap 
Index 

GIVE 
Mean 

GIVE 
Siuma 

GIVE 
95% 

GIVE 
99% 

%^IVE 
(monitor) 

%^UIVE 
(user) 

% GIVE < 
2.0 m 

Quiet 
Ionosphere 
and Major 

Storms 

^100 1.13m .36m 1.75m 2.25m 99.92% 99.95% 98.80% 

Severe Storms >100 1.6m 1.2m 5m 5m 99.74% 99.91% 80.00% 

Table 4: Error Distribution Above UIVE for Monitor and User 

Errors at: Min Max Mean Sigma 
Monitoitmax) .0011m .4815m .0728m .0964m 

User .0001m .4815m .0511m .0640m 
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Figure 5: Mapping of 95% of GIVE to Solar Flux Density (F10.7) 

the 24 GPS satellites, and the 3 GEO satellites (located at 
15.5W, 55.5W, 180) all projected to be in operation for 
the initial WAAS. A modified version of the NAVSTAR 
program [11] was employed to determine how many 
pierce points would be available every minute in every 
grid square throughout the day. Next, for each grid node, 
the percentage of the day that the condition of at least 1 
IPP in each of at least 3 grid squares surrounding an IGF 
was determined. 

For the purposes of this analysis, we considered the 
following conditional probability relationship: 

Pr[Ionospheric WAAS function available] = 
Pr[overall GIVE < 2 m | 

IPP density requirement satisfied] 
X Pr[IPP density requirement satisfied] = .95 

Since Pr[overall GIVE < 2m | IPP density requirement 
satisfied] = .988 for non-severe ionospheric conditions 
(from Table 3), then Pr[IPP density requirement satisfied] 
must be at least .96 for a grid node to be marked as 
satisfying the density requirement. 

Figure 6 depicts this condition over the defined service 
area. Dark circles indicate nodes where the IPP density 
requirement is satisfied at least 96% of the day, and clear 
circles indicate where the condition is not satisfied at least 
96% of the day. Figure 7 depicts the grid squares (dark) 
which would be operational based on this condition and 
the requirement that there be at least 3 surrounding grid 
nodes with GIVEs in order to calculate UIVEs. 

CONCLUSIONS 

Based on the results of this paper, the following 
conclusions are given: 

1.   GIVE and UIVE real-time algorithms have been 
developed in this paper and tested on static data. The 

final test of these algorithms will be the 
implementation in a user receiver while conducting 
many flight tests during different ionospheric 
conditions. 

2. Under non-severe geomagnetic conditions (Ap < 
100), more than 50% of the CONUS has a pierce 
point density which can sustain GIVEs < 2 m 95% of 
the time, and the subsequent UIVEs calculated from 
these GIVEs bound the residual user errors an average 
of 99.95% of the time (and never get below 97.84% 
for any day). 

3. For one severe geomagnetic storm (Ap > 100), the 
95th percentile of the GIVEs is 5.0 m, and the user's 
success rate is 99.91%. This result means that the 
algorithms were able to detect the change of the 
ionospheric conditions and bound the ionospheric 
errors with a veiy high success rate. The impact of 
such large values of the ionospheric error bounds on 
the integrity and continuity of WAAS service must 
be further evaluated. 

4. During the few cases where the user errors exceeded 
the UIVEs, the maximum value of the difference 
between the user error and UIVE was about 0.48 m, 
and the |mean| + 2 sigma was 0.19 m. 

5. There is no apparent correlation between solar flux 
density (F10.7) and ionospheric grid error bounds. 
Typical values for F10.7 during solar maximum are 
between 300 to 350, and about 75 during solar 
minimum. 

6. The percentage of the GIVEs below 2.0 m is 98.8% 
for quiet and major (not severe) geomagnetic storm 
conditions. During the one severe geomagnetic 
storm for which data was available, this percentage 
drops to 80.00%. 
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Figure 6: Grid Nodes with Required Surrounding IPP Density 

Figure 7: Grid Squares with at Least 3 Surrounding Grid Nodes with Required IPP Density 
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ABSTRACT 

Operating heavy equipment can be a difficult and very 
tedious task; control of an agricultural tractor requires 
the continues attention of the driver, and farmers often 
work long hours during the critical times of planting 
and harvesting. Loaders and other ground vehicles are 
frequently used in situations which are unpleasant or. 
even hazardous for the human operator. In the past, 
some efforts have been made to automate agricultural 
vehicles, but they have been largely unsuccessful due 
to sensor limitations. 

This paper explores the use of kinematic GPS as the 
primary sensor in closed loop control of farm and 
construction vehicles. A single, low-cost GPS receiver 
can measure position to within a few centimeters and 

attitude to within 0.1°, and does not drift with time. The 
ability to provide accurate information about multiple 
vehicle states makes GPS ideal for system 
identification and control of dynamic systems. In this 
work, a ground vehicle control system was designed 
and simulated using realistic plant, sensor, and 
disturbance models. Optimal control methods were 
examined to deal with non-linear and time-varying 
vehicle dynamics. To validate this simulation, 
experimental data was taken at Stanford using a GPS- 
equipped electric golf cart. 

This research builds upon previous work in developing 
GPS-based aircraft autopilots. It is significant because 
it is the first step towards a safe, low-cost system for 
adaptive, highly accurate control of a ground vehicle. It 
is anticipated that the implementation of these ideas 
will take place in three steps: (1) driver-in-the-loop 
control using a graphical display; (2) driver assisted 
automatic control, with an on-board operator making 
only high-level decisions; and (3) vehicle autonomous 
guidance and control with on-line parameter 
identification and adaptive control that will operate for 
several hours without human intervention. 

INTRODUCTION 

Ground vehicle automatic control has been a goal for 
many years. Superior control for individual vehicles 
and cooperative efforts for multiple vehicles have 
myriad applications. Smart roads in which the driver 
merely programs the destination, construction vehicles 
that automatically build roads, agricultural vehicles 
which allow full resource utilization, and vehicles 
operating in hazardous environments are some 
examples. In the short term, the largest application of 
autonomous vehicle control would be farm vehicles in 
which only high level decisions are made by a human 
operator. 

Farming vehicle operation can be a trying and tedious 
task; speeds are very slow across large fields, and often 
fog, dust, or darkness limit visibility. Operating heavy 
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equipment requires the full attention of the driver in a 
high noise and vibration environment. Further, farming 
operations during critical times such as harvest require 
long hours and are usually limited to daylight hours. 
Autonomous control has many potential benefits; such 
as allowing operation with limited visibility, more 
accurate control of row spacing, removal of a human 
operator from a chemically hazardous environment, 
and an increased efficiency in farming techniques. 

Autonomous guidance of agricultural vehicles is not a 
new idea. However, previous attempts to navigate and 
control ground vehicles for farming applications have 
been largely unsuccessful due to sensor limitations. 
Some require cumbersome auxiliary guidance 
mechanisms in or around the field of interest [1,2]. 
Others rely on a camera system requiring clear daytime 
weather and field cues that can be deciphered by 
visual pattern recognition [3,4]. 

The ground vehicles described above typically operate 
in environments with good sky visibility. With the 
recent arrival of GPS, engineers now have access to a 
low cost sensor that is well suited for use in vehicle 
navigation. GPS is already being used in a number of 
ground vehicle applications, including agriculture. 
Code differential techniques are being used for 
geographic information systems [5-7] driver assisted 
control [8] and even automatic control of ground 
vehicles [9]. 

Using precise differential carrier phase measurements 
of the satellite signals, GPS navigation systems have 
demonstrated accuracy's of a few centimeters in 
vehicle positioning [10], and better than 0.1° in 
attitude[ll]. This ability to accurately measure 
multiple states makes GPS ideal for system 
identification, state estimation, and automatic control 
of dynamic systems. Also, with aiding from a Pseudo- 
Satellite Integrity Beacon, navigation system integrity 
is impeccable [12]. 

This   paper   specifically   focuses   on   the   automatic 
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Figure 1 - Golf Cart 

Figure 2 - GPS Hardware Architecture 

control of ground vehicles using carrier-phase 
differential GPS as a sensor. A ground vehicle 
automatic control system using GPS was developed 
and simulated in software. This control system was 
implemented and tested experimentally on an electric 
golf cart. Experimental data was used to study a 
recursive system identification algorithm to determine 
if important, time-varying vehicle parameters could be 
ascertained from sensor data in real time. 

EXPERIMENTAL SETUP 

The platform used for initial ground vehicle testing was 
a 1984 model Yamaha Fleetmaster electric golf cart 
pictured in Figure 1. The vehicle has a 1.55 meter 
wheel base, and is just under 2 meters tall with the 
canopy attached. Four single-frequency GPS antennas 
are mounted to the top of the canopy. The top speed of 
the golf cart is around 5 meters per second, and is 
controlled manually by the driver. Experiments took 
place on a grass field, and the vehicle was driven at a 
nominal speed of 2 m/s. 

The GPS system used for vehicle position and attitude 
determination was identical to the one used by the 
Integrity Beacon Landing System (IBLS) [10], as 
shown in Figure 2. A 4-antenna, 6-channel Trimble 
Quadrex receiver produced 4 hertz carrier phase 
measurements for attitude determination. 
Measurements from a single-antenna 9-channel 
Trimble TANS receiver were used to determine vehicle 
position. An on-board Dolch computer with a Pentuim- 
90 running under LYNX-OS real time operating system 
performed attitude, position, and control signal 
computations. 

The ground reference station consisted of a Dolch 
computer with a 9-channel TANS receiver generating 
carrier phase measurements, and a Trimble 4000ST 
receiver generating RTCM code differential 
corrections. Data was transmitted from the ground 
station to the vehicle through Pacific  Crest 450-470 
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MHz. radio modems over a range of less than one 
kilometer. 

Vehicle steering angle was sensed and actuated by a 
modified Navico WP5000 boat autopilot. A Motorola 
MC68HC11 microprocessor board performed the 
communications between the computer serial port and 
the autopilot as shown in Figure 3. Analog steering 
angle was encoded from a potentiometer attached to 
the front wheels, and a pulse width modulated signal 
was sent to the steering motor. The maximum steering 
angle was +/- 30°, and the motor commanded rate was 
limited to +/- 2.37sec. 

To achieve centimeter level accuracy quickly and 
reliably, a pre-defined location was surveyed using the 
IBLS software. To begin testing, the vehicle was taken 
to this location and its navigation solution was 
initialized. The integer residuals were checked after 
the initialization to help verify that the correct integers 
were obtained. A final system for safe, reliable ground 
vehicle navigation and control will probably require a 
better method of integer cycle ambiguity resolution. 
Using an Integrity Beacon near the field of operation 
would allow rapid integer determination, provide an 
additional ranging signal for navigation system 
accuracy and integrity, and would still allow the user 
to operate with less expensive, more reliable single- 
frequency SPS equipment. 

VEHICLE MODEL IDENTIFICATION 

The most difficult aspect of performing a meaningful 
ground vehicle simulation is arriving at a good model 
of vehicle dynamics and disturbances. Ground vehicle 
dynamic models range from very simple to 
overwhelmingly complex, and there is no single model 
that is widely accepted in the literature [13]. The most 
complex mathematical model of a dynamic system is 
not always appropriate to use [14], especially since 
controller and estimator design requires a simple 
(typically linear) model of plant dynamics. 

Nominal 
Path 

Steering Angle 
6 

Heading 

Lateral Position 

Figure 4 - Simple Vehicle Model 

Before performing experiments to identify golf cart 
dynamics, initial calibration tests were run to linearize 
the steering angle sensor and the steering actuator. 
The calibration produced look-up tables which were 
implemented in software on the navigation and control 
computer. 

Open-loop tests using sinusoidal or random control 
inputs (standard system identification techniques [15]) 
posed a problem. Only a limited amount of data could 
be taken before the vehicle traveled to the end of the 
field of operation. For this reason, a controller was 
designed for closed-loop straight line and U-turn driving 
based on a simple kinematic vehicle model with no 
estimator. The vehicle model used assumed no wheel 

Golf Cart System Identification Test 
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Figure 5 - Golf Cart Identification Passes 
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slip, small steering and heading angles, constant 
velocity of the rear wheels, actuation through a single 
front tire, and no roll or pitch motion (see Figure 4.). 

This original controller was intentionally designed with 
no filtering of sensor data so the control signal would 
be noisy in response to noisy sensor measurements. 
Feed-forward U-turn trajectories were also designed to 
require large positive and negative control signals. 
Both of these were done to sufficiently excite the golf 
cart dynamics, providing rich data for identification of 
an appropriate vehicle model in post-processing. 

After some problems with instability due to actuator 
hard limiting, the controller succeeded in guiding the 
golf cart for a five-minute trial, complete with 6 U- 
turns as seen in figure 5. Recursive transfer function 
system identification techniques based on the LMS 
algorithm [16] were used on the golf cart data to 
determine the appropriate discrete model order to use 
for control system design. By performing identification 
on increasing model orders until pole-zero near- 
cancellations occurred, it was found that only 1 state 
was needed to describe the control to steering angle 
transfer function, and 2 states were needed to describe 
the control to heading transfer function. Furthermore, 
the transfer functions found were consistent with the 
simple kinematic vehicle model described above.   The 
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equations describing this model are shown in figure 6. 

GROUND VEHICLE SIMULATION 

Because the simple kinematic model described above 
matched the golf cart experimental data, it was used 
for the vehicle simulation and control system design in 
this work. Using this model, the controllable vehicle 
states are lateral deviation fi-om desired position (y), 
heading (v|/), and steering angle (8). The steering 
angle rate (u) was commanded by the control 
computer, and was physically limited by the motor to 
+/- 2.3 Vsec. 

The technique used for vehicle automatic control was a 
discrete Linear Quadratic Regulator / Estimator, as 
shown in figure 7. The control gains (K) were chosen to 
minimize a quadratic cost function based on control 
inputs and state deviations from nominal [17]. The full 
vehicle state was appended to include the observable 
sensor biases v|;-bias and 8-bias for estimation purposes. 
The optimal estimator gains (L) were found using the 
assumed vehicle dynamic model and a model of 
disturbances based on the experimental data [18]. 

The ground vehicle simulation and estimator design 
both assumed random, uncorrelated measurement noise 
with normal distribution. The 1-a measurement and 
discrete disturbance errors that were assumed are 
shown in Table 1. 

Table 1 - Simulated Measurements and Disturbances 

l-a(noise)  i.-g.(.di.?.t}  
Position y (cm) 
Heading \|/ (deg) 
Steering 8 (deg) 
Heading Bias (deg) 
Steering Bias (deg) 

2.0 
0.3 
0.3 

0.1 
0.06 
0.3 

0.006 
0.006 

Figure 7 - Control Block Diagram 

Two cases were explored in the simulation. In one 
case, the control signal sent to the vehicle was a linear 
combination of the optimally estimated state described 
above (Estimator Case). In the second case, the control 
signal was a linear combination of the measured state 
with sensor biases approximated and no filtering (No 
Estimator Case). The same controller gains, sensor 
noise, and measurement noise were used in both cases. 

Figure 8 shows the simulation results for both cases 
simulated with an initial lateral position error of 30 cm. 
Cross track position error (y), actuator control effort 
(u), and estimated sensor biases are plotted for a 
typical 100 meter path. The initial errors on steering 
and heading biases were 0.2°. 

An extended simulation was run for a 10 kilometer path 
to gather statistical data.   The results for true vehicle 
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Figure 8 - Simulation Results 

position error (y), control signal (u), and sensor bias 
estimate errors are shown in Table 2. 

Table 2. - Simulation Statistical Results 

Estimator        No Estimator 

..(Ms.?.5..+6...1.:.5).....(M.?.SP...t/:.J.:f?}. 
Position y (cm) 
Control u (deg/s) 
V|/-Bias Error (deg) 
5-Bias Error (deg) 

0.0+/-3.1 
.00 +/- .43 
.00 +/- .06 
.00 +/- .03 

16.3 +/- 2.7 
.00 +/- .92 
.20 +/- .00 
.20 +/- .00 

The simulation shows that a fairly small sensor bias 
error can significantly affect the lateral position 
accuracy of the ground vehicle. This is especially true 
because the level of control being sought is so precise. 
A 0.2° bias in two sensors caused a 16.3 centimeter 
bias in the lateral position, which was held to a 
precision of around 3 centimeters. Estimating sensor 
biases in real time eliminated the lateral position bias. 

The amount of control used in the simulation was also 
quite different between the two cases. The control 
signal standard deviation in the Estimator case  was 

half the size of the No Estimator case. During 
controller design, lateral position accuracy was traded- 
off for control effort because of the physical limit of the 
steering motor. Based on this, an estimator should 
allow more aggressive control design, since less 
control was required for the same system accuracy. 

GOLF CART TEST RESULTS 

The controller and observer gains from the simulation 
were used to perform closed-loop tests on the actual 
golf cart. The vehicle attempted to follow the same 
straight line for 12 separate trials. Hard limits on 
actuator authority caused instability in 2 of the 12 
trials, but the golf cart successfully followed the line 
for 100 meters in the other 10. The raw measurements 
from the 10 successful runs are shown in Figure 9. 
Note that no "truth" was available for lateral position 
error since the only position sensor in use was GPS. 

The measured lateral position was zero mean with 
standard deviation of 5.0 centimeters. The control effort 
was mean of -0.01 degrees/second with standard 
deviation of 1.26 degrees/second. 
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Figure 9 - Golf Cart Experimental Results 

The experimental results show that more control effort 
was required and accuracy was poorer than predicted 
by the simulation. This is most likely due to an inexact 
disturbance model in the simulation, since the 
measurement performance of GPS is fairly well 
understood. 

One likely cause of the disturbance noise was the roll 
motion of the golf cart. Although the roll angle of the 
vehicle was measured, the resulting motion of the 2 
meter high positioning antenna relative to the wheel 
base was not corrected for. The data shows that the roll 
motion was on the order of +/- 1 degree over a few 
seconds, which corresponds to a lateral disturbance 
motion of about 4 centimeters. 

PARAMETER IDENTIFICATION 

In order to determine the feasibility of real-time 
parameter identification using GPS, the data taken 
during the first closed-loop control trial (Figure 5) was 
run through an Extended Kalman Filter [19]. The 
vehicle state included \)/, 6, and 8-bias. In addition, the 
state transition matrix parameter -Vxo/(li+l2) was 
appended to the state vector and estimated along with 
the state. 

The parameter and steering bias values were initially 
set to zero to see how the filter would converge. The 
results of the identification are shown in Figure 10. The 
time history of these values are plotted along with their 
"expected" values based on previous identification and 
golf   cart    dimensions.     The    parameter    estimate 
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Figure 10 - Extended Kalman Filter Results 
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converged within about 25 seconds, and the steering 
bias within around 60 seconds. 

CONCLUSION 

The Results presented in this paper are promising for a 
number of reasons. 

(1) A ground vehicle control system was simulated 
and demonstrated using GPS as the only sensor for 
position and heading. One additional sensor—a 
potentiometer—was used to measure steering 
angle. 

(2) A constant gain controller based on a very simple 
vehicle model successfully stabilized and guided a 
golf cart along a straight, pre-determined path. 

(3) Using a slow actuator and sensors with significant 
biases, a vehicle was controlled along a path with 
no steady lateral position bias and a 5 centimeter 
lateral position standard deviation. 

(4) The ability to estimate vehicle dynamic 
parameters in real-time has been demonstrated 
using an Extended Kalman Filter on experimental 
data. This suggests that adaptive control may be 
feasible to deal with changing vehicle dynamics in 
more complex field settings. 

The structure and repeatability in the experimental 
path-following data suggests that we could improve 
performance significantly by correcting for the 
positioning antenna moment arm. Also, we feel the 
experimental results presented here could be improved 
with a stronger actuator. 

The dynamic model used to represent the electric golf 
cart will almost certainly be inadequate for simulation 
and testing of farm and construction vehicles in 
realistic settings. It is the authors' hope that the control 
methodology discussed here can be extended to more 
complicated dynamic systems. Once an accurate 
vehicle model is developed, and reduction of that 
model to one sufficiently linear for control system 
design is achieved, optimal control methods can be 
applied to implement autonomous control. 

The implication is that GPS could be used with a real- 
time parameter identification algorithm to create a 
control system that is able to adapt to changing vehicle 
conditions. Future research is intended to further 
explore this possibility in the automatic control of 
ground vehicles. 
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ABSTRACT 
The research described in this paper is aimed at 
providing a quantitative measure and a qualitative 
understanding of the contribution that each sensor in a 
land-vehicle navigation system makes to the system's 
overall performance. This includes a quantitative 
evaluation of the relative merits of various sensors 
typically used in existing land-vehicle navigation 
systems. 

The results presented in this paper are based on data 
obtained from analytical studies and simulations. An 
analytical error model was derived for each sensor that 
was examined. These error models were subsequently 
used in a Kalman filter whose purpose was to generate an 
estimate of the vehicle's position. The Kalman filter was 
used in several Monte Carlo simulation studies of various 
system architectures. In addition, experimental data has 
been obtained from a prototype navigation system that 
has been installed in a test vehicle. These experimental 
data have been used to verify the analytical error models 
for several sensors. 

Results show that the accurate calibration of a navigation 
system's heading and heading rate sensors to be of prime 
importance.   It has been found that a rate gyro's scale 

factor exhibits poor observability characteristics, and the 
use of differential GPS fixes do not substantially improve 
the estimate of this quantity. In addition, it has been 
found that a rate gyro's bias error contributes more to 
positioning error than other rate gyro errors. Finally, we 
have found that, in the absence of absolute position 
measurements, the presence of a compass in the 
navigation system plays a significant role in reducing 
positioning errors. 

INTRODUCTION 
Various designs for land-vehicle navigation systems can 
be found in the patent literature [33-39] and the technical 
literature [1-14]. While the details of each system's 
design usually vary from system to system, a group of 
navigation sensors, a subset of which is typically found in 
many land-vehicle navigation systems, were identified. 
Table 1 shows a list of such sensors. 

Table 1 - Example Navigation Sensors and Aids 
Sensor Measurement/Aid 

GPS Absolute position 
Rate gyro Heading rate 
Compass Absolute heading 
Odometer Position change 
Map-matching Position and heading aid 

While the list in Table 1 is not necessarily exhaustive, 
138 of the 160 land-vehicle navigation systems identified 
in [45] make use of some subset of these sensors. 

The variety of sensors in Table 1 leads one to wonder 
what criteria navigation system designers have used 
when selecting sensors for use in their vehicle navigation 
system. One could probably say with some certainty that 
the set of sensors selected by a design team is heavily 
influenced by the team's dual goals of maximizing the 
system's performance while minimizing its total cost. 
Unfortunately for system designers, however, system cost 
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and performance are usually directly, rather than 
inversely, related-very accurate sensors may improve the 
performance of a system, but they tend to cost more than 
similar, less accurate sensors. Designers of land-vehicle 
navigation systems are therefore faced with trading off 
system cost and performance and must judiciously select 
that set of sensors deemed to be most cost-effective. The 
purpose of this paper is to provide information that can 
aid designers in this selection process. 

This paper presents a quantitative examination of the 
contributions that various sensors make to the 
performance of a land-vehicle navigation system. The 
results presented in this paper were obtained principally 
by means of analytical studies and simulations. Analyses 
of various sensors were performed in order to arrive at 
error models for those sensors. Based on these error 
models, an extended Kalman filter was designed to 
combine information from the sensors and to arrive at an 
estimate of the vehicle's position. Once this filter was 
designed, the performance of several sets of navigation 
sensors was evaluated using the Kalman filter to combine 
the sensor data. Because the filter equations are 
nonlinear, Monte Carlo simulations, rather than 
covariance analyses, were used to evaluate the 
performance of each system of interest. The accuracy of 
the Kalman filter's estimate of the vehicle's position was 
the metric used to evaluate each system's performance. 
The relative performance of each navigation system was 
then attributed to differences between the systems. 

Many automotive navigation systems use map-matching 
to improve positioning accuracy. As long as there is 
enough variation in a vehicle's path to allow the map- 
matching algorithm to identify the vehicle's correct path, 
the error in the estimate of a vehicle's position is 
primarily that of the map database. The dead-reckoning 
sensors have virtually no effect on the errors. However, 
the presence of GPS and the quality of the dead- 
reckoning sensors do affect the speed and reliability of a 
map-matching algorithm's convergence. As a measure of 
the degree of usefulness of the various sensors, we have 
chosen to evaluate various navigation systems without 
map-matching. The resulting positioning accuracy 
should correlate directly with the sensors' ability to aid a 
map-matching algorithm's convergence. 

SECTION 1 ■ PREVIOUS RESEARCH 
Many land-vehicle navigation systems have been 
designed and presented in the literature. Previous work 
presenting land-vehicle navigation system designs and 
analyses includes navigation systems for automobiles [1- 
14,21,22,23,33-39] and other types of land-based 
vehicles, including mobile robots [15,17-20,26], 
planetary rovers [29], and exploratory vehicles [25]. 

While much attention has been given to the algorithms 
used to combine the information obtained from various 
sensors and navigation aids [1-14,33-39,40-43], 
relatively little analytical or quanfitative work seems to 
have been be done to establish rationales for sensor 
selection. Nor has much work been done to quantify the 
relative merits of various navigation sensors. In [28], the 
authors discuss the effects of inertial sensor quality on 
the performance of a navigation system; however, this 
work focuses on military-grade navigation systems, 
which are generally far too expensive to be practicable 
for commercial land-vehicle use. In [29], the author 
presents a simulation study in which the relative merits 
of two inertial navigation systems for use in a Mars rover 
are examined. While the spirit of the work in [29] is 
similar to that of this research, there are important 
differences. First, the author sought to evaluate two 
navigation systems, not individual sensor conti-ibutions. 
Second, one of the systems, composed of 3 
accelerometers and 3 gyroscopes, is generally not found 
in existing automobile navigation systems. Finally, the 
author assumed that the vehicle moved over level terrain 
at a maximum speed of 1.0 meters per second, a speed 
that is much lower than is typical of an automobile. In 
an earlier work, [27], the author enumerates various error 
sources in a particular vehicle navigation system. 
However, the navigation system examined used only 
LORAN-C to position the vehicle; dead-reckoning 
sensors were not examined. Finally, in [30], the author 
presents a methodology for evaluating a land-vehicle 
navigation system by assigning it a "score" based on a 
host of criteria. The purpose of the scoring method is to 
provide an objective basis by which to compare systems. 
However, the author's scoring system considers a wide 
variety of evaluation criteria, including functional 
features, cost, power consumption, reliability, and so on. 
The author does not address the relative merits of various 
navigation sensors. 

SECTION 2 - ERROR ANALYSIS AND KALMAN 
FILTER IMPLEMENTATION 
This section includes an examination of several of the 
sensors in Table 1. For each sensor, a mathematical 
model that describes the errors in that sensor's output is 
included. For some of the sensors, the error models are 
derived, while for others, the error models are simply 
taken from other sources. Each sensor will be examined 
in turn; following this, the error equations will be 
incorporated into a Kalman filter. 

2.1 - Odometer Error Model 
An odometer measures the curvilinear distance traveled 
by a vehicle. This section includes an analysis of the 
errors that appear in an odometer's output.   Equations 
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describing the use of odometer data in particular 
navigation systems appear in [15,17,18,22]; a 
particularly detailed analysis is given in [17]. In [21] 
and [4], the authors discuss various error sources in 
odometry and actual data is presented in [4], but no 
formal analyses are presented. The following analysis is 
slightly different from other analyses in the literature. 

For the analysis that follows, we first consider Figure 1, 
which is meant to be a functional representation of any 
one of a number of odometer implementations. This 
figure shows a cross-section of a rotating shaft or gear in 
the vehicle. Upon the rotating shaft are several evenly- 
spaced "trigger points" which pass a "pick-up sensor" 
that is mounted to the body of the vehicle. The odometer 
operates in such a way that the pick-up sensor generates 
a single digital pulse when any one of the trigger points 
passes it. 

Shaft 

Pick-up 

Signal 
Conditioning 

Trigger points 

Pulse Output 

Figure 1. A schematic representation of an odometer 

For an odometer comprised of an optical shaft encoder, 
as in [3], the trigger points represent the slots in the 
encoder wheel and the pick-up sensor represents an opto- 
electric device that generates a digital pulse when a slot 
passes through its field of vision. For an odometer 
comprised of a series of magnets and a pick-up coil, as in 
[4] and [12], the trigger points represent the magnets, 
and the pick-up sensor represents the coil and any 
necessary signal-conditioning circuitry. 

However the odometer is physically implemented, it will 
be assumed in the following analysis that the odometer is 
any sensor that generates a constant integer number of 
digital pulses for each revolution of a rotating shaft on 
the vehicle. It is further assumed that the rotation rate of 
the shaft is (approximately) linearly proportional to the 
forward speed of the vehicle, and that this rotation rate is 
independent of whether the vehicle is turning. (An 
odometer on a vehicle's drive shaft would satisfy these 
assumptions.) Finally, it will be assumed that the 
odometer readings are taken at points in time separated 
by a constant sampling period, T, and that, between 
sampling points, the cumulative number of odometer 

pulses, N, is stored. In the following analysis, k is an 
integer that refers to the sample taken at time t = k T. 

By way of definition, we first define the true odometer 
scale factor, S^^^, to be the curvilinear distance traveled 
by the vehicle between two consecutive pulse outputs of 
the odometer. The value of S^j.ue depends on the radii of 
the vehicle's tires and is therefore not necessarily 
constant because the radii of the vehicle's tires may vary 
with the vehicle's speed, the tires' air pressure, or the 
progressive wear of the vehicle's tires [4]. Despite this 
fact, we will, for this analysis, assume that significant 
variations in S^^^ take place over a time period that is 
much longer than one sampling period. Therefore, we 
will consider S^^^ to be constant over one sampling 
period and treat it as an unknown quantity. We next 
define the nominal odometer scale factor, Sf^Q^unal' **^ 
be a known constant that is approximately equal to the 
true odometer scale factor, S^^Q. Finally, we define the 
odometer scale factor bias, 5S, to be the difference 
between Stme and Snominal ■ 

^ = Strue-^ nomnal (1) 

Note that 8S is not necessarily constant, nor is it known 
exactly. Note also that Stj-ue- ^nominal' and 8S all have 
dimensions of distance traveled per pulse. 

We now seek to derive an expression for the error in the 
odometer measurement. We begin our analysis by 
assuming that, when the k* sample is taken, the pick-up 
sensor is located randomly, with uniform distribution, 
between any two trigger points on the shaft. Let us next 
define dj;. as the forward distance that the vehicle must 
travel in order to cause the next trigger point to pass the 
pick-up sensor. The quantity dj^ is a random variable 
with a uniform distribution from 0 to Sj^yg, denoted 

d,=u{o,s,,J (2) 

If the vehicle subsequently moves forward by some 
arbitrary distance D(J^g over the next T seconds, then the 
odometer will generate N pulses. At the start of the 
k+1* sampling time, the pick-up sensor can be located 
anywhere between two trigger points. Let us define dj^+j 
as the forward distance that the vehicle must travel in 
order to cause the next trigger point to pass the pick-up 
sensor. The forward distance traveled from timestep k to 
timestep k+1, Dtj.ue, is therefore related to N and S^jug 
by 

D,rue=S,rue{N-^) + dk + (5,,„, "^i+l ) 0) 

or 
D,„.=S.„.,N+d,-d true      "true k     "*+l (4) 
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On the right-hand side of Equation (4), we see the 
difference of two random variables, dy^ and d]j+|, both of 
which are uniformly distributed from 0 to Sjj^g. This 
difference is also a random variable, which shall be 
denoted dj^^ j^+j, whose distribution is the convolution of 
U(0,Sjj.yg) with U(0,-Sjj.yg) and is shown in Figure 2. 

Equation (10) shows that the error in the measured 
distance has two components : a non-random component 
that is proportional to the distance traveled and a random 
component that is distributed as shown in Figure 2. 
Equation (10) is the basic error equation for the odometer 
that will be used in the Kalman filter developed in 
Section 2.5. 

Figure 2. - Probability density function of dj^^ y^^i 

Therefore, 

^true - ^true^ + ^t.t+l (5) 

Note that dj-i^+i is a quantization error that arises 
because the odometer discretizes the distance traveled by 
the vehicle into pieces that are Sfj-yg in length. 

We now turn our attention to the measurement that is 
made by the odometer. The measurement that is actually 
made with the odometer is the distance Djj^g^^, the 
product of Sjiominal and N : 

2.2 - Rate Gyro Error Model 
A rate gyro measures the vehicle's rotation rate about a 
vertical axis. Obviously, such an instrument can be used 
to obtain information about the vehicle's change in 
heading. In this section, an error model for a typical rate 
gyro is developed. In other work, a particularly thorough 
analysis of two low-cost rate gyros can be found in [26]; 
in this research, the authors develop error models for the 
rate gyros and then evaluate them on real gyro data. 
Perhaps one drawback of the work in [26] is that the 
authors' error models appear to compensate only for bias 
errors in the gyro's output, but not for scale factor errors. 

The output of a rate gyro (VJ^Q) is usually an analog 
voltage that varies (nominally) linearly with the rotation 
rate (co) of the gyro. The quantity measured from a rate 
gyro includes three sources of error—scale factor error, 
bias error, and white noise error [46-48]. The 
relationship between VJ^Q and co is given by 

meas      ^nominal   " (6) y,,=(ir-H5ir)co+y„„^„,,+5v+v (11) 

In general, Djj,g^g will not be equal to D^j-yg, not only 
because SJJQJJJJJJ^J is not generally equal to S{j.yg, but also 
because D(j.yg contains the random quantity dj^^ k+j. We 
seek, as the result of this analysis, a mathematical 
expression for the difference between Dj^g^g and ^xxxxt- 
To that end, we next define the error in the measurement, 

^error' ^"'^^ ^^^^ 

meas true error (7) 

where 6K (the scale factor error) is the deviation from 
^nominal "^ ^^^ slope of the line that relates co to VJ^Q, 

5V (the bias error) is the deviation from Vjjominal ^^ ^^^ 
zero-angular-speed output of the rate gyro, and v is 
uncorrelated white noise that appears in the output signal 
of the gyro. Equation (11) is the measurement equation 
used in the authors' Kalman filter. The models for the 
bias and scale factor errors are first-order Gauss-Markov 
processes given by 

then, substituting from (1) and (6) into (7), we arrive at 

D^eas={S,rue-^)N (8) 

So, substituting from (5) into (8) for Sjjyg, 

5K: 

(12) 

(13) 

where Pgy and pgj^ are constants and ugy and ugj^^ are 
zero-mean Gaussian white noise. 

^meas = ^true -^/t,t+l " ^^ 

Finally, setting the right-hand sides of (7) and (9) equal 
to each other, we arrive at an expression for the error in 
the distance measured by the odometer : 

D,,,,, = -A^SS-J,,,^, 

^^' It should be noted that, for various reasons,  several 
sources of error that may appear in the output of a rate 
gyro have been ignored in the preceding derivation. 
Each of these error sources will now be briefly defined 
and an explanation will be given as to why they were 
ignored. The error sources that were ignored are g- 

(10) sensitivity, cross-axis sensitivity, and nonlinearity. 
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The g-sensitivity of a rate gyro causes errors to be 
introduced into the gyro's output as a result of linear 
acceleration. The output of an ideal rate gyro would be 
entirely insensitive to acceleration. This quantity has 
been ignored because the authors have found that most 
manufacturers of low-cost rate gyros do not include this 
error source in their specification; also, the authors have 
not tested a real rate gyro to measure its g-sensitivity. A 
"typical" size for this error source could not, therefore, be 
substantiated for the low-cost rate gyros that were 
examined. 

Cross-axis sensitivity causes errors to be introduced into 
the gyro's output as a result of rotations about an axis 
perpendicular to the axis of sensitivity. This error has 
been ignored because a land vehicle typically rotates 
about a vertical axis only. 

Finally, nonlinearity errors are introduced into the gyro's 
output because the relationship between angular speed 
and the gyro's output is not truly linear. This error 
source has been ignored because it has been the author's 
experience that rate gyro manufacturers generally do not 
provide an analytical model for this error. Furthermore, 
simulation results have shown that specified nonlinearity 
errors are generally small enough that they can be 
lumped with other error sources in the Kalman filter 
implementation. 

2.3 - Magnetic Compass Error Model 
A magnetic compass is an electronic device that 
measures its heading relative to magnetic North. These 
devices measure the direction of the Earth's magnetic 
field locally, using any one of several physical 
implementations, including magnetometers, a Hall effect 
sensor, or a set of orthogonal coils referred to as a 
"fluxgate". 

It seems generally true that, of the existing compass 
implementations, the fluxgate compass is most 
commonly used in existing land-vehicle navigation 
systems [45]. Therefore, in the following section, an 
error model for the fluxgate compass only is presented, 
and the derivation of error models for other 
implementations is left to future work. 

Error compensation schemes for the fluxgate compass 
have received significant attention. Some error 
compensation methods depend on having other sensors 
available, such as an angular velocity sensor [32] or GPS 
[31]. Other approaches involve calibrating the compass 
errors by generating a lookup table of the errors as a 
function of heading [12,13,23] or involve some type of 
basic prefiltering technique [22,15]. Still other 
approaches involve gimballing the compass to prevent 

the compass from tilting relative to the local horizontal, 
thereby avoiding tilt-induced errors in the compass' 
output [24]. 

An analytical study of fluxgate compass errors has shown 
that the errors that appear in a compass' output can be 
mathematically modeled as a function of magnetic 
heading [16]. In [16], the authors derive the following 
mathematical expression for the fluxgate compass errors 
that arise from various error sources : 

89 = A-f-5 sin(0) + Ccos(e)-H D sin(20) 4-£ cos(20) 
(14) 

where A, B, C, D, and E are constants and 0 is the true 
magnetic heading of the compass. It has been the 
authors' experience that this model is difficult to use 
because of the relatively large number of parameters that 
must be estimated. The estimates of the parameters A, B, 
C, D, and E were unstable when the authors mechanized 
this model in a Kalman filter. In [21], this model was 
also rejected, but for other reasons. Also, in [15], this 
model was cited but apparently not used. 

Some fluxgate compass manufacturers specify a method 
by which the user can calibrate the errors in the compass. 
Usually, this involves rotating the compass through at 
least a 360-degree turn. The calibration process is 
designed to eliminate systematic measurement errors that 
are a function of heading. The authors have therefore 
assumed that the compass used in their simulated 
navigation systems has been calibrated. The residual 
errors (i.e. after calibration) have been modeled as a 
random walk: 

8e = M (15) 

The quantity 50 is the residual error and u is zero-mean 
Gaussian white noise. 

2.4 - GPS Discussion and Error Model 
For the simulation work in this paper, the authors have 
explored the use of both unaided GPS and differential 
GPS. The main source of error in the authors' error 
model for unaided GPS is Selective Availability (SA), an 
intentional performance degradation that causes the 
system's horizontal positioning accuracy to fall to 
approximately 100 meters (2dRMS) [49]. For unaided 
GPS positioning, the model used to simulate SA-induced 
positioning errors is a second-order Gauss-Markov 
process presented in [44]. This model has been shown to 
accurately simulate positioning errors induced by 
Selective Availability [44]. 
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Because DGPS may be used in a navigation system, the 
authors have also explored various effects of using DGPS 
positioning. Unlike unaided GPS, the use of DGPS 
requires a source of differential corrections. One source 
of differential corrections includes commercial services to 
which users can subscribe. For a fee, subscribers are 
given access to differential corrections that are broadcast 
on a radio frequency in their locale [50,51]. 

Two other sources of differential corrections may be 
available to navigation systems for land-based vehicles, 
although both are not yet widely available. The U.S. 
Coast Guard (USCG) is in the process of building 
differential GPS correction stations scattered around the 
U.S. coasts. When complete, the system will provide 
differential GPS corrections to the marine community 
free of charge [52]. The radiobeacons broadcasting the 
corrections transmit nondirectionally at a frequency of 
285-325 kHz with enough power to reach a user 10 to 
175 miles away [53]. Therefore, although not designed 
primarily for land-based GPS users, the corrections may 
be receivable by land-based GPS users in the vicinity of 

the U.S. coast. 

A second potential source of differential corrections for 
users of land-vehicle navigation systems comes from the 
Wide Area Augmentation System (WAAS), a system 
currently under development by the Federal Aviation 
Administration. The WAAS is a GPS-based navigation 
system being developed for the aviation community. 
According to current plans, differential GPS corrections 
would be broadcast free of charge over the entire U.S. by 
a set of geosynchronous communications satellites [49]. 

Although DGPS positioning can improve the positioning 
accuracy of a navigation system substantially, accessing 
DGPS corrections is generally not without some cost. 
Commercial differential correction services, for example, 
add to system cost through the subscription costs and the 
cost of the equipment required to access the broadcast 
corrections. The USCG DGPS system would require 
equipment (in addition to a GPS receiver) to receive the 
broadcast corrections. In contrast, current indications are 
that WAAS corrections will be broadcast in such a way 
that an ordinary GPS receiver with an internal software 
modification will be able to receive them-no external RF 

receivers will be required [49]. 

Because these and other differential correction services 
are appearing, the authors believe that DGPS may play 
an important role in the evolution of land-vehicle 
navigation systems. In addition, the authors believe that 
the use of DGPS positioning (as opposed to unaided GPS 
positioning) in a vehicle navigation system may affect the 
relative importance of various dead-reckoning sensors. 

Furthermore, the additional costs associated with 
accessing DGPS corrections present a tradeoff to 
navigation system designers-is the improvement in 
positioning accuracy worth the added cost? For these 
reasons, the authors believe that it is justifiable to include 
in our research the examination of navigation systems 

that use DGPS positioning. 

Errors in DGPS position fixes were simulated simply as 
additive white noise with an RMS value of 1.0 meter. 
This is probably the smallest that DGPS positioning 
errors would reasonably be in practice. The authors 
chose this value so that our results will reveal the best 
performance that could reasonably be expected using 
DGPS. Some commercial differential correction services 
advertise their best positioning accuracy to be on the 
order of 1.0 meter. Whether the WAAS and USCG 
differential correction services will be this accurate is 
unknown. 

2.5 - Kalman Filter Design 
Details of the Kalman filter algorithm and the 
development of the extended Kalman filter will not be 
given here. For such details, the reader is referred to 
[54]. Equations for the Kalman filter algorithm are 
given only to acquaint the reader with the authors' 
notation. The principle feature of this section is the set 
of model and measurement equations of the Kalman filter 
used for this research. 

With regard to notation, column matrices, or vectors, will 
be shown in lowercase bold type, scalars will be shown 
with lowercase non-bold type, and matrices of general 
dimensions will be shown with uppercase letters. Also, 
the symbols used to denote various quantities are defined 
as follows: 

px : x-location of the vehicle in a local x-y-z frame 
defined with its origin at an arbitrary location 

Py : y-location of the vehicle in a local x-y-z frame 
defined with its origin at an arbitrary location 

V : the speed of the vehicle 
a : the acceleration of the vehicle 
To : the time constant of the vehicle's acceleration 

Pa 
0 

:l/x. 

(0 

'■CO 

: the heading of the vehicle defined from 0 to 2% 
relative to true North 
: the heading rate of the vehicle 
: the time constant of the vehicle's angular speed 

Pco        : 1/% 
80 : the bias error in the fluxgate compass' heading 

measurement 
^nominal- ^^^ ^^^^ gyro's nominal scale factor 
5K : the deviation of the rate gyro's true scale factor 

from Knojninal 
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P6K 

: the time constant of 6K 

VRQ      : the voltage output by the rate gyro 
^nominal- ^^^ voltage nominally output by the rate gyro 

at zero angular speed 
8V : the deviation of the rate gyro's true zero- 

angular-speed output from Vj^Qjjjjjjal 
5S : the odometer's scale factor bias 
^nominal- ^^^ nominal odometer scale factor 

P5S 

N 

T 
Up 

■"CO 

"58 

"50 

U5K 

"5V 

"VX 

Livy 

Px,GPS 
Py.GPS 
"compass 
^px 

'py 

^AdM 

V0 

: the time constant on the variations in the 
odometer's scale factor bias 

: 1/^5S 
: the x-component of Selective Availability 
: the x-component of Selective Availability's rate 
of change 
: the y-component of Selective Availability 
: the y-component of Selective Availability's rate 
of change 
: a constant used in the model for Selective 
Availability 
: a constant used in the model for Selective 
Availability 
: the number of pulses output by the vehicle's 
odometer between samples k and k+1 
: the time between measurements 
: white noise driving the model equation for the 
vehicle's acceleration 
: white noise driving the model equation for the 
vehicle's heading rate 
: white noise driving the model equation for the 
odometer's scale factor bias 
: white noise driving the model equation for the 
fluxgate compass' bias 
: white noise driving the model equation for the 
rate gyro's scale factor bias 
: white noise driving the model equation for the 
rate gyro's zero output bias 
: white noise driving the model equation for the 
x-component of Selective Availability's rate of 
change 
: white noise driving the model equation for the 
y-component of Selective Availability's rate of 
change 
: the vehicle's x-location measured by GPS 
: the vehicle's y-location measured by GPS 

heading measurement from the compass 
white noise in the measurement of the vehicle's 

x-location 
: white noise in the measurement of the vehicle's 
y-location 
: white noise in the measurement of the vehicle's 
change in location by the odometer 
: white noise in the measurement of heading by 
the compass 

VRG       '• white noise in the rate gyro measurement 

According to [54], the evolution of the state vector, x, of 
a nonlinear Kalman filter may be described by the 
nonlinear differential equations 

x = /(x,f)+u (16) 

where u is a vector of zero-mean Gaussian white noise, 
and t is time. This set of differential equations will 
henceforth be referred to as the filter's model equations. 

The   measurement   vector,   z, 
relationship to the filter's states : 

x = h{\) + y 

bears   the   following 

(17) 

where h is a nonlinear function, and v is a vector whose 
elements are Gaussian white noise. The right-hand side 
of Equation (17) will henceforth be referred to as the 
filter's measurement equations. 

Because we seek to evaluate navigation systems that have 
various sensor combinations, the number of model 
equations used in the filter will vary depending on which 
sensors are present to provide measurement information. 
The following equations model the vehicle's kinematic 
motion and are present in the filter regardless of which 
sensors are present: 

p^=ycos(0) 

e = co 
cb = -P„co-hM„ 

V = a 

(18) 
(19) 

(20) 
(21) 
(22) 
(23) 

The following equations model sensor errors and are 
present in the filter only if the corresponding sensor is 
also present to provide measurement information : 

59 = MgQ 

5V = -^^y8V + usv 
8k = -^SK5K + usK 

SS = -p5s&S + Mss 

Vx=-^'ex-2>-CV;c+"v 
£     = V 

Vy=-X^ey-2Xt;,Vy+u vy 

(24) 
(25) 
(26) 
(27) 
(28) 

(29) 

(30) 

(31) 

The  model  equations   (18)-(31)   are  continuous-time 
differential equations. The derivative of the elements of 
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the filter's state vector, x, are the quantities on the left- 
hand sides of these equations. Before these equations can 
be mechanized in a discrete-time Kalman filter, they 
must first be discretized. However, the discretized 
equations will not be given here. 

The Kalman filter's measurement equations will now be 
presented. In the following measurement equations, the 
left-hand side of the equation represents the actual 
quantity that is put into the measurement vector z; this 
quantity is usually measured directly from a sensor. The 
right-hand side represents h(x), the combination of states 
that is equal to the measured quantity. First, if GPS 
measurements are available, we have 

If DGPS measurements are available, then 

Px.GPS =/'x+V 

Py,GPS =Py+^py 

If an odometer is available, then 

■^nonrinal ^ =\aT^ +VT -5SN +V^^^ 

If the fluxgate compass is available, then 

If the rate gyro is available, then 

V^„o™nal=(*^nomi„a.+5^)» + 8V + V ' RG      "^nominal       V"-nominal RG 

(32) 

(33) 

(34) 

(35) 

(36) 

(37) 

(38) 

Note that model equations (18) and (19) and 
measurement equation (38) are nonlinear. The presence 
of these nonlinear equations require the use of an 
extended Kalman filter or some other nonlinear filtering 
algorithm. Also, all of the white noise variables are 
assumed to have a mean of zero and a Gaussian 
distribution. The particular values chosen for each 
variable's variance will not be given here. 

2.6 Intuitive and Analytical Observations 
2.6.1 Poor observability of the rate gyro's scale factor 
If a Kalman filter is to correctly estimate any particular 
element of its state vector, information about that element 
must be obtainable from the sensor measurements. If it is 
possible to establish an estimate of a state from the 
measurement sequence, then, loosely speaking, that state 
is said to be observable [54].   While there exist formal 

observability tests which may be applied to optimal linear 
Kalman filters [54], the authors know of no observabilty 
tests which may be applied to a nonlinear filter. The 
intuitive arguments which follow are therefore provided 
to support, not prove, the following hypothesis. 

The hypothesis we wish to examine is this : the rate 
gyro's scale factor is observable only when the vehicle's 
heading rate is nonzero (i.e. when the vehicle is turning). 
An argument in support of this hypothesis can be made if 
the measurement equation for the rate gyro is examined. 
Recall equation (38) from Section 2.5 : 

' RG      'nominal ^ (^nominal +5^)« + 5V + V;,G (38) 

The quantities in this equation that are relevant to this 
discussion are 5K, the rate gyro's scale factor bias, and co, 
the heading rate of the vehicle. If the heading rate of the 
vehicle is identically zero, then 

^/JG -^nominal  =8V+V^G (39) 

The absence of Kjjonji^ai and 6K in equation (39) 
suggests that no information about the scale factor is 
available in the rate gyro's output, VRQ. In other words, 
if the heading rate of the vehicle is zero, then the rate 
gyro's output contains no data from which the gyro's 
scale factor can be deduced. Because this is the only 
measurement that contains any information about the 
rate gyro's scale factor, we are led to believe that the scale 
factor is unobservable when the vehicle's heading rate is 
zero. 

The significance of the scale factor's poor observability 
will become more apparent in the Results section. 
Suffice it to say here that, because a vehicle traveling on 
a road network probably spends most of its time traveling 
in straight lines, its heading rate is probably nearly zero 
most of the time. Therefore, one might expect that the 
rate gyro's scale factor would not be observable most of 
the time, and, consequently, that the Kalman filter would 
generally do a poor job of estimating this quantity. 

It is worth noting that, while this result may be 
interesting, it will be shown later that bias error (for the 
rate gyro we simulated) contributes much more to 
positioning errors than does scale factor error. The fact 
that the rate gyro's scale factor exhibits poor observability 
characteristics may be more important if a navigation 
system uses a rate gyro with a widely-varying scale 
factor. 

2.6.2 The role of heading estimates 
In this section we wish to discuss the impact that errors 
in heading and heading rate estimates have on the error 
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in a position estimate. Tiiese results will be relevant 
when we examine the roles that a compass and a rate 
gyro play in limiting position errors for a navigation 
system in which absolute position measurements are 
absent. 

It can be shown that a heading bias (A0) causes position 
errors to grow linearly with time, while a heading rate 
bias (Aco) causes position errors to grow with the square 
of time. The amount of time it takes for positioning 
errors that result from a heading rate bias error to exceed 
those that result from a heading bias error is given by 

2Ae 

Aco 
(45) 

Our results have shown heading bias errors to typically 
be on the order of 2 to 5 degrees and heading rate biases 
to be on the order of 0.1 degrees per second. Equation 
(45) then implies that a heading bias of 3 degrees and a 
heading rate bias of 0.1 degrees per second will produce 
the same positioning error in 60 seconds; beyond 60 
seconds, the error caused by the heading rate bias will 
exceed that caused by the heading bias. The relevance of 
this result will become more apparent in the discussion of 
our simulation results. Suffice it to say here that this 
result underscores the importance of the accurate 
calibration of a navigation system's heading rate 
sensor(s) and the importance of a stable rate gyro bias. 

SECTION 3 - ANALYSIS METHOD 
In order to understand the analysis method used in this 
research, it is first necessary to recognize that the 
contribution that a sensor makes to the performance of a 
system as a whole must be evaluated in the context of 
that system. In other words, the impact that a particular 
sensor has on a system's performance will vary according 
to which other sensors are used in the system; the 
contribution of a particular sensor is not independent of 
the other sensors in the system. This is true is because a 
Kalman filter makes use of all available information to 
estimate its states, implying that the errors in certain 
sensor readings may be estimated more or less accurately 
depending on what other sensor information is available 
to the filter. Armed with this insight, it becomes clear 
that the value of a particular sensor cannot be quantified 
by examining the performance of only a single system. 
Furthermore, it is not possible to accurately quantify the 
relative merits of two different sensors unless both 
sensors are examined with the same complement of other 
sensors. 

Another realization that had an impact on our analysis 
methodology is that, when GPS is in use, errors in the 
GPS position fix dominate the errors in the position 

estimate. When DGPS is used in a navigation system, 
the position fix is so accurate that information from the 
dead-reckoning sensors do not figure prominently into 
the position estimate. When stand-alone GPS (with 
Selective Availability errors) is used in a system, the 
dead-reckoning sensors are not sufficiently accurate to 
reduce Selective Availability errors significantly. 
Evidence for this is given by Figure 3. 

Normalized Improvement in Positioning Accuracy vs. Sensor Qualrty 

= 10° ID' 10' 
^ Factor of Improvement in Sensor Quality Relative to Nominal 

Figure 3. - This figure shows positioning error versus 
dead-reckoning sensor quality for four systems. The 
positioning error has been normalized by the mean error 
in the GPS position fixes. 

Figure 3 shows a plot of average normalized positioning 
error versus dead-reckoning sensor quality for 4 
navigation systems. Although the same dead-reckoning 
sensors were used in all four systems that were simulated, 
the quality of those sensors was different. The leftmost 
point represents a system that used dead-reckoning 
sensors with errors of "typical" magnitude. Moving from 
left to right, each successive system used sensors whose 
RMS errors are lower by approximately a factor of 10. 

To generate the data shown in Figure 3, a vehicle driving 
on a road network for 40 minutes was simulated and 
corresponding sensor data were generated. The sensor 
data were generated using stochastic error models similar 
to those described in Section 2. The sensor data were 
then filtered using the Kalman filter whose equations are 
given in Section 2. This process of generating and 
filtering sensor data was done 50 times, and the ensemble 
average of the error in the position estimate was 
computed over all 50 simulations. The time average of 
this ensemble average was then computed. The points 
plotted in Figure 3 are the ratio of this time average to 
the average error in the GPS position fixes. 

Figure 3 suggests that the quality of dead-reckoning 
sensors must be substantially greater than "typical" to 
reduce SA-induced positioning errors significantly. Even 
with    very    accurate    dead-reckoning    sensors,    the 
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positioning errors due to SA are only halved. This result 
suggests that if GPS position fixes are used by the 
Kalman filter to aid in the position estimation, then it 
will be very difficult to detect significant changes in 
positioning accuracy that result from changes in the 
dead-reckoning sensors. Therefore it will be very 
difficult to detect the individual contributions that sensor 
make to the performance of the a given navigation 
system. 

Because GPS position fixes veil the contribution that 
individual dead-reckoning sensors make to the accuracy 
of the Kalman filter's position estimate, the authors chose 
to evaluate the impact of individual dead-reckoning 
sensors by examining the trends in positioning error that 
appeared when GPS was not available. A similar 
procedure was followed in [28], in which the authors 
examined the effects of inertial sensor quality on system 
performance during a GPS outage. Unlike the work here, 
however, the inertial sensors examined in [28] were 
limited to accelerometers and rate gyroscopes, and the 
navigation system at hand was designed for tactical 
missile applications. This procedure is further justified 
by the fact that land-vehicle navigation systems which 
use GPS suffer from GPS outages whenever the number 
or quality of received satellite signals falls below a 
certain point. During a GPS outage, a land-vehicle 
navigation system must rely solely on its dead-reckoning 
sensors (and possibly map-matching) for navigation 
information, and an understanding of the contributions 
that individual sensors make to the system's performance 
under these circumstances is particularly useful. 

To evaluate several navigation systems, the authors 
followed the procedure schematically shown in Figure 4 
and described in the following paragraph. 

First, a "driving simulator" was used to simulate a 
vehicle moving along an arbitrary path on a road network 
represented by a digital map. The driving simulator 
generated a set of "truth data" that contained the "true" 
location, heading, and heading rate of the vehicle. This 
"truth data" was then used as input to a second simulator. 
The second simulator could be thought of as a "sensor 
simulator," because it generated data that could 
reasonably be obtained from a specified set of sensors 
inside the vehicle. The sensor simulator generated 
sensor data that contained errors that were computed 
using stochastic error models, some of which are similar 
to those discussed in Section 2. The sensor data that was 
generated was subsequentiy used as measurement data 
for the Kalman filter. For each navigation system of 
interest, 50 Monte Carlo simulations were run; each 
simulation involved generating a new set of sensor data 
and filtering the new data with the Kalman filter.   For 

each system of interest, the error in the Kalman filter's 
estimated position was then computed for all 50 
simulations, and the ensemble average of this error was 
considered to be a measure of the "average" performance 
of that system. 

Driving 
Simulator 

Truth data 

Sensor Data Generator 

New sensor 
data 

Kalman Filter 

50 Simulations Done? 
No 

r 
Yes 

Compute ensemble average 
of positioning error. 

Figure 4. - A diagram schematically showing the 
procedure followed to evaluate various navigation 
systems. 

To obtain information about the contribution that each 
dead-reckoning sensor made to a particular system's 
performance, the trends in positioning error that 
appeared when GPS was not available were examined. 
The driving simulator was therefore used to simulate the 
vehicle moving on the road network for a total of 3000 
seconds*. For the first 2400 seconds, GPS location 
measurements were used by the Kalman filter to aid in 
the position estimation and to calibrate the dead- 
reckoning sensors. For the last 600 seconds, the GPS 
location measurements were ignored by the Kalman 
filter. The subsequent performance of the filter was then 
examined. 

As mentioned in the Introduction, it is important to note 
that no map-matching algorithm was used to aid in the 
positioning of the vehicle. The authors are aware that if 
map-matching  were  used,  some  key results  of this 

The authors felt that 3000 seconds was long enough to 
allow the Kalman filter's initial transients to die out. 
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research might change. The authors intend to examine 
the effects of map-matching in future work. 

SECTION 4 - RESULTS 
Simulation results for 4 navigation systems will be 
presented. The sensors used in each of the systems that 
were examined are listed in Table 2. Note that, for 
System 3, 4 different variations of the rate gyro error 
parameters were examined; unaided GPS and the 
odometer were used in all 4 variations. 

Table 2 - Systems Evaluated  

System 

3a 
3b 
3c 
3d 

Sensors 
Rate gyro, unaided GPS, fluxgate, odometer 
Rate gyro, DGPS, fluxgate, odometer 
Typical rate gyro, unaided GPS, odometer 
Low noise and stable scale factor rate gyro 
Low noise and stable bias rate gyro 
Stable scale factor and stable bias rate gyro 
Rate gyro, DGPS, odometer  

Some values for the key parameters in the Kalman filter 
are given in Table 3. Definitions of the symbols in Table 
3 are given in Section 2. The symbol a^C x ) signifies the 
variance of the random quantity x. Also, the values 
shown for the rate gyro parameters are "typical" values. 

Table 3 - Values For Several Key Parameters 
Parameter   I Value 

hjL. 
ISiL. 
ty^i "ST^ ) 
aH usv) 
t^( vpn) 
g'^C vp>) 

1.4 X 10-4 sec-1 
1.0 X 10-4 sec-1 

,25 X 10-'^ (volts/rad/sec)^ 
 _ T .    !    :     r^ 

2.22 X 10-'^ (volts/sec)^ 
1.11 X 10-5 volts2 
3.046 X 10-2 i.ad2 

We first compare System 1 with System 3a. Because 
System 1 contains a fluxgate compass and System 3a 
does not, one can probably attribute differences between 
the performance of the systems to the fluxgate compass. 
Figure 5 shows the ensemble average of the error in the 
Kalman filter's position estimate during the GPS outage 
for Systems 1 and 3a. 

Note that the sudden increase in the curve's slope occurs 
at a point at which the vehicle turned. During the turn, 
the error in the heading estimate increased. After the 
turn, the positioning error grew more rapidly because of 
this increase in heading error. 

As Figure 5 shows, the differences between the average 
performances of Systems 1 and 3a are significant. By the 
end of the 600-second GPS outage, the error in the 
estimated position for System 3a was more than 10 times 

greater than that for System 1. This evidence leads us to 
conclude that, in the presence of long GPS outages, the 
fluxgate compass plays an important role in reducing the 
growth rate of the error in the filter's estimate of position. 

Ensemble Avg. Positioning Error Of Systems 1 (solid) and 3a (dashed) 

200 300 400 600 
Time Into GPS Outage (sec) 

Figure 5. - This figure shows the ensemble average of the 
position error of Systems 1 and 3a during the GPS 
outage. The positioning error for System 1 is shown with 
the solid line, and that for System 3a is shown with the 
dashed line. 

Analytical evidence for this conclusion is given in 
Section 2.6. In Section 2.6.2, it was shown that errors in 
position grow roughly Unearly with time in the presence 
of a heading bias, but grow with the square of time in the 
presence of a heading rate bias. This conclusion leads us 
to speculate that a navigation system without an absolute 
measurement of heading will exhibit rapid position error 
growth. Because System 1 has both a heading and 
heading rate sensor, the growth rate of its positioning 
error is much lower than that of System 3a, which has 
only a heading rate sensor. 

We next compare System 1 with System 2. Figure 6 
shows the ensemble average of the error in the Kalman 
filter's position estimate for Systems 1 and 2 after the 
GPS outage occurred. 

Notice that, when the GPS outage occurred (at t = 0 in 
Figure 6), the error in the position estimate was about 20 
meters for System 1 and less than 1 meter for System 2. 
This difference is explained by the fact that the GPS 
position fixes for System 1 were corrupted by Selective 
AvailabiUty errors while those for System 2 were not. As 
Figure 6 shows, the error growth rate during the GPS 
outage is nearly the same for both System 1 and System 
2. This may seem surprising-one might expect System 2 
to have a lower error growth rate because the Kalman 
filter had DGPS position fixes at its disposal, while 
System 1 had only stand-alone GPS position fixes. One 
might guess that, with DGPS position fixes, the filter 
could calibrate the errors in all of the dead-reckoning 
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sensors more accurately than it could using stand-alone 
GPS position fixes. 

positioning error must be attributed to error in the 
heading estimate. 

Enssmble Avg. Postfionmg Efror Of Systems 1 (solid) and 2 (dashed) Avg. of Error in Odometer Estimate - Unaided GPS (dashed) and DGPS (solid) 

100 200 300 403 600 BOO 700 

Time Into GPS Outage (sec) 

Figure 6. - This figure shows the ensemble average of the 
position error of Systems 1 and 2 during the GPS outage. 
The positioning error for System 1 is shown with the 
solid line, and that for System 2 is shown with the dashed 
line. 

1000 1500 
Time (sec) 

Figure 7. - This figure shows the ensemble average of the 
percent error in the odometer scale factor estimate for 
Systems 1 and 2. The data for System 1 is shown with 
the dashed line, and that for System 2 is shown with the 
solid line. 

Our results show, however, that this conclusion is only 
partially true. While it is true that the Kalman filter does 
calibrate the errors in certain sensors more accurately 
when DGPS measurements are used, it appears that the 
Kalman filter, when using DGPS measurements, is not 
able to better calibrate the errors in those sensors that 
dominate the error growth rate after a GPS outage 
occurs. The following evidence explains why this is so. 

After the GPS outage begins, only the fluxgate compass, 
the odometer, and the rate gyro remain. As Figure 7 
shows, before the GPS outage occurred, the estimate of 
the odometer scale factor was accurate to approximately 
1.1% for System 1 and 0.5% for System 2. The total 
distance traveled during the GPS outage was 3727 
meters; therefore, the error in the estimated position due 
to error in the odometer scale factor estimate would be 
less than 40 meters for both systems. 

From Figure 7, it appears that, on the average, the 
Kalman filter was better able to estimate the odometer 
error when DGPS measurements were available. Notice 
also that the Kalman filter was able to converge on an 
accurate estimate of the odometer scale factor faster 
when DGPS measurements were available. 

For both Systems 1 and 2, the positioning error that is 
not attributable to the error in the odometer scale factor 
estimate must be due to error in the heading estimate. 
Therefore, because only a. fraction of the total positioning 
error is attributable to the error in the estimate of the 
odometer scale factor, it seems that the majority of 

Hence, in order for a DGPS-based system to have a 
significantly smaller error growth rate during a GPS 
outage, it must successfully calibrate the system's 
heading sensors more accurately than a system that uses 
unaided GPS. Furthermore, the random variations in the 
heading sensors' errors must be sufficiently small that the 
accurate calibration makes a difference during the whole 
GPS outage. However, because the positioning error 
grows at nearly the same rate for both Systems 1 and 2, 
we conclude that, after the GPS outage begins, the 
random errors in the heading sensors' outputs are 
overriding any improvements in calibration accuracy 
afforded by DGPS. 

Ensemble Avg, Posftioning Error Of Systems 33 (solid) and 4 (dashed) 

S2000 

200 300 400 500 
Time Into GPS Outage (sec) 

Figure 8. - This figure shows the ensemble average of the 
position error of Systems 3a and 4 during the GPS 
outage. The positioning error for System 3a is shown 
with the solid line, and that for System 4 is shown with 
the dashed line. • 
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Similar results are shown in Figure 8. Figure 8 shows 
the average positioning error for Systems 3a and 4. 
Systems 3a and 4 are identical except that System 3a uses 
unaided GPS, while System 4 uses DGPS. As Figure 8 
shows, the positioning error grows at nearly the same 
rate for both systems. This result seems to support the 
hypothesis that random errors in the rate gyro parameters 
are large enough that any improvement in calibration 
accuracy resulting from the use of DGPS becomes 
irrelevant during a GPS outage. 

Our resuhs further show that using DGPS fixes will not 
substantially improve the Kalman filter's ability estimate 
the rate gyro's scale factor. Evidence for this provided in 
Figure 9, which shows the ensemble average of the error 
in the estimate of the rate gyro scale factor for both 
Systems 1 and 2. 

Abs. Value of Error in Rats Gyro Scale Factor- GPS (dashed) and DGPS (solid) 

1000 1500 
Time (sec) 

Figure 9 - This plot shows the ensemble average of the 
error in the estimate of the rate gyro scale factor for both 
Systems 1 and 2. The data for System 1 is shown with 
the dashed line, and that for System 2 is shown with the 
solid line. 

As Figure 9 shows, when the Kalman filter used DGPS 
measurements, it did not estimate the rate gyro's scale 
factor much more accurately than when it used stand- 
alone GPS measurements. The following simple 
calculations show that the error in the estimate of the rate 
gyro scale factor was almost the same for both systems. 
The nominal rate gyro scale factor used for these 
simulations is 1.273 volts/rad/s. By examining Figure 9, 
then, we can roughly estimate that the error in the scale 
factor estimate for Systems 1 and 2 to be 

Error for System 1 =   '__, =1.5% 

In addition to these simulation results, analytical 
evidence was given in Section 2.6.1. In Section 2.6.1, an 
examination of the Kalman filter's measurement equation 
for the rate gyro suggested that the rate gyro's scale factor 
is observable only when the vehicle is turning. 
Consequenfly, the accurate positioning measurements 
obtained with DGPS figure into the estimation of the rate 
gyro's scale factor only when the vehicle is turning. 
However, because a vehicle that travels on a road 
network probably spends most of the time traveling in 
straight lines, one may speculate that, when it comes to 
estimating the rate gyro's scale factor, using DGPS would 
not be substantially more beneficial than using stand- 
alone GPS. However, while the fact that the rate gyro's 
scale factor is difficult to estimate is an interesting result, 
it will be shown next that scale factor errors do not 
contribute as significantiy to positioning errors as do bias 
errors. 

Because such large positioning errors accrue in the 
absence of a compass measurement, the authors decided 
to investigate System 3 in more detail. We sought to 
determine which of the rate gyro's error parameters- 
scale factor error, bias error, or white noise error-were 
responsible for the rapid growth of positioning error. In 
order to identify the contribution that each of these three 
error parameters make to the errors in the heading (and 
therefore position) estimate, 3 variations of the error 
parameters for the rate gyro were investigated. 

As Table 2 suggests, each of the 3 parameters that govern 
the rate gyro error-the scale factor, bias, and white 
noise-were examined in turn. First, the scale factor 
error and noise were both lowered (a factor of 100 below 
typical) while a "typical" bias model was maintained. 
Then, the bias variations and noise error were lowered (a 
factor of 100 below typical) while a typical scale factor 
model was used. Finally, the bias and the scale factor 
variations were lowered (a factor of 100 below typical) 
and a typical level of additive white noise was used. 

Simulation results are shown in Figure 10. Figure 10 
shows 4 curves, each representing the average 
performance of System 3a (curve 1), 3b (curve 2), 3c and 
3d (curves 3 and 4). As Figure 10 shows, the error in the 
estimate of the rate gyro bias conti-ibutes most 
substantially to the overall positioning error. This result 
is consistent with the analytical finding in Section 2.6.2, 
which showed that a heading rate bias can cause large 
positioning errors. 

Error for System 2 = 

1.273 
0.016 

1.273 

(53) 

= 1.3% (54) 
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Ensemble Avg. Positioning Error v. Time - 4 Variations of Rate Gyro 

200 300 400 600 
Time Into GPS Outage (sec) 

Figure 10. - The average performance of System 3a 
(curve 1), 3b (curve 2), 3c and 3d (curves 3 and 4). 

SECTION 5 - CONCLUSIONS 
An examination of the performance of several land- 
vehicle navigation systems has been presented. Error 
models for several sensors have been given and used in a 
Kalman filter design. The Kalman filter has been used to 
study the performance of navigation systems that use a 
variety of sensors. In addition, some analytical work has 
been done to support simulation results. 

For a system that uses map-matching and for which there 
is sufficient _yehicle motion for the map-matching 
algorithm to converge, the system's positioning accuracy 
is that of the map database. Navigation sensor accuracy 
affects only the probability and speed of the map- 
matching algorithm's convergence. For a system that 
uses unaided GPS, but does not use map-matching, the 
positioning accuracy of the system is approximately that 
of the GPS position fixes. Dead-reckoning sensors that 
are practicable for commercial automotive use do not 
improve that accuracy significantly. Even significantly 
increasing the accuracy (and therefore cost) of dead- 
reckoning sensors will not cause a navigation system's 
positioning accuracy to be substantially better than that of 
unaided GPS. 

Analytical and simulation results show that the accurate 
calibration of a navigation system's heading rate 
sensor(s) to be of prime importance. It has been found 
that a rate gyro's scale factor exhibits poor observability 
characteristics, and that use of differential GPS fixes (as 
opposed to unaided GPS fixes) do not substantially 
improve the estimate of this quantity. This result is not 
necessarily of great consequence, however, because, for 
the rate gyro simulated in this research, scale factor 
errors were not found to contribute substantially to 
positioning errors. This result would be more important 
for a rate gyro that suffers from large, randomly-driven 
scale factor errors. 

It has also been shown that the rate gyro's bias error 
contributes much more to positioning errors than either 
white noise error or scale factor errors. Furthermore, in 
the absence of absolute position measurements, the 
presence of a compass in the navigation system plays a 
significant role in reducing positioning errors. 

Furthermore, it has been shown that the growth rate of 
positioning error during a GPS outage is nearly the same 
for systems that use either unaided GPS or DGPS. 
Results have shown that errors in the heading estimate 
(and not errors in the odometer scale factor estimate) 
dominate the growth rate of positioning errors during a 
GPS outage. Results have further shown that, during a 
GPS outage, the random errors in a system's heading 
sensors dominate any improvements in calibration 
afforded by DGPS fixes before the outage occurred. 

Finally, results show that the Kalman filter can calibrate 
the odometer scale factor more rapidly and accurately 
with DGPS measurements than it can with unaided GPS 
measurements. 
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ABSTRACT 

This paper presents a low cost and high accuracy 
integrated Global Positioning System (GPS)/dead 
reckoning system (DRS). The integrated GPS/DRS 
system is capable of proving highly accurate position data 
in real-time or in post processing. Based on the analysis 
of the main error sources affecting the DRS 
measurements, an eight-state mathematical model has 
been developed to represent these errors. This eight-state 
model has been used to build a nonlinear smoother for 
the estimation of the state vector at every epoch when 
DRS measurements are available. The accuracy of the 
system    has    been    evaluated    using    lOHz    DRS 

measurements and 3sec continuous GPS positions 
estimated using On-The-Fly ambiguity resolution 
techniques. The system performance during periods 
with GPS outages has been further investigated by 
deleting GPS positions for various time intervals. 
Investigation results have shown that the navigation 
system is capable of providing cm-level accuracy using 
low cost gyros and wheel counter sensors. 

1.  INTRODUCTION 

The Center for Mapping at The Ohio State University, 
has built a prototype vehicle, named the GPSVan^*^ for 
mobile digital data acquisition [1]. The GPSVan™* has 
enormous potential for a variety of applications [2, 3]. 
The obvious examples include roadway feature inventory 
and status, e.g., positioning and describing signs, 
bridges, guardrails, media strip dimensions and many 
more. The powerful feature of the GPSVan is that 
everything within the view of the stereo cameras can be 
positioned to an accuracy of five to ten centimeters using 
advanced differential GPS and optimal estimation 
techniques. 

The positioning module of the GPSVan™ consists of a 
base GPS receiver, a rover GPS receiver and a dead 
reckoning system (DRS) that contains a Three Axis 
Reference System (TARS) and wheel sensors (Figure 1). 
The TARS consists of a vertical gyro and a directional 
gyro in a self-contained gyro package, providing heading 
and attitude data. The wheel sensors 60 indentations in 
the brake drum that are sensed by digital magnetic 
proximity sensors as the wheel rotates yield the distance 
traveled. The purpose of the DRS is to account for the 
van's travel between GPS updates or if the satellite signal 
is lost. Loss-of-lock occurs when obstacles such as trees, 
tunnels, buildings, and others are encountered combining 
the GPS observations with data from the DRS solves this 
problem. 
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Figure 1. The Integrated GPS/DRS System Structure 

The DRS calculates the vehicle's position based on the 
measurements from the gyros and wheel counters. These 
measurements, however, are unavoidably erroneous. In 
order to get accurate vehicle positions, effective 
approaches must be adopted to minimize the effect of 
these errors. A sequential least squares estimation 
procedure, in which the error terms are modeled as 
polynomial functions of time, has been applied to 
estimate the orientation unknowns and drifts using GPS 
derived absolute position data. Our experience has shown 
that position accuracy of better than 1 meter is achievable 
using this approach. There exists, however, a 
fundamental problem that prevents us from the further 
improvements in position determination accuracy. The 
problem is that the positional accuracy depends mainly 
on the estimation accuracy of the polynomial model 
parameters, which is unfortunately sensitive to the data 
processing time. 

Application of optimal estimation theory to the 
integration of GPS and inertial systems has drawn much 
attention in recent years. The most widely accepted 
estimation theory in use today is the Kalman 
filtering/smoothing technique. In a Kalman 
filtering/smoothing system, the errors are modeled by 
stochastic   state   equations,   and   optimal   estimation 

algorithms are applied to estimate these error states. The 
main difference between a filter and a smoother is that 
the former uses only the past system measurements y{k) 
{0<k<t) to estimate the state vector \(t) at the time t in 
real-time, while the latter uses both past and future 
measurements y(A:) (0<*:<r) to estimate the state 
vector. Since the smoothed state vector estimate is 
obtained based on all the measurements available, its 
accuracy is normally higher than that of a filtered 
estimate. 

This paper presents the design approach of the integrated 
GPS/DRS system, in which the extended Kalman filter 
and the nonlinear smoother are applied that have evident 
advantages over the previously used least squares 
estimator. The estimation algorithms of the extended 
Kalman filter and the nonlinear smoother are described 
in Section 2. The differential GPS system is presented in 
Section 3. The dead reckoning formulation of the DRS is 
given in Sections 4 , while an eight-state mathematical 
model developed for the estimators is provided in Section 
5. More system design considerations are discussed in 
Section 6. The effectiveness of the estimators is evaluated 
in Section 7, using the data collected by the GPSVan™. 
Finally, a conclusion is provided in Section 8 that 
summarizes the main results of the paper. 
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2.  ESTIMATION ALGORITHM 

Consider a discrete-time dynamic system described by the 
following nonlinear stochastic difference equations 

Jacobian matrices  F(x(k\k),k)  and  H(x(k + l\k))  are 
given by 

x(k + \) = f{x(k),k) + w{k) 
yik) = h(xik)) + v(k) 

(1) 
(2) 

where both the vector f and h are nonlinear functions of 
the state vector x(/t); w(fe) and \(k) are white random 
sequences of zero mean Gaussian random variables with 
associated covariance matrices Qik) and R(k) 
respectively; and y(fc) (0<A;<r) is the system 
measurement vector. 

2.1  EXTENDED KALMAN FILTERING ALGORITHM 

Given the dynamic and measurement equations in 
Equation (1), the extended Kalman fdtering algorithm (a 
simple nonlinear filtering algorithm) may be applied to 
calculate the estimate of x(fe) as a function of time and 
the measurement data. The algorithm mcludes the 
following time-update and measurement-update 
equations [4] : 

Time-update equation: 

x(k + l\k) = f(x(k\k),k) 

P(k + l\k) = F(.xm),k)P(k\k)F^(x(k\k),k) + Q(k) 

Measurement Equation: 

x(k + \\k + l) = x(k + l\k) + K(k + l) 

x[y(k + l)-h(x(k + l\k))] 

K(k +1) = P(k + II k)H(x(k + II *:)) 
x[H(x{k + l\k))P(k + l\k) 

xH^(x(k + l\k)) + Rm~^ 

P(k + l\k + l) = [I-K(k + l)H(,x(k + l\k))] 
xP(k + l\k) 

(3) 

(4) 

(5) 

(6) 

(7) 

where x(k\k) and P(k\k) denote, respectively, the 
estimated state vector and its covariance matrix at time 
t=k, based on measurements up to and including y(k). 
x(k + l\k) and Pik + l\k) represent, respectively, the 
estimated state vector and its covariance matrix predicted 
to time t=k+l, based on   x{k\k)   and   P{k\k). The 

F{x{k\k),k)-- 
df(x(k),k) 

H(xik + l\k)) = 

dx(k) 

dKx(k)) 

Mk) 

x(,k) = x(k\k) 

x{k)=xik + l\k) 

(8) 

(9) 

Equations 2-5 provide the extended Kalman filter 
algorithm, which utilizes all of the past data to estimate 
the system state vector. For a post data processing case, it 
is desirable to use not only the past measurements but 
also the future measurement data to estimate the system 
state vector in order to achieve better estimation 
accuracy. In this case, a smoothing technique, which uses 
all measurements between time t=0 to t=T to estimate the 
states of a system at a certain time t=k (P<k<T), may 
be appUed. 

2.2  SMOOTHING ALGORITHM 

The smoothed estimate of x(fe) based on all the 
measurements between 0 and T is denoted by xik\ T). 
The smoothing algorithm applied in this paper is a 
combination of two extended Kalman filters ( One of the 
filters, called a "forward filter," operates on all the 
measurements up to and including time k and produces 
the estimate Xf(k\ k); the other filter, called a "backward 

filter," operates on all the data after time k and produces 
the estimates x^(k\k + l). Together these two filters 
utilize all the available information to get the state vector 
estimate x(ifcir) [4,5]: 

je(jfcir) = p(k\T)[p;-\k\k)Xfm)+p;\k\k+Dx^m+1)] 

(10) 

P(k\ T) = [PJ^ {k\ k) + Pft-' (ifcl k +1)]-' (11) 

where P^(ifclit) and P^{k\k + \) are, respectively, the 

covariance matrices of the state vector estimates Xf(k\k) 

and Xi,(k\k + \). Although in equation (10), x{m) is a 
linear combination of estimates Xf{k\k) and 

jCj(ifclfc + l), the smoothing algorithm is nonlinear, 

simply because the estimates Xf(Jc\k) and Xf,{k\k + \), 

and, thereby x{k\T), are nonlinear functions of the 
filtering measurements. 
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3. DEAD RECKONING SYSTEM 

This section contains a description of how the DRS 
determines the position of the GPSVan™. Assume the 
position of the GPSVan™ at time t=k is 
[rE(k),rf,ik),ru(k)], where the subscripts (£, N, U) 
represent the East-North-Up navigation frame (n-frame). 
Then the position of the GPSVan^*^ at time t=k+l is 
reckoned by using the following equation: 

rsik + l) rE(k) sma(k)cos p(k) 

r^(k + l) = r^ik) + f(k)Aw(k) cosa(k)cos p(k) 

ru(k + l) rvik) sin p(k) 

(12) 

where Aw is the wheel count difference between 
measured wheel counts at t=k and t=k+l, J{k) is the 
wheel count scale factor, a the direction (azimuth) angle, 
and p the pitch angle. 

When equation 8 is converted into the earth-fixed 
Cartesian coordinate frame (e-frame), the vehicle's 
position (jc, y, z) is determined recursively by 

'x(k + l) 'x(k) 

y(k+l) = y(k) 

_z(k + l) z(k)\ 

+ f(k)Aw(k)a„(k) 
sina(/:)cos/?(^) 

cosa(k)cos p(k) 

sinp(k) 

(13) 

where C^   is the Direction Cosine Matrix (DCM) from 
the n-frame to the e-frame 

C! = 

-sin A,   -sin(|)cosX,   cosijicosX, 

cosX,     -sin(|)sinA,    cos<|>sinX 

0 cos(|i sin<|i 

(14) 

where (j) and X denote, respectively, the geographic 
latitude and longitude of the reference point. 

4.  ERROR ANALYSIS AND MODELING 

The DRS calculates the vehicle's position based on the 
measurements from the gyros and wheel counters, which 
are affected by systematic errors. To estimate these errors 
through nonlinear smoothing techniques, appropriate 
mathematical models must be established. After 
investigating a variety of error models, a simplified eight 
state model was adopted for calibrating the DRS 
measurement. This error model is capable of providing 
accuracy at the .40m (1 a) level, as shown in Section 7, 

when GPS positions are not available for about 60 
seconds. 

4.1   WHEEL COUNTER MODEL 

The main factor that degrades the accuracy of the wheel 
counters is the inaccuracy of its scale factor, which is 
influenced by many sources, such as road surface 
conditions. In order to describe uncertainty in the scale 
factor, the following model was developed: 

f(k)=f+mk) 

/Sf(k + l) = Xfmk) + Wf(k) 

(15) 

(16) 

where/* is the nominal wheel counter scale factor, and Af 
the random scale factor uncertainty, which was modeled 
by a  first-order Markov process. T^   is  a  constant 

representing the correlation between AJ{k) and AJ{k+l), 
and Wf the Gaussian white noise. 

4.2  DIRECTION GYRO MODEL 

The azimuth measurement a„ from the direction gyro 
includes not only the information of the true azimuth 
angle oc, but also the initial orientation bias tXo, the effects 
of the rotation of the earth, and the gyro drift, e.g.. 

a„()t) = a(/k) + ao + filsin<t)(/:)Ar + Aai(<:) (17) 

where Q is the constant earth rotation rate and AT the 
data sampling time interval of the gyro. Aai represents 
the gyro measurement error and the uncertainty of the 
direction gyro's initial orientation. The investigation 
showed that a good model for the Atti is: 

Aa,()t-(-l) = Aai(ik) + Aa2(^)Ar + w„i(fc) (18) 

Aa2(/fc + l) = x„Aa2(ik) + >v„2(fc) (19) 

where Aa2 is a first order Markov process with the time 
constant X„. w„j and w^j ^^ *^ Gaussian white 

noise. 

4.3  VERTICAL GYRO MODEL 

The measurement p„ from the vertical gyro also includes 
the true pitch angle p, the initial orientation bias po, the 
influence of the earth rotation, and random errors: 
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p„(k) = p(k) + pQ-Qcos^(k)cosa(k)AT + /l^i(k)  (20) with 

where Api, which represents the gyro measurement error 
and the uncertainty of the gyro's initial orientation, was 
modeled as 

Api {k + l) = Ap, (k) + Ap2 (k)AT + Wp, (k) 

Ap2 (* + 1) = t O ^2 W + **'p2 (*) 

(21) 

(22) 

where T . is the time constant for the first order Markov 

process Ap2. w j and w j are the Gaussian white 

noise. 

4.4 STATE EQUATION 

Based on equations 8-15, an eight-state mathematical 
model was developed for the smoother. The state vector 
x(fe) is expressed as: 

jc(^) = [x(k), y(k), z(k), A/^(fc), Aa 1 (k), 

Aa2(k),Api(k),Ap2(k)f 
(23) 

The nonlinear function f and noise vector w in the state 
equation 1 are described by the following functions: 

f(x(k),k) = 

Mx(k),k) = 

'fMk),ky 

hixikXk) 

Aai(k) + Aa2(k)AT 

XaAa2(k) 

/^i{k) + Ap2(k)AT 

XpAp^ik) 

(24) 

(25) 

a(it)= a„(Jt)-ao - Q sin(t>(ifc)Ar- Aai(it) 

P(*) = Pm(*) - Po + Qcos^(<;)cosa(*)A7' - Api(it) 

w(k) = [0,0,0,Wf(k),w^,ik),w„2(k),yVpi(k),Wp2(k)f 

(26) 

(27) 

r 
(28) 

The Jacobian matrix F(k), derived by using equation 4, 
has the following form: 

F{k) = 
^5x3 ^5x5 

(22) 

A = 

Cj sind(fclfc)cosp(/:lfe)    Cj cosd(k\k)cosp(k\k) 

q cosd{k\k)cosp{k\k)   -C2 sina(}dk)cosp(k\k) 

CiSirip(k\k) 

0   -C2sind(fclfc)sinp(^l*) 0 

0   -C2Cosa(k\k)s\ap(k\k) 0 

0 Cj cos p(,k\k) 0 

0 

Ci=AW(k)C'„(k), C2=C, mk) 

\f   0    0 0    0" 

0     1   AT 0    0 

Bik) = 0     0   T„ 0    0 

0    0    0 1   AT 

0    0    0 0    T„ 

(29) 

(30) 

(31) 

4.5 MEASUREMENT EQUATION 

When        the        GPS        position        measurement 

yik) = Vy^ (Jc), yy {k), y^ (fc)]  is obtained, they are used by 

the smoother to update system state vector estimate. 
Since the GPS position data, estimated by using On-The- 
Fly ambiguity resolution techniques [6], is very accurate, 
the GPS measurement errors can be simply modeled as 
white noise in our system. Therefore, the measurement 
equation is written as: 

y{k) = H(k)x{k) + v(k) 

with 

i/(fc) = [73,303,5] 

(32) 

(33) 

and v(^) being the GPS measurement white noise with 
covariance R{k). 

5.  OTHER SYSTEM DESIGN CONSIDERATIONS 

5.1  GPS MEASUREMENT TEST 

In order to maintain a high level of system performance, 
it is necessary to detect and isolate bad GPS 
measurements promptly. Over the past decades, a number 
of approaches have been developed to detect and isolate 
of bad measurements. As a statistical hypothesis testing 
method for examining if a random Gaussian vector has 
the assumed mean and covariance, the chi-square test is 
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widely applied. Assume that r(k) is a p-dimensional 
measurement residual from the Kalman filter. Under 
normal working status, r is a zero-mean random 
Gaussian      white      vector     with      a      covariance 

V(k)=[H(k)P(k\k-l)H^ik) + R(k)]. Then the variable 

C,(k) = r(k)V~\k)r^(k) is a chi-square random variable 

with p degrees of freedom, and the following rule is 
considered for the detection of bad GPS measurements: 

if ^ (*) > \i,   then the measurement is bad 

if ^ (A:) < n,   then the measurement is good 

where ^ is a chosen decision threshold. With the aid of a 
chi-square distribution table, the probability of false 
alarm can be calculated as a function of the decision 
threshold [i. The chi-square test has been applied in 
monitoring the Kalman filter residual to detect failures in 
dynamic systems and to monitor the health of GPS 
satellites [7, 8]. 

5.2   WHEEL SENSOR MEASUREMENT TEST 

Occasionally, it might happen that one of the wheel 
sensors does not work properly. In this case, it is required 
to give the user a warning signal, so that he can check 
the wheel sensor and fix the problem. Based on the 
physical relationship between the wheel sensor 
measurements, a test rule is implemented in the program 
to detect the health of the wheel sensors. As shown in 
Figure 2, the relationship between the measurements of 
the two wheel sensors can be written as: 

f[Awi^fl(k + l)-Aw,,^f,„(k + l)] = [a(k + l)-a(k)]d 

(34) 

where   Aw^j^    and   Aw^.^^    are,   respectively,   the 

measurements from the left and right wheel sensors; d is 
the distance between the two wheels. 

Let 

N 

Van Direction 

Van Direction 

Wheel Position at t=l< 

Figure 2. The Relationship Between Wheel Sensor Measurements 
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C , (k) =1 /[ Awfc^ (fc +1) - Aw„.^,„ (^ +1)] 
(35) 

The   following   rule   is implemented   to   check   the 
consistency between the measurements of the wheel 
sensors and provide us the information about their 
working status 

If   Cw     >\i-w' 
then there is a failure in one of the wheel sensors; 

If Cw    ^V-w 
then there is no failure in the wheel sensors. 

where )X^>0 is a chosen constant. Once a failure is 
detected, a warning signal is given to the user, who will 
then check the wheel sensors and to locate the problem. 

5.3   U-D FACTORIZATION ALGORITHM 

The standard Kalman filter algorithm given in equations 
2 and 3 is sensitive to computer roundoff and the 
numerical accuracy might degrade to the point where the 
results cease to be meaningful. The effects of numerical 
errors are generally manifested in the appearance of 
computed covariance matrices that fail to retain 
nonnegative values (i.e., with nonnegative eigenvalues). 
Several methods have been applied to improve accuracy 
and to maintain nonnegativity and symmetry of the 
computed covariance. One common practice is to replace 
the Kalman measurement update equation 

P(k + l\k + l) = [I-K(k + l)Hix(k + l\k))]xP(k + l\k) 

(36) 

with the so called stabilized Kalman filtering algorithm 

P(k + l\k + l) = [I-K(k + l)H(x(k + II k))] 

X P{k + l\k)[ I-K(k + l)H(x(k + l\k))f 

+ K(k + V)R(k + l)K'^{k + l) 

(37) 

Although this algorithm has greater numerical accuracy 
than the standard Kalman filtering algorithm, the main 
drawback of equation 37 is that it needs much more 
arithmetic  operation than equation 7.  Even so,  the 

stabilized Kalman mechanization may still lose 
numerical stability and give negative diagonal computed 
results [9]. 

Another way is to adopt square root filtering algorithms 
that have coherently better stability and numerical 
accuracy than does the standard Kalman filter. The 
improved numerical behavior of square root algorithms is 
due in large part to a reduction of the numerical ranges 
of the variables. Loosely speaking, one can say that 
computations which involve numbers ranging between 
10"'^ and ICy^ are reduced to ranges between lO'^ and 
l(f. Thus the square root algorithms achieve accuracies 
that are comparable with a Kalman filter that uses twice 
their numerical precision. 

In our system, the Bierman's U-D factorization algorithm 
was implemented (P=UDlf, with U being upper 
triangular and D diagonal matrices) [9]. The algorithm is 
considered to be of the square root type since UD'^ is a 
covariance square root of P. The U-D factorization 
algorithm has the accuracy characteristic of square root 
algorithms and not involve scalar square roots. Thus it 
qualifies for use in real-time applications. The U-D 
algorithm is considerably more efficient than most of the 
square root covariance algorithms and is in fact almost as 
efficient as the standard Kalman algorithm. 

6.  PERFORMANCE EVALUATION 

Given the state and measurement equations described by 
equations 23-33, the optimal algorithms presented in 
above sections can now readily be applied to estimate the 
DRS error states. The position estimation capability of 
the optimal estimators was investigated by using lOHz 
DRS measurements and 3sec continuous GPS positions 
estimated using On-The-Fly ambiguity resolution 
techniques. Because of the high accuracy of the GPS 
measurements, the performance of the estimators can be 
evaluated by comparing their position estimates with 
those given by the GPS. Plots of the differences between 
the estimated position data with those given by the GPS 
measurements provide graphic evidence of the 
estimators' capability to estimate the vehicle position in 
the presence of process and measurement noise. 
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Evaluation of the optimal estimators was conducted in 
two steps. First, all of the GPS measurements available in 
3 second rates were used to update the state vector 
estimate. A representative set of such plots is shown in 
Figures 3-5, where the solid lines show the position 
differences between the smoothed estimates and those 
given by the GPS measurements, while the dashed lines 
give the differences between the estimates of the forward 
Kalman filter and those of the GPS measurements. It is 
shown in these graphs that: 

1. The position estimates of the Kalman filter are 
usually quite accurate, except in the first 30 seconds. 
Larger estimation errors occur in the first 30 seconds 
because the Kalman filtering needs to process a 
certain quantity of measurement data to get rid of the 
initial state estimation errors; 

2. The estimation accuracy is evidently further 
improved when the optimal smoother is applied, 
especially for the first estimation period. Using all 
the GPS measurements to update the state vector 
estimate, the smoother is capable of providing very 
accurate positioning for the GPSVan The 
differences between the estimated position of the 
smoother and that given by GPS are less than 0.1m 
(la) when GPS positions are available at 3s rate. 

SO KD        153       200 
Time(S&infe) 

293 

Figure 4. The North Position Difference between 
the GPS and the DRS (GPS Position Update 

in Every 3 Seconds) 
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Figure 3. The East Position Difference between 
the GPS and the DRS (GPS Position Update 

in Every 3 Seconds) 

Figures. The Vertical-Position Difference between 
the GPS and the DRS (GPS Position Update 

in Every 3 Seconds) 
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Figure 6. The East Position Difference between the 
GPS and the DRS (GPS Outage for 60 Seconds) 
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Figure 8. The Vertical-Position Difference between 
the GPS and the DRS (GPS Outage for 60 Seconds) 
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In the second step of the performance evaluation, GPS 
position data were purposely deleted for 30sec, 60sec and 
120sec respectively. This evaluation provides a measure 
of how accurate the filter and the smoother position data 
will be during periods with GPS outages. The data 
processing results showed that when GPS positions were 
not available for 30sec, 60sec and 120sec, the positioning 
accuracy deteriorates to 0.20m, 0.40m and 1.0m (1 a) 
respectively for the smoother. A representative set of 
such plots for GPS positions being deleted for 60sec is 
presented in Figures 6-8. It is shown in the figures that 
the maximum position differences in the east and north 
direction are, respectively, 0.75m and 0.32m for the 
Kalman filter, while the maximum position differences 
are only 0.5m and 0.18m in east and north directions 
respectively for the smoother. 

7.  CONCLUSIONS 

Figure 7. The North-Position Difference between 
the GPS and the DRS (GPS Outage for 60 Seconds) 

In this paper a low cost and high accuracy integrated 
Global Positioning System)/dead reckoning system 
(DRS) was investigated. This system is capable of 
provding highly accurate position data in real-time or in 
post processing. A number of issues involved in 
designing   the   integrated   GPS/DRS   were  discussed, 
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including the application of optimal estimation 
algorithms, development of the estimator mathematical 
model, and GPS and wheel sensor measurements test, 
etc. The perfonnance of the optimal estimator was 
evaluated in two steps by comparing the GPS position 
data with that given by the estimators. First, all of the 
GPS measurements available every 3 seconds were used 
to update the state vector estimates. This result gives us 
the position estimation effectiveness of the estimators in 
normal conditions. Second, GPS position data were 
deleted for 30sec, 60sec and 120sec respectively to 
investigate the estimation abiUty of the system during 
periods with GPS outages. The investigation results show 
that a positioning accuracy of 10 cm (1 a) is possible in 
the first case, while the positioning accuracy deteriorates 
only to 0.20m, 0.40m and 1.0 m (1 a) respectively in the 
second case. 
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ABSTRACT 

Fiber-optic gyroscope (FOG) technology has proven to be 
a suitable candidate for many applications where it is 
desirable to integrate GPS with a dead reckoning sensor. 
Open-loop, all-fiber type FOGs have been available 
commercially for several years for this purpose. Progress 
in minimizing size and reducing cost for these FOGs has 
been reported in several conferences previously. 

As application areas grow and commercial markets 
materialize, FOG technology is being pushed further to 
reduce dead reckoning sensor cost and size. In this paper 
we report the latest progress in the development of a low- 
cost FOG using an integrated optical circuit. The 
advantage of this design approach is that several 
functional devices can be integrated onto one small chip. 
Hitachi Cable's approach has been to develop the chip 
design and the manufacturing technology simultaneously 
in order to achieve short product development cycle time 
and low cost in manufacturing. 

In this paper we will report on several engineering 
tradeoffs for this new gyro design, with consideration for 
the perspective of a systems designer who is trying to 
integrate the FOG with GPS into vehicle navigation and 
location systems. The FOG design will be reviewed and 
the development program status will be summarized. We 
will present FOG data relevant for dead reckoning sensor 
use in an integrated system. We will discuss existing and 
potential uses for this new technical approach to low-cost 
FOG design. 

Introduction 

Fiber-optic gyroscopes (FOGs) are finding increasing 
q)plication in a variety of navigation and stabilization 
systems.''2 One of the most interesting application 
areas, from a commercial viewpoint, is the use of a FOG 
as a dead reckoning sensor in conjunction with a GPS 
receiver as part of a vehicle navigation system. This type 
of system is being offered as a factory-installed option on 
luxury sedan models in Japan. Tens of thousands of 
FOGs have been manufactured for use in these systems 
and have been operating in the field without failure. 
Similar systems have been developed for fleet tracking 
and vehicle location, such as for delivery trucks and 
emergency vehicles. 

As the FOG technology has matured, improvements have 
been made to simplify the design while maintaining the 
inherent FOG benefits, e.g. compactness, light weight, 
quick start up, long, maintenance-free operating life, and 
stability in the automotive environment. One such 
improvement is the integration of several of the optical 
functions onto one integrated optical circuit (IOC). 

We will review the basic FOG operating principles and 
the open loop all-fiber FOG design briefly before 
introducing the IOC FOG approach. We will consider 
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designs. We will also discuss future possibilities for 
using the IOC FOG approach in FOG/GPS systems. 

Basic FOG operating principle 

The operating principle of the FOG is based on the 
Sagnac effect, which describes the relative difference in 
pathlength traveled by counter-propagating beams of 
light in a rotating reference frame. Figure 1 shows 
counter-propagating light beams launched into a closed 
path, such as an optical fiber coil, from a beamsplitter, 
which is at the point BS. When the fiber coil is not 
rotating, the two beams of light travel exactly the same 
path before being recombined at BS. In the case where 
the coil is rotating, the beamsplitter moves from BS to 
BS' (for a counter-clockwise rotation) during the time 
that it takes for the light to transit the coil. The two 
beams arrive at the beamsplitter at different times since 
they have traveled different distances through the coil. 
The path length difference, AL, is given by: 

AL = BLi2, 
c 

(1) 

where R is the radius of the coil, L is the length of fiber 
in the coil, c is the speed of light in a vacuum, and £2 is 
the rotation rate. Note that the pathlength difference is 
directly proportional to the rotation rate. 

No Rotation 

ALs KL a 

Rotation Riite-U 

Figure 1. The principle of the Sagnac effect. When 
viewed from a rotating reference frame, two counter- 
propagating beams of light travel different distances 
through a closed path. 

In general the pathlength difference is quite small. For 
example, if we choose parameters such as, 

R = 25mm 
L = 100 m 
ii = 0.1 deg/sec 

then the length, AL, is about 1.5 x 10"^ ^ m. 

An interferometric technique, which involves detecting 
the change in output intensity for the interference 
between the two counter-propagating beams, is used to 
measure the pathlength difference. The intensity of the 
interference depends upon the relative phase difference, 
A(t), which can be written from (I) as. 

A(l> = 42LELa (2) 

where X is the wavelength of light in vacuum.  Given 
(2), the intensity of the interference is 

I = Io(l +COS Ai))), (3) 

where I is the detected intensity of the interference and Ig 
is the intensity at zero rotation. From (3) it can be seen 
that the intensity of the interference signal depends upon 
the phase difference which is directly related to the 
rotation rate. 

In order to detect such a small length difference it is 
necessary to carefully control the optical path through 
which the beams travel. Apparent changes in pathlength 
can be created by reflections, polarization effects and 
thermal transients. The minimum reciprocal 
configuration FOG includes components such as 
polarization-maintaining (PM) fiber to reduce these 
extraneous effects. Details on FOG design aspects 
relative to reciprocity may be found in the literature-^ 

The output characteristic of the interferometer described 
by (3) suffers from two flaws that must be addressed in 
order to make practical FOGs. Rrst, for low rotation 
rates, the output of the interferometer is relatively 
insensitive to changes in rate (the slope of the cosine 
curve is flat). This shortcoming has been overcome by 
using a phase modulation technique.'^ Second, 
unambiguous determination of A(|> is only possible for a 
range of ± 7C/2. For applications requiring large dynamic 
range, this problem can be solved using closed loop 
signal processing techniques.-' 

Open loop all-fiber FOG 

Figure 2 is a schematic representation of a Hitachi Cable 
open loop, all-fiber FOG. The term "all-fiber" refers to 
the fact that the beamsplitters, polarization control 
elements and modulator are all built from optical fiber. 
The beamsplitters in this case are fiber-optic couplers. 
The polarization control elements include a polarizer, 
made from elliptical jacket fiber, and a sensing coil made 
from elliptical core PM fiber. Elliptical core fiber meets 
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the technical requirements for the FOG design at a much 
lower cost than traditional stress-rod type PM fibers. The 
phase modulator uses a length of fiber wound on a PZT 
cylinder. Details on these components and on the signal 
processing scheme used have been published previously.^ 

f-       [1 ruionzcr /j^' 

Phototfcicctor Plii«c modulaior 

^wcfiounrc      I   Otnpuuipiul Modtikcion signal 

Signai tVixr-Ming (.init 

Digital output Analog outpui 

Figure 2. The open loop all-fiber FOG configuration. 
This type of FOG is in mass production for FOG/GPS 
vehicle navigation systems. 

The open loop all-fiber FOG has been in mass production 
since 1992. It has met all of the technical requirements 
for navigation and location systems, including 
environmental performance. Table 1 summarizes the 
environmental requirements for automotive applications 
along with the results for the latest generation production 
FOG. 

navigation functions use a combination of GPS and some 
type of dead reckoning sensor, such as the FOG. The 
dead reckoning sensor serves two functions in the system. 
During normal operation, when the GPS signal is 
accessible, the dead reckoning sensor input can be used 
in combination with the GPS input, odometer input and 
map-matching algorithms to improve the overall position 
solution. Improved position information is necessary for 
systems that deliver high levels of user functionality, 
such as dynamic route guidance.  During operating 
periods when the GPS signal is blocked by tall buildings, 
tunnels, mountainous areas, etc., the dead reckoning 
sensor can operate with the odometer input and map- 
matching software to meet most road navigation needs. ^ 
In either case, the use of a dead reckoning sensor 
improves the overall system performance. 

Several dead reckoning technologies are being 
considered for use in navigation systems. The FOG 
delivers high reliability and consistent, high performance 
allowing system designers to develop products with high 
levels of functionality. In addition to those systems 
already in production, designers continue to evaluate 
navigation system configurations combining FOG witii 
GPS. Although the exact technical requirements depend 
in part on the details of the system design. Table 2 
summarizes the FOG performance specification for a 
typical system. 

Table 1. Environmental test conditions for FOGs in 
automotive navigation and location systems. 

IssL Csamon. Besult 

High temperature operation   75° C, 500 hr. Pass 

Low temperature operation   -30°C, 250 hr. Pass 

Heat shock 

Vibration 

Shock 

-40 to +85°C, 2 hr./cycle   Pass 
1500 cycles 

8 to 200 Hz, 2.5 G Pass 
X, y, and z axes, 17 hr. each 

80 G Pass 
X, y and z axes, 3 times each 

FOG requirements for FOG/GPS navigation systems 

Almost all commercially available vehicle location and 
navigation systems rely in part on GPS receivers for 
position information. Most systems that provide 

Table 2. Technical requirements for FOG in FOG/GPS 
navigation systems 

Input rate range ± 60 deg/s 

Scale factor error < 2 % 

Zero bias .± 0.2 deg/s 

Random walk < 5 deg/Vhr 

Warm up time < 10 s 

Frequency response 10 Hz 

Operating temperature -30 to +75° C 

Power supply 8-16 V DC 

Output Digital 
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FOG design considerations 

FOG technology can be used to make a wide performance 
range of rotation sensors: from inertial navigation grade 
devices for commercial aircraft and spacecraft to rate 
gyroscopes for chassis control systems in cars. The 
performance range is achieved by adjusting one of 
several variables, including the length of fiber and radius 
of the fiber coil, the operating wavelength and type of 
light source, and the signal processing scheme. Detailed 
discussion of these design tradeoffs can be found in the 
literature--^ 

The main design choices for Hitachi Cable FOGs are 
summarized in Table 3 for the application requirements 
of a FOG/GPS navigation system. 

Table 3. FOG design guidelines for FOG/GPS 
automotive navigation systems. 

Operating wavelength      780 nm 

Light source type CD laser diode 

Fiber length 

Rber type 

Coil radius 

50-150 m 

elliptical core PM fiber 

20-50 mm 

FOG with integrated optical circuit 

Navigation system designers continue to request higher 
performance sensors even as they strive to reduce system 
cost.  Hitachi Cable has been working on the 
development of a FOG using an IOC in order to address 
this market need. 

Figure 3 shows the basic IOC FOG design. In 
comparison to the all-fiber design, the IOC approach 
eliminates the need for several optical components and 
the additional step of splicing those components together. 

Light source 

^  

Integrated optical aroat 
Coupler (i(x:\ 

o Photodetector 

Outpui signal Modulation signal 

Signal PrtK-essmp Unit 

Digital ixitpui 

Figure 3. The IOC FOG design. The number of 
components has been reduced as compared to the all- 
fiber FOG. 

A detailed description of the IOC is given in Figure 4. 
The IOC is fabricated by titanium diffusion in x-cut 
lithium niobate crystal. The polarizer, coupler and phase 
modulator functions can all be integrated on this chip 
using standard processing techniques. The fiber is 
attached, or pigtailed, to the IOC using a v-grooved 
assembly. Angle polishing of the fiber and the lithium 
niobate is used to minimize any backreflections. 

._,„, oi„k Phase       V-grooved Fiber Array 
''■^"'°;»e^b^ Y-Branch   Modulators .Assembly 

Elllptlcal-Core    Polarizer 
Fiber x-cut UNb03 

Substrate 

-n-dilfused 
Waveguide 

Elliptical-Core 
Fiber 

Figure 4. Detailed configuration of the IOC. 

The IOC has been tested for the expected environmental 
conditions of the automotive environment. Figure 5 
shows the change in output power of the pigtailed IOC 
for 100 cycles of-30 to -i-80° C. These test results are 
within the operating specification for the IOC in the 
FOG. Based on this data and the fact that the IOC FOG 
uses a subset of the components required for the field- 
proven open loop design, the environmental performance 
and reliability for the IOC FOG is expected to be 
excellent. 
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Figure 5. Environmental test results for IOC. 

One of the parameters used to judge the FOG 
performance is the stability of the scale factor with 
changing temperature. Figure 6 gives the result of scale 
factor testing at 25° C, 40° C, 0° C and upon return to 
25° C. In all cases, the scale factor error has remained 
less than 1 %. 
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Figure 6. Scale factor performance of IOC FOG at 
several temperatures. 

Complete qualification testing for the IOC FOG for use 
in FOG/GPS vehicle navigation systems is ongoing. 

Status of IOC FOG development 

Hitachi Cable is developing an IOC FOG using a digital 
signal processing technique for use in vehicle navigation 
systems. This FOG may also find use in other industrial 
applications where the performance requirements are 
similar to those presented in Table 2. In addition to 
reducing the number of components in the FOG and 
simplifying the assembly process, the IOC FOG with 
digital signal processing has higher performance than the 
ail-fiber FOG currently in production. 

The development program has focused on producing a 
manufacturable IOC FOG. The IOC can be mass- 

produced using semiconductor compatible processing 
technology. A project to develop an automated pigtailing 
station based on a side-view image processing fiber 
alignment technique has been completed. Subsequent 
environmental testing has confirmed the reliability of the 
fiber pigtail joining technique. 

Summary 

FOGs are in mass production for use in FOG/GPS 
vehicle navigation and location systems. The first 
generation production design is based on an all-fiber 
open loop approach. The IOC FOG approach is being 
developed for the next generation FOG/GPS systems. 
The new design offers better performance while reducing 
the number of components and simplifying the assembly 
process. 
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Abstract 
Simple Kahnan filter model is described for the 

hybrid GPS system which includes GPS receiver, 
strapdown vitaation gyro and   conventional speed 
sensor for the speed meter of the vehicle. 

4 dimensional state vector of Kahnan filter, 

X=[ A X A y A z c A t] ^ 

enable us to consider the effects of constellation 
of satellites. SVACC and DR (dead reckoning) 
sensors' error. 

To prevent covariance matrix from becoming 
too small during iteration, multiplied factor k has 
been introduced in our hybrid GPS   system. 

All in view operation is easily available by using 
this Kahnan filter model. 

As the result, the effect of constellation of 
satellites, SVACC and DR sensors' error ^ can be 
practically calculated by our basic navigation 
equations for land vehicle, which can be easily 
modified for various types of GPS receivers and DR 
sensors. 

One of the significant features of this development 
is that our Kahnan filter model is able to calculate 
fix position every second on commercial CPU 
(Central Processing Unit). 

Simulation results and some of the field data are 
shown. 

1.   Background 
For the purpose of   obtaining higher precision 

and fix rate,   integration of GPS and DR has been 
suggested. '^' GPS provides absolute position ''' 
with a variance,   \(Me DR sensors provide precise 
relative position with a cumulative position error. 

Althou^ Kahnan filter has been often used as 
optimal filter for the integration, large dimension 
of state vector makes it difficult to solve the 
equations in reasonable time by commercial CPU. 

Moreover, theoretical covariance matrix elements 
rapidly become small during the iteration, which 
will not be suitable for many applications. 

In   our   development,   the     employment     of 
4 dimensional state vector and additional factor k 
have   solved     above   two   problems   of   long 
calculation   time     and   small   covariance matrix 
elements. 
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2.   Kalman ffltET equations '^' ^^' 
2.1.   System configuration 

Fig. 1 shows the construction of the hybrid GPS 
system that has been integrated. DR sensors are 
consisted of vibration gyro and speed sensor of 
vehicle speed meter. Both sensors are corrected 
by GPS direction and speed data under the pre- 
determined condition. For example, the initial DR 
direction is given by direction data of GPS. 

\ TGPS ANTENNA 

GPS 

RF UNIT 

DIGITAL 

UNIT 

VIBRATION 

GYRO 

SPEED 

SENSOR 

(VEHICLE) 
Fig. 1 hybrid GPS system 

2.2.   Navigation equations 
First,   the equation   for the fixed position   is 

described below. 

X  H G P S   =X  D R      + G (L—HX   D R  ) (1) 

Equation(l) gives fixed position as the displacement 
firom previous fixed position,   where 

G = E DRH ^(E L   +HE DRHM '' 

is Kalman gain, X D R is DR position vector, E D R 

is covariance matrix of X D R , H is GPS navigation 
matrix that is comprised of satellite-user line-of 
sight direction cosines, L is the vector that is 
comprised of pseudorange differences between 
measured and predicted, E L is covariance matrix 
of L and X H G p s is fixed position vector, the 
solution of this equation. 

Because of using H and E L , All in view operation 
is available, the effect of constellation of satellites is 
included, pseudorange error differences between 
satellites, like SVACC , can be handled, and it is 
easy to modify our equations for various types of 
GPS receivers. 

By using H and E L , covariance matrix of GPS 
fixed position is 

E G P s =(H ^ E L - ' H) - ' 

Position vector 

X=[ A X A y A z c A t] ^ 

is 4 dimensional state vector of our Kalman filter. 
Next,   covariance   matrix of   fixed   position   is 

£ = k ( I- G H ) E (2) 

where I is 4 dimensional unit matrix and first term 
of right-hand side of (2) , k is additional factor 
introduced in ovi hybrid GPS system, which can 
make covariance matrix suitable for many 
applications. Without fector k, E H G p s is always 
smaller than both ofE GPS andE DR,SOE HGPS 

becomes smaller and smaller during iteration. 
In this situation, even if GPS fixed position that has 
relatively good accuracy is obtained, the equation 
without fector k gives small Kabnan gain that 
means very low sensitivity for variation of GPS 
accuracy and no advantage of GPS existence in the 
system. If the system does not have extremely 
precise DR system, the equation without factor k 
will not suitable for the system. This discrepancy 
between theory and actual system may occur 
because E D R of actual DR sensors should have 
been handled as the offset along with constant 
direction,   not as variance. 

The additional factor k is determined to make 
E H G p s nearly equal to E G p s under the condition 
of that E G p s is ahnost constant because of same 
constellation of satellites. The k gives the system 
high sensitivity for variation of GPS accuracy. 

E DR is 

E   D R   =E 1 +  D (3) 

where E H G p s - i is covariance matrix of previous 
fixed position and D is the covariance matrix of 
relative displacement. There is no limitation 
in the determination of the elements of D , so it is 
easy to modify our equations for various types 
of DR sensors. As X D R is the displacement firom 
previous fixed position, E D R , covariance matrix of 
X D R, is sum of E H G p s - i and D. 

In case of every second fix, D is much smaller 
than E H G p s - i. Because initial value of 
EHGPS-1   is   EGPS,   neglecting   D 

EDR^EGPS 

The additional factor k can be determined to attain 
EHGPS^EGPS   at    EDR^EGPS. 
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3.   Simulation based on 
measured data in the field 

3.1. Field data gathering apparatus 
By using PC (Personal Computer) for data 

gathering apparatus, GPS receiver data come into 
PC through the RS2 3 2 -C communication port and 
DR sensors' data which were converted from analog 
to 12 bits digital signal come into PC throu^ the 
extension port. Data sampling intervals are 1 
second for GPS and 10 milli second for DR 
sensors. 

The data are integrated on PC every second as 
hybrid GPS fixed position by our Kalman filter 
program which is the same as the program for 
commercial CPU. 
3.2. Condition of the simulation 

To confirm the efGect of the additional factor k, 
the data that make E G p s almost constant are used 
for the simulation. The constellation of satellites 
and E G p s  are shown in tablel. 

TABLE 1 simulation data 

longer meaningful in this case. 
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Fig. 2 conventional result(no factor k) 

No. azimuth[deg] elevation[deg] range error[m] 
1 8.44 63.58 33.8 
2 271.41 45.70 33.8 
3 196.88 45.00 11.6 
4 50.62 37.97 11.6 
5 306.56 25.31 33.8 
6 68.91 16.88 33.8 
7 119.53 15.47 33.8 

EGpsxx=268[m2],16.4[m] 
EGPSyy=384[m2], 19.6[m] 

(EGPSXX+ Eopsyy )^^^= 25.5[m] 

3.3. Results of simulation of the fector k effect 
Figs. 2, 3 and 4 show the effect of additional 

fector k of eq. (2). The lateral axes of Fig. 2, 3 
and 4 are longitude subtracted by E. 137 deg of 
fixed position in unit of second. The perpendicular 
axes of Figs. 2 and 3 are latitude subtracted by N. 
3 5 deg of fixed position in unit of second. The 
vehicle trajectory is from upper right to lower left. 

HGPS means hybrid GPS fixed position that is 
result of   integration of   GPS and   DR sensors. 

Point A is initial position of HGPS by GPS fixed 
position. DR sensors are initialized by GPS 
direction data before reaching this point A. 

The results of the equation without fector k are 
shown in Fig. 2. The HGPS fixed positions have 
asymptotic behavior to DR positions. Because 
small values of E H G p s keep HGPS fixed positions 
around DR positions,   GPS fixed position   is   no 

Fig. 3 shows the results of eq. (2), the additional 
fector k in it. The condition ofEHGPs"EGPs( 
^ E D R ) that is shown in Fig. 4 as horizontal 
error, (EHGPSXX +EHGPSyy) ^'' ^ leads this 
trajectory. HGPS fixed position maintain high 
sensitivity for variation of GPS fixed position 
accuracy. So, if GPS fixed position that has 
relatively good accuracy (small E G p s ) is obtained 
in the trajectory beyond Fig. 3, larger Kalman gain 
put HGPS fixed position around GPS fixed position. 
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Fig. 3 result of the new equations 
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Fig. 4 horizontal error of HGPS 

3.4. Results of simulation of the DR sensors' 
error effect 

Figs. 5.6,7 and 8 show the effects of E D R 

in eq. (l)and eq. (2) by using first 4 point 
including point A in Fig. 3. Note that GPS fixed 
position was sUghtly moved to east to easily 
understand how the effect is,   while E L is intact. 

The numerical values divided by slash are 
elements of covariance matrix. The values of Left 
side of slash are variance corresponding to North- 
South- direction and the value of right side of slash 
are variance corresponding to East-West direction. 

If E D R is intact. HGPS fixed position is HGPS 
(basic), center of GPS and DR positions, in Figs. 5, 
6,7  and 8. 

Figs. 5  and 6  show the effect of larger element 
of covariance matrix E DR  (16. 4-* 17. 9etc.) 
corresponding   to    North-South and East-West 
direction,   respectively.   HGPS    fixed position is 
given large Kahnan gain of specified direction. 

Figs. 7  and 8  show the effect of smaller element 
of   E DR (16. 4^ 15. 3etc.)    corresponding to 
North - South   and   East - West     direction , 
respectively.   HGPS fixed position is given small 
Kalman gain of specified direction. 

According to    eq. (3), it is impossible to realize 
E D R that is smaller than E H G p s - i, but external 
data for   E D R   will make it possible to determine 
E D R   without E H G p s - 1. 
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Fig. 5 "small" GPS error (north - south) 
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16.4/23.5 

I 
2.2 12.4 12.6 
the east longitude ( LON - E.I37° )[sec] 

Fig. 6 "small" GPS error (east - west) 

4, Results of field eatperiments 
The field experiments by using commercial CPU 

have been done to confirm that our Kahnan filter 
model has reasonable performance. Fig. 9 shows 
rough trajectory of experiments at Broadway, 
downtown of Los Angels, about 1km width North- 
South and 1. 3km width East-West. 

GPS fixed positions that are discontinuous and 
disturbed are shown in Fig. 10. It is hard to 
recognize  upper. North, trajectory  from Fig. 1 0. 
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Fig.10 field data(GPS) 

Fig. 9 BROADWAY trajectory 

Fig. 11 shows HGPS fixed positions that are 
calculated in every second on commercial CPU. 
It is easy to recognize whole trajectory firom 
Fig. 11 because of little discontinuance and 
disturbance. 

5.   Conclusions 
Simple Kalman filter model   by 4  dimensional 

state vector   with the additional factor k has been 
developed to be easily modified for various types of 
GPS receivers and DR sensors. 

The simulation based on measured data and field 
experiment have been done to confirm reasonable 
performance of our Kalman filter. 
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ABSTRACT 

This paper assesses the performance of VISAT, a mobile 
city survey system, for Geographic Information System 
(GIS) appUcations in urban centers. In this system, jointly 
developed by the University of Calgary and Geofit 

Inc., GPS and INS provide the position and attitude, while 
a cluster of video cameras produce a set of 8 images at 
each exposure. The three sensors are mounted on a road 
vehicle moving with a velocity of 50-60 Km/h. The 
overall objective of the system is to reach object 
coordinates with an accuracy of 30 cm for objects within 
30m from the van. The GPS position and velocity will 
control the INS error propagation, and the high frequency 
INS position output bridges GPS outages, corrects cycle 
slips, and gives precise interpolation between GPS 
updates. The updated GPS/INS information is used to 
georeference the video images. The system is 
synchronized by the clock Pulse Per Second (PPS) of the 
GPS receiver and the logging PC real-time-clock chip. 

In this paper a brief description of the production system 
sensor integration and the essential features of the system 
design is given. Data collected in test networks in 
Calgary and Laval City will be used to assess the system 
performance in terms of accuracy and reliability. The 
concept of using INS positions to detect and fix GPS 
cycle slips will be investigated using data collected in the 
Laval city test network where frequent cycle slips occur 
due to tree coverage. Special emphasis is given to GPS 
performance in urban areas and the effectiveness of INS 
bridging in this case. 

1. INTRODUCTION 

With the continuing growth of urban centers on a world- 
wide scale, the demand of city planners for up-to-date 
information is increasing at a rapid rate. This has led to 
the establishment of spatially referenced GIS for a variety 
of apphcations. The information needed is expensive to 
establish by conventional methods and is therefore not 
well suited for rapid updating. In addition, conventional 
methods often supply only pointwise information and are 
therefore not suited to answer the increasingly complex 
questions concerning the interaction of different factors in 
urban centers and their time dependencies. 
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In order to address these problems, the University of 
Calgary and GEOFIT Inc., Laval, Quebec, have developed 
a precise mobile survey system for road inventory and 
general cadastral GIS applications. The total system 
consists of a data acquisition system, called VISAT 
(Video , Inertial, and SATellite GPS) , and a measuring 
and processing system, called GEOSTATION (Li et. al., 
1994). It implements the idea of storing georeferenced 
digital images as the basic unit and of combining an 
arbitrary number of such units, which may be from 
different time periods, to obtain the specific information 
required. The system can be used to selectively update 
GIS data bases very quickly and inexpensively. The 
system integrates a cluster of video cameras, an Inertial 
Navigation System (INS), and satellite receivers of the 
Global Positioning System (GPS). The system carrier is 
currently a van, but airborne or marine applications can be 
realized in a similar way. 

The overall objective of the VISAT development was to 
design a precise mobile survey system that could be 
operated at speeds of up to 60 km per hour and would 
achieve an accuracy of 0.3 m (RMS) with respect to the 
given control and a relative accuracy of 0.1 m (RMS) for 
points within a 30 m radius. This accuracy is required in 
all environments including inner cities, where a stand- 
alone GPS is not reliable. Sensor integration has been 
optimized to reach the requirements of the survey 
market. The data flow has been streamlined to facilitate 
the subsequent feature extraction process and transfer into 
a GIS system. For fiirther details on the design of the 
VISAT system, see Schwarz et al (1993a) and El-Sheimy 
and Schwarz (1993). A similar system has been developed 
by the Ohio State University's Center of Mapping (Bossier 
et al 1993), for use with minimal GPS signal blockage. 

2. SYSTEM CONCEPT 

Figure 1 shows the conceptual design and data flow of the 
VISAT system in schematic form. The system 
components are a strap-down INS system, two L1/L2 GPS 
receiver, a cluster of video cameras, an Anti-Braking- 
System (ABS) pick-up, image control imit, and two SVHS 
cameras. In the vehicle, all sensors are interfaced to a 
Pentium PC which controls the different data streams 
through programmed interrupt processes. The hardware is 
housed in three 30 inch rack mounts inside the van. 
The fimction of each component can subdivided into 
primary and secondary tasks. In terms of primary 
ftmctions, the camera cluster provides three-dimensional 
positioning with respect to the VISAT reference which in 
most cases is the perspective center of one of the cameras. 
The position of this reference with respect to the existing 
control is determined by differential GPS, while the 

camera orientation in three-dimensional space is given by 
the INS. The ABS system will trigger the cameras at 
constant distance intervals using the VISAT controller 
trigger channel. In terms of secondary functions, the 
camera cluster provides redimdancy, i.e. more than two 
images of the same object, the GPS controls the INS error 
propagation, and the INS, when used in positioning mode, 
bridges GPS outages, corrects GPS cycle slips, and gives 
precise interpolation between GPS fixes. The ABS data 
can be used to update the INS data if the GPS signal is 
blocked for periods longer than the INS bridging level 
required to fix the GPS ambiguities (half a cycle). 

Surveying by VISAT, therefore, consists essentially of 
two parts. Position and orientation of the moving VISAT 
reference is obtained from GPS and INS. Positioning of 
objects in the road corridor with respect to the VISAT 
reference is done using two or more oriented camera 
images. A brief description of each component is given in 
subsequent paragraphs. 

3. THE NAVIGATION COMPONENT 

The navigation component of the VISAT prototype 
system consists of two ASTECH Z12 GPS receivers and a 
Honeywell Laser-Reflll strapdown INS. The GPS, when 
operated in differential mode, is capable of providing 
very accurate position and velocity information when the 
carrier phase observable is used. Under ideal conditions, 
the GPS measurements are consistent in accuracy 
throughout the survey mission. However, such conditions 
do not often exist. Independent GPS navigation requires at 
least four satellites with good geometry. The major 
drawback of GPS is the accuracy degradation due to poor 
satellite geometry, cycle slips, satellite outages, and 
dynamic lag during maneuvers. This is especially 
prevalent in urban centers and when encountering 
highway overpasses or tunnels. 

The INS measures linear acceleration and angular rates 
very accurately and with minimum time delay. For short 
time intervals, the integration of acceleration and angular 
rate results in extremely accurate velocity, position, and 
attitude with almost no noise or time lags. However, 
because the INS outputs are obtained by integration, they 

drift at low frequencies. To obtain very accurate outputs at 
all frequencies, the INS should be updated periodically 
using external measurements. For this purpose. GPS 
velocities and positions are update measurements which 
complement the INS output in an ideal way. 
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Figure (1): The VISAT System Concept. 

The integration of GPS and INS, therefore, provides a 
survey system that has superior performance in 
comparison with either a GPS or an E^S stand-alone 
system. For instance, GPS derived positions have 
approximately white noise characteristics over the whole 
frequency range. The GPS-derived positions and 
velocities are therefore excellent external measurements 
for updating the INS, thus improving its long term 
accuracy. Similarly, the INS can provide precise position 
and velocity data for GPS signal acquisition and 
reacquisition after outages. This reduces the time and the 
search domain required for detecting and correcting cycle 
slips. 

4. IMAGING COMPONENT 

The imaging component of the VISAT system consists of 
8 video cameras with a resolution 640 x 480 pixels. The 
cameras are housed in a pressurized case and mounted 
inside two towers which are attached to a fixed base on 
top of the VISAT-Van, thus eliminating any chance for 
the cameras to move during the survey. Six of these 

cameras are arranged in such away that they provide 270 
degree horizontal field of view (FOV) and 40 degrees 
vertical FOV. The other two cameras are dedicated to 
image special high features, e.g. power lines. All cameras 
are externally synchronized so that any image record (8 
images) is related to one position of the van. The images 
grabbed from these cameras are compressed in real-time 
and then stored to a RAID (Redundant Array of 
Independent Hardisks). The RAID can store up to 20 
Gbyte of data, which correspond to 102000 images (about 
100 Km of data). Each image record is stamped with the 
GPS time indicating the time of grabbing the images. This 
time is used in post-mission to georeference the video 
images using the GPS/ESfS position and attitude data as 
described in section 7. 

5. VISAT CONTROLLER 

The controller, developed at Geofit, can handle up to 16 
cameras and redirect 8 of them in real-time according to a 
predfined user configuration. This will allow the addition 
of more cameras in the fiiture. The controller also includes 
two dedicated input channels for the ABS data and the 
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GPS receiver PPS pulse. With these data the controller 
can perform the following ftmctions: 
• trigger the cameras at a certain predefined user 

distance, thus all the images within the survey 
mission are equally spaced, 

• switch ofB'on the cameras if the van stopps at traffic 
signal, 

• stamp any distance dependent events (e.g. start/end of 
INS ZUPTs ( Zero Velocity Update), start/end of 
GPS static periods etc.) automatically with the GPS 
time, 

• provide the sync signal required for synchronizing the 
8 output images, 

• send a warning message to the driver to stop the 
system for INS ZUPT in case of frequent GPS signal 
blockage. 

6. SUPER VHS MODULE 

The VISAT-Van include two SVHS video cameras. The 
cameras can be oriented in real-time in any direction using 
a control unit inside the van. The images will be coded 
with the GPS position and time on the audio track of the 
video tape. The colored images will be used in 
applications which do not require metric measurement. 

7. GEOREFERENCING OF VIDEO IMAGES 

The problem of georeferencing video images can be 
defined as the problem of transforming the 3-D coordinate 

vector r'' of the camera frame (c-frame) to the 3-D 

coordinate vector r''^ of the mapping frame (m-frame) in 
which the results are required. The m-frame can be a 
system of curvilinear geodetic coordinates (latitude, 
longitude, height), a system of UTM or 3TM coordinates, 
or any other earth-fixed coordinate system. For more 
details on georeferencing of remotely sensed images using 
INS/GPS data see Schwarz et al (1993b) and El-Sheimy 
andSchwarz, 1994. 

The georeferencing process can be described by the 
following formula: 

m m m. 
rj  =rjNs(t) + Si.R^,(t)(R^.r+a) (1) 

where, 

• r-   the coordinate vector of point (i) in the mapping 

frame (m-frame), 

• Fjj^g (t) is the interpolated coordinate vector of the 

INS (or the GPS) in the m-frame. 

• R. (t) is the interpolated rotation matrix between the 

INS body frame (b-frame) and the m-frame, 
• (t) is the time of exposure, i.e. the time of capturing 

the images, 

• R„ is the differential rotation between the camera 

coordinate frame (c-frame) and the b-frame, 
b 

• a  is the offset between the INS and the cameras. 

The georefemcing formula implies that in order to 
perform precise positioning, it is necessary to calibrate the 
entire system. As part of the calibration, the camera 
geometry, the relative orientation between the cameras 

I. 

and the INS b-frame (R ), the offset between the cameras 
I- 

and the  INS  center  (a )  must  be  determined.  The 

calibration process is accomplished using a bundle 
adjustment and a test field of control points, for more 
details about system calibration see El-Sheimy et. al., 
1995. 

8. POSITIONING OF THE VISAT SYSTEM 

Determining the position and orientation of the VISAT 
reference in three-dimensional space is in principle a 
problem of trajectory determination. The general motion 
of a vehicle in space can be described by six parameters (3 
position and 3 rotation). They are typically the output of 
the GPS and INS. To optimally combine the GPS and the 
INS data, a Kalman filtering scheme is used (Schwarz et. 
al., 1990). The University of Calgary has developed a 
software package for centralized and decentralized 
Kalman filtering called KINGSPAD (KINematic 
Geodetic System for Position and Attitude Determination) 
for processing INS/GPS data. In the centralized case, a 
common state vector is used to model both the INS and 
the GPS errors. In this case, the INS measurements are 
used to determine the reference trajectory and GPS 
measurements to update the solution and estimate the 
state vector components. In the second approach, different 
filters are run simultaneously and interact only 
occasionally. The GPS data are Kalman filtered to obtain 
estimates of position and velocity which are then used as 
quasi-observations to update the INS Kalman filter. At the 
same time, the GPS data are continuously checked for 
cycle slips. For more details on the mathematical 
formulation and Kalman filtering alternatives, see Wei 
and Schwarz (1990). 

The KINGSPAD software can perform the following 
functions: 
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• processing the data in three different modes, that is, 
pure GPS, pure INS, and hybrid ESfS/GPS, 

• processing static, semi-kinematic, and kinematic data, 
• defining which GPS data will be used to update the 

INS, namely, position, velocity, and position/velocity, 
• viewing individual space vehicle (SV) data, thus 

allowing the rejection of specific SV in the GPS 
processor, 

• selecting the GPS update rate according to a specific 
application (airborne, land application), 

• computing the updated INS position, velocity, and 
attitude at 1-64 Hz to suit different applications, 

• applying rapid static integer ambiguity resolution 
techniques for short baselines (under 7 km), 

• applying 'on-the-fly' ambiguity techniques for 
kinematic processing of GPS data, 

• providing a suite of bridging procedures in case of 
GPS outages. 

The output fi-om the KINGSPAD program is used to 
georeference (position and orient) the video images as 
described in section 7. 

9. CYCLE SLIP DETECTION AND CORRECTION 

The basic idea of using the INS in cycle slip detection is 
to use the predicted INS coordinates in computing the 

triple difference phase 6VA(p. By computing the cycle 

slip difference V between the predicted and measured 
value of the triple difference, it is possible to detect cycle 
slips. The formula for cycle slip detection is of the: 

V =5VA(ppredicted-5VA(pmeasured,and 

5VA(ppredicted =(6VAp+VAN) (2) 

where, 

5VAp 

5VAN 

is the triple difference range obtained 
fi-om the predicted INS coordinates, 

are the triple difference ambiguities. 

on the triple differences by equation (2). This method will 
provide cycle slip recovery for the phase triple difference 
with high accuracy. To reduce the influence of noise, the 

V function can be modeled through the use of all available 

information before and after the cycle slip. The function V 
can be used without differencing with respect to time. In 
this case, the double differenced observation at time t will 
be obtained. For some further discussion, see Schwarz et. 
al., 1994. 

10. INS BRIDGING 

The basic idea behind INS bridgmg is the use of the INS 
predicted coordinates to reset the position of the GPS 
antenna after loss of lock and signal re-acquisition. The 
bottom line, in INS bridging, is that any errors incurred 
during unaided INS operation should be below half a 
cycle in order to prevent a bias in the GPS computation 
following re-acquisition of lock. The reason for such a 
bias is that the inertially derived position is used in re- 
computing the phase ambiguities. Since they are 
considered as constant biases, imtil the next loss of lock, 
errors in the ambiguity determination, due to errors in the 
INS coordinates, will show up as a constant bias. Should 
there be a large number of satellites available, the GPS 
filter will attempt to re-establish precise ambiguity terms 
in kinematic mode. Although this is not uniformly 
reliable, since it is geometry dependent, it works well if 
there is a longer period of uninterrupted GPS observations 
with at least 4 satellites. 

In general, INS bridging is used as a prediction method 
only, i.e., current filter estimates are used to predict 
position from INS observations. Due to errors in the 
Kalman filter states and the data, the length of the 
bridging interval is limited depending on the quality of the 
INS. For navigation grade systems, typical intervals are 20 
- 30 seconds (Cannon, 1990). These intervals can be 
considerably extended if prediction is combined with 
smoothing after signal re-acquisition. The principle is 
shown in Figure 2. 

The noise in v is due to the estimation error of the 
integrated INS and the measurement noise firom the GPS. 

However, since V is a relative change of the double 
difference from one epoch to the next, the noise from 
common error sources will be removed or greatly reduced. 

For precise positioning with GPS/INS the V values, 
expressed in cycles, will be close to zero and continuous 
with respect to time. A simple method of fixing cycle 

slips can therefore be obtained by monitoring the V 
continuously in time and compute the effect of cycle slips 

In the forward prediction process, GPS information up to 
the time epoch tl, at which the GPS signal is lost, is used 
to predict the trajectory during the period tl to t2 in which 
no GPS data is available. This results in the error curve 
El. Due to the double integration of errors at time tl, the 
error curve El increases rapidly. Using the information in 
time sections t2 to t3 after GPS signal re-acquisition, a 
backward prediction can be used for the tl-t2 section, 
resulting in the error curve E2. It is the mirror image of 
the error behavior of El. A smoothing procedure 
combines both the forward prediction and the backward 
prediction optimally and gives the improved estimation of 
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the trajectory with error curve E3. As can be seen, the 
bridging interval is greatly extended by using this 
procedure. 

Time 

Figure 2: INS bridging with forward - backward 
predictions and smoothing 

It should be noted that INS bridging by prediction can be 
used as a real-time method, while bridging by prediction 
and smoothing is clearly a post-mission method. In 
geomatics applications, this is usually not a problem 
because post-mission processing is the norm. 

A further extension of the bridging interval can be 
achieved if dual frequency GPS receivers are used. By 
using wide-laning techniques, the accuracy required from 
the INS stand-alone solution is 43 cm instead of 10 cm. 
Thus the bridging interval for which the INS solution is 
valid is much longer. For more details about INS bridging 
accuracy and results see Schwarz et. al., 1994. 

11. SYSTEM TESTING 

Field tests of the VISAT navigation component were 
carried out on May, 1995 along a L-Shape baseline in 
Calgary, while fiill system testing took place in August 
1995 along a test field of ground control points in Laval 
using the Van shown in Figure 3. The objective of the first 
test was to calibrate the INS sensors and estimate the 
sensor performance in INS stand-alone mode (ZUPT 
mode). The second test was mainly for checking the 
system repeatability and final accuracy as well as system 
performance after frequent signal blockage when driving 
through underpasses. 

Figure 3: The VISAT Van. 

11.1 INS Bridging Accuracy 

Figure 4 depicts the error behavior of the INS in stand- 
alone mode during the May test. During the 80 second 
period, GPS observations were removed from the data and 
the INS data was processed in stand- alone mode. The 
truth model of this diagram was obtained using the 
frajectory computed from the original GPS/INS 
measurements. The INS stand-alone positioning results 
stay below the half cycle level (10 cm for LI and 43 cm 
for wide-lane) for about 42 seconds for LI and 52 sec for 
the wide-lane. Thus, bridging by INS results would have 
been correct in this case for up to 40 seconds. It should be 
noted that this is valid only for this class of inertial 
hardware, the Honeywell LaserRef III strap-down system, 
i.e. an INS rated at one nautical mile per hour at 95% CEP 
in unaided navigation mode. It also should be mentioned 
that the accuracy shown in Figure 4 is not consistently 
achieved in all runs; a more typical time interval for 
reaching the half a cycle level is 20 seconds for LI and 
30 seconds for wide-lane. 
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Figure 4: INS Error Behavior in Stand-alone Mode 
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11.2    INS    ACCURACY    FOR 
DETECTION AND CORRECTION 

CYCLE    SLIP 

There are a number of ways to assess the use of the INS 
predicted coordinates for cycle slip detection and. Table 1 
gives the statistical summary of the difference between 
the GPS and the one second predicetd INS solutions for a 
sample of eight hundred seconds for the two runs of the 
August test. The mean values are close to zero which 
indicate that the Kalman filter correctly models the 
vehicle dynamics and systematic errors. The values for the 
standard deviation (o) are within the three centimetre 
range. These resuhs indicate the effectiveness of using the 
high data rate (50 Hz) of the INS in interpolating the 
camera coordinates at the time of exposure. 

Another method of assessing the INS predicted accuracy 

is by monitoring the values of V, i.e. the difference 
between the  INS  predicted  double  difference  phase 

VACppredicted and the measured double difference phase, 

VACpmeasured. Table 2 lists the mean and standard 

deviation of V values for different satellites and sample 
sizes during the August test. The Usted standard deviation 
values indicate the level of cycle slip that can be detected. 
In these tests, the level of cycle slip detection is less than 
quarter of a cycle, when using 1 Hz GPS data. 

Table 1: GPS Versus INS Prediction In Kinematic Mode 
(Sample size = 800 sec) 

Run No. Coord. Mean St. dev. Max 
(cm) (CT) 

(cm) 
diff. 
(cm) 

1 •I" 1.2 2.1 3.1 

k 1.4 2.0 -2.4 

h -3.3 2.7 -5.1 

2 ^ -2.2 1.9 3.1 
X 1.1 2.2 4.2 
h -2.1 1.7 -2.6 

Another method for the assessment of INS cycle slip 
fixing capability is the prediction of the ambiguities of 
emergine satellites by INS and the comparison with the 
measured GPS results (using the computed position from 
tracked satellites). Table 4 list the ambiguities for a 
number of satellites in one of the August runs as 
determined from GPS and as estimated from the INS 
predicted coordinates. The maximum difference in cycles 
agrees with the standard deviation values of Tables (1) 
and (2).This confirms that both solutions are more or less 

identical and Kalman filter results correctly model the 
dynamics of the van. 

Table 2: Difference between V Acppredicted using the INS 

predicted coordinates and v Acpmeasured using GPS 
(Sample 800 sec). 

SV 
Number 

Mean 
(cm) 

St. dev. 

(<^) 
(cm) 

26 -1.9 1.5 

6 2.1 2.9 

16 1.4 1.4 

17 3.0 1.9 

9 2.9 2.3 

23 -1.8 2.1 

12 2.7 2.5 

Table (4): Difference between estimated VAN from 
GPS and INS 

SV 
Number 

VAN 
INS 

VAN 
INS 

Diff. in 
Cycles 

6 -1748369 -1748369.1 0.1 

16 -1938404 -1938403.8 0.2 

17 833425 8344425.1 -0.1 

27 -802652 -802651.7 0.3 

23 879599 879598.8 0.2 

11.3 INS Supporting OTF 

In order to test the accuracy of using the INS predicted 
coordinates in fixmg the GPS coordinate after signal 
blockage, a test along a highway with a number of bridges 
was performed. In this test the van was stopped for about 
600 sec after passing under the bridge. This is not 
necessary for GPS/INS integration, but the static period 
can be used to fix the ambiguities which are then a good 
indication of the accuracy of the INS bridging accuracy 
after GPS blockage of about 10-30 sec. hi this periods the 
INS filter will proceed in prediction mode only. Table (5) 
shows some of the wide-lane ambiguity values as 
estimated from the INS predicted coordinates, and 
compare them to the one fixed by the OTF technique. 
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Table (5 ) : Ambiguity Estimation Using INS Predicted 
Coordinates. 

sv 
Nimiber 

Blockage 
Interval 

(Sec) 

VAN 
GPS 

VAN 
INS 

Diff. 
in 
cm 

6 13 -2804419 -2804419.1 -8.62 
16 16 -2423079 -2423079.1 -8.62 
17 17 833425 833424.85 12.9 
23 18 2351363 2351362.9 8.62 
12 23 272884 272884.2 -17.2 

In this case, the actual coordinates difference are larger 
than before, although still well within the half cycle range 
of 43 cm for wide laning. This can be explained by the 
higher noise level in wide lanning and by satellite 
geometry. 

The reliability of the INS bridging depends on the 
accumulation of errors in each subsystem and on the 
effectiveness of the updating procedure in reducing these 
errors. The largest accumulation of errors occurs during 
periods of unaided INS operation, that is, upon loss of 
satellite lock or absence of sufficient zero velocity 
updates. During these periods, the inertial system is used 
as a stand-alone positioning system. After re-acquisition 
of the satellites, its results are used to fix the phase 
ambiguities. In general the ambiguities fixed by the INS 
are float. Following that, the GPS filter will attempt to re- 
establish fixed ambiguity terms while in kinematic mode. 
This, however, is not uniformly reliable since it is 
geometry dependent. But in general, the INS predicted 
coordinates will reduce the time required to fix the 
ambiguities due to the good approximate coordinates after 
the bridging process. 

Figure (5) shows the ambiguity fixing interval as a 
fimction of the number of satellites, once by using OTF 
technique only, second by using the INS predicted 
coordinates as approximation in the OTF procedure, and 
finally by using the INS predicted coordinates after 10 
seconds of ZUPT. The results indicate that by using the 
INS predicted coordinates, the time required to fix the 
ambiguities is reduced by 80% to 95% for poor satellite 
geometry and by 20% to 60% in good satellite geometry. 
This indicates that the INS constant bias terms ( mainly 
accelerometer biases) are well estimated and the two 
systems are perfectly synchronized. Similar results were 
obtained for LI ambiguities where more time for 
ambiguity fixing is needed when using the GPS only. This 
highlight an efficent operational procedure to deal with 
the bridging problem. By switching the processing of the 
GPS data to the wide-lane after passing under a bridge 
and then rewinding the GPS and INS files to start at the 

epoch of signal re-acquisition. This would eliminate the 
errors in the trajectory after signal re-acquisition and 
ambiguity fixing. The same principle can be used for back 
smoothing the INS trajectory during the periods of signal 
blockage. 

■ GPS BINS DINS (ZUPT) 

5 6 7 
Number of Satellites 

Figure (5): Effect of using the INS predicted coordinates 
in speeding up the ambiguity fixing 

These results indicate the importance of fi-equent ZUPTs, 
when the system alert for loss of lock is on, and of static 
re-initialization of the system in case of long satellite 
blockage in urban centers. This static re-initialization will 
give the GPS filter time to converge after the reset by the 
INS filter. 

11.4 SYSTEM ACCURACY 

The main objective of the VIS AT system is the 
determination of 3-D coordinates for all objects within the 
FOV of the video cameras. The final accuracy of the 3-D 
coordinates is a fimction of the complete processing chain 
which involves GPS positions, INS position/attitude, 
target localization in the images, system caKbration, the 
distance between the object and the cameras, and the 
geometry (the cameras used in the 3-D computation). 

To check the system absolute accuracy, some well-defined 
Ground Control Points (GCP) along the August test runs 
were used for comparison. Figure 6 shows the difference 
between the GCP coordinates and the coordinates 
obtained from the VISAT system. They were obtained by 
deriving GPS-based measured by the VISAT system and 
transforming them to 3TM coordinates. These coordinates 
were then compared to the completely independent GCP 
coordinates. The GCP were about 10-30 m away from the 
van. The figure combines the results of two runs on two 
different days for the same test area. 
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Figure (6): The VISAT Absolute Accuracy 

Results shows clerly that an RMS of 0.16 m in the 
horizontal coordinates and a few centimeters in height are 
achievable for distances up to 30 m under normal 
conditions. The results in height indicate that the 
GPS/INS positioning component is working at the 
centimeter level. Since the height component in GPS is 
the weakest, it can be expected that the X and Y 
components are at least of the same accuracy. The 
increase in errors for the horizontal components must 
therefore be due to the image pointing errors, because an 
error of one pixel error in the x image coordinate will 
introduce about 40 cm for objects 30 m away from the 
van. 

CONCLUSION 

The VISAT system presented in this paper is a kinematic 
survey system which can be operated continuously under 
diverse operational conditions. In particular, the 
complementary features of the integrated INS/GPS 
positioning and orientation subsystem permit the 
resolution of cycle slips and outages as well as INS drift 
control. System testing indicate that highway velocities of 
60 km/h can be maintained with adequate data transfer. 
Target positioning is done in a post-processing mode at a 
workstation. Day-to-day system accuracy achieved in the 
first system testing is about 16 cm (RMS) in horizontal 
and about 6.7 cm (RMS) in height. 
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Abstract 
The development of an effective motorist Mayday system 
for travelers in rural and urban parts of the United States 
and Canada has been hampered by the lack of an 
infrastructure to receive and process emergency requests 
and by the inability of most motorists to precisely define 
the location of their vehicle. The development of 
intelligent vehicle-highway systems and an expanded 
network of computer-switched radio systems will greatly 
improve the ability of highway agencies, both public and 
private, to respond to emergency requests. The missing 
element is still an inexpensive and reliable means of 
determining the location of vehicles in distress. The 
requirements for a viable motorist Mayday service are: 
low cost, reliable response, and automatic linking to a two- 
way radio service. 

GPS has been proposed as a potential method of providing 
location in support of a Mayday service. However, the 
expense of a conventional GPS receiver will prohibit 
widespread installation on vehicles. One market source 
has indicated that the total cost to the user must be less 
than SI00 before the system would be widely used. Also, 
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the time-to-first-fix of a GPS receiver is unacceptable for 
use in an emergency situation unless the receiver is 
continually operating. Finally, the inability of a receiver 
to compute a navigation fix except when four satellites are 
in view makes this a poor system design for operation in 
mountainous or urban regions where there is poor satellite 
visibility. 

NAVSYS has developed a low cost GPS sensor, the 
TIDGETTM, which solves these problems for a GPS 
Mayday service. The TIDGET sensor does not track the 
GPS signals, but instead captures a brief "snapshot" of raw 
GPS sampled data. This "snapshot" is transmitted to the 
emergency dispatch facility where it is processed to 
compute the location of the motorist. The processing also 
includes aiding data from a map database to allow the 
vehicle's location to be determined when fewer than four 
satellites are in view of the sensor. In large quantities, the 
TIDGET sensor cost is reduced to $50 a unit 
(not including the communications link). The TIDGET 
requires no initialization or warm up time, since the data 
processing functions are not performed at the vehicle. The 
sophisticated software used to process this message at the 
dispatch center allows a three-dimensional position 
solution to be derived in many cases when only two GPS 
satellites are in view. This paper includes a description of 
the TIDGET Mayday system and presents test results 
demonstrating the ability to locate a stranded motorist 
even in areas of decreased GPS coverage. 

Introduction 
Applications for global positioning systems (GPS) have 
expanded to many unique areas that were unthought of 
only a few years ago. One that is still not given wide 
credibility is the potential for equipping every vehicle on 
the roadway, both commercial and non-commercial, with a 
GPS receiver for Mayday and automatic vehicle location 
(AVL) applications. However, in order to address this 
market, significant enhancements are needed to improve 
the receiver performance when operating in an urban 
environment. 

In an urban or canyon environment, satellite visibility is 
generally obstructed which significantly limits the number 
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of satellites that can be tracked. The classic method of 
solving the GPS visibility problem, adopted by many 
receiver manufacturers, is to aid the GPS solution with 
data from other in-vehicle sensors. 

In the conventional AVL system, the vehicle installation 
includes heading and distance sensors to allow dead- 
reckoning, and a digital map to provide altitude aiding. 
These additional components significantly increase the 
cost of the equipment and complicate the vehicle 
installation. 

NAVSYS has developed an alternative system architecture 
designed specifically for AVL applications. This 
innovative design provides improved navigation accuracy 
and performance in an urban environment without 
requiring additional on-board sensors to aid the GPS 
navigation solution. This resuhs in a highly cost- 
competitive AVL system without compromising 
performance. 

Test data results will be presented that show the 3- 
dimensional positioning capability of this system 
architecture. The GPS data was collected with a state-of- 
the-art Novatel receiver and truth data was provided by the 
NAVSYS GPS Inertial Mapping (GIM) system. The 
results demonstrate the situations when conventional GPS 
will fail, but the Mayday architecture will still provide 
position information. 

TIDGET Mayday System Architecture 
The TIDGET Mayday system architecture is illustrated in 
Figure 1. The system includes the following elements: 

TIDGET Sensor The TIDGET sensor is used to provide 
the GPS data from which the vehicle location can be 
derived. 

Mavdav Terminal The Mayday termmal installed on the 
vehicle provides the two-way data link from the vehicle to 
the Operations Center. This terminal is integrated with the 
TIDGET sensor to access the location data. The terminal is 
also used to call for help and display messages to the 
motorist from the Operations Center. 

Operations Center The Mayday Operations Center 
includes the TIDGET processmg system which determines 
the vehicle location from the TIDGET data. The 
Operations Center also places priorities on the calls, routes 
c^ll for assistance to the appropriate agency (e.g., state 
police, AAA, towing service, or medical facility), and 

notifies the motorist of the action taken and the anticipated 
response time. 

TIDGET Tracking Sensor 
The TIDGET sensor was developed by NAVSYS 
specifically for trackmg applications [1,4]. It uses GPS 
satellite signals to provide data to the Mayday Operations 
Center on the location of the vehicle. Because the sensor 
employs a much simpler architecture than that of a classic 
GPS receiver, it achieves a significantly lower cost and 
better performance for emergency location. 

A number of manufacturers, such as Rockwell, Motorola, 
and Trimble, offer OEM GPS card products that adopt the 
digital architecture illustrated in Figure 2. These cards 
include the hardware to receive the GPS satellite signals 
and convert them to a digital data stream through a dovra- 
conversion and sampling process. The satellite signals are 
then processed digitally using a custom ASIC, and the 
measurements of the pseudo-range and carrier frequency 
are used in a microprocessor to derive the navigation 
solution.  In an emergency location application, the OEM 
card would output the vehicle coordinates (latitude, 
longitude, altitude) across an RS-232 interface for 
fransmission back to the Operations Center. 

Figure 1 TIDGET Mayday System Architecture 

As illustrated in Figure 2, the TIDGET sensor architecture 
is significantly simpler than a conventional GPS receiver. 
Instead of processing the GPS data on the vehicle, the 
TIDGET simply converts the GPS satellite signals into a 
digital data stream. When the device is triggered (e.g., by 
an air-bag sensor or keypad), the TIDGET captures a short 
(~1 kbyte) "snapshot" of the GPS data m a digital data 
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Figure 2 TIDGET and GPS Receiver Architectures 

buffer (DDB), and transmits the raw data back to the 
Operations Center for processing. 

When an emergency message is received, the TIDGET 
data in the message is processed to extract the satellite 
code phase and carrier frequency observations. A 
reference GPS receiver at the Operations Center is used to 
provide data on the visible GPS satellites and compute the 
TIDGET location from the satellite observations. A digital 
map is also maintained at the Operations Center. Data 
from this map is used to "aid" the TIDGET navigation 
solution, allowing the vehicle location to be determined in 
most cases using only two satellite observations [2,3,4]. 

The TIDGET has the following advantages over a 
conventional GPS receiver for emergency vehicle location: 

Sensor Cost The simple design adopted by the TIDGET 
reduces the sensor component count to almost one-third 
that of a conventional receiver. This results in a similar 
savings in cost. The TIDGET currently costs less than 
$100 per unit—one third the cost of an OEM GPS 
receiver. TIDGET sensor prices are projected to drop to 
less than $50 within a year for large quantity purchases. 
The TIDGET is ideally suited for applications such as 
emergency location that are highly cost-sensitive. 

No Initialization A conventional GPS receiver must go 
through an extensive initialization procedure before a 
navigation solution can be computed. The receiver must 
first search for the visible GPS satellites, lock onto their 
signals, and then demodulate the navigation message 
broadcast by the satellites. This procedure takes a 
minimum of 30 seconds to perform and can take 15 
minutes or longer if the current location of either the 

vehicle or the satellite is not known. The time-to-first-fix 
(TTFF) can be a significant obstacle for an emergency 
service where it is imperative that the location data is 
available immediately to allow prompt dispatching of 
assistance. 

The TIDGET takes less than 1 second to turn on, capture a 
snapshot of data, and send this data back to the Operations 
Center. The TIDGET processing workstation developed 
by NAVSYS can process the TIDGET data to determine a 
solution for the vehicle within a few seconds. This rapid 
acquisition is achieved by using timing data from the 
communication link and satellite data from the Operations 
Center's reference GPS receiver to reduce the search and 
acquisition process. The TIDGET architecture therefore 
minimizes the delay time in determining the current 
vehicle location from the GPS satellite measurements. 

Reliable Operation The emergency location sensor will 
not be used frequently, but when it is used, it is critical 
that the sensor operates reliably. GPS receivers have made 
significant advances in recent years to improve their 
reliability and ease of operation. However, tracking and 
processing the GPS satellite signals is a complicated 
process, and there are a lot of factors that can cause a 
receiver to have difficulties computing a navigation 
solution. If the receiver is slow to acquu-e and track the 
satellites, the emergency response could be delayed. If the 
accident happens in a location where four GPS satellites 
are not visible, a standard GPS receiver might never be 
able to provide the vehicle location. 

The TIDGET design provides significantly more reliable 
operation than a conventional receiver for the followmg 
reasons: 

The simplicity of the TIDGET sensor design (fewer 
parts, no processing) means that there is less 
potential for failure. 

The TIDGET data is processed at the Operations 
Center, so that no acquisition or tracking is 
performed at the vehicle. 

By taking advantage of aiding data from digital 
maps, a navigation solution can be computed from 
the TIDGET data even when four satellites are not 
visible. This increases the reliability of the 
emergency service when operating in a city or in 
mountainous regions where the satellite signals might 
be blocked. 

TIDGET Workstation 
The NAVSYS tracking workstation is designed to process 
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data from many different vehicles simultaneously. The 
workstation also provides altitude and map-aiding data to 
allow a three-dimensional solution to be computed for a 
vehicle even when only two GPS satellites are being 
tracked by using map aiding. 

The NAVSYS PC-based workstation is used to process the 
measurements received from the different vehicles being 
fracked. A highly efficient navigation algorithm has been 
developed at NAVSYS that allows solutions to be 
computed in parallel for more than 100 vehicles 
simultaneously, using a 486 PC. 

The workstation is integrated with a GPS reference 
receiver which performs a dual function. First, it provides 
the workstation with the satellite ephemeris data needed to 
compute the vehicle navigation solutions. Second, it also 
provides differential GPS corrections to improve the 
accuracy of the data provided. 

The workstation serves as the operator interface. A digital 
map database is integrated with the workstation, which 
allows the vehicle locations to be displayed to the operator 
superimposed on a city map. The map database also 
provides the capability of aiding the navigation solution. 

Obstructions in an urban environment can often reduce the 
satellite visibility to two observations. The workstation 
must be able to reliably track vehicles even under these 
conditions. When three satellites are visible, the 
workstation can compute a navigation solution by "looking 
up" the vehicle altitude from the digital map. This can be 
iteratively applied to compute a navigation solution with 
only three satellite measurements. A more sophisticated 
"road-aiding" algorithm is applied to derive a solution 
when only two satellites are visible. The algorithm works 
on the principle that the two satellite measurements define 
a line-of-position. The digital map data reduces the 
possible GPS solutions to one of the points where the two- 
satellite line-of-position and the city roads intersect. 

The design adopted for the TIDGET workstation with the 
superior tracking performance provided by the TIDGET 
sensor allows a navigation solution to be reliably 
determined even in dense urban and canyon environments. 

Two Satellite Tests Results 
Test Results 
To demonstrate the ability of the altitude aiding in the 
recovery of 2 satellite positioning, tests were conducted 
using a state-of-the-art Novatel receiver to collect data in 
an urban environment and the NAVSYS GIM System as 
the truth reference. The advantage to this data collection 
configuration is the accuracy of the position solution 
provided by the GIM system during GPS drop-out and 

time tagged video provided by the GIM system. The 
video provided the opportunity to view the obstructions 
that decreased the satellite visibility. The data were 
collected on September 9, 1995 in residential portion 
downtown Colorado Springs. A total of about 15 minutes 
of data were analyzed for this paper. 

GIM System Description 
The NAVSYS GIM system incorporates an innovative 
optimal processing algorithm that enhances the 
performance of the inertial/GPS system enabling a low 
cost Inertial Measurement Unit (IMU) to be employed in 
combination with a GPS receiver, and a differential GPS 
correction system to provide an accurate, real time 
position and attitude reference. The overall process is 
controlled by an intelligent data management system 
capable of recording feature and attribute information in 
real time, with associated time tagging for exact location. 
The GIM system is packaged into a portable, modular 
architecture that is suited for various vehicles such as 
cars, four wheel drives, watercraft, or raitoad cars, 
allowing quick and accurate surveys to be performed in a 
wide variety of geographies. 

Recent results obtained from roadway surveys demonstrate 
that the system is capable of maintaining 1-2 meter 
accuracy while driving over several different types of 
terrain with varying degrees of GPS coverages, and while 
operating at highway speeds [5]. 

Data Analysis 
The first step of the analysis was to determine the satellite 
coverage and the times that had only 2 satellites visible in 
the one-per-second data. Table 1 shows the number of 
satellites visible to the Novatel receiver as a percentage of 
the total data set. From this table, it is clearly seen that 
more than 12% of the time there are either 2 or 3 satellites 
visible. For emergency location applications, this 
represents an unacceptably large portion of the time to not 
have GPS positioning. 

Based on solely pseudorange measurements from the 
Novatel receiver, solutions were computed for each 
occurrence of only 2 satellites in view. This solution 
produces a very thin ellipse, or a thick line, encompassing 
the set of possible positions. The true solution can then be 
derived by searching for the intersection of this thick line 
described by the 2 GPS satellites in view and a road. 

The geometry of the solution ellipse is determined by three 
factors: the uncertainty on the initial position, the 
uncertamty on the pseudorange measurements, and the 
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Table 1 Satellite Coverage 

#SVs Percentage 

0 .44% 

1 .89% 

2 3.77% 

3 8.66% 

4 14.87% 

5 20.87% 

6 14.43% 

7 32.30% 

8 3.77% 

satellite geometry. The uncertainty on the initial position 
defines the length of the ellipse. The uncertainty on the 
pseudorange defines the width of the ellipse. The smaller 
the uncertainty on the pseudorange, the thinner the ellipse 
will be and thus more closely resemble a line. Typical 
dimensions on this ellipse are about 50 meters thick and a 
few kilometers in length. The satellite geometry will 
determine the northeast rotation of the ellipse. 

Figure 3 shows the satellite visibility for one of the 2 
satellite cases observed. The outage in this case was 
caused by trees bordering the road (observed in the video). 
The full error ellipse is shown in Figure 4. At this scale, 
the error ellipse appears as a thick line as discussed above. 
The true location is represented by the cu-cle. It is clear 
that the line of possible positions passes through the true 
position. By observing the satellite geometry in Figure 3, 
the line of positions shown in Figure 4 can be seen to be 
perpendicular to the line between the satellites. A blow up 
of the area around the truth solution of Figure 4 is shown 
in Figure 5. The dashed line is the road traveled by the 
GIM system. The cu-cle is the true position at the time 
only 2 satellites were visible. The straight parallel lines 
are the sides of the error ellipse. The scale on the plot is 1 
kilometer in the north and east direction. Based on this 
information, we know the vehicle is located in the ellipse 
along the road in a segment about 100m long. 

270 

180 

Figure 3 Sample Azimuth/Elevation Plot 

Araa of Confld«nc« Eltlp«». fl/8/OS. Point 4 

_0.6 0 0-6 
East (matara) 

Figure 4 Sample Full Error Ellipse 

Aroa of Conlittonc* Elllpsa. 9/9/95, Point 4 

Figure 5 Blow-up of Sample Error Ellipse 
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Although only 1 sample is given of these ellipses, a total 
of 34 epochs with only 2 satellites were processed to 
account for the 3.77% of the epochs. All 34 of the 
processed points fall within the bounds of the ellipse. 

Conclusions 
This paper demonstrates that 3 dimensional navigation 
solutions are reliably provided with 2 GPS satellites in 
view through the use of map aiding.   We've shown that 
even in normal city drivmg in a residential section of 
dovratown Colorado Springs, even the Novatel receiver 
experiences tracking of only 2 and 3 satellites more than 
12% of the tune. At these locations, conventional GPS 
receivers would fail to produce a current navigation 
solution. This also reveals that the largest error source in 
emergency vehicle location and AVL may be satellite 
visibility and not multipath. 
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ABSTRACT 

Conventional GPS receivers typically have limited 
capabilities for continuous tracking of satellite signals in 
deep urban canyons. In such environments we find that 
receivers obtain brief glimpses of satellites, but rarely see 
three or more satellites simultaneously, resulting in poor 
fix availability. This would suggest Ihat a GPS receiver 
that can obtain useful pseudorange information from brief 
glimpses of satellites, or one which can obtain fixes from 
as few as two satellites, may enhance fix availability in 
urban canyons. 

Here we present interim results of an ongoing effort to 
address fliese issues. More specifically, we present 
several software and hardware modifications to GPS 
BuilderTM^ a 12 channel GPS development system from 
GEC Plessy Semiconductors. The hardware has been 
modified to use either a Cesium or ovenized quartz 
oscillator as an external frequency reference, thereby 
allowing a position solution from as few as two satellites. 
As the number of tracked satellites decreases from three 
to two, the clock is assumed to drift at its last known 
frequency, a pseudolite is placed at the earth's center, and 
the fix is calculated. Results on effects of clock accuracy 
on initial acquisition times and the ability of a receiver to 
coast through periods when a satellite is in the shadow of 
a structure are presented. 

We also present results on obtaining fixes based on as 
little as one millisecond of data. The cross correlation of 
"Doppler shifted PRN templates" and one millisecond of 
digitized RF are calculated using Fast Fourier Transform 
(FFT) techniques. The peaks in absolute values of these 

cross correlation functions are then further processed to 
obtain a Time of Arrival (TOA) resolution of 10 ns. 
These TOA's (modulo 1 millisecond) have typical one 
sigma code phase noise of 30-50 ns. 

Finally, we present an interesting method whereby these 
TOA's can be processed to obtain a fix, even if time is 
only known to several minutes (and hence satellite 
positions are not known). 

INTRODUCTION 

In [1], the results of a comprehensive study of 
radionavigation systems in an urban environment were 
presented. While the basic conclusions regarding GPS 
reached in that study will be repeated here for 
completeness, we refer the reader to [1] for more details 
or for data on LORAN availability and accuracy. The 
approach used in [1] to determine GPS signal and thus 
fix availability was to use the binary information 
provided by commercially available GPS receivers on 
whether they were tracking particular satellites. Then 
using the known azimuths and elevations of the satellites, 
the PDOP's were calculated for a number of fix 
categories and compared to a threshold. The category 
showing use of a precise clock assumes that any clock 
bias had been determined in an open area with redundant 
signals and had been stored. Table 1 summarizes the fix 
availabilities of GPS. 

After completion of the 1994 data collection phase in 
New York City, it was decided that all future effort 
would be focused on GPS receiver issues, because of the 
uncertain future of LORAN in the U. S. [2] Based on 
the data from [1] summarized in Table I, a few areas 
looked promising. First, implementation of a GPS 
receiver that would produce two dimensional fixes with 
only two satellites would improve fix availability. 
Second, it was clear that improvements in initial 
acquisition and reacquisition after blockages would be 
needed. Finally, we felt that a receiver needed to be able 
to process short glimpses of data in order to improve fix 
availability. 
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PDOP PDOP Nolimi 
less than less than 

3 6 
Wall St. 3D 0.4% 1.0% 6.9% 
Wall St. 2D 8.0% 11.2% 21.8% 
Wall St. 2D w/clk 11.8% 34.9% 57.1% 
Bronx 3D 43.0% 71.1% 81.1% 
Bronx 2D 76.5% 85.2% 89.3% 
Bronx 2D w/clk 87.1% 91.1% 97.4% 
Third Ave. 3D 1.3% 33.1% 55.3% 
Third Ave. 2D 47.0% 60.0% 84.2% 
Third Ave. 2D 65.4% 77.3% 96.0% 
w/clk 
GW Bridge 3D 59.3% 83.3% 88.7% 
GW Bridge 2D 89.8% 92.1% 93.5% 
GW Bridge 2D 92.8% 94.7% 95.0% 
w/clk 
Foliage 3D 3.9% 9.5% 16.5% 
Foliage 2D 39.5% 44.2% 53.2% 
Foliage 2D w/clk 53.1% 77.5% 82.4% 

Table 1. GPS Fix availabilities. 

It is clear that the accuracy and stability of the receiver's 
oscillator is critical to implementing some of these 
proposals. The issue of clock stability in GPS receivers 
has been addressed by several research groups [3-5]. 
When [3] was written in 1983, plans were for an 18 
satellite constellation to be operational in 1988. That 18 
satellite constellation would have experienced extensive 
outage periods for conventional 3D (4 satellite) 
navigation, and the authors analyzed accuracy as function 
of outage duration and clock stability [3]. Researchers in 
[4] develop analytic solutions for the steady state optimal 
estimate (Kalman filter) covariance, and in particular look 
at the improved performance in situations with bad 
geometry. It is well known that because the satellites 
used (by receivers on the earth's surface) all must lie 
within a cone starting at some (elevation mask) angle 
above the horizon, there is high correlation between 
altitude and clock errors. In [5], the authors find that by 
using very stable clocks, the altitude error on aircraft 
precision approaches can be substantially reduced. 

To study these issues in GPS receivers we use a 
modified GPS Builder™ Kit [6] from GEC Plessy 
Semiconductors (Figure 1). With this kit, the researcher 
has control of all aspects of the receiver, from the 
acquisition to the final position solution. We modified 
the hardware to allow an external frequency reference, 
and made software changes to 'C' source code provided 
with the GPS Builder™ Kit as documented below. 

ACQUISITION TIMES FOR RECEIVERS 

The first consideration of navigation in an urban 
environment is that only short duration, periodic looks 

Nominal 
10 MHz 

FTS 
Cesiimi 

SRS 
Synthesizer 

PC Compatible 
(66 MHz 486) 

GPS 
Builder 

Figure 1. Block diagram of GPS Builder Kit system. 

at the satellite constellation will be available to the 
receiver. To improve availability the satellites have to be 
acquired more quickly. An actual example of this 
process for one satellite is shown in Figure 2. Each stage 
is represented on the horizontal axis as an increasing 
value with the maximum value, corresponding to the 
satellite signal being usable in the solution. 

SVUsed 
in Sol 

Frame 
Sync 

Bit Sync 

Phase 
Lock 

Correlation 
Lock 

No Locks 
I  4- H h 4- + + H 

0      10     20     30     40     50     60     70     80 
Time in seconds 

Figure 2. Typical Acquisition Stages versus time 

The effects of using a Cesium oscillator were examined 
to determine if the acquisition time could be lowered. In 
the initial acquisition stage the receiver estimates Doppler 
based on a stored almanac and assumed position, and 
then searches in Doppler bins spaced 500 Hz (or 3.2 x 
10"^) apart starting with the assumption of a perfect 
clock. Since the standard TCXO was within this 
tolerance, the standard receiver performed as well as the 
Cesium in the initial tests. To illustrate the effects of the 
clock on acquisition, several tests were conducted with 
the Cesium referenced synthesizer operating at different 
offsets from 10 MHz. As the offset increases the 
receiver has to search over more Doppler for the satellite 
signal. This causes the position fix to be delayed greatly. 
These results are siunmarized below. 

Offset Time to 3-D Fix 
OHz -45 seconds 

±20 Hz ~1.5 minutes 
±30 Hz ~2 minutes 
±40 Hz ~3 minutes 
±50 Hz No fix obtained 
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The pattern of increasing time to fix as a function of the 
oscillator error is evident. It is cut off at ±50 Hz due to 
the maximum oscillator error of 4 ppm (parts per million) 
being exceeded. Indeed initial acquisition time is a 
fimction of clock accuracy, but only to a point. More 
specifically, there is little to be gained in improved 
acquisition time by improving oscillator accuracies 
beyond 0.2 to 0.3 ppm. 

COAST TIME IMPROVEMENTS 

Coasting allows for short intervals of signal loss. By 
propagating the satellite's tracking state forward, the time 
before a loss-of-lock condition can be controlled. This 
enables the receiver to lock onto the satellite's signal 
immediately when it returns to view [6]. During this time 
the receiver will determine if the satellite is still a valid 
addition to the position solution. With high buildings 
blocking large sections of the horizon, the only feasible 
time to receive satellite information is at the short times 
available at the intersections of streets. If the receiver can 
maintain these signals from city block to city block, it 
becomes possible to have continuous coverage by the 
satellite. 

Because the receiver propagates the correlation and phase 
lock forward to allow for coasting, a stable clock is 
important. The receiver can coast for minutes, but if 
upon the signal's return to view the locks are not 
synched, the locks will be lost, requiring complete signal 
reacquisition. This would then invalidate all position 
solutions during this coast time due to error. The effects 
of the improved coasting runs were studied with the 
standard receiver and the receiver with an external 
Cesium reference. In addition, the software for the 
coasting time in the modified version was extended from 
5 seconds to 20 seconds. Blockages were simulated by 
masking sections of the horizon with a large metal sheet. 
Blockages of 3,7,17, and 23 seconds were conducted to 
the east, west, and south. The plot of satellite state 
versus time into the scenario shows the effects of the 
Cesium reference on the coast time (Figure 3). 

Both receivers entered the coast mode as expected for the 
shorter blockages at 2.5 and 3 minutes into the scenario 
and immediately returned to a usable signal when the 
satellite retumed to view. When the 17 second blockage 
occurred at 3.5 minutes into the scenario, the standard 
receiver lost all locks after a short coast period. It then 
attempted to reacquire the satellite, but was unable to do 
so due to the later blockage at 4.5 minutes into the 
scenario. Note that it took about two minutes before the 
satellite signal was fully recovered and usable in the 
position solution. The Cesium enhanced receiver entered 
the coast mode for the duration of the 17 second 
blockage. When the satellite retumed to view, the frame 
sync had been lost but was almost immediately 
recovered. In this case the effect due to the signal loss 
was minor since the receiver was able to "coast" through 
the signal outage, and there were no ill effects on the 
position solution. 

Coast. 
Mode 

SVin 
Sol 

Frame 
Sync 

Bit 
Sync 

Phase _ 
Lock 

Con- 
Lock 

No 
Locks 

HI 

cesium/modified 

unmodified 

1 ill 
Time in minutes 

Figure 3. Satellite State versus time, with blockages of 
3, 7, 17, and 23 seconds. 

TWO DIMENSIONAL FIXES FROM TWO 
SATELLITES 

The solution for a three satellite, two dimensional (2-D) 
fix has long been implemented by conventional GPS 
receivers. This is accomplished by constraining the 
altitude. For the GPS BuilderTM^ this entails using the 
known radius of the earth to act as a pseudorange from 
an imaginary satellite at the center of the earth. 

For a two satellite fix, the receiver is assimied to be 
already in the 2-D mode due to imposition of an altitude 
constraint. With an extremely stable clock, the clock 
frequency drift can be assumed to be zero. This 
eliminates the time correction component of the solution 
and leaves three unknovras. With the two satellites and 
the third augmented satellite, position can again be fixed. 
If the clock is in error the effects should be readily 
apparent as the position walks along a straight line 
bisecting the azimuths of the satellites used. When the 
clock moves ahead of true GPS time the pseudoranges of 
the satellites will be increased at each solution increment. 
This will cause the position to move away from the 
satellites and the true position. The same holds true for 
slower clocks, except the position will move towards the 
satellites as the pseudoranges are decreased (Figure 4). 

To test this, the receiver was operated with modified 
software (to support a two satellite fix with altitude 
constraint), but with the standard TCXO frequency 
reference. Satellites were de-selected until two satellites 
(SV 25 and SV 28) remained. The position scatter plot 
for a 27 minute period is shown in Figure 5. 
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Figure 4. Two Satellite Position - Effects of Clock Error. 
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Figure 5. Movement of two satellite fix over 27 minutes, 
standard (TCXO) oscillator. 
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41.373 

41.3724 

41.3718 
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Figure 6. Movement of two satellite fix, Cesium 
reference. 

The final test for determining the accuracy of a two 
satellite fix was the application of the Cesium reference 
with the oscillator error entered as zero in the GPS 
software. The same process of de-selecting satellites was 
followed, leaving two satellites separated by 78°. When 
plotted over 40 minutes (Figure 6), the receiver using the 
two satellites and the Cesium reference has accuracy 
comparable to that of SPS (100 meters, 2DRMS). 

BLOCK PROCESSING OF ONE 
MILLISECOND TIME RECORDS 

In an extension of flie FFT techniques presented in [7], 
we look at position solutions based on block processing 
of 1 msec long time records once satellite ephemeris and 
clock offset data has been obtained and stored. This will 
allow for GPS navigation with only very brief glimpses 
of satellites. In law enforcement applications, the 
difference between getting position information 
immediately upon a tracked vehicle exiting a building and 
several minutes later may be extremely important. 

In addition to rapid signal acquisition in the urban 
envirormient, this concept may have application 
elsewhere. In [8] the Committee on the Future of the 
Global Positioning System of the National Research 
Council recommended that in war, the US DoD deny use 
of all GPS signals to an opponent including the jamming 
of C/A code, and focus effort on the development of 
direct Y code receivers. Depending on the original error 
in the receiver's clock, this could require searching 
through vast amounts of code space. We feel direct 
calculation of the cross correlation of the signal and the 
code template will make this search several orders of 
magnitude more efficient than a sliding replica code 
search. 

The present/near term future hardware configuration for 
this study is shovm in Figure 7. As discussed later in the 
Future Directions section, over the next year we will be 
attempting to substantially reduce the weight, power, and 
cost of this system. The RF signal from an active 
anterma is bandlimited to 7 MHz bandwidth, down- 
converted to 6 MHz and digitized at 25.6 MHz and 14 
bits. The signal is then digitally mixed with the sine and 
cosine of effectively the LI frequency. The resulting 1 
and Q mixer outputs are low pass filtered for a final 
combined bandwidth of 2.5 MHz, and sampled at 3.2 
MHz. 

Unlike [7] where the center frequency of the vector signal 
analyzer was adjusted for Doppler and the cross 
correlation of the signal and PRN templates calculated 
within the analyzer, the same digitized RF is correlated 
with Doppler shifted templates of all visible SV's within 
the host computer. Figure 8 illustrates this processing. 
For standard C/A code the code templates do not change 
and neither they nor their RFT's need be calculated in real 
time. We envision storing the FFT's with 0 and 500 Hz 
Doppler and wrapping around for Doppler shifts of 1 
kHz or more. A standard result is that an N 
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Figure 7. Present/Near Future Hardware Block Diagram. 

point FFT or IFFT takes N log2(N) complex adds and 
N/2 log2(N) complex multiplies. Therefore for C/A code 
and 4096 point complex FFT's, (4.096 MHz complex 
sampling and 3.2 MHz bandwidth) 49152 + 49152 Nch 
complex adds and 24576 + 28672 Nch complex 
multiplies are required where Nch is the number of 
charmels. For direct L2 acquisition, the codes and their 
FTT's do not repeat, so these need to be calculated in real 
time resulting in one additional FFT per channel. Table 
II summarizes the computations required for 6 and 10 
channel C/A and Y code receivers. 

Complex 
Adds 

Complex 
Multiplies 

6 channel 
C/A     Y 

344K  6.39M 

197K  3.62M 

10 channel 
C/A     Y 

541K   10.32M 

3 UK  5.85M 

Table II. Computations to process 1 ms of RF data. 

Although beyond our present plans, the possibility of real 
time processing of all data in a C/A code receiver is well 
within present technology. For Y code, real time 
processing of 10 ms or more of data per second is 
feasible at reasonable cost. If one assumes a sliding 
replica correlator can search a quarter chip per 
millisecond, and if the initial clock uncertainty is 100 ms, 
searches could require in excess of an hour. With FFT 
processing this search could be reduced to several 
seconds. 

Because the spectrum of the RF is explicitly calculated, 
this structure naturally lends itself to detecting aiid 
eliminating narrow band interference. Future efforts will 
focus on accomplishing this in the frequency domain. 
While one might initially think that interference 
elimination is most easily accomplished by "zeroing out" 
(a few) corrupted bins in the frequency domain, that 
method inherently assumes that an interfering sinusoid 
falls on one or more integer bin numbers.  Instead, if 

energy falls between bins, one must estimate amplitude, 
phase, and frequency of the interfering sinusoid (in the 
frequency domain), and subtract that complete spectrum 
from the FFT of the incoming RF. 

Complex 
Sinusoid 

at Doppler 
Frequency 

Complex 
a&Q) 
Sampled 

RF ~ 

Off Line for 
LI C/A code 

Real Time 
forL2 

FFT 

I 
Interference 
Detection/ 

Notch Filter 

Correlator 
Output 

Duplicated for 
„ Each Chaimel 

Figure 8. FFT Processing of GPS signals 

Figure 9 shows an example of this correlation with the 
peak measured to 312.5 usec resolution. Figure 10 
illustrates how this resolution is improved to 10 ns. The 
FFT of the absolute value of the 16 bins in the vicinity of 
the correlation peak is calculated, zero padded in the 
frequency domain, and correlated with a triangular model 
of a correlation peak at an effective sampling frequency 
of 102.4 MHz. Figure 11 shows the results of 
processing 54 consecutive 1 ms blocks of data resulting 
in a standard deviation of 30 ns. Comparable blocks of 
data on numerous satellites result in a standard deviation 
ranging from 30 to 60 ns. While this is significantly 
worse than carrier phase aided sliding replica correlators 
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Figure 9. Coarse resolution measured TOA from 1 ms sample, SVN 16,25 AUG 95. 
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Figure 10. Fine resolution measured TOA from 1 ms 
sample, SVN 16, 25 AUG 95 

in current C/A code receivers, with SA on, SA remains 
the dominant source of error. With software fixes added 
to deal with the additional complication of data bit 
transitions, longer samples could be processed with 
improvements in both code phase noise and detection 
threshold. 

Figure 12 shows a plot of the short term (54 ms) 
repeatable accuracy of 2D fixes obtained with this 
method. Since the period is less than the time constants 
of selective availability, the variations are due mostly to 
receiver noise. 

We did explore the potential of cancelling the (interfering) 
signals from other satellites in order to reduce code phase 
noise, but only noted marginal (10-15%) improvements 
at substantially increased processor loading.The method 
involved least squares estimates of 

iiiiiiiiiiiiiiiiiiiii iiiiiiiiiiiiiiiiiiiiiiiiiiiiiiii 
.-       VO      .- 

Time (millisec) 

Figure 11. Measured TOA from 1 ms samples, SVN 16, 
25 AUG 95 

each satellite's amplitude and phase based on the original 
correlation calculations being subtracted from 
the original data. The second pass through, the signal 
subtracted for each satellite would be added back in and 
the correlation calculated a second time. For some 
satellites that could only be marginally detected, our 
cancellation procedure did increase the number of 
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Figure 13. Example of Cancelling Signals from Other 
Satellites 

samples successfully detected. Figure 13 is shown for a 
particular case, showing some improvement from 
interference cancellation. 

OBTAINING FIXES WITHOUT TIME FROM 
SATELLITES 

Since the technique presented above does not find frame 
sync, etc., exact knowledge of when the signals received 
were transmitted from the satellites is not necessarily 
available. Under normal circumstances, we envision the 
technique would be used in parallel with a conventional 
receiver to aid in rapid reacquisition after loss of signal. 
The clock uncertainty would then be a function of clock 
stability and the duration of signal outage. If this 
uncertainty is less than 100 nsec, flien a 2D fix with two 
signals becomes possible, and if less than 500 usec, 
then the inherent 1 ms ambiguity can be resolved and a 
conventional 2D fix with three signals is possible. 

Even if this 1 ms ambiguity caimot be resolved, it is still 
possible to obtain a fix provided sufficient signals are 
available to solve for one additional imknown, which we 
will call 'coarse time.' This means in general foxa 
signals (with good geometry) for a 2D fix and five for a 
3D fix. We assume we have ephemeris information, an 
assumed position accurate to approximately 100 km, and 
coarse time to within a minute or two. (The issue of 
ephemeris will be discussed in more detail later.) This 
accuracy of assumed position and coarse time is such as 
to allow the receiver to know satellite Doppler shifts and 
to resolve the 1 ms ambiguities in the time differences 
among the satellite TOA's. Just as in conventional GPS 
position solutions, we have measurements of relative 
ranges to satellites, but unlike those solutions, we do not 
have the satellite positions that produced those relative 
ranges. The basic principle in the solution is that there 
exists a unique solution in both space and time for which 
the set of time differences could have been observed. 

POSITION SOLUTION 

Starting with assumed positions and time, (XQ, yo, Zo. 
to), and n (> 4) TOA's modulo 1 ms, we solve for 
satellite positions (xi, yi, zi) and relative velocities (vj) at: 

to-ri/c. i = 1,2, ..., n, 

where ri is the range from the assiuned position to the i* 
satellite and c represents the propagation velocity. We 
can now calculate TOAo(i) (for i=l to n) and the 
pseudorange equations can be written as 

|TOA(i)-TOAo(i)]c = 
- (x - Xo)Cx(i) - (y - yo)Cy(i) - (z - Zo)Cz(i) 
-(%-to)v(i)-(tf-to)c 

where Cx, Cy, Cz are direction cosines, tg is gross estimate 
of time to calculate satellite positions, and tf is fine time 
which will be carried along as a variable but will only be 
accurate when considered modulo 1 ms. In matrix form 
these equations are 
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Cx(l) Cy(l) Cz(l) V(l)/C 
Cx(2) Cy(2) cz(2) v(2)/c 
cx(3) cy(3) cz(3) v(3)/c 
cx(4) cy(4) cz(4) v(4)/c 

_  Cx(n) cy(n) Cz(n) v(n)/c 

n r Ax "1 
1 
1 
1 

Ay 
Az 

cAtg 
cAtf 

= 

iJ L      J 

■CATOA(I)- 
CAT0A(2) 
CATOA(3) 
CATOA(4) 

CATOA(n) 

(Note: The fourth column has the speed of Ught in the 
denominator so the entire matrix and the DOP's 
calculated from it remain dimensionless, even though this 
results in an ill-conditioned matrix. All calculations 
including DOP need to be done in double precision.) 

Figure 14 illustrates this solution for position using the 
same data as was used in Figure 13. Figure 15 shows 
the solution for coarse time as a function of time for the 
same data set. The position solution is slighdy degraded 
and the solution for coarse time deviates from actual time 
with a = 25 ms. 
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Figure 14. Comparison of conventional position solution 
with positions requiring solution for time. 

We can calculate various types of Dilution of Precision 
(DOP's). Figures 16 and 17 show the Horizontal 
Dilution of Precision (HDOP) for 2D and 3D fixes 
respectively and compares them to conventional HDOP. 
The data points are based on a recent day in New 
London, five minute intervals, satellites actually tracked, 
and an elevation mask of T. The HDOP's in cases for 
which time must be solved are slightly worse and have 
peak values of 2.2 and 2.7 for 2D and 3D fixes 
respectively. Even though we were initially 

0.1   T 

0.01 0.02     0.03 

Time (sec) 

0.04      0.05 

Figure 15. Solution for coarse time as a function of time. 

2.2 

2 

0 10 15 

UTC (hours) 

25 

Figure 16. HDOP for 2D fix with (+) and without (o) 
transmission time from satellites. 

unsure, these results do make sense intuitively. The 
GPS constellation is designed so that at any one location 
and time, some satellites are rising and some are setting, 
i.e. they have different Doppler shifts or relative 
velocities. Figure 18 shows Dilution of Precision in the 
solution for coarse time using the same data and shows 
most points in the range of 2 to 8 x lO^. If the standard 
deviation of a TOA measurement is 100 nsec. this would 
imply standard deviations in coarse time of 20 to 80 
msec. 
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Figure 17. HDOP for 3D fix with (+) and without (o) 
transmission time from satellites. 
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Figure 18. Coarse TDOP for 2D (+) and 3D (o) fixes. 

The techniques presented above do not provide for 
demodulation of the transmitted data, but rather assume 
satellite clock and ephemeris data will be obtained by 
other means. For vehicle tracking applications, the on 
board receiver need only have almanac data so that it can 
know what sateUites to look for and at which Dopplers. 
In vehicle tracking, TOA information vice position 
information would be transmitted to a base station which 
would have current ephemeris data, and the position 
solutions would be done there. For vehicle navigation, a 
conventional receiver would run in parallel, and would 
need to have several contiguous minutes of tracking each 
satellite every few hours in order to obtain a reasonably 
current ephemeris. In [9] it states the data is valid over a 

four hour curve fit interval (assuming daily uploads), and 
that the start of the transmission interval corresponds to 
the beginning of this fit interval. Based on our limited 
observations, it appears that practice is to in fact begin 
transmission at the start of the fit interval as in [9], and 
then to frequently (sometimes hourly) change to a new 
data set such that a transmitted ephemeris will be valid for 
three to four hours after it has been received. 

Figure 19 shows the accuracy in meters of transmitted 
ephemeris data as a function of time relative to Issue of 
Data, Ephemeris (lODE) for ten separate satellites. 
Actual satellite positions used were precise post fit data 
available over the Internet from the National Geodetic 
Service. The fit interval in practice is seen to extend from 
approximately 2 hours before to 3.5 hours after lODE. 
hi our limited observations, lODE has always been from 
0 to 2 hours after the data has been received which 
unplies one can go 3 to 4 hours without successfully 
demodulating a complete message. 
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Figure 19. Accuracy in meters of transmitted ephemeris 
data as a function of time relative to lODE for ten separate 
satellites. 

CONCLUSIONS AND FUTURE DIRECTIONS 

Improving GPS fix availability in an urban environment 
was examined with several objectives: improving 
acquisition times for satellites, extending the time period 
the receiver can coast, and obtaining position fixes with 
only two satellites. These were shown to be powerful 
extensions to the standard receiver when used with a 
precise time reference such as a Cesium oscillator. 
We also presented results on obtaining fixes based on as 
little as one millisecond of data. This technique allows 
for GPS navigation with only very brief glimpses of 
satellites. For example, in law enforcement applications, 
this will allow for an immediate fix of tracked vehicle 
upon exiting a building. It could also permit several 
orders of magnitude faster code search for direct Y code 
acquisition in a battlefield environment where LI had 
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been intentionally jammed by the US DoD to deny its use 
to all parties. 

In the technique, the cross correlation of "Doppler shifted 
PRN templates" and one millisecond of digitized RF 
were calculated using Fast Fourier Transform (FFT) 
techniques. The peaks in absolute values of these cross 
correlation functions were then further processed to 
obtain a Time of Arrival (TOA) resolution of 10 ns. 
These TOA's (modulo 1 millisecond) have typical one 
sigma code phase noise of 30-50 ns. 

Finally, we presented an interesting method whereby 
these TOA's can be processed to obtain a fix, even if time 
has not been obtained by demodulation of satellite signals 
and is only known to several minutes. 

Future goals will be to continue further analysis in all 
three areas. With two receivers operating at the same 
time with the same conditions, acquisition time and 
coasting effects can be further examined and improved. 
The further expansion of the code to include a Kalman 
filter will enable the receiver to use signals acquired at 
various times to perform an electronic "running fix". 

We will also be working to substantially reduce the cost, 
weight, and power comsumption of the system in Figure 
7 by using the the 2 bit digitized RF that already exists in 
the GPS BuliderTM as shown in Figure 20. 
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Figure 20. Proposed future system. 
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ABSTRACT 

Global positioning System (GPS) has proven to be 
an extremely accurate positioning sensor for a wide 
variety of applications. However, in ground vehicle 
automation, still higher accuracy is required. Wide 
Area Differential GPS (WADGPS) offers a robust 
system that readily deals with Selective Availability 
(SA) errors, Ephemeris errors and Satellite Clock 
errors. An error level of decimeter/centimeter is 
guaranteed by WADGPS which satisfies the 
ground vehicle control algorithm. This paper deals 
with a highly responsive digital computer control 
system application algorithms for fully automatic 
ground vehicles. These algorithms are tested 
using a six degree of freedom (6D0F) simulation. 
The 6D0F simulation includes the Autonomous 
Vehicle Embedded Software (AVES) and the 
Vehicle Environment Model (VEM). AVES 
includes Guidance, Navigation, Kalman Filter and 
Mission handling algorithms. Whereas as VEM 
includes the GPS, Road, Atmospheric, Engine and 
Actuator models. 

The human intervention is completely 
eliminated by implementing reliable sensors and 
actuators. The concept of WADGPS is 
incorporated, thereby, making the overall 
performance of transportation system to be both 
congestion-free as well as collision-free and cost- 
effective. The models for GPS aiding sensors 
Dead Reckoning, Radar and Camera are included. 
A commuter is simply required to feed his/her 
destination into a dash-board computer. Highly 
sensitive actuators simulate human driver 
completely, and direct the vehicle on to the road. 
The car transmitter broadcasts its position and 
velocity to other cars for collision avoidance and 
lane changing maneuvers. Both, forward and 
reverse motions, and U-turns are achieved as per 
requirements. Furthermore, an accurate steering 
control is obtained using pulse code modulation 
technique, and acceleration/braking control is 
successfully implemented using learning-adaptive 
system. 

INTRODUCTION 

GPS assisted land navigation is only a small part of 
the total spectrum of the several uses of the GPS 
[1-3]. The perspective of nonmilitary GPS 
augmented users remains incomplete until 
professionals have had the opportunity to 
experience GPS and to unleash all of its innovative 
uses. A GPS reference receiver at a known and 
well-surveyed location measures the range to all 
satellites in view [4-8]. The Differential GPS (DGPS) 
reference receiver operates from an optimally 
placed antenna, and common-mode bias errors are 
eliminated easily. Several DGPS networks have 
been reported which are ideal for ground 
navigation purposes. WADGPS network algorithms 
have also been tested which guarantee an error 
level of decimeter/centimeter, and in conjunction 
with map matching, a perfect faster-than-real-time 
maneuvering can be envisaged. 

1333 



The well-known partial derivative algorithm offers 
low performance especially in coastal regions, 
therefore a minimum variance algorithm is reported 
in this paper. The algorithm solves for the minimum 
variance weighting coefficients which are applied 
by the user to the corrections received from 
multiple DGPS reference stations [9]. 

The simplest form of vehicle navigation employs a 
heading sensor, velocity sensor and a processor. 
Typically, a navigation system requires an input of 
an initial position and self-initialize the heading 
sensor with respect to north. The processor then 
integrates the velocity sensor output to determine 
distance traveled and resolves the heading sensor 
data to calculate a new position. This dead 
recl<oning navigation requires additional vision 
sensors, route guidance and map matching 
algorithms for making the driving task fully 
automatic. The high cost inertial systems are used 
primarily on vehicles, aircraft, and missiles which 
require high performance in all three axes: azimuth, 
pitch, and roll. A full-up inertial system consists of 3 
accelerometers and 3 gyros to provide 3 axes of 
linear acceleration and 3 axes of angular rate, 
respectively. However, for autonomous road 
navigation, one directional gyro with heading 
indicator, fluxgate magnetic sensor as the north 
reference, distance transmitting unit and a 
computer display unit suffice. 

VEHICLE   REQUIREMENTS 

The reliability, efficiency, and cost-effectiveness of 
an autonomous vehicle depend mainly on how 
judiciously its navigation sensors, perception unit, 
and computer control are incorporated, and how 
well their performance match today's transportation 
needs [10-14]. More often, a human driver is 
forced to maintain attention for long periods of time 
and commit to unpredictable contingencies on the 
freeways together with objectionable traffic jams. 
All this leads to fatigue and hypovigilance at the 
wheel, and consequently leads to more frequent 
collisions and congestion. The driver's activity is 
influenced by several factors that depend on the 
driver himself and his environment such as traffic 
density, traffic status, time of travel, and weather. 
Thus, the driving activity deals with a combined 
driver-vehicle-environment system shown in 
Figure 1 [15]. 

VIHICLE 

I 
*[~ 

The vehicle is required to blend its environmental 
perception capabilities with its intelligent control in 
order to effect optimal path-planning strategies that 
not only avoid obstacles, but also minimize criteria 
such as time of travel, fuel consumption, exposure 
to pollution/danger. However, basic driving 
function consists of lane keeping, safe (positive) 
distance maintenance, timely lane changing and 
overtaking. The key to all these driving tasks is 
collision avoidance. Table 2.1 indicates the various 
accuracy levels required for 1-15 seconds time 
alarm and 99.7% availability. 

Table 1- Positioning Requirements 
Land Application Accuracy 

(2 drms) 
Coverage 
Area 

Navigation and Route 
Guidance 

5-20 
meters 

nationwide 

Mayday/Incident Alert 5-30 
meters 

nationwide 

Vehicle Command 
and Control 

30-50 
meters 

nationwide 

Collision Avoidance: 
Control 

1 meter critical 
locations 

Collision Avoidance: 
Hazardous Situation 

5 meters critical 
locations 

Accident Data 
Collection 

30 meters nationwide 

Infrastructure 
Management 

10 meters nationwide 

Automated Bus Stop 
Announcement 

5-30 
meters 

nationwide 

Fig. 1 - The driver-vehicle system [15] 

SENSORS 

The remarkable advances in microelectronics and 
data processing technology have made possible 
the miniaturization of sensors, integration, and the 
combination of data (fusion) from a number of 
sensors. The signals from individual sensors are 
processed to obtain a robust intelligent sensor 
system [11,14]. The sensors for autonomous 
vehicles are required to exhibit the following 
properties: 

Non-interference. 
High sensitivity 
Small measurement pressure 
High speed 
Low noise 
Robustness. 

In practice, a sensor scarcely satisfies all these 
requirements, and it is necessary to evolve a 
synergistic combination with suitable integration. 
As large portion of the outside worid information is 
acquired by visual senses, more emphasis is laid 
on the perception unit [16-18]. The vision sensors 
(imaging sensors), most widely used in television 
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cameras, can detect brightness data using several 
photoelectric semiconductor elements arranged in 
regular vertical and horizontal lines, and scan these 
signals in sequel. The Charge-Coupled Device 
(CCD) type sensor is more sensitive than the 
human eye, small in size and highly responsive. 
For spatial measurements, 3-D stereoscopic 
recognition is utilized. Additionally, the visual 
perception generates reactions with the use of 
knowledge about the behavior of traffic 
participants. For a robust visual perception, laser 
radar and infrared sensors are also installed on the 
autonomous vehicle. 

GPS   RECEIVER 

The GPS can provide extremely accurate 
positioning information, and proves to be a 
versatile all-time all-weather radionavigation 
system. The Commercial Off-the Shelf (COTS) 
equipment lends itself to cost-effective GPS 
receivers suitable for manpack as well as vehicular 
applications. The ground vehicles are categorized 
as low dynamic systems, and the COTS GPS- 
instrumented Position Location System (PLS) 
derives its accurate positioning location by 
employing WADGPS concept. The Master Control 
Station (MCS) substation is the center of the 
autonomous vehicle PLS. The Data Link 
Subsystem (DLS) links the GPS receiver, 
reference station subsystems, and the MCS 
together in order to disseminate data throughout 
the PLS. The DLS can use either Very High 
Frequency (VHF) band ranging from 100 to 300 
MHz, Ultra High Frequency (UHF) band (300 MHz 
to 1 GHz), or L-band (i.e., 1-2 GHz) [19]. The UHF is 
assumed for the present application incorporating 
Time Division Multiple Access (TDMA) protocol to 
handle variants of dynamic vehicular network on 
the roads. A block fonward error correction code is 
employed to protect and maintain the message 
integrity, and the update rate (< 0.1 s) can be 
readily achieved. 

In the absence of measurement errors, a GPS 
pseudorange for the k^^ satellite is given by 

pk = rk + cb + cdk 

where rk is the actual range to the k^^^ satellite, b 
is the receiver clock offset, and dk is the delay due 
to total ionosphere electron content. In perturbed 
form, the above equation can be expressed in 
matrix notation as 

Ap = AAx 

where p is a K-dimensional vector [pi P2... PKIT ' 
A is determined by user-satellite geometry, and x 
denotes the 4-dimensional user position. If the 
pseudorange measurements suffer from random 

errors with zero mean and Pp is the error 
covariance matrix of these measurements, then 
the estimate of Ax which minimizes the mean 
square error is obtained by iterating 

Ax = [AT Pp-1 A]-"" AT Pp-'lAp 

and the resulting error covariance matrix for Ax is 
given by 

Px = [AT Pp-1 A]-"" 

In case the pseudorange errors are uncorrelated, 
and exhibit zero mean and equal variance, then 

and 
Pp = IOp2 
Px = [AT AJ-I V 

where   Op2 is the variance of the GPS 
pseudorange error. With these assumptions, a 
reasonably good horizontal dilution of precision 
(HDOP) can be obtained for successful 
autonomous navigation of the road vehicle. In 
navigation applications, the key to success in real- 
time Kalman filtering is to generate a filter model of 
adequate size to predict the actual system 
performance and at the same time operate within 
the processor throughput constraints [20,21]. For 
autonomous navigation, the filter must be robust 
enough to operate in more than one dynamical 
environment. In case the dynamics change 
drastically, or a sensor failure occurs, the filter must 
contain some mechanism to detect and rectify the 
situation. A robust filter has the characteristic that it 
caters for near-optimum performance over a large 
class of process and measurement models. A 
Schmidt-Kalman filter is used which allows certain 
states to be considered without being estimated, 
and other partially updated depending on the 
event. Figure 2 illustrates the evolution of an 
autonomous vehicle. 
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Fig. 2- Multi-sensor Autonomous Veliicie. 
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GUIDANCE   SYSTEM 

The in-vehicle Route Guidance Systems have 
matured to the point of practical usefulness as well 
as cost-effectiveness [22]. Such a system is 
responsible for selecting optimum routes in a given 
road network (available on CD-ROM) and providing 
digitized directions to a human driver and/or an 
autonomous system. The Dijkstra algorithm 
emphasizing the path of least resistance is utilized, 
and different weighting factors are attached for 
minimum fuel or minimum exposure to 
pollution/danger criteria. Figure 3 displays a series 
of interconnected functional subsystems of 
hardware/software components. The desired 
destination and the starting position of the vehicle 
together with the time of travel manifest an optimal 
route on the road network. Once the vehicle 
commences the journey, sensors continuously 
keep track of the direction and displacement of the 
vehicle. Initial calibration is little crucial for dead 
reckoning performance, however, a feedback 
calibration indicated in Figure 3 is suggested to 
obtain distance accuracy better than 99.9% using 
efficient map matching algorithm [12,22]. Both 
segmentation and feature extraction are used as 
an initial step in map matching. The process 
concatenates co-linear vectors, and creates phase 
angle difference whenever the vehicle takes a 
turn.        _ 

iMun 

Fig. 3 - Overall Setup for Autonomous Vehicles. 

LONGITUDINAL   CONTROL 

For brevity reasons, only the longitudinal control is 
illustrated in Figure 4 [16]. Let do be the relative 
distance between two vehicles at standstill, and Va 
represent the controlled vehicle speed. Then, the 
transfer function relating Va to Vd is given by the 
expression 

Va Cvs+Cp 

Vd xs3+s^Cv+hCp )&+Cp 

where a first-order model is used for the propulsion 
system exhibiting the lag time constant T. This time 
constant is chosen to be 0.1s. The throttle input u 
leads to acceleration a of the vehicle. A negative 
feedback on both position as well as velocity is 
incorporated as depicted in the figure. 

ifrf^M \l.                            V. 
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Fig. 4 - Block Diagram for Longitudinal Control. 

In order to have a robust and fast controlling action, 
the poles of the transfer function must have 
negative real part. Moreover, the overshoot is 
avoided by forcing one of the poles to be equal to 
the zero, i.e.,   -CJT_. resulting in a second order 

Cv 
system 

Va 0? 

Vd s2+2^cos+<o2 

A choice of Cp=3.2s-2, Cv=1.6s"'', and h=0.5s 
yields double poles pi,2= -4. A slight tuning in 
these parameters, i.e., Cp=3.0s-2 and Cv =1.5s''' 
gives a better location of the poles, that is, pi=-3 
and P2=-5. The damping ratio ^ also contributes 
towards more stable response. 

Digital control algorithms are established by 
applying a combination of controller design for a 
desirable closed loop response and finite 
difference approximations. However, the 
anticipated degree of stability for an autonomous 
system is reduced by sampling process, and the 
filtering process takes care of maintaining the 
robust performance of the system. Furthermore, 
the redundant data is used to corroborate the final 
estimates for throttle, heading angular change and 
braking. A processor controller is composed of 
proportional, integral, and derivative control actions 
(PID) 

ms)   =   Kp+KL+Kds 
E{s) s 

The control algorithm is given by 

mn= _1 [mn-1 + XTmn-r+^Ten] 
1+XT 

where r is the number of sample intervals of length 
T in the dead time D. The control is thus function of 
the previous value of the manipulated variable and 
the present error en- The pulse modulation 
technique can guarantee absence of oscillations 
and instability by incorporating a check on the error 
estimate of the concerning variables. 
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AUTONOMOUS   VEHICLE   INTERFACE 

The new generation of microprocessors promises 
further increase in system capabilities, while 
simultaneously shrinking both volume and power 
consumption of the Autonomous Vehicle 
embedded system. The spectrum of vehicular 
technology has expanded far beyond the 
classically recognized role of stability and control, 
autopilot, and control linkages. The spectrum now 
includes integration of technologies spanning 
functional, physical and man-machine features. 
The integration critically impacts the vehicle design 
options, operation effectiveness, and safety 
measures. The Digital Road Maps, available on a 
CD-ROM, have substantially increased the safety 
of automobiles. These maps along with the GPS 
navigation provide a feasible solution to the 
Autonomous Vehicle System (AVS). Figure 6 
illustrates a functional block diagram for the AVS. 
The expert system technologies are integrated 
with the digital maps, the radar, CCD camera 
images, magnetic compass, together with the GPS 
system for obtaining a real-time intelligent decision 
support navigation package. This package has 
three primary objectives, namely, 
processing/fusion of navigation data, 
display/operation of digital road maps, and 
analysis/decision making of navigation operations. 

AoeamMoi 

Fig. 5 - The Integrated Autonomous Vehicle. 

The integration of GPS and communications 
suggests an efficient transportation system for 
increasing the road traffic safety, smooth driving 
without traffic jams, and a comfortable driving 
environment.Furthermore, the autonomous 
vehicles rely on such an intelligent system 
integration which leads to a complete collision 
avoidance in any type of real-time situation. The 
vehicle Transmitting System (TS) continuously 
provides information about its position and velocity 
to its participants. A safe distance with respect to its 
immediate surroundings is maintained by the 
acceleration/brake and steering controls. The 
Inertial Platform (IP) and Rate Gyro and 
Accelerometer Package (RGAP) keep the vehicle 
Central Processing Unit (CPU) well-informed with 
the incremental changes in the vehicleis 
parameters. The wheel odometers provide the 

vehicle traveling distances by multiplying the 
number of electronically generated pulses by a 
constant depending on the wheel perimeter.As 
the actual tire size is influenced by vehicle speed, 
tire pressure, vehicle payload, and atmospheric 
conditions, appropriate corrections are applied by 
the CPU. The Atmospheric Data System (ADS) 
keeps a continuous record of the Outside 
Atmospheric Temperature (OAT), pressure p and 
differential pressure dp. The information 
concerning deviation from the road center is 
obtained by magnetic as well as optical sensors 
and fed to the CPU. The digital road maps in the 
form of a road data base (RDB) are already stored 
on the CD-ROM. The GPS receiver updates the 
vehicleis position (and velocity) to 
centimeter/decimeter levels as required for the 
lateral or longitudinal control actions. The 
Autonomous Vehicle Embedded Software (AVES) 
mission finally yields the estimates for throttle and 
heading angle increments for a safe and accident- 
free maneuver, and can be readily incorporated. 

Au. sorrwwE SIIUATIONO 
OH ixa COMIVTER (4m 

LABCOMnJTER 
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ON kJB COMnjTBKWe) /AVES OOMniTER 

: 
Fig. 6 - Two-stage Strategy for AVES. 

CONCLUDING   REMARKS 

The actual placement of the sensors for 
autonomous navigation is expected to improve the 
system performance. The cost of augmenting GPS 
can be further reduced by employing cots 
equipment, and this will encourage more users to 
opt for autonomous vehicles. This in turn would 
lead to intelligent transportation system with 
substantial share of electronically controlled next 
generation vehicles. Authors feel at this juncture 
that hybrid electric vehicles shall be accepted by 
our information-based society. A synergistic 
combination of heat engine, electric drives, 
electronic controls and in-vehicle computer with 
inter-vehicle communications shall soon be in the 
automobile market. 
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ABSTRACT 

At the request of Congress, the National 
Research Council (NRC) and the National Academy of 
Public Administration (NAPA) conducted a joint study 
to examine the management, funding, and technical 
improvement issues related to the Global Positioning 
System (GPS). The NRC was specifically asked to 
recommend improvements that would enhance the 
use of GPS for civil, commercial, and military users. In 
addition, the NRC was asked to determine if Selective 
Availability and Anti-Spoofing were meeting their 
intended purpose. This summary paper contains the 
findings of the NRC study. 

INTRODUCTION 

At the request of Congress, the National 
Research Council (NRC) and the National Academy of 
Public Administration (NAPA) conducted a joint study 
to examine the Department of Defense's Global 
Positioning System (GPS). The NRC was asked to 

determine if Selective Availability (SA)^ and Anti- 
Spoofing (A-S)^ were meeting their intended purpose 
and to recommend technical improvements and 
augmentations that could enhance GPS for all users- 
military and civilian. NAPA was asked to address GPS 
management and funding issues, including 
commercialization, governance, and international 
participation. This paper discusses the major findings 
and recommendations made by the NRC. The 
complete findings and recommendations of both 
study groups can be found in the joint report. The 
Global Positioning System-Charting the Future. 

SELECTIVE AVAILABILITY 

The most controversial issue in the report is 
the recommendation to turn SA to zero immediately. 
Although naturally embraced by most civilian users, 
this recommendation is being strongly contested by 
many DOD officials. From the onset of the study, both 
the NAPA panel and the NRC committee agreed that 
national security was of paramount importance and 
that, without exception, the U.S. military advantage 
should be maintained. During the year-long study, 
both the NRC and NAPA groups heard extensive 
briefings of the military utility of GPS by DOD, 
including Its interest in retaining SA. After substantial 
evaluation of DOD and civilian inputs over many 
months, the groups unanimously concluded that SA 

' SA is a purposeful degradation in GPS navigation and timing 
accuracy that is accompiislned by intentionally transmitting 
erroneous information on ephemeris and precise time of the 
clocks on board the satellites, which introduces errors Into the 
GPS signal. With SA, the civilian C/A-code signal is limited to a 
specified accuracy of 100 meters, (95%). Military receivers with the 
appropriate decryption keys can eliminate the effects of SA and 
obtain an accuracy of approximately 21 meters, 2 drms, or better. 

^ Anti-Spoofing (A-S) is the encryption process used to deny 
unauthorized access to the military Y-code. It also improves the 
performance of a receiver in the presence of GPS mimicked or 
spoofing signals, which could potentially provide incorrect 
information to a GPS user. 
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is not providing a meaningful deniai of accuracy and 
is no longer meeting its intended military purpose. 
This determination was made after intense discussion 
and careful deliberation. Outside the two study 
groups, however, the debate is still ongoing and the 
outcome unl<nown at this point. 

Table 1 summarizes the case for and against 
the continuation of SA. DOD officials have stated that 
SA is an important security feature because it limits 
the accuracy obtainable directly from the C/A-code to 
100 meters, 2 drms (42 meters, CEP).^ Because the 
military has access to a position accuracy of 21 
meters, 2 drms (8 meters, CEP) and undegraded 
velocity as well, DOD believes that U.S. forces have a 
distinct tactical and strategic advantage. The DOD 
believes that obtaining accuracies better than 42 
meters CEP requires a substantial amount of effort. 
DOD representatives have expressed their belief that 
our adversaries are much more likely to exploit the 
GPS C/A-code, rather than DGPS, because its use 
requires less effort and technical sophistication than 
is required to use DGPS. In addition, some DOD 

officials contend that local-area DGPS broadcasts do 
not diminish the military advantage of SA because 
they could be rendered inoperative, if warranted, 
through detection and destruction or by jamming. This 
appears to imply that adversaries are either precluded 
from obtaining GPS navigation accuracies better than 
100 meters and a few tenths of a meter per second in 
velocity, or that a significant amount of effort is 
required to achieve this. 

It was the opinion of the NRC committee that 
meter-level accuracies are readily obtainable, even in 
the presence of SA set at its current level or even at 
higher levels. As shown in Figure 1, several 
commercial and government DGPS systems routinely 
provide position accuracies approaching the meter 
level (2 drms) and velocities equal to or superior to 
that of the undegraded (no SA) GPS signal, in the 
United States and in most of the populated areas of 
the world. Within the U.S. government, agencies such 
as the Federal Aviation Administration, the Coast 
Guard, and the Army Corp of Engineers are 
implementing and planning to operate systems that 

TABLE 1. Arguments for and Against Leaving SA at its Current Level 

ISSUE: TURNING SELECTIVE AVAILABILITY TO ZERO IMMEDIATELY. 

ARGUMENTS FOR MAINTAINING SA AT IT'S 
CURRENT LEVEL OR HIGHER LEVELS 

SA provides protection. 

DGPS signals are not readily obtainable and 
adversaries are much nnore likely to exploit the GPS 
C/A code rather than DGPS because it requires less 
effort and technical sophistication. 

ARGUMENTS FOR REMOVING SA 

100 meters, 2 drms, is still more than adequate to deliver chemical, 
biological, or explosive weapons. 

If an adversary does use local-area DGPS broadcasts, 
they could be detected and destroyed or jammed. 

SA can be turned to a higher level. 

DGPS services wfith accuracies approaching 1 m are available in the United 
States and in most of the populated areas of the w^orld through commercial 
vendors and government agencies. Local-area DGPS stations are: 
• inexpensive, 
• can be set-up in less than an hour. 

Local-area DGPS stations are difficult to detect because they are small and 
the signals can be broadcast at: 
• low power and spread spectrum frequencies or 
• rapid on/off cycles with very short transmission times. 

Further, it would be politically difficult to destroy DGPS stations in 
noncombative countries, especially if they were used for transportation and 
public safety, such as civil aviation. 

If SA was removed, denial of accurate C/A-code on 
LI to enemy forces through jamming would interfere 
with friendly force acquisition of the encrypted Y- 
code. 

GLONASS is unreliable. 

DGPS methods can still be used to defeat SA. 

The United States has publically announced that the accuracy will be at least 
100 meters, 95% of the time for the foreseeable future. 

Direct L2 Y-code acquisition and/or alternative operating procedures could 
be used. 

80 % of GLONASS constellation is complete and is providing free signals 
with accuracies comparable to undegraded GPS performance. 

The Ck)arse Acquisifon (C/A) code is broadcast on the L-band carrier signal known as LI, which is centered at 1575.42 MHz. 
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Figure 1. DGPS coverage provided by commercially available systems, including Skyfix and Sercel. (Courtesy of the 
National Air Intelligence Center) 

Figure 2. DGPS coverage provided by the planned FAA WAAS (Wide-Area Augmentation System). Source: Innovative 
Solutions International, Inc., presentation at the National Technical Meeting of the Institute of Navigation Meeting, 
Anaheim, California, January 1995. 
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GLONASS. (Courtesy of MIT Lincoln Laboratory) 

will, in combination, cover the entire United States and 
beyond, as shown in Figure 2. Furthermore, if the full 
GLONASS constellation is completed in 1995 as 
planned, this system also will provide properly 
equipped users with an additional source of highly 
accurate positioning data, as shown in Figure 3. 

Even if potential adversaries are not taking 
advantage of DGPS at this time, the NRC committee 
believed that it would be prudent for the DOD to 

recognize the potential capability that exists with 
currently available systems. In addition, the 
establishment of a low-cost, militarily controlled local- 
area DGPS network for use by an adversary in a 
theater of conflict also is a possibility. Local-area 
differential systems are easy to build or buy and are 
not expensive. Reference stations for local-area DGPS 
operations are small and can be typically installed in 
less than an hour. Signals from such systems may be 
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difficult to detect because they can be broadcast at 
low power and as spread-spectrum signals or in rapid 
on/off cycles, with very short transmission times, 
minimizing the chance of being detected. 

Some DoD officials contend that the level of 
SA could be increased substantially in times of serious 
enemy threat. This would further degrade accuracy 
and would act to discourage deployment of GPS- 
gukJed munitions by potential adversaries. However, 
even if the level of SA Is increased, DGPS methods 
could still be used to provide an enemy with accurate 
signals. Additionally, the United States has declared 
its Intention not to degrade the C/A-code signal to 
more than 100 meters, 2 drms. A violation of this 
declaration could have a serious Impact on numerous 
civil users. 

The NRC committee expected that any enemy 
of the United States sophisticated enough to operate 
GPS-gulded weapons will be sophisticated enough to 
acquire and operate differential systems. Adversaries 
could potentially take advantage of the existing, 
commercial systems available worldwide or install 
local-area DGPS stations, as described earlier. As has 
been pointed out, these systems can have the 
capability to provide velocity and position corrections 
to cruise and ballistic missiles with accuracies that are 
equal to or superior to those available from an 
undegraded C/A-code. 

Regardless of the level of SA, GPS, DGPS, 
and GLONASS signals can be used against us today. 
The unencrypted C/A-code, which is degraded by SA, 
still provides our adversaries with an accuracy of 100 
meters, 2 drms, which would still be more than 
adequate to deliver chemical, biological, or explosive 
weapons. With SA set at zero, the stand-alone 
accuracy improves to better than 30 meters, 2 drms." 
While this improvement enhances the ability of an 
adversary to successfully attack high-value point 
targets, significant damage also can be inflicted with 
use of the GPS signal. With even 100-meter accuracy, 
the NRC Committee believes that the risk is 
sufficiently high to justify denial of the LI signal by 
jamming. The jamming strategy has the additional 
benefit of denying an adversary all radionavigation 
capability, including the even more accurate DGPS 
threat. 

The NRC committee recognized that the 
principal shortcoming of a denial strategy is the 
difficulty that military GPS receivers currently have in 
acquiring the Y-code during periods when the C/A- 
code is unavailable due to jamming of the LI signal. 
The implementation of direct Y-code acquisition 
capability would provide the optimal solution to this 
problem. Although the technology for developing 
advanced, direct Y-code receivers is available today. 

unfortunately, such capabilities are not currently 
fielded by the military. The NRC committee believed 
that a focused, higti-priortty effort by the DOD to 
develop and deploy advanced, direct Y-code user 
equipment, backed by forceful political will from both 
the legislative and executive branches, can bring 
about the desired result in a relatively short period of 
time. In the interim, alternative operating procedures 
can be used to mitigate the problem. These will be 
discussed later. 

In summary, the NRC committee strongly 
believed that preservation of our military advantage 
with regard to radionavigation systems should focus 
on electronic denial of all useful signals to an 
opponent, for example, by jamming and spoofing, 
while improving the ability of civil and friendly military 
users to employ GPS In a jamming and spoofing 
environment. Continued effort to deny the accuracy of 
GPS to all users except those authorized by the 
military via SA appears to be a strategy that ultimately 
will fail. Thus, the NRC committee stated that the 
military employ denial techniques in a theater of 
conflict to prevent enemy use of GPS or other 
radionavigation systems. Both the NRC and the NAPA 
study groups unanimously made the following 
recommendation. 

Selective Availability should be turned to zero 
immediately and deactivated after three years. In 
the interim, the prerogative to reintroduce SA at its 
current level should be retained by the National 
Command Authority. 

ANTI-SPOOFING 

Although many civil users could benefit if A-S 
is turned off, the NRC committee found that A-S 
remains critically important to the military because It 
forces potential adversaries to use the C/A-code on 
LI, which can be jammed if necessary without 
inhibiting the U.S. military's use of the encrypted Y- 
code on L2. Further, encryption provides resistance^to 
spoofing of the military code. The NRC committee 
determined, however, that the current method of 
manual distribution of Y-code decryption keys is 
laborious and time consuming. The DOD has 
recognized this problem and has ongoing efforts to 
distribute keys electronically. The NRC committee 
believed that an electronic key distribution capability 

* Recent measurements with SA turned to zero have ranged from 
5 meters to 10 meters, 2 drms. However, the accuracy without SA 
greatly depends on the condition of the ionosphere at the time of 
observation and user equipment capabilities. 
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would greatly enhance the use of the encrypted Y- 
code on L2. The committee also believed that 
technology Is available to upgrade the current 
encryption method and suggests that the Air Force 
should explore the necessity of utilizing this 
technology. Modifications to the Block IIR satellites 
and the Block IIP request for proposal may be 
required if upgraded encryption methods are 
necessary. Changes to military receivers also will be 
required. The committee recommended that 

AS shou/dremain on and the electronic distribution 
of keys should be implemented at the earliest 
possible date. In addition, the Air Force should 
explore the necessity of upgrading the current 
encryption method. Required receiver 
enhancements should be incorporated in future 
planned upgrades. 

TECHNICAL ENHANCEMENTS TO IMPROVE GPS 
PERFORMANCE FOR MILITARY USERS 

As stated previously, the committee believes 
that the military usefulness of SA is severely 
diminished and that it is urgent that the DOD focus its 
attention on denial of all useful signals to an 
opponent, for example, through jamming and 
spoofing techniques, including jamming of the 
unencrypted C/A-code, rather than relying on SA. 
Several technical enhancements that would improve 
the overall performance of military receivers operating 
in the presence of spoofing, jamming and interference 
were identified by the committee and are listed below. 
The greatest improvement in user equipment 
performance will result from the combined 
implementation of all five recommended 
enhancements in a single integrated system. 

The development of receivers that can rapidly lock 
onto the Y-coded signals in the absence of the C/A- 
code should be completed. The deployment of 
direct Y-code receivers should be given high priority 
by the DOD. 

Nulling antennas and antenna electronics should be 
employed whenever feasible and cost effective. 
Research and development focused on reducing the 
size and cost of this hardware should actively be 
supported. 

The development of low-cost, solid-state, tightly- 
coupled integrated inertial navigation system/GPS 
receivers to improve immunity to Jamming and 
spoofing should be accelerated. 

The development and operational use of GPS 
receivers with improved integration of signal 
processing and navigation functions for enhanced 
performance in Jamming and spoofing should be 
accelerated. 

Military receivers should be developed that 
compensate for ionospheric errors when LI is 
Jammed, by improved software modeling and use 
of local-area ionospheric corrections. 

GPS receivers are especially vulnerable during 
their signal acquisition phase. Also, most military GPS 
receivers cannot acquire the Y-code during periods 
when the C/A-code is being jammed. Future receivers 
capable of direct Y-code acquisition will correct this 
operational deficiency. In any event, tactics must be 
developed and put in place to facilitate acquisition 
and tracking during jamming. In the interim, before 
advanced, direct Y-code receivers can be fielded by 
the military, various operating disciplines can be used 
to minimize the impact of L1 C/A-code jamming on 
the ability to acquire the Y-code directly. 

For example, as with existing plans to destroy 
radars in a hostile area, plans and procedures could 
be developed to remove jammers and DGPS stations. 
In addition, prior to entering the jamming area, the 
C/A-code can be used to acquire the Y-code. Once 
the Y-code is obtained, and while still within the active 
jamming area, PPS receivers could be operated 
continuously or be repowered every few hours in 
order to maintain accurate time, which will aid in 
faster, direct reacquisition of the Y-code. This 
technique can be extended to aircraft-based GPS- 
guided munitions using low-powered C/A-code 
retransmissions aboard, or by the inclusion of time- 
transfer circuits. 

Ground forces also can make use of natural 
terrain and man-made obstructions to obtain some 
shielding from ground-based jammers. From a tactical 
standpoint, the U.S. military can interrupt denial 
jamming/spoofing for short time periods, typically 2 to 
3 minutes hourly, to assist those friendly forces in 
need of C/A-code to reacquire the Y-code. These 
scheduled times should be short and random to 
prevent hostile troops from taking advantage of 
interrupted jamming. Finally, C/A-code selective 
denial techniques could be developed and utilized that 
minimize impact upon friendly LI-only military 
receivers, such as the Plugger receiver. 
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IMPROVING GPS PERFORMANCE FOR CIVIL AND 
COMMERCIAL USERS 

Although GPS was originally designed to 
provide a military advantage for U.S. forces, the 
number of civilian users now far exceeds the number 
of military users. The NRG committee found that the 
most prominent need for commercial and civil users 
is greater stand-alone accuracy, availability, and 
integrity. With improved performance of the basic GPS 
signal, many users would no longer require 
augmentations to obtain the data they require. Any 
additional system enhancements and modifications to 
improve stand-alone positioning accuracy for civilian 
users are relatively ineffective in the presence of SA. 
However, with SA removed, the major enhancement 
that would greatly increase accuracy for civilian users 
is the addition of a new, unencrypted signal. Civilian 
access to an additional frequency would enable 
improved accuracy through ionospheric corrections, 
multipath rejection, and single-frequency operation 
when interference jams one of the two civilian 
frequencies. 

In studying possible options for the addition 
of another civilian frequency, the committee 
developed the following guidelines: 

• 7776 signal must not interfere witti the military's 
jamming techniques for denial of GPS signals. Any 
signal enhancement should preserve and maximize 
the ability of the military to deny the GPS signal to 
adversaries through local jamming without adversely 
impacting the L2 Y-code signal. 

• The signal must be backward compatible. A 
significant investment has been made in receiver 
purchases and existing receiver performance must not 
be degraded. However, existing receivers may not be 
able to take advantage of the new signal. 

• The frequency allocation for the signal must be 
considered. The signal should be assigned a 
frequency in the L-band spectrum that has a 
reasonable chance of receiving an official allocation 
from the Federal Communications Commission and, 
if appropriate, the International Telecommunications 
Union as well.^ 

• The signal should optimally be spaced for 
ionospheric correction and wide lane ambiguity 
resolution. Ideally, the new GPS signal should be on 
an L-band frequency sufficiently offset from Li to 
permit user correction of ionospheric delay, which 
would improve user accuracy yet be close enough to 
LI to allow fast, wide-lane cycle ambiguity resolution, 
also termed wide-laning. For adequate ionospheric 
correction, the separation between L1 and a new 
frequency should be at least 200 MHz. For optimal 
wide-lane ambiguity resolution, the frequency 
difference between L1 should be no greater than 350 
MHz. 

• The signal should optimally occupy a wide (at 
least 10 t^Hz) frequency band. A wide-band signal 
has two main advantages over a narrow-band (2 MHz) 
signal. First, use of a wide-band signal allows about 
a 10-dB improvement in interference rejection over a 
narrow-band signal. This is significant for both stand- 
alone and differential users needing improved 
availability in the presence of wide-band or continuous 
wave interference. The second advantage is that upon 
signal reacquisition, a wide-band signal can recover 
submeter pseudorange accuracy faster than a narrow- 
band signal in both low- and high-multipath 
environments. 

Based on these guidelines, the NRC 
committee determined that the optimal scenario for an 
enhanced civilian GPS signal would entail the 
provision of a new wide-band frequency, termed L4, 
that would be broadcast unencrypted to allow for 
universal access. If a wide-band frequency allocation 
proves impossible to obtain for L4, a narrow-band 
signal should be considered as a desirable option. 
Table 2 below compares estimated achievable 
accuracies for five potential frequencies. 

Although the selection of a specific frequency 
would require additional analysis, the NRC committee 
believed that a new L4 signal could be added to 
several Block IIR spacecraft using existing volume and 
power. Based on cost information for the current 
Block MR L-band navigation package provided by the 
ITT Corporation, the committee estimated that the 
cost would be approximately $1.3 million per Block IIR 
satellite. The committee recommended that 

A preliminary arialysis of the L-band spectrum ailocation was 
conducted by Mr. Melvin Barmat, Jansky/Barmat 
Telecommunications Inc., Washington D.C. 

Immediate steps should be taken to obtain 
authorization to use an L-band frequency for an 
additional GPS signal, and the new signal should be 
added to GPS Block IIR satellites at the earliest 
opportunity. 
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Table 2. Effect of an Additional L-Band Frequency for Reduction of Ionospheric Error on 
Civil GPS Accuracy 

Error Source Typical Range Error Magnitude (meters, 1a): Improved Standard Positioning Service 
(no SA, additional L-Band Signal) 

1237.83 1258.29 1841.40 1258.29 1841.40 

Narrow-band, Narrow-band, Narrow-band, Wide-band, Wide-band, 
C/A-type code C/A-type code C/A-type code P-type code P-type code 

Atmospheric Error 
Ionospheric 
Tropospheric 

0.01 
0.2 

iiiiiiiiiii:iii' 
||;||||||||||||| 

0.01 
0.2 

0.01 
0.2 

Clock and Ephemeris Error 3.6 3.6 3.6 3.6 3.6 

Receiver Noise 0.6 0.7 0.9 0.5 0.8 

Muitipath 1.5 1.6 2.3 1.0 1.9 

Total User Equivalent Range 
Error (UERE) 

3.9 4.0 4.3 3.8 4.2 

Typical Horizontal DOP 
(HDOP) 

1.5 1.5 1.5 1.5 1.5 

Total Stantt-Alotw Horizontal 11.9 12.0 13.1 iiisiiiiiiiiii;!!; iiisiiiiiiiiiiiii 
Accuracy 
(2 drms) 

RECOMMENDATIONS    TO     ENHANCE 
PERFORMANCE FOR ALL USERS 

GPS 

In view of the rapidly expanding use of GPS 
by commercial, civilian, and military users, the NRG 
committee believed that GPS must be capable of 
continuous operation in all foreseeable contingencies. 
This capability Is critical. The one area where the NRG 
committee found limited system redundancy was In 
the operational control segment (CCS). Although the 
NRG committee determined that the Air Force has 
several experiments planned to improve the system. 
It believed there are some additional improvements 
that can be made to the CCS that would increase 
stand-alone accuracy, availability, and Integrity; 
improve the overall reliability of the system; or simplify 
day-to-day operations. 

There are three recommendations that would 
result In greater stand-alone GPS accuracy and 
integrity. These include (1) uploading more current 
clock and orbit information to all satellites, (2) 
Increasing the number of monitor sites, and (3) 
improving the operational control software to reduce 
the clock and ephemeris errors. 

By uploading pseudorange corrections for all 
satellites with each scheduled. Individual satellite 
upload, the Air Force predicts a 50 percent reduction 
In the combined clock and ephemeris errors to PPS 
users. See Table 3. The Air Force has experiments 

undenway to validate this assumption. Furthermore, 
if the number of monitor station sites can be 
increased, the Air Force expects an additional 15 
percent Improvement in the combined clock and 
ephemeris accuracy. Tests in a simulated Kalman 
Filter currently are unden/vay by the Air Force. A final 
20 percent improvement in the combined clock and 
ephemeris error can be obtained by software 
improvements to the Kalman Filter and dynamic 
models used in predicting the state of the GPS 
satellites. The specific NRG recommendations relating 
to the above improvements are as follows: 

The DOD's more frequent satellite navigation 
correction update strategy should be fully 
implemented as soon as possible following the 
successful test demonstration of its effectiveness. 
In addition, the current security classification policy 
should be examined to determine the feasibility of 
relaxing the 48-hour embargo on the clock and 
ephemeris parameters to civilian users. 

Additional GPS monitoring stations should be added 
to the existing operational control segment. 
Comparison studies between cost and location 
should be completed to determine if Defense 
Mapping Agency or Air Force sites should be used. 
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The operational control segment Kalman Filter 
should be improved to solve for all GPS satellites' 
clock and ephemeris errors simultaneously through 
the elimination of partitioning, and the inclusion of 
more accurate dynamic models. These changes 
should be implemented in the 1995 OCS upgrade 
request for proposal. 

If all three of the above recommendations are 
Implemented, the combined clock and ephemeris 
error is expected to be approximately 1.2 meters (1 a). 
As shown in Table 4 and Figure 4, if: (1) SA Is turned 
to zero; (2) an additional GPS L-band signal is added; 
(3) more advanced receivers are utilized; and (4) each 

of the clocl< and ephemeris accuracy improvements 
are implemented, then a stand-alone GPS SPS 
accuracy of 5.4 meters (2 drms) with a narrow, L- 
band signal should be obtainable, and a stand-alone 
GPS SPS accuracy of 4.9 meters (2 drms) with a 
wide-band signal should be obtainable." In addition, a 
PPS accuracy of 4.2 meters (2 drms) (1.8 meters 
CEP) also would be obtainable. 

In addition to the above recommendations, 
the NRC committee found a need for (1) a simulator 
to test software and train personnel, (2) modern 
receivers at the monitor stations, and (3) a permanent, 
backup master control station. The committee 
believed that these improvements would enhance the 
overall reliability of the system. 

Table 3. Reduction of Combined Clock and Ephemeris Errors 

Enhancement 

Correction Updates (50% reduction) 

Additional Monitor Stations (additional 15% reduction) 

Non-partitioned Kalman Filter (additional 15% reduction) 

Improved Dynamic Model (additional 5% reduction) 

Anticipated Combined Clock and Ephemeris Error 
Improvement over Existing Combined Error of 3.6 maters i^a) 

1.8 meters 

1.5 meters 

1.3 meters 

1.2 meters 

S 
a. 

o 

■u 

120  - 

100 Meters 
100 - 

80 - 

nSinnnw^wl^^tfuAMi] 

60  - 

40 - 

-^M 20 - 
12 Meters 

^                    6 Meters 

0  - 
i  Bi«JiPp^^^-^ts--i 

With SA NoSA 
Two Frequencies 

NoSA 
Two Frequencies 
Improved Ciock 
and Ephemeris 

Figure 4. Approximate stand-alone horizontal SPS accuracy, 2 drms, resulting from recommended improvements. 

" Civil users would have access to this level of accuracy only if the 48-hour embargo on clocl< and ephemeris parameters is lifted. 
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Table 4. Impact of Reduced Clock and Ephemeris Error on SPS Stand-Alone Accuracy 

Error Source Typical Range Error Magnitude (meters, 1a): Improved Standard Positioning 
Service (no SA, additional L-Band Signal) 

1237.83 

Narrow-band, 
C/A-type coda 

1258.29 

Narrow-band, 
C/A-type code 

1841.40 

Narrow-band, 
C/A-type code 

1258.29 

Wide-band, 
P-type code 

1841.40 

Wide-band, 
P-type code 

Selective Availability 

Atmospheric Error 
Ionospheric 
Tropospheric 

0.0 

0.01 
0.2 

0.0 

0.01 
0.2 

0.0 

0.01 
0.2 

0.0 

0.01 
0.2 

0.0 

0.01 
0.2 

Clock and Ephemeris Error 

Receiver Noise 

Multipath 

lllllllllilll 
0.6 

1.2 

0.7 

1.6 

llllllliilllllll; 
0.9 

2.3 

llllllllllli 
0.5 

1.0 

liiiiiiiiiiiiisi 
0.8 

1.9 

Total User Equivalent Range 
Error (UERE) 

1.8 2.1 2.8 1.7 2.4 

Typical Horizontal DOP 
(HDOP) 

1.5 1.5 1.5 1.5 1.5 

Total Stand-AIone Horizontal 
Accuracy 
<2 drms) 

5.4 6.4 8.3 4.9 7.1 

CONCLUSION 

Because of its widespread utilization by bothi 
military and civilian users, GPS has truly emerged as 
a dual-use system. The tasking placed upon both the 
NRG and NAPA study groups by Congress 
recognized this indisputable fact. As a result, the 
NRG committee endeavored to balance the features 
that would enhance civil applications against the clear 
requirement to maintain the military integrity of the 
system. Taken as a whole, the recommendations 
discussed in this paper were intended to meet this 
criterion. 
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ABSTRACT 

Congress directed that the National Academy of Public 
Administration (NAPA) and the National Academy of 
Sciences to provide guidance on the fiiture of GPS. Congress 
wanted to know how GPS should be governed, managed, 
and Ilmded in the fiiture and how its technology could be 
improved. To conduct its portion of the stu^, NAPA formed 
a panel of experts in defense management, government 
organization, inteUigence and security, international trade 
and finance, science and policy management, technology 
assessment, and telecommxmications. The NAPA panel 
addressed pohcy, management, and funding issues. The 
National Research Council (NRC) acted on behalf of the 
National Academy of Sciences to review the technical issues. 

The   NAPA  panel   assigned  the   highest   priority   to 
maintaining the mihtaiy advantages associated with GPS. 
Its initial preference was to isolate this dominant influence 
and    then    address    the    commercial,    international. 

management, and fimding issues. The panel's deUberations, 
however, led to the conclusion that national security and 
other issues could not be treated separately. National security 
could only be addressed simultaneously with consideration of 
the commercial and international aspects of GPS in 
assessing appropriately the available options. The panel 
found that the best approach for preserving national security 
is one that also adapts to the rapidly evolving commercial 
and international dimensions shaping the fiiture of GPS. 

The NAPA panel concluded that GPS is an invaluable asset 
that is rapidly becoming a de facto "global utihfy."^ To 
maintain U.S. leadership in satellite radionavigation, the 
NAPA panel recommended that: 
• The President adopt explicit national goals to guide 

GPS policy making and implementation. 
• The United States underscore its commitment to 

make GPS available firee of direct charges to all 
users. 

• To sustain its military advantage, DOD develop the 
capability to counter adverse use of GPS and other 
radionavigation signals. Selective Availability 
(SA),^ which degrades the civilian GPS signal, is 
not fiilfilling the purpose for which it was created 
It should be turned down to zero immediately and 
deactivated after three years. 

• The United States develc^ a more effective 
mechanism of governance by broadening civil 
agency participation in U.S. policy making and 
providing a greater voice for civilian, commercial, 
and irrtemational interests in the fiiture evolution of 
GPS. A GPS Executive Board that represents these 
diverse interests should be created. 

• StaWe federal funding of GPS for national security 
and public safety be continued, while pursuing 
contributions from other nations as international 
participation grows. 
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NAPA's TASKS AND PROJECT APPROACH 

Under the tasks that Congress directed be reviewed and in 
coordination with the DOD and the NRC, NAPA was 
assigned the following specific tasks: 
1. How should the GPS program be structured and 

managed to maximize its dual utility for civilian and 
military purposes? 

2. How should the GPS program infirastructure be fimded 
to assure consistent, sustainable, and reliable services to 
civilian and military users around the world? In 
consideration of its worldwide user community, are 
there equitable cost recovery mechanisms that may be 
imjdemented to make the GPS program partially or 
fully self-supporting without compromising U.S. 
security or international competitive interests? 

3. Is commercialization or privatization of all or parts of 
the GPS consistent with U.S. security, safety, and 
economic interests? 

4. Is international participation in the management, 
operation, and financing of GPS consistent with U.S. 
security and economic interests? 

The NRC reviewed the technical issues described in their 
separate paper, though both panels and stafls worked closety 
and harmoniously on crosscutting questions, such as 
selective availabiUty. 

Forces Driving Change 

Earfy on in its deUberation, the NAPA panel identified a set 
of powerful forces that it felt were shaping the fiituie of GPS. 
Such forces would affect the ways the United States 
maintains the miUtary advantage inherent in GPS, which the 
NAPA panel believed was paramount. These forces 
included: 

• GPS as a potential weapon of war and 
terrorism. The United States, having developed 
GPS, rightly wants to retain the militaty 
advantages of this technology for its own and allied 
forces and to deny these advantages to enemies. 
Consequentiy, the United States must devote 
greater energy to achieving countermeasures. As 
with other technologies, other nations will acquire 
GPS-like c^iabiUties. How fest this happens 
depends, in part, on poUcies and actions of the U.S. 
government. In the longer term, the inaeased 
availabiUty of accurate positioning capabilities will 
undoubtedty pose an increased threat to U.S. and 
allied military interests. 

• Rapidly growing commercial markets. Sales of 
GPS-related products and services are ejqjected to 
grow to more than $30 billion annually by early in 
the next centuty. GPS capability will be integrated 

into many other widety used technologies 
throughout the world. There is great potential for 
still other uses of GPS. 

Use by much larger segments of the general 
public GPS is still relativefy unknown to the 
general public; users number onty in the himdreds 
of thousands. As GPS becomes a key part of 
vehicular navigation systems and mobile 
communications, millions of people will come to 
know and depend on it. 

• Further potential technological improvements. 
Technical improvements can and are being made to 
the basic sateUite system to provide higher levels of 
accuracy, integrity, and availability.'' Other 
improvements are possfcle in user equipment and 
in enhancements and augmentations to the basic 
system. 

International mariiets and influences. A rapid 
expansion is occurring in intenational maikets as 
well. Foreign manufecturers and service providers 
interested in capturing these markets are pressing 
their governments for a strong U.S. assurance of 
continued GPS signal availability and for increased 
international participation in system governance 
and management. Foreign unease with reliance on 
a U.S. military-controlled system provides incentive 
for international development of a competing 
global navigation system under multilateral control. 

Thus, the NAPA panel organized its woik quite logically 
around the forces driving cliange - the commercial 
maiketplace, the international sector, national security 
interests, and management - as well as fimding, while the 
NRC took on the technical questions. But because these 
forces operate in concert, not independently, and policy 
makers do not enjoy the luxmy of developing categorical 
responses, the panel found that comprehensive policies to 
address interrelated challenges were necessary. The United 
States must not onty stay at the leading edge of technological 
develo|Hnent but also must estabhsh a governance and 
management fiamewoik capable of balancing the various 
national goals set for GPS. The key was to design a flexible 
fiamewoik for reconciling the competing demands on the 
system in ways that respond to the national interest. 

National Strategy and Goals For GPS 

Earty on, the NAPA panel also recognized the need for a 
clearty articulated national strategy to guide U.S. efforts and 
serve as the basis for both protecting national security and 
providing a position, velocity, and timing capabiUty 
acceptaHe and usaWe worldwide.    Therefore, the panel 
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recommended the following national goals for GPS, 
including augmentations funded by the U.S. government, 
and urged that they be adc^Jted. The goals are: 

Ptx)tect the security of the United States and its 
allies and seek to counter or limit the hostile use of 
the system by others. 

• "        Maintain    an    efficient,    eflfective,    dual-use 
geopositioning capabihty providing responsive, 
highly accurate, and reUable positioning, velocity, 
and timing information worldwide. 

Maintain U.S. leadership in GPS technology by 
eiKX)uraging its evolution, growth, and commercial 
apifdications. 

• Maintain GPS as a global resource by considering 
international interests and concerns in GPS 
governance and management. 

• Establish policies governing the availability, use, 
and fimding of GPS that are - and are seen to be- 
stable, consistent, and workable for all major users 
of the system. 

• Provide a flexible management structure capaUe of 
adaptmg tafidHy to changing technical and 
international circumstances. 

Consistent with the other national goals, limit the 
overall burden on the U.S. taxp^er. 

In short, GPS goals skadd aim to protect national security, 
encourage commercial growth, and foster international 
acceptance and contiinued U.S. leadership in this field 

EVOLVING GPS GOVERNANCE 

Two fundamental questions confiont U.S. policy makers 
responsible for GPS: Who governs and manages it? Who 
pays for it? 

The DqMrtment of Defense has successfiiUy developed and 
fielded this highly useful satellite-based system. DOD 
deserves both fubUc gratitude and congratulations for this 
impressive technological achievement. DOD's governance 
and management structure woiked well during two decades 
of development. But demands on the system are widening 
and becoming far more complex than before, and rival 
systems m^ emerge. The Dqjartment of Transportation 
(DOT) has been given a stronger role as representative of 
civil interests but is still a relatively weak partner to DCffi). 
Governance and management will need to evolve further to 
meet efiectively the challenges of the future.  Proliferating 

civiUan users - domestic and foreign - will need to be better 
refHBsented in federal policy making on GPS. 

As to funding, the NAPA panel concluded that the value of 
GPS is extraordinarity high, both as a vital and {Hoven 
military system and as a stimulus to the national and 
international economies. GPS constitutes a national asset 
that the nation should continue to own, siqjport finandalty, 
and offer as a global utility. To date, DOD has borne the 
costs of inxniding a national program benefiting the entire 
world. In the ftiture, where possible, those who benefit fiom 
availabUity of the GPS signals should contribute toward the 
cost of providing them. In the panel's view, system 
enhancements and augmentations that benefit national 
security or puUic safety should receive federal support; those 
that benefit primarily the ixivate sector should be paid for, 
inso&r as possftde, by the beneficiaries. If other nations 
agree to contribute, DCD's financial burden should be 
reduced. 

GPS is fast becoming a global infiuination resource. Few 
technical obstacles to international diffiision remain, and 
great advantages accrue to other nations in adofting a 
system that provides accurate timing and location data at no 
direct cost. As GPS becomes an invaluable global 
information utiUty, foreign governments will, nevertheless, 
increasingly wish to have a voice in setting poUcy for the 
system and will likely become more unh^^jy with the 
current ad hoc apjproazh to international consultation. Some 
foreign governments already express a preference that an 
international oi^ganization be re^nsitde for GPS 
governance and policy making, even though ownership and 
operation of the GPS satellites would remain in the hands of 
the U.S. government. U.S. willingness to jHOvide a 
meaningfiil voice in GPS governance to the international 
community might well be acconqianied by foreign financial 
support for maintaining and augmenting the system. 

BURGEONING GPS MARKETS 

At eariier stages in the development of GPS, military 
requirements drove the evolution of the sateUite system; 
civilian and commercial needs were subordinate. Final 
management responsibiUty for GPS still resides with DOD. 
Nonetheless, as with computers, microelectronics, and other 
technologies, commercial applications and technologies are 
increasingly leafing their military counterparts, and 
commercial develofxnents are setting the terms for many of 
the debates over the future of GPS. The commercial demand 
for GPS products and services now overshadows military 
demand, with nine out often receivers being sold to civiUan 
or conmiercial users. Many in the pnvaie sector wonder 
how DOD will accqpt and manage the growing d^ndence 
of civil users on the system's continued availability, a 
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dependence which increasingly circumscribes the military's 
fi^dom to control the apphcation of GPS. 

The markets for GPS applications are diverse, (^namic, and 
ejqanding rapidly in the United States and abroad 
Opportunities for U.S. GPS product and service vendors of 
all sizes are growing. Considered from a larger perspective, 
the growth of dviUan use means that people are increasingly 
enjoying the considerable peacetime benefits of GPS 
technologies in the areas of increased productivity and cost 
savings, public safety, and convenience. 

NAPA's project team surveyed seventy conqjanies in an 
effort to achieve a clear understanding of GPS markets. 
Rei^nses obtained from forty-nine of those companies 
indicated that the estimated size of global GPS maikets is 
currently about $2 WlUon (Figure 1 below). These markets 
are growing at an annual rate of about 38 percent and are 
expected to grow to at least $11 biUion by 2000. By 2005, 
the world market is expected to reach $31 bilUon, 55 percent 
of which will be outside of the United States. Other studies 
by the European Commission and a major U.S. consulting 
firm siqjport the conclusion that GPS maikets will grow 
rapidly. 

1995 2000 2005 

Figure 1: World GPS Market ($ BiUion) 

Why is the use of GPS growing so rapidly? One key reason 
is that the price of basic GPS user equipment is dropping as 
a result of technological progress, increasing scale 
economies, and competition among vendors. Another 
reason is that qualitative improvements in GPS-based 
technologies are bringing greater accuracy and reliabihty to 
traditional users of positioning and navigation data. The 
NAPA survey confirmed that prospects for GPS in air 
navigation are particularly briglit because alternative systems 

generally pale in comparison when all relevant factors are 
taken into accoimt. 

The synergistic combination of lower prices and improved 
performance characteristics is creating entirely new GPS 
aipUcations. As noted earlier, the explosive growth of GPS 
is alreacfy impacting the automobile industiy. America's 
leading automobile companies are anticipating a Kuge 
market for GPS in the area of automobile navigation, an 
appUcation that is already catching on among Japanese 
consumers. Consumer recreational use is another growth 
market; as prices drop and inexpensive personal positioning 
technologies become accessible to the public, GPS receivers 
may become utaquitous among hikers, boaters, tourists, and 
otlter recreational users. (Figure 2 on the following page 
projects GPS market growtii by major segment.) 

Future growth in the use of GPS will be accompanied by the 
integration of GPS with otiier technologies, such as 
telecommiuiications, remote sensors, data storage 
technologies, and Uquid crystal displays. The comtanation 
of GPS with communications technologies, for example, has 
led to automatic vehicle location software that provides a 
central dispatcher with the exact location of each vehicle in a 
fleet. It also holds out the prospect for reducing auto theft 
through automatic tracking of stolen vehicles. 

Both U.S. and foreign governments continue to wield 
considerable influence over the pace and direction of GPS 
market development. U.S. businesses are largely satisfied 
with the current management of the GPS satellite system at 
the moment but are concerned about filture policy stability 
and international acceptance. As entire industries and 
essential dvil government services become dependent on 
GPS, these questions will become increasingly important. 

The wilUngness or reluctance of foreign governments to 
embrace GPS as a central component of a fiiture global 
navigational satelhte system could greatiy affect the fortunes 
of U.S. GPS vendors in the long term. Currentty, some 
foreign governments maintain a cautious attitude toward the 
system out of concern for the DOD-dominated management 
arrangements and for the political leverage and economic 
benefits that would accrue to the United States as the owner 
and operator of a de facto global sateUite radionavigation 
system. 

Similarfy, U.S. civilian government agencies such as the 
Federal Aviation Administration (FAA) and the U.S. Coast 
Guard have a powerful impact on GPS markets as a result of 
their role in providing augmentations called "differential 
services" for air transportation and maritime use, 
augmentations that improve the accuracy of the basic GPS 
signal.^     Constructing  and  maintaining  such  systems 
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Figure 2: World Market Growth by Segment ($ Billion) 

translates into large hardware, software, and service 
contracts for U.S. firms, and the commercial sector generally 
welcomes the proactive aj^oach that government agencies 
have taken toward differential services. Equipment 
manu&cturers cite the incorporation of GPS into public 
infrastructure as the second most important measure that the 
government could take to promote GPS-based industries (the 
first is to ensure policy stability). Still, U.S. private 
companies that provide differential services, while suj^wrtive 
of government use, ofpse government competition. Freely 
avaiiaUe government-provided augmentations to GPS will 
impinge upon matkets otherwise open to private providers. 

Finally, the military has a strong effect on GK markets. 
First, it has the lead role in setting policy for the system. 
Second, at least for the moment, it is a major purchaser of 
GPS equipment for its awn use. However, as shown in Table 
1 below, the mihtary's policy of degrading the civilian GPS 
signal through SA tends to constrain the growth of 
commercial applications. Research conducted for the NRC, 
as well as the NAPA survq', indicate that the maiket impact 
of ehminating SA would be favorable and could be quite 
substantial ui some product categories. 

TABLE 1 
North American GPS Maritet; Cumulative 1994-2003 

($ BUIion)                       SAOn SAOff 
GPS Products                             19.8 30.1 
Network Services                        7.1 13.1 
DataCommun.                          10.5 12.5 
Software &Integ.                        48 83 

TOTAL                              42.3 64.0 

MAKING GPS THE CORE OF A GLOBAL 
POSITIONING AND NAVIGATION NETWORK 

Despite the rapid international diffiision of GPS technologies 
and the apparent willingness of many foreign users to rely 
upon the system, concerns continue to be ejqjressed. The 
NAPA panel believed that such concerns should be 
addressed, consistent with U.S. national security interests, if 
GPS is to gain universal acceptance as the system at the core 
of a fiiture international navigation system. These concerns 
include control of the system, participation in governance 
and fimding of the system, and standards setting. 

While some take U.S. dominance for granted, unresolved 
issues and concerns about control and national sovereignty 
nonetheless could lead to the develofanent of a conqjeting 
navigation satellite system similar to GPS, notwithstanding 
the worldwide availalrility of the GPS civil signal fi^e of 
direct charge. A Rxissian system, GLONASS, has been 
partially fielded; Inmarsat, the International Ndarine Satellite 
Organization, may include a navigation capability in a fiiture 
satellite network. The International Civil Aviation 
Organization is working on a Global Navigation SateUite 
System, with GPS and GLONASS as conqwnents. Whether 
these systems become complementary to or competitive with 
GPS depends on U.S. government actions. 

GPS is becoming a de facto international utility, and it is in 
the U.S. interest to encourage the fijrther diffiision and 
acceptance of GPS in this capacity. To the extent that the 
United States neglects the concerns and requirements of 
international GPS users, other nations would be more 
inclined to press on with plans to create alternative, stand- 
alone systems. Such a development would have a number of 
negative impUcations for the United States, in both the 
economic and the national security areas. It would be more 
difficult to maintain the military advantage accruing to the 
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United States as the technological leader. It could also 
diminish the commercial advantages and the prospect of 
international contributions to GPS as well as impede the 
formation of an international navigation network. 

The NAPA panel concluded that the United States needs to 
pay close attention to other countries and relevant 
international bodies. The panel found that: 

• Foreign interest and involvement in GPS are 
inaeasing rapidly as the system gains greater 
international acceptance as the navigation and 
positioning system of choice, despite some concerns 
among foreign governments and other users about 
the future reUaWlity and availability of GPS, 
concerns that are heightened by the continued use 
ofSA 

Current, largely ad hoc, channels for foreign 
participation in GPS will, over time, likely be 
insufficient to meet other nations' demands for a 
stronger international voice in any global 
navigation system. 

Participation by international institutions, regional 
organizations, and foreign countries is appropriate 
in defining GPS requirements, monitoring the 
system's performance, and establishing compatiHe 
differential services, and this participation 
promotes GPS expansion woridwide. 

Foreign contributions to a worldwide navigation 
and positioning system based on GPS coxdd reduce 
the costs of the system to the American taxpayer. 
However, such contributions would fffesumably be 
contingent upon greater international participation 
in the policy-making aspects of the system. 

Opportunities exist for increased international involvement 
in GPS, iiKluding participation in both the definition of 
fidure requirements and financing of the system. The panel's 
recommendations aimed at seeing that GPS was the basis 
for a truly global positioning and navigation system. They 
included the following: 

• Ihe United States should issue a dear and 
concise policy statement at the higftest level that 
reasserts the U.S. commitment to provide 
permanent intemationtd access to the GPS mgnal 
and that states the U.S intention to consider 
foreign interests in the future evolution of GPS. 

• The United States dtould formulate an explicit 
strategy to increase intamdional acceptance and 
use of GPS that reassures foragn users of ihe 

reliability, credibility, and consistency of the 
United States as a provider. 

• The U.S. government should encourage and 
participate in developing and organizing a global 
navigation network with GPS as its foundation, 
and mth t^propriate arrangements for 
governance, management, and funding. 

MEETING NATIONAL SECURIXY 
INTERESTS AND CONCERNS 

GPS is an essential element of the U.S. national security 
posture. Akeady widely deployed in military units and 
systems, GPS is programmed, over the next decade, to 
become an integral part of all major weapon platforms 
(planes, ships, and land vehicles); a mainstay of troop and 
equipment maneuvering; and an embedded subsystem in an 
increasing number of so-called "smart" precision-guided 
munitions. 

Balancing the commercial and societal advantages of 
widespread civilian access to reliable, accurate GPS 
positioning data and the national security interests has been a 
long-standing concern. The realization that a military 
adversary could use GPS technolo©' against its creators led 
DOD first to separate miUtaiy and civilian GPS signals and 
then intentionally to degrade the latter using SA when it 
p-oved more accurate than had been expected The 
advantages and disadvantages of SA have been subjected to 
extensive detete as the importance of GPS to miUtary and 
civilian users ffows. 

Mihtaty thinking about GPS has focused on securing the 
precision mihtaiy GPS signal through encryption and on 
deitying a highly accurate civilian signal to potential 
adversaries throu^ SA. The security of the military signal 
is intact, but the difBculties with SA include: 

First, as the demand for and use of GPS grow, the 
miUtaiy utihty of using the civilian signal in 
wartime also grows. Many U.S. troops carried 
commercial receivers during the Gulf War and the 
1994-1995 military operation in Haiti. In both 
cases, U.S. military commanders opted to turn SA 
to zero to improve signal accuracy for ti-oops using 
such receivers. The anomalous situation thus exists 
of having SA to protect national security, yet 
turning it off in the very circumstances it v/as 
designed to serve. 

Second, DOD's reUance on SA to degrade the 
civihan signal is quickly being undermined by the 
proliferation of inejqjensive and robust differential 
systems. 
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Finally, the political feasibility of denying or further 
degrading the civilian signal in response to military 
imperatives is eroding rapidly. The increasing 
integration of GPS technologies into the 
commercial and civil sectors ensures that denial or 
degradation would imperil public safety, adversely 
impact the economy, and impede the deUvery of an 
increasing array of public and private services. 
Military commanders know that SA can be turned 
up to confound the enemy but may ignore the 
substantial commercial and international costs 
associated with such an action. 

In addition, since most military receivers require the 
acquisition of the civilian signal prior to gaining access to 
the more accurate military signal, jamming of the civilian 
signal can currently affect the miUtaiy's access adversely. 
Techniques to prevent this effect were discussed in the NRC 
portion of the report. 

The current level of SA (100 meters) is an inconvenience, an 
obstacle relatively easily overcome, rather than a significant 
deterrent to those who seek greater accuracy. But SA cuts 
both ways - a &ct often forgotten in DOD - by encouraging 
ways such as differential GPS to around it and leading to 
speculation on alternative stand-alone systems. The global 
difiiision of differential GPS, including to potential 
adversaries, is alrea<fy well underway and accelerating 
rapidly. The United States cannot prevent the grovrth of 
such systems, aside from recoxu^ to the politically imtenable 
and economically ill-advised option of discontinuing or 
encrypting the civiUan signal. 

DOD is rightly concerned about the miUtary impUcations of 
the increasing worldwide availability of high-quality, GPS- 
derived radionavigation data. But the existence of SA has 
distracted DC© fiom confronting this incipient proHem 
head-on. For many in military commands, SA is a mental 
crutch that has slowed and inhibited the development of the 
capataUties required to address the problem directty: the 
abiUty to decrease accuracy to levels worse than 100 meters 
provides a superficiaDy appealing, if luirealistic, answer to 
concerns about the availabihty of accurate navigation data. 

SA will no longer be effective in denying potential 
adversaries the accuracies inherent in GPS and its 
augmentations; the NRC portion of the report addressed the 
technical considerations supporting this conclusion. The use 
of SA, and the imcertainty surrounding U.S. policy toward 
GPS, may be a temporary deterrent to foreign mihtaiy (as 
well as civilian) users. But it is rapidfy eroding as 
differential systems spread In the longer term, the 
continuation of SA will be ineffective and could be 
coimterproductive. 

Nonetheless, the greater accuracy provided by GPS ~ with or 
without SA - and other augmentations of the civil signal 
poses an increased threat to U.S. and allied miUtary forces. 
Even if, on balance, U.S. forces benefit more fiom GPS than 
do their adversaries, the advances in targeting and 
positioning that will arise fiom the increased availability of 
GPS signals pose an increasing threat and must be taken 
seriously. Memories of SCUD attacks on Riyadh and Tel 
Aviv are too recent to ignore the impUcations of this threat. 

The most obvious tactical change required to respond to 
these threats is to develop the capability to counter adverse 
use of GPS signals and other radionavigation signals, to 
acquire the necessary electronic warfare hardware, and to 
train U.S. military forces to use them. Militaiy research and 
development should focus more on develofMng options to 
both deny the availability of accurate positioning from GPS 
should the need arise and to i»-otect the availaWity of the 
military signal to U.S. and allied forces. U.S. military 
planning, doctrine, and operations should em{iiasize the 
denial of precision radionavigation data to adversaries in 
wartime. Technical approaches to limiting the availability of 
differential signals should also be investigated. 

Accordingty, the NAPA panel recommended 

• V.S. military planning, research and 
development, doctrine, training, and operations 
should focus on denying the advantages of 
accurate positioning and navigation signals to 
adversaries in wartime ti$rough methods other 
titan Selective Avmlability (SA), inchuBng 
jamming. 

• The administration and the Congress should 
provide tiie resources required to develop and 
procure needed countermeasurm and equipment 
as soon as possible 

• Selective Availability should be turned to z^ro 
immediately and deactivated (^ier three years. In 
the interim, the prerogative to rdntroduce SA at 
its current level should be retained by the 
National Command Authority. 

GOVERNANCE AND MANAGEMENT: THE NEED 
FOR EVOLUTION 

For the first two decades of GPS development, DCff) carried 
out both the governance and management functions. DOD 
deserves great credit for its accompUshments. The Air 
Force, as DOD's executive agent, successfuUy develqped and 
fielded the system and brought it to initial operational 
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capability in December 1993. DOD also coqierated with 
civil agencies and the commercial sector as they e3q)lored 
and developed applications for a wide variety of dvil 
government and private-sector users. 

Recently, the DOT has become more involved, and through 
it, the civil government sector. In the absence of clear and 
comprehensive policy guidance, participating organizations 
have been fiee to pursue their own agendas. Not 
surprisingly, DOD focuses on the attributes that best serve 
miUtaiy needs; DOTs attention is focused on jawposed 
differential systems for civil air and marine uses. This 
arrangement has led to conflicts, such as that between DOD 
and the Federal Aviation Administration (FAA) over the 
accuracy of FAA's proposed wide-area augmentation system 
(WAAS), which reflect the sometimes competing interests, 
in this case, dvil air navigation needs versus concerns about 
national security. While not surprising, given the conflicting 
goals and viewpoints, such conflicts affect program 
implementation and costs, and slow realization of GPS's 
potential benefits to broad segments of sodety. 

Although not an equal partner, DOT has taken some useftil 
first steps to improve its interactions with DOD. The NAPA 
panel was concerned, however, that DOT has been slow in 
taking other needed actions, such as ^^inting a senior 
ofBdal with clear and continuing authority to oversee 
departmental initiatives, as well as coordinate all dvil 
activities, on GPS. In addition, DOT is only minimally 
represented at the DOD operating levels and is only 
modestly refwesentative of other dvil users. With a DOT 
departmentwide reorganization in the ofiing, fiirther delay is 
likely. 

The NAPA panel was also concerned aboxit the 
requirements-setting p-ocess and its imjdementation in 
DOD. Civil agency, commercial, and international input 
into the system is occurring in a more organized feshion but 
is still limited. This situation exists in large part as a 
reflection of the mihtary requirements-setting process, which 
was not crafted to embrace the needs of civilian agendes or 
the private sector. In addition, various miUtaiy commands 
have only recently become more aware of their own 
requirements for GPS as they continue to research and 
examine the potential applications of GPS. 

The Air Force is limited by DOD guidance and fimding to 
maintaining the system and responding only to defined 
military requirements. If a mihtary command has 
requirements that exceed DOD guidance, the command is 
expected to provide the funds for meeting more demanding 
requirements. Aity dvil agency, private-sector, or 
international requirements in excess of military requirements 
are to be financed with non-DOD fimds. The panel beUeved 
DOD needed to reexamine its procedures for identifying and 

fimding research and development requirements for GPS 
improvements to better take into account the overall 
demands for GPS. 

Several models of governance structures potentially relevant 
to GPS were exjdored during this stu^, including possible 
privatization. No alternative ^jvemance and management 
arrangement emerged as fimdamentally siqjerior to the 
current arrangement at this time. The panel believed that 
governance and management of GPS must evolve over time 
if they are to meet a rapidly changing and growing user 
environment. GPS must provide a quality of service second 
to none, and its governance must remain flexible, responsive, 
and able to accommodate international and commercial 
interests. A rigid or unresponsive governance and 
management structure would, in and of itself, provide an 
incentive for others to estaWish competmg systems or 
technologies. A flexible structure is especially desirable in 
view of the hkelihood that technological advances, and 
increasing international, commercial, and consumer 
apidications, will continue to drive the evolution of GPS. 

The panel took spedsi note of the privatization option as 
requested in NAPA's charter for the study. Privatization is 
receiving increased attention in both tiie executive and 
legislative branches as they consider fimdamental changes in 
the role, scqje, and size of the federal government. Al- 
though this focus is not new, its intensity is. 

GPS is essential to national security and, thus, its availability 
must be assured. Current arrangements provide for this 
access. As for dvil use, GPS is user-passive and fiee. Its 
civil signal is imencrypted, making it readily availaMc to 
anyone anywhere with a GPS receiver. Therefore, aityone 
can acquire and use the basic GPS signal with an off-the- 
shelf receiver. How then would a private firm offering the 
civil signal as a service cover its costs? Unlike a sovereign 
government, a private compaity cannot jdace a tax on 
receivers. Such a firm would have to market an encryi^ed 
signal; only then could it restrict and control the use of the 
signal and charge a fee for it. If the civilian signal were to be 
encrypted, the hundreds of thousands of dvil receivers 
alreaKfy in use would no longer work, violating a basic tenet 
of GPS operations that all system changes be 'Tjackward 
compatible." 

For this and other reasons, the NAPA panel concluded that 
privatizing GPS is not a satisfectory option. As interesting 
and provocative as the idea might be, outright sale of GPS 
would create serious proWems and should be avoided. 
Greater private-sector involvement coidd be achieved if the 
Air Force gave the GPS sateUite contractor responsibility for 
fiiture systems integration and operations, an approach 
proposed by one Air Force office. This ajproach also could 
improve system performance, econonty, and eflidency. 
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The panel's recommendations for governance and 
management took cognizance first and foremost of national 
security considerations. The best way to preserve the control 
needed for national security is for DOD to continue to 
manage and operate the basic system. Within this 
fiameworis, the panel believesd the United States should 
move toward a governance and management structure that 
pays greater attention to other nations and international 
bodies. People and governments all over the world are 
increasingly dependent on GPS for many and varied uses; 
some relate directly to saving lives. The U.S. govenmient 
has a primary responsibility to protect national security; it is 
also obligated to ensure the availability of this important and 
valuatde resource to U.S. and international civilian users, 
consistent with national security. 

The most important fector driving a decision by others to 
establish a competiing system is the lack of confidence in a 
U.S.-provided basic CPS service perceived jmniarify as 
miUtary-controUed and dominated It follows that (he most 
important actions the United States can take to enhance its 
position are to: 

Keep (he civil GPS signal free of direct user 
charges and available to all; 

• Turn Selective Availability to zero immediately and 
deactivate it after three years; 

Broaden   dvil   agency   participation   in   GPS 
governance; and 

Provide a forum for mtemational parties to voice 
their needs, interests, and concerns. 

These actions should increase international acceptance of 
GPS and forestall the day when competing sateUite 
navigation systems are circling overhead Tliese actions are 
fiiUy compatible and mutuaUy reinforcing. Increased 
intematiotml cooperation provides the best qf^rhmity for 
cost-sharing for GPS. 

The panel recommended that tite Pfesident promulgate an 
executive order to set forth a nadomd strategy and 
gmdelmes for GPS, establish a GPS Executive Board, 
reassert the policy of the United States to provide the dvil 
GPS signal free of tGrect user charges worldwide, mid 
announce tiust Selective Availability mil be turned to zero 
immeiUatefy and deactivated after three years. 

Governance and policy leadership of GPS need a broader 
base and perspective. To achieve the national goals for GPS, 
the current governance and poU<y-making arrangement 
must be strengthened Therefore, Ae GPS Executive Board 
should be created as soon as practicable. 

® The  board,   to  be  co-chaired  by  high-level 
de^gnees of the secretaries of d^ense and 
transportation, dtouhi be re^nsible for 
governance ovenaght, higher level poBcy setting 
and policy guidance, and overall coor^ationfor 
the entire GPS program, inching 
augmentations. 

• The board's membership should extend beyond 
BOD and DOT to the Dqfartmatts of Commerce, 
Interior, and S^ate, so as to be more indudve and 
rq/resentative of the broad i^tectrum of Ae 
domestic and worldwide GPS user. 

• The board should be directed to prepare an 
anmial report for the President who, in turn, 
shouldforward it to the Congress. 

• The board also should be responsible for 
formulating a conq>rehenme strat^y to increase 
international acce^ance and use of GPS Aat 
reassures fordgn users of the reliabUity and 
conmtency of the United ^ates as a provider. 

• The board should ensure that DOD's and the Air 
Force's requirements processes ^ectively 
accommodate miUtaty and dvilian GPS 
requirements and that t^propriate means are 
established to fund non-mUitary requirements. 

• Ihe board, ading through its co-chairs, should be 
re^ponitible for resolving t&q>utes arimng over 
GPS program management, tolerations, and 
fun^ng. 

The NAPA panel also recommended that: 

• DOD rettun responsibiUty for operation and 
nmntenance ofAe bade GPS, and the Air Force 
continue to act as executive agent; DOD also 
should continue to be re^omdble for 
international military cooperative arrangements. 

• DOT should be strengthened and become a more 
assertive executive agent for all U.S. civil systems, 
ova-see U.S. partidpation in mtemational 
organizations and GPS-rdated systems, and make 
arrangements mth DOD to satisfy dvU 
requirements for portioning and navigedion using 
the dvil SI^ signal 

The executive order recommended above should provide a 
stionger charter for DOTs role, but eflFective leadership will 
be needed to carry it out. In fliis role, DOT should: 
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• Coordinate civil agency requirements for and use 
of GPS and activefy represent die dvUian GPS 
community ^eluding private and commerdal 
interests, both domestic and international). 

• Institutionalize its consolidated requirements 
identification process for all dvil requirements for 
GPS and work with DOD to formalizg Ae 
mechanisms for incorporating them, wiiere 
cppropriide, into the current mUitaiy t^jeraHonal 
requirements process for GPS. 

• Work with DOD to better coordinate ndlitary and 
dvilum research and development efforts. 

• Cooperate mth the Air Force to monitor and 
report on the integrity of the dvil GPS signed. 

Regarding use of the fffivate sector for GPS differential 
services, the panel recommended that: 

• As a general policy, the federal government 
should make use of the private sector for GPS 
augmentations beyond those spec^icalfy designed 
or required for public safety and national 
seairity. 

MAINTAINING STABLE FUNDING SOURCES 

Based on available economic and financial evidence, the 
panel proposed a financing structure that relies on federal 
funds for maintenance of the basic system and 
augmentations vital to national security and public safety. In 
thinking about lunduig, it should be kept in mind that 
increasing private-sector activity will produce taxable 
income resulting in substantial revenue to the Treasury and 
foreign exchange fi-om ejqports. With SA turned to zero, that 
income would increase. Indeed, continued federal support 
for GPS is essential to maintaining the system as a U.S.- 
operated miUtary asset and is a good investment for the 
American taxpayer in that it stimulates economic growth. 
The panel reached six general conclusions about fimding 
GPS. 

First, any poUcy change in the fimding structure for GPS 
must take into account the feet that the United States has a 
profound stake in maintaining GPS for military use alone, 
quite independent of any other uses or developments. As a 
vital militaiy asset, GPS needs a solid and reUable fimding 
base; its funding should not be placed in any jeopard|y 
through experiments with other fimding structures and 
mechanisms. 

Second, the basic GPS program is a pubUc good.^ The 
investment of public fimds for its primarity militaiy puiposes 

has already been made. The system is currently available, no 
charge is made for its commercial use, and it is not feasible 
to charge directly for individual use of the signal. In 
addition, the last three administrations have committed to 
making the civil signal available fiee of direct charges to 
users. Those who want accuracy beyond that available fix)m 
the basic civil signal can purchase differential services or use 
augmentations provided by the federal government. 

Third, the existing GPS program, even without 
augmentation, is already stimulating significant growth in 
important industries, especiaUy those that have high 
potential for ^nerating jobs and raising standards of living, 
such as the knowledge and electronics industries. Inqx)sing 
user fees or taxes could slow that growth and delay important 
new uses of GPS. Fees and taxes could also reduce the 
taxable income fit)m GPS-related activities. Furthermore, it 
is impossible to calculate the amount of an "equitable" user 
charge, given current and likety available data; it is not even 
technicalty possible to determine who uses the GPS signal or 
how much they use it. It would be possible to tax individual 
users or impose user charges in the United States in some 
feshion, but it would not be possible to tax users overseas in 
the same feshion or on the same basis, if at all. 

Fourth, the greatest economic effect of GPS, and thus the 
program's most lifcefy method of paying for itself, is reflected 
in tlie reveioies generated through the existing tax structure. 
This revenue can be enhanced by turning SA to zero, which 
will stimidate additional revenue-producing activity in the 
private sector. The benefits that GPS jHovides the econoniy, 
and the national poUcy of encouraging the growth of the 
information and communications infrastructure, outweigh 
the potential revenue that might be generated by a direct tax 
on vendors or users. 

Fifth, many augmentations of GPS now in operation or in 
the plaiming stage are privately funded and will generate 
economic growth and additional revenue at no direct cost to 
the federal government. Federally funded augmentations of 
GPS, such as the FAA's WAAS and tlie Coast Guard's 
differential system, support traditional fimctions of the 
federal government that serve vital pubUc safety purposes; as 
such, it would be inappropriate to charge additional user fees 
or impose taxes for them. 

Sixth, the United States should be prepared to seek cash and 
in-kind contritmtions to maintain and enhance a global 
navigation network with GPS at its heart. This aj^roach 
also sui^rts the panel's earher recommendations that the 
United States ejqdore international fimding in suj^rt of 
GPS and that a forum be provided for international voice in 
GPS as a global navigation network based on it evolves. 
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Therefore, tlie NAPA panel recommended that: 

• Congress and the administration treat the current 
basic GPS as a public good, paid for through 
general revenues. 

• Congress and the administration refrain from 
in^sing a receiver tax and impose no special fee 
or tax onpriviOe differential systems. 

• Hie costs of the Coast Guard's and FAA's 
a$igmentations of GPS and related sy^ems should 
be covered by the appropriate trust funds ynthout 
raisbtgfees. 

SUMMING UP 

GPS is much more than a sateUite system for positioning and 
navigation. It represents a stunning technological 
achievement that is becoming a global utility with immense 
benefits for the U.S. militaiy, civil government, and 
commercial users and consumers worldwide. 

CiviUan navigational appUcations were expected fiiom the 
outset of GPS. Unanticipated innovative apfdications have 
grown exponentially in recent years, going far b^ond the 
basic uses originally envisaged for the system. GPS 
technologies have been appUed in fields such as aircraft 
approach and landing, surveying and mapping, oil 
prospecting, geological research, telecommunications 
netwoik synchronization, and even automobile navigation, 
thus replacing older, inferior, and more e?qpensive 
technologies and providing capabilities where none 
{weviously existed 

N!bnagement and fimding challenges exist, but they do not 
raise serious questions about the estabUshed management 
and fiinding of the basic GPS system. In part, they are 
symptomatic of the complexities involved in any dual- 
governance arrangement involving organizations with 
different cultures and missions. More fimdamentally, they 
represent the clash between the demands for imiHoved 
accuracy and integrity by civil users, both domestic and 
international, and DOD concerns about the impact of these 
trends on the U. S. national security posture. 

ENDNOTES 

' The NAPA Panel was chaired by James R. 
Schlesinger and included as member Carl O. Bostrom, 
Charles W. Cook, Harold B. Fingers, Edwin L. Harper, 
Ray Kline, William Y. Smith, Milton J Socolar, John G. 
Stewart, and Terence A. Todman. 

^ GPS provides an internationally available 
service, similar in many respects to a public utility. The 
system requires a substantial up-front capital investment, 
has decreasing average costs, is generally available to 
anyone, and therefore is a natural monopoly; that is, it is 
more efficient to have one instead of many providers. 

^ Selective Availability is a feature of current GPS 
satellites that purposefully degrades the civilian (SPS) 
signal from approximately 30 meters to 100 meters. It 
operates like a rheostat and can be set from zero to well 
above 100 meters. The satellites also broadcast an 
encrypted military signal that is not affected by SA. 

■* Accuracy is the degree of conformity between 
the estimated or measured position or velocity of a 
platform at a given time and its true position and 
velocity. Integrity is the ability of a system to provide 
timely warnings to users when the system should not be 
used for navigation. Availability of a navigation system 
is the percentage of time that the services are usable, for 
example, an indication of the ability of the system to 
provide usable service within the specified coverage area. 

^ Differential service enhances the accuracy (and 
often other characteristics) of GPS signals by employing 
ground facilities of known location to determine 
positioning error in GPS signals and transmitting 
corrections to users. 

* A public good has two major characteristics: 
first, once the public good has been paid for and is 
available, an additional user imposes no cost on the 
system and does not diminish its availability to others; 
second, it is impossible or very ejqjensive to prevent 
anyone from using it. In addition, a public good usually 
benefits a large segment of the citizenry. 

Evolution, rather than revolution, in governance, 
management, and fimding is needed for the United States to 
maintain its leadership in this vital technology and to 
encourage commercial and international rehance on GPS. 
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ABSTRACT 

This paper provides up-to-date information regarding a 
wide range of GPS performance characteristics, based upon 

observations from the Federal Aviation Administration's 
GPS Performance Analysis Network (GPS PAN).[1] GPS 
provides a service with a broad range of application, so 
performance must be examined from several perspectives 
to understand its implications for any given user group. 
GPS performance is also changing slowly over time. These 
time-varying dynamics are important to the identification of 
potential trends in performance, and in an assessment of 
GPS stability and maturity. The specific topics the paper 
addresses are listed below: 

• Coverage and service availability patterns and trends. 

• Two year trends in predictable positioning accuracy. 

• Self-surveying accuracy with averaging times up to 
24 hours, measured against DMA surveyed locations. 

• Post-processed ionosphere-corrected, common-view 
time transfer performance across all GPS PAN 
monitor stations. 

• Range-domain performance, to include range, rate 
and acceleration error characteristics and trends. 

• Satellite outage patterns and trends. 

The paper concludes with an assessment of performance 
implications for several key user applications. The infor- 
mation provided in this paper builds upon the body of work 
already established within the community regarding GPS 
performance, and adds long-term, continuous observations 
from several different perspectives. 

Identification of performance characteristics and trends, 
and the overall stability of the service, is important to all 
user groups. The paper provides information that is impor- 
tant particularly to differential applications, surveying, time 
transfer and synchronization (particularly of wide area dif- 
ferential reference station networks), and aviation opera- 
tions using GPS. 
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1. INTRODUCTION 

GPS is a complex system with many degrees of freedom. 
Its current measures of performance provide a well defined, 
but narrow perspective upon which to judge how the sys- 
tem is performing at a system level. The fundamental error 
behaviors of the system ~ orbit error, clock error and indi- 
vidual satellite outage patterns ~ are the common root of all 
perspectives on system performance. These behaviors how- 
ever do not lend themselves well to specifications that are 
easily translated into specific expectations for any given 
user group. The ultimate objective of a "universal" GPS 
specification is to be able to define a multitude of user re- 
quirements based upon these common roots. In this paper, 
we start such a process by first examining performance 
from a service provider's perspective, and then by explor- 
ing alternative views of system performance. As we de- 
scribe each alternative measurement, we provide some in- 
sights into why that measurement and its behavior are im- 
portant to the user community. 

2. GPS PAN OVERVIEW 

The data used in the development of this paper was gath- 
ered primarily using the GPS Performance Analysis Net- 
work (PAN).   The GPS PAN is an FAA initiative begun 

several years ago. The FAA's objective in establishing the 
GPS PAN was to support a sustained evaluation of GPS 
performance on a long-term basis, through an independent 
network of monitor stations. Three monitor stations are 
currently deployed, in Los Angeles CA, Colorado Springs 
CO and Vienna VA. Each monitor station consists of a six- 
channel receiver (capable of tracking up to eight satellites), 
a processor and a rubidium frequency standard. The 
monitor station processor is responsible for receiver con- 
trol, time scale management, data storage and detection of 
service failures. Data is transferred on a regular basis to the 
GPS PAN'S central processing location in Colorado 
Springs. We began archiving GPS performance data in 
April 1993. We we now have a continuous 29 month his- 
tory of GPS performance characteristics. 

3. GPS PERFORMANCE STANDARDS 

Until GPS Initial Operafional Capability (IOC) was de- 
clared in December 1993, the civil community's expecta- 
tions of GPS performance were driven primarily by the 
experiences of its user constituency. Department of De- 
fense (DoD) guarantees of performance were limited, open 
to interpretation and of little applicability to the majority of 
civil users. Upon declaration of IOC, the DoD provided the 
Department of Transportation (DOT) with a Standard Posi- 

Table 1. GPS Standard Positioning Service Performance Standards 
Performance Parameter WMValues fiom SPS Signal Specification Measurement Sampling 

Coverage 99.9% global average 
96.9% worst-case site 

24 hour sample period, 30 second sample interval (each site) 
24 hour sample period, 30 second sample interval 

Service Availability 99.85% global average 
99.16% average location 
95.87% worst-case day 
83.92% at worst-case point on worst-case day 

30 day sample period, 30 second sample interval 

24 hour sample period, 30 second sample interval 

Service Reliability 99.97% global average 
99.79% average location 

12 month sample period, 4 second sample interval 

Positioning Domain Accuracy 

Predictable Horizontal Error 

Predictable Vertical Error 

Repeatable Horizontal Error 

Repeatahle Vertical Error 

Relative Horizontal Error 

Relative Vertical Error 

100 meters 95% 
300 meters 99.99% 

156 meters 95% 
500 meters 99.99% 

141 meters 95% 

221 meters 95% 

1.0 meters 95% 

1.5 meters 95% 

24 hour sample period, 
24 hour sample period 

60 second sample interval 
4 second sample interval 

24 hour sample period, 
24 hour sample period. 

60 second sample interval 
4 second sample interval 

24 hour sample period, 60 second sample interval 

24 hour sample period, 60 second sample interval 

24 hour sample period, 60 second sample interval 

24 hour sample period, 60 second sample interval 

Time Transfer Accuracy 

Range Domain Accuracy 

Range Error 150 meters Not To Exceed 24 hour sample period, 1 second sample interval 

Range Rate Error 2 meters/second Not To Exceed 24 hour sample period, 1 second sample interval 

Range Acceleration Error 8 millimeters/second^ 95% 
19 millimeters/second^ Not To Exceed 

24 hour sample period, 60 second sample interval 
24 hour sample period, 1 second sample interval 

4 Satellite Solution Time Error 
with respect to UTC 

340 nanoseconds 95% 24 hour sample period, 60 second sample interval 
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tioning Service (SPS) Signal Specification. This document 
provided for the first time a quantitative definition of per- 
formance the civil community could expect from GPS. A 
summary of GPS performance standards identified in the 
SPS Signal Specification is provided in Table l.[2] 

Along with these performance standards, the SPS Signal 
Specification provides performance measurement algo- 
rithms that serve to quantify precisely the definition of the 
performance standard.[3] This is important, because of the 
need to minimize ambiguity among the user community. In 
Table 1, we define sample periods and rates required to 
assess performance for each of the performance standards. 

Although the SPS Signal Specification does define quanti- 
fiable performance standards, note that they are rather ge- 
neric in nature. Generic performance standards reflect a 
deliberate effort by the DoD to define performance from a 
minimally equipped positioning user's perspective. The 
intent of the approach was to limit the scope of DoD in- 
volvement m civil usage, by finding the lowest possible 
common denominator across all civil users. Although this 
approach is justifiable from a service provider's perspec- 
tive, it does not answer a need to better defme the service a 
diverse body of users can expect to receive from GPS. We 
will pursue this line of thought further once we have de- 
scribed GPS performance trends from an SPS Signal 
Specification point of view. 

4. SPS PERFORMANCE TRENDS 

Our primary interests in performance trends are usually 
broken down into three areas: 

• Coverage & Service Availability 

• Service Reliability 

• Positioning Accuracy 

We discuss each in the following sections, in terms of Con- 
tinental United States (CONUS) performance. These dis- 
cussions are relatively brief, since we described generic 
SPS performance in great detail in a paper presented at GPS 
ION-94.[4] 

4.1 Coverage and Service Availability 

GPS four-satellite coverage has been essentially continuous 
since the early 1990's, even considering a Position Dilution 
of Precision (PDOP) cap of 6. On a few days a year, PDOP 
values as high as 12 have been detected for as long as 20 
minutes. These transient conditions have been associated 
each time with reported satellite outages. 

Service availability values are generally over 99%. Service 
availability performance is highly sensitive to not only 
satellite downtime, but the specific pattern of downtime. 
Removal of two satellites from service can have absolutely 
no effect on one area, but be devastating to another region. 
A case that is illustrative of this point occurred in January 
1995, when Colorado Springs experienced a significant 
degradation in service availability due to multiple satellite 
being removed from service. At the same time, Vienna and 
Los Angeles experienced no degradation in performance. 
We discuss this event more in Section 4.3. We have also 
had transient availability problems in our Vienna monitor 
station, due to anomalous levels of signal interference. 

In Figure 1, we combine coverage and service availability 
to indicate a stable trend since April 1993, of the percent- 
age of time that a navigation solution is available and us- 
able by positioning users. The service availability require- 
ment without consideration of coverage is provided to 
highlight the combined performance of coverage and serv- 
ice availability. 

VA-4SVAvail 
CS-4SVAvail 

LA - 4 SV Avail 
GPS PAN Average 

Avail Requirement 

Figure 1. Trends in GPS Availability 

4.2 Service Reliability 

At ION GPS-94, we reported that relatively few service 
failures had occurred since IOC (December 1993), and that 
most of those had been Block I satellites.[5] Since June 
1994, we have detected no major service failures (as of 
August 1995). 

Prior to GPS becoming an operational system, integrity 
concerns centered around the expectations of catastrophic 
clock failures and their effect on the navigation solution. 
At least to date, the satellite clock has not been a significant 
failure mode. We believe this lack of clock failures is due 
primarily to the Air Force Space Command operational 
practice of anticipating a clock failure based upon ion beam 
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tube current measurements, and switching the clock prior to 
a failure. 

Service failures experienced to date fall into three general 
categories: 

1) Instantaneous phase jumps due to clock register hits 
(Block I satellites only) 

2) Instantaneous phase jumps, cause not known (Block 
II satellites) 

3) Slow orbit error growth over several days (OCS Kal- 
man filter) 

The first failure type has been catastrophic from a user per- 
spective since Block I satellites were first launched. The 
last Block I satellite (SVN10/PRN12) is at the end of its 
operational life, so these failures will not plague users for 
much longer. The second failure type is unique to Block II 
satellites, but its behavior is similar to the Block I clock 
register hit in that it instantaneously induces a phase jump. 
It is different from the Block I failures in that no error ob- 
served to date has exceeded approximately 200 meters. 
The third failure type has occurred only once, in the spring 
of 1993. This failure was markedly different than the first 
two types, because it originated with the Master Control 
Station (MCS) Kalman filter. Problems within the MCS 
caused partitions within the filter to diverge, which led 
gradually to erroneous uploads over a week's time. Al- 
though the MCS considered this to be a catastrophic failure, 
most civil users were not sensitive to the up to 70 meter 
range errors the failure induced. Modifications to system 
software have since removed that particular failure mecha- 
nism. A new system capability, the L-Band State of Health 
system, also supports very quick detection of Kalman fdter 
estimate divergence using monitor station ground truths.[6] 

One other type of service failure requires mention here. 
Over the past year, it was observed that receivers some- 
times lose lock on Block II satellites, for between 6 and 24 
seconds. This problem is due to a satellite processor idio- 
syncrasy that sometimes causes the satellite to transmit non- 
standard code during upload. During non-standard code 
transmission, the user is unable to track the satellite. This 
problem appears to occur about every third upload, so the 
problem will occur three times per day somewhere around 
the globe. Since no range errors are experienced by the 
user during a non-standard code event, this service failure is 
considered an impact on availability, not reliability. 

4.3 Positioning Accuracy 

Positioning accuracy for stand-alone SPS users has fol- 
lowed some interesting trends over the past few years. We 

Current Performance 

CS 62.1 meters (95%) 

LA 62.5 meters (95%) 

VA   63.2 meters (95%) 

Horizontal 95% Requirement 
VA - Montlily Horizontal 85% 
LA - Montlify Horizontal 95%" 
CS - Monthly Horizontal 95% 

CONUS Monthly Horizorital 95% 

Figure 2. GPS SPS Horizontal Error Trends 

show the predictable horizontal error trend since April 1993 
in Figure 2. When we first began our monitoring program, 
GPS was providing a civil horizontal predictable error of 
between 55 and 60 meters (95%), and a civil vertical pre- 
dictable error of approximately 80 meters (95%). These 
errors gradually grew over the next 15 months, until they 
were at 70 meters (horizontal) and 105 meters (vertical). 
This slight upward trend was due to Block I satellites with- 
out Selective Availability (SA) gradually leaving the con- 
stellation, and Block II satellites with SA filling the constel- 
lation. Then in September 1994, SA was turned off for 
almost a week. This served to skew the error statistics 
downward. The next month, October, showed the error 
statistics had decreased to 63 meters (horizontal) and 102 
meters (vertical), values at which the constellation has since 
seemed to have stabilized for the CONUS. We have no 
explanation for the slight reduction in error after September 
1994. 

The worst position errors we have observed since April 
1993 (without a service failure or anomalous signal inter- 
ference) occurred on 13 January 1995, at the Colorado 
Springs monitor station. On this day several satellites had 
been removed temporarily from service for maintenance. 
For approximately 30 minutes, the position solution pro- 
vided a PDOP in excess of 9, horizontal errors exceeding 
450 meters, and vertical errors exceeding 300 meters. We 
mention this occurrence only to highlight the fact that be- 
havior such as this is very rare. GPS position errors are 
relatively well behaved and seldom even approach their 
specified 99.99% values as defined in Table 1. Typically, 
99.99% horizontal error is on the order of 185 meters and 
99.99% vertical error is on the order of 250 meters. 

5.    DIFFERENT PERSPECTIVES ON GPS 
PERFORMANCE 

An examination of different perspectives concerning GPS 
performance is a lengthy task if it is to be thoroughly ac- 
complished. Our objective in this paper is much more lim- 
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ited. The following discussion serves only to identify the 
differences that exist between the service provider and the 
user community, and within the user community itself 
Over the next few years, we believe that a mechanism will 
come into being to bring the diversity represented by these 
different perspectives into a consensus on the future of 
satellite navigation. Our purpose in this paper is to begin 
the dialogue. 

It is a truism that GPS performance is in the eye of the be- 
holder, the user of the service. The widespread appeal that 
is GPS' strength also makes it difficult to defme perform- 
ance parameters in a way that ties all users to a common set 
of requirements. Another difficulty is a dichotomy of cul- 
ture between the military operators of a satellite control 
system and the civil users of the resulting signal. 

So, what is the user's perspective on GPS performance? 
The real question should be, which user? Each user group 
has a separate set of needs, usage priorities and cultural 
characteristics. For example, a surveyor is not going to 
have a lot in common with an aircraft avionics integrator 
other than the fact that they both make use GPS. This 
situation creates a "Tower of Babel" effect that makes the 
task of communicating requirements to policy makers very 
difficult. 

The service provider, on the other hand, has a different set 
of problems. As we mentioned before, GPS SPS perform- 
ance standards are generic in nature. The DoD has had to 
reconcile the needs of military and civil users for a position- 
ing/navigation/timing service with the very different re- 
quirements for flying a complex satellite constellation. We 
also need to keep in mind that the system was originally 
built as a military force enhancement system, so its per- 
formance parameters are defmed in terms of the system's 
ability to support military objectives. The SPS perform- 
ance standards are a result of a best compromise between 
these varying points of view, and the need to serve the civil 
community. 

In this paper, we will examine four different alternative 
GPS behaviors that have a direct bearing on three different 
user groups: surveyors, differential users and time transfer 
users. The four behaviors are: 

• Individual Satellite Availability 

• Self-Surveying 

• Range Rate and Range Acceleration Error 

• Common-View Time Transfer 

As we discuss each behavior, we examine the implications 
of that particular behavior on the three user groups defined 
above. 

5.1 Satellite Availability 

Most users are content to know when they have sufficient 
satellites to support their navigation solution. Some user 
groups however deal with individual satellites. Common- 
view time transfer users are the best example of such a user 
group. Other user groups concern themselves with individ- 
ual satellite availability patterns to assure themselves that 
instantaneous coverage for an area of interest will be avail- 
able. An example of such a user group are aviation users, 
particularly augmented service users performing critical 
maneuvers such as precision approach. 

We track individual satellite availability from the GPS 
PAN. However, we are limited to CONUS coverage. So, 
our current methodology is to gather Air Force Space 
Command notices of satellite outages (NANUs), and check 
them as best we can with our CONUS coverage. Based 
upon our assessment. Air Force Space Command on aver- 
age publishes outage times that are 20 minutes in excess of 
the actual outage time. The results of our complete analysis 
since 1 July 1994 are provided in Figure 3. 

Outage Stats per SV Reported by AFSPC -1 July 94 Through 30 June 95 

Summary Statistics 

Average Duration - 23.54 Hre/SVA'ear 
Average Routine Outage - 5 Hre/SVA'ear 
Average # Downtimes - 3.6/Sateilite/Year 

Repotted outages on average 20 minutes longer 
titan actual outage 

Maximum Duration 
* " 1" t; i> 

PRN Numfacr 

19 20 jij;',^™^"T"'i'«tfa^MP    Average Duration 
'  " » i« 17 21 ,737    #ofNANU's 

Figure 3. Individual Satellite Availability 

In general, most satellites experience very little downtime 
on a yearly basis. If we discount the Block I satellite and 
the five Block II satellites that clearly had some sort of 
problem, the constellation averaged approximately 5 hours 
of downtime per satellite over the year we examined. This 
translates into an average satellite availability of 99.94%. 
The five Block II satellites that experienced significant 
downtime averaged 288 hours of downtime apiece, for an 
average satellite availability of 96.7%. The average satel- 
lite availability across all but the Block I satellite is 98.8%. 
These downtime-per-satellite values are particularly impor- 
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tant to aviation users of differential services, since tlieir 
availability requirements are extremely stringent. 

5.2 Self-Surveying 

Surveyors are typically interested in establishing a very 
precise baseline relative to a benchmark that has already 
been surveyed in "absolute" coordinates. These users rely 
upon carrier aiding and differential corrections to provide 
them with the utmost accuracy and consistency in their sur- 
veys. Many users however require precise "absolute" 
knowledge of their coordinates but do not wish to invest in 
a professional survey. What kind of performance can such 
a user expect, particularly if the user is standalone without 
the benefit of differential corrections? We examined this 
question over the past year and found an interesting answer. 

Our first step was to evaluate self-survey error as a function 
of increasing averaging time. We accomplished our self- 
surveys relative to Defense Mapping Agency (DMA) 
benchmarks. Figure 4 shows an example result for March 
1995, of self-survey accuracy as a function of increasing 
averaging time. The minimum, maximum and average 
lines indicate values for each minute increase in averaging 
time across all 30 days of the evaluation period. 

As shown in Figure 4, performance can be expected to vary 
over any given 24 hour interval. After a four hour averag- 
ing period, a user can expect to see between one and nine 
meter horizontal error in the user's self survey. After a 24 
hour averaging period, a user can expect between 0.5 and 
four meter error in the self-survey. For an average 24 hour 
period, our analysis indicates that a user should be able to 
achieve five meter horizontal accuracy after four hours, and 
approach two meter horizontal accuracy after 14 to 24 
hours. These results were consistent across all three of our 
monitor stations. Obviously, this indicates that the longer 
the averaging period (even beyond 24 hours), the more 
confidence the user will have in the resulting survey. 

The second step in our self-survey analysis was to assess 
long-term stability of a 24 hour averaging period. As 
shown in Figure 5, we did get some variation over the year 
we evaluated our self-survey performance. The maximum 
horizontal error over 24 hours was 11 meters, but we only 
saw two days over the year where the error was above six 
meters. The horizontal Root-Mean-Square (RMS) was 2.3 
meters, in keeping with the results shown in Figure 4. Our 
average East and North errors were both 0.5 meters, indi- 
cating a satisfactory level of consistency with the survey 
accomplished by DMA for our monitor station benchmark. 

Colorado Springs GPS PAN Monitor Station March 1-30, 1995 
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Figure 4. Self-Survey Error as Function of Averaging Time 
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 East Daily Average 

— North Daily Average 

— Horizontal Daily Average 

Summary Statistics - CS MS 

East RIMS - 1.6 Meters 
East Average - 0.5 Meters 

NortiiRMS - 1.7 Meiers 
North Average - 0.5 Meters 

Horizontal RMS - 2.3 Meters 

150 180 210 240 

Days since 1 July 1994 

Figure 5. 24-Hour Self-Survey Errors - 1 July 94 -^ 30 June 95 

5.3 Range Domain Error Behavior 

The objective in measuring range domain performance is to 
isolate to the greatest degree possible the errors associated 
with the signal-in-space. This is necessary due to the types 
of statistical measures required by users of range domain 
parameters, primarily differential and time transfer users. 
Differential users require very precise range rate values in 
order to properly project differential corrections to the next 
update, and an accurate assessment of range acceleration 
error in order to develop differential error statistics. Time 
transfer users require very accurate measures of range re- 
siduals in order to generate common-view measurements. 
We have examined range domain behavior since April 
1994. We currently use a smgle frequency receiver, a ru- 
bidium frequency standard, an ensemble time algorithm 
and our own ionosphere correction model to maintain close 
monitor station synchronization with the GPS time scale. 
We will discuss time management in more detail in Section 
5.4. In this section we focus on the range domain meas- 
urements that are output from our monitor stations. 

Ionosphere-corrected range error behavior across the con- 
stellation is consistent over time. The range error standard 
deviation for those satellites with SA is approximately 24 
meters, with maximum values seldom exceeding 100 me- 
ters. Satellites without SA (PRNs 12, 15 and 28) provide 
range error standard deviations of between 2.5 and 3.5 me- 
ters, with maximum values usually less than 15 meters. 

Range rate error behavior has changed somewhat over the 
past year. Range rate standard deviations for those satel- 
lites with SA were approximately 0.22 to 0.23 me- 
ters/second in April of 1994. As of June 1994, the standard 
deviation dropped to 0.19 meters/second. We examined 
maximum values very closely over the past year, due to 
their importance to differential applications. Maximum 
values, as shown in Figure 6, are generally below one me- 

ter/second. Values can be as high as two meters/second on 
rare occasions. 

Distribution of Daily MinMax Range Rate Errors 
July 1, 1994 ■ June 30, 1995 

Colorado Springs Monitor Station 
1400-, 

13784 DATAPOINTS 1 
Juna 30,1095 

for sach Saldlile 

1 

1 Avaraga Minimum    - 59 materi/tacond   ) 

1 
. 1 i 

0 
.all s,„pi,ip,l„,, Jliap, j|, 
-0.9     ^3.7      -0.5      -0.3     -0.1      0.1       0.3       0.5       0.7       0.9       1.1        13       1.5 

Rang* Rata Error (meters/second) 

Figure 6. Range Rate Error Min/Max Values 

Range acceleration error behavior has also shown a slight 
reduction in its statistical behavior. Range acceleration er- 
ror 95% values for those satellites with SA were approxi- 
mately 8 millimeters/second^ in April of 1994. As of June 
1994, the 95% value dropped to 5.4 millimeters/secondl 
Range acceleration error is somewhat more difficult to 
quantify when we examine the outer boundaries of its be- 
havior, due to significant levels of noise in the measure- 
ment. We examined maximum values very closely over the 
past year, due to their importance to differential applica- 
tions. Maximum values, as shown in Figure 7, are on aver- 
age 12 millimeters/second^. We have measured values as 
high as 30 millimeters/second^ but we believe these values 
to be the product largely of noise. In examining Figure 7, 
note the cutoff of values at approximately 20 millime- 
ters/secondl This cutoff is due to a mask angle we have 
placed on range acceleration error measurements of 20 de- 
grees. This tells us that the majority of these large range 
acceleration error values occur below a 20 degree elevation 
angle, which leads us to conclude that residual noise causes 
these excursions. We believe that the "true" signal-in-space 

Distribution of Daily Mm/Max Range ficceleration Errors 
July 1, 1994 - June 30, 199S 

Colorado Spnngs Monitor Station 

-0.012        -0.006 0 0006 0.012 

Range Accolcratlon Error (meters/tacond*2) 

lJl,npiHi™f»P-i« 

O.OIB 0.021 0.03 

Figure 7. Range Acceleration Error Min/Max Values 
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maximum value falls in the 15 to 17 millimeter/second^ 
range. 

5.4 Common-View Time Transfer 

Common-view time transfer is becoming an increasingly 
important capability provided by GPS. Once the province 
primarily of laboratories with predominantly scientific ap- 
plications, common-view time transfer is now being used 
by power companies, communications networks and differ- 
ential networks to name just a few user groups. Although 
users such as power companies and communications net- 
works have not yet pushed the envelope of GPS time trans- 
fer capabilities, these users will do so as phase and fre- 
quency synchronization requirements become more strin- 
gent. Differential networks on the other hand are stressing 
GPS time transfer capabilities. Since one meter equates to 
3.3356 nanoseconds in time, it is easy to see that synchro- 
nization of time across several differential stations is essen- 
tial to the generation of consistent range corrections. 

Our objective in time scale management was to tie our 
monitor stations as closely as possible to GPS time. This 
was important for two reasons. First we wanted to measure 
"true" range error behavior, with minimal time scale alias- 
ing of the measurement. Second, we wanted to investigate 
how closely a wide area differential system can tie itself to 
GPS time. Local differential systems can manage their 
timescales with significant bias and bias rates with respect 
to GPS time, because their message structures can accom- 
modate large bias values. The current Wide Area Augmen- 
tation System (WAAS) can not tolerate such biases. 

In our pursuit of common-view time difference measure- 
ments, we did experience some operational problems. Our 
primary problem was the effect of residual propagation 
path errors on our common-view time difference algorithm. 
We solved this problem by restricting our measurements to 
those satellites with a common elevation angle above 20 
degrees. As can be seen in Figure 8, this approach did im- 
pose limits on common view visibility even over a rela- 
tively short baseline between Colorado Springs and Vienna, 
but the outages were of no consequence since they were 
short enough to coast through with our frequency standards. 
Our other major problem was synchronizing measurement 
time tags, and assuring ourselves that each measurement 
was within the ± 0.5 second resolution provided by our 
receivers. This problem occurred primarily when a monitor 
station experienced significant interference levels, which 
disrupted our time ensemble algorithm. 

Figure 8 provides an example of a daily plot of time differ- 
ences between two of our monitor stations. As can be seen, 
the average across all satellites in view is generally within ± 

5 nanoseconds, with a few excursions as large as 16 nano- 
seconds. 

GPS PAN Time Difference Data - CS to VA MS, 25 July 95 
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Figure 8. Time Difference Values over a Typical Day 

Figure 9 provides a summary of our initial time transfer 
experiments to date. Time transfers between Colorado 
Springs and Vienna were the most consistent, with a mini- 
mal bias between the two and excellent consistency with a 
5 nanosecond standard deviation. Time transfer between 
Los Angeles and the other two monitor stations did not fair 
quite so well. We believe the problem was due to extreme 
thermal variations in the Los Angeles monitor station. We 
can isolate the problem to the Los Angeles monitor station 
because of the consistency of results between Los Angeles 
and the other two sites. 

Common-view time transfer users and surveyors are very 
sensitive to orbit errors. We have made no attempt to date 
to isolate clock and orbit errors in our range domain meas- 
urements. Our common-view time difference measure- 
ments however would reflect any obvious orbit problems as 
they are transmitted via each satellite's navigation message, 
since we do not make use of "precise" ephemeris in our 
monitor stations. The fact that our time difference per- 
formance was as good as represented by our analysis is an 
indirect indication that users are currently receiving quality 
orbit data via the navigation message. 

7. CONCLUSION 

In this paper we have described a number of GPS perform- 
ance characteristics and trends, within a context of how 
GPS performance is viewed from a number of perspectives. 
We can draw several conclusions from our data: 

•     From a service provider's point of view, GPS is 
maturing and providing a stable, consistent service 
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Figure 9. Preliminary GPS PAN Assessment of Common-View Time Transfer Performance 

• GPS performance is in tlie eye of the beiiolder - 
what is promised by the service provider is not nec- 
essarily what the user wants 

• Understanding each major user group's perspective 
is essential to a successfiil assessment of GPS ade- 
quacy to support that user group's needs 

The DoD is doing an exemplary job of providing a satellite 
navigation service. But GPS or its successor has the prom- 
ise of providing more than what we currently specify as the 
Standard Positioning Service. Keeping in mind a necessary 
balance between security interests, economics, safety and 
user interests, it is time for the user community to develop a 
common grounds for understanding its requirements. This 
common ground can help to define the nature of satellite 
navigation for a long time to come. 
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ABSTRACT 

Augmented GPS satisfies the accuracy requirements 
of the Required Navigation Performance (RNP), for 
many of the phases of flight, particularly en-route 
navigation. However it has been previously shown 
(Ref 1) that Radio Frequency Interference (RFl) poses 
a significant threat to GPS and all other GNSS 
currently under consideration, requiring practical 
spectrum management policy issues to be addressed. 
This paper describes the work which was undertaken 
to determine the effects of RFI on GPS and measure 
the spectrum content within Europe. The work was 
carried out by the Defence Research Agency (DRA) 
for the CAAs National Air Traffic Services (NATS), 

as part of a study of global navigation  satellite 
systems (GNSS). 

INTRODUCTION 

There are increasing demands for the use of GNSS to 
provide onboard aircraft guidance, including critical 
functions such as precision approach. It is therefore 
vital that an analysis of susceptibility to RFI and a 
measurement of the electromagnetic environment is 
performed as is common with other aids such as ILS, 
DME etc. This is especially important following 
reports of problems with GPS signal reception due to 
interference. Some examples of these reports are: 

(a) in Germany fixed point-to-point military 
communications links and radar systems 
have been identified as a significant 
problem: 

(b) the United States and NATO Navies have 
reported problems in the central 
Mediterranean, near Venice, and in Brindisi 
near the Straits of Otranto which is thought 
to be due to Italian communication links; 

(c) the Norwegian hydrographic services have 
identified Stavanger harbour region as a 
problem area for GPS reception; 

(d) in Switzerland, flight trials at Lugano 
Airport had to be re-arranged due to 
interference from unknown sources but 
believed to be from TV transmitters; and 

(e) GPS reception problems have been reported 
in the Boston area, believed to be due to 
interference from TV transmitters. 

Due to these incidents the UK CAA decided to 
investigate both the theoretical and practical 
magnitude of the problem. Following some initial 
results (indicated below) further equipment tests, 
specifically on equipment certified to a TSO standard 
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were performed. In addition a survey of potential 
interfering sources was undertaken and practical 
measurements of the interference environment of 
some areas of Europe was performed. 

INITIAL GPS SUSCEPTIBILITY FROM RFI 

Previous work carried out by Johanesen Ref 1, Owen 
Ref 2, identified tlie potential vulnerability of GPS to 
RFI. The CAA commissioned Booz-Allen and 
Hamilton to investigate this further. Theoretical work 
in this study by Moelker Ref 3 showed that different 
signal processing technologies would have 
corresponding different levels of immunity to RFI. 
This was confirmed to some extent by Stevens Ref 4 
performing practical laboratory and flight trials on 
five GPS receivers representing five different 
technologies examined by Moelker. These receiver 
technologies are identified in Table 1. 

Table 1: GPS Receiver Technologies Tested 

System GPS Technology Description 

GPS No 1 
Standard Correlator; Carrier Phase 
Tracking; Single Level ADC; 
Coherent System; Dual Frequency 
Capability. 

GPS No 2 
Standard Correlator; Single Level 
ADC; Non-Coherent System; 
Designed for General Aviation. 

GPS No 3 
Standard Correlator; Single Level 
ADC; Non-Coherent System; DGPS 
Reference Station. 

GPS No 4 
Narrow Correlator; Multi-Level 
ADC, Non-Coherent System, In- 
Built RFI Detector. 

GPS No 5 
Standard Correlator; Multi-Level 
ADC; Coherent System. 

INITIAL LABORATORY TRIALS 

The laboratory trials suggested that interference of 1 
Watt (EIRP) being radiated from an isotropic antenna 
could interfere with GPS with ranges of up to 180 km 
depending on the technology used. The results were 
as shown in table 2. 

To study this in an operational environment further 
trials were performed using a medium size 
commercial jet aircraft, a British Aircraft Corporation 
One-Eleven (BAC 1-11). This aircraft is similar in 
size and construction to the McDonald Douglas 
DC-9. The GPS antennas were installed on top of the 
fuselage, towards the front and along the aircraft's 

centre line. The aircraft was flown in both orbit 
patterns and ILS 3° glide path approach situations. 

A summary of these results are presented in Table 3. 
The apparent anomalies are believed to be due to the 
varying geometry of the aircraft GPS antennas in 
relation to the ground transmitter. 

In addition to the receivers losing lock, it was also 
found possible to cause positional errors of many lO's 
of metres in the calculated navigation solution for two 
of the receivers. However the magnitude of these 
errors was not constant and varied depending on the 
frequency of the interference and the space vehicles 
(SV) being used for the navigation solution. 

Table 2:  Theoretical  Range  of Interferer  with 
1 W (EIRP) 

GPS Under 
Test 

Theoretical Range of 1 W 
Interference 

6 dB CNO Loss of Lock 

GPS No 1 275 km 183 km 

GPS No 2 69 km 55 km 

GPS No 3 44 km 20 km 

GPS No 4 39 km 11km 

GPS No 5 54 km 10 km 

Table 3: Calculated Loss of Lock from a 1 W 
(EIRP) Interference Source for the 
Various Tested Operational Scenarios. 

TEST INFO GPSl GPS 2 GPS 4 GPS 5 

1000ft 20 44 24 20 

5000ft 7.7 14 no meas no meas 

50 nm 8000fl 9.7 27 12 14 

ILSl 2.7 6.7 5.5 14 

"no meas" means no measurements made. 

Following these initial results, the CAA 
commissioned work to further assess receiver 
characteristics, list and measure the RFI levels 
throughout Europe. 

1374 



GPS SENSOR VULNERABILITY 

As shown previously, there are numerous receiver 
designs each with its own particular characteristics, 
however a generic analysis can be made by 
considering the four primary components of the 
receiver: 

(1) The antenna; 

(2) RF and IF rejection; 

(3) Code and Carrier Signal Processing; 

(4) Demodulation of the navigation message. 

AIRCRAFT ANTENNA 

dBic. As is illustrated by Fig 1, the gain below the 
azimuth plane is typically very broken but does not 
fall significantly below -10 dBic until elevation 
angles exceed -30°. Roll angles above 30° may cause 
obscuration of the satellite by the aircraft wings 
reducing the gain to <-20 dBi over small sectors. 
Further problems result from the rapid variation in 
gain of the radiation pattern with a resultant high rate 
of phase change which is detrimental to carrier 
tracking. It is also observed that the gain at the 
azimuth plane is approximately -5 dB falling to 
typically -10 to -15 dB under the aircraft, although 
several areas of relatively high gain, -5 dB are 
present. These results indicate that very little 
protection against ground interference is provided by 
the airframe. 

The relative attenuation provided by the aircraft 
antenna against ground interference sources is 
significantly less than the attenuation due to distance 
(r"^), which isapproximately 95 dB for the first 
kilometre. An aircraft GPS antenna is designed to 
achieve optimum signal reception over as much of the 
upper hemisphere as possible; however, as the GPS 
signal is circularly polarised, a compromise is needed 
between reception performance for low elevation 
satellites and a low profile to maintain efficient 
aerodynamic performance. It is important to maintain 
antenna gain at low elevation levels to ensure satellite 
near the horizon can be acquired and tracked to 
provide optimum satellite visibility for navigation and 
RAIM. 

RF AND IF REGULATION 

The post correlation noise density is generated by 
convolving the interference (in terms of its noise 
density) with the spectral density of the C/A code. 
However the receiver's down converter and A/D 
converter cause near band interference to be aliased 
into the detection filter's response. A narrow band 
high order filter is required to reject near band 
interference, and the RTCA MOPS (Ref 5) specifies a 
response defined in Fig 2. Antenna bandwidth is 
usually very wide, perhaps 100 MHz or more for a 
single frequency LI antenna and therefore does not 
provide significant attenuation to near band signals. 

A typical aircraft (BAG 1-11) GPS antenna radiation 
pattern is illustrated in Fig 1. To maintain lock with 
the aircraft banked by up to 40° during turns, the 
antenna gain must not fall below approximately -10 

High power emitters, radars and broadcast 
transmitters, can drive the low noise amplifier in the 
receiver's front end into a non linear region. The 
RTCA MOPS requires a 1 dB compression point that 
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FIG 1    AIRCRAFT GPS ANTENNA PATTERN 
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is approximately -20 dBW high near-band and -40 
dBW low near-band. A burn out limit of Iw 
continuous input power is specified. 

Interference outside the GPS band will be attenuated 
by the filter; however, near-band interference or very 
strong out of band interference will reach the 
correlator. The high rejection in the near band 
frequencies is required to protect the receiver from 
SATCOM interference in the band 1625 to 1659 
MHz that may be operating on the same aircraft. 
Whatever the filter response, no protection can be 
provided against wide band noise generated by 
frequency synthesis in collocated transmission 
systems if it falls within the receiver's pass-band. The 
only jamming resistance against such noise is 
provided by the GPS processing gain. 

GPS      CODE 
PROCESSING 

AND      CARRIER      SIGNAL 

Satellite signal power is -20 dB, compared with the 
receiver's noise floor of -137 dBW in the signal 
bandwidth. Only after the spread spectrum 
modulation produced by the C/A code is removed by 
the correlator is a positive S/N ratio is produced. 
Assuming a typical received signal level of -160 dBW 
from the antenna and a noise floor of -202.5 dBW/Hz, 
the theoretical maximum signal level of 42.5 dBHz 
CNo is available in the carrier tracking loop. RTCA 
have defined receiver levels of 32 dBHz as a 
minimum requirement for approach and landing 
systems, 29 dBHz to decode the navigation and 
WAAS data and a minimum of 22 dBHz for code 
measurements. 

These levels allow for a maximum increase in the 
noise level of 10.5 dB before significant degradation 
is observed in the receivers performance. If the noise 
is of the same spectral density as the receiver's 
thermal noise this is equivalent to a power of 
-129.5 dBW in the signal bandwidth. However 
several interference sources contain spectral 
components with significant peaks. The CW 
characteristics of these signals correlate with the C/A 
code significantly increasing the effect of the 
interference. It is suggested by RTCA that power 
levels as low as -150 dBW are detrimental to GPS 
receiver performance. 

MEASURED RECEIVER PERFORMANCE 

The interference resistance of several receivers was 
tested using a high performance GPS signal 
simulator. Power levels that generated a decrease of 1 
dB and 3 dB in the reported CNo figure and loss of 
code tracking were recorded. Fig 3, 4 and 5 illustrates 
the results from three units. Fig 3 indicates a C-129 
Commercial aviation receiver of a type installed on a 
British Airways Boeing 767 undergoing trials at 
Heathrow airport. The unit demonstrates performance 
close to the MOPS and TSO-129 requirement, and in 
terms of interference rejection. Fig 4 shows a general 
aviation C-129 approved receiver and Fig 5 shows the 
results from a non certified receiver using the narrow 
correlation technology. Such receivers are 
significantly degraded by a 1 Watt interference if it is 
in band even at ranges in excess of 30 km, a result 
confirmed in DRA flight trials. 
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INTERFERENCE SURVEY 

Radio frequency transmitters tJiat were identified 
during the study as primary sources of interference 
into GNSS are indicated in Table 4. The results of the 
European licensed transmitter survey indicates the 
number of potential interference sources into GPS to 
be in excess of one hundred thousand; the numbers of 
mobile transmitters in one state alone are in excess of 
30000. Such transmitters are difficult to characterise 
but Johanesen shown, Ref 6, that a high probability 
existed of high order harmonics (11th, 13th etc) being 
generated. The likely cause of these harmonics was 
old cables and RF joints particularly the antenna to 
body bonding. Although the problem can be mitigated 
by maintenance, the costs of such corrective action 
may be very high. 

The survey demonstrated how difficult it is to obtain 
data on transmitters from national authorities 
although an extensive list of broadcast transmitters 
was obtained from the International 
Telecommunications Union. In most countries a 
central institute or authority is responsible for the 
coordination of frequency use. However, within 
agreed limits, several organisations (military, 
aviation, police, civil etc.) may be responsible for the 
implementation of the national frequency plans. 
Provision of information may also be restricted for 
security reasons. 

Interference from SATCOM equipment presents the 
largest threat to GNSS operation. Although receiver 
performance specifications are being established to 
reduce interference from Aeronautical SATCOM the 
advent of Mobile Satellite Systems MSS 
transmissions in the 1610 to 1625 MHz band will be 
more difficult to mitigate. Masking (filtering) the 
transmitted spectrum may enable GPS to operate 
without significant problems but it will be far more 
difficult and expensive to achieve the same level of 
rejection in a Glonass receiver. Spurious 
transmissions are a fundamental problem that can 
only be solved by reducing the harmonics generation 
within the transmission terminals. 

The survey was confined to licensed transmitters. 
During the survey it became apparent that many 
unlicensed transmitters were operating, for example 
'FLASH TV' and neighbourhood radio stations which 
contained spectra with high harmonic content. Due to 
the low satellite signal levels these broadcasts are 
likely to cause operational problems for GNSS. 
Although ITU regulations specify a level of -60 dBc 
or a maximum radiated power of 100 mW for 
spurious emissions, the enforcement of these 
recommendations is the prerogative of the national 
authorities. Similarly deliberate interference will 
always remain a problem, the likelihood of its 
occurrence is beyond the scope of this paper. 
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Source and Baseband Centre Frequency 

Aeronautical SATCOM spurious emissions and inter 
modulation products 

MSS Transmissions and Spurious emissions. 1 610 -1 
620 MHz 

UHF TV Broadcasting 
787.21 - 788.24 MHz 
524.80 - 525.48 MHz 

UA^HF (Corns and VOR) 
394,315,262.5 MHz, 

197, 175, 143.2, 131.3,121.1 MHz 

Harmonic, Interference Type, licensed power level in 
GNSS band 

Near Band and In-Band -55 dBW/1 MHz (1 565 - 1 585 
MHz & 1 602 -1 616 MHz) otherwise /4 MHz. 

Near Band and In band -70 dBW/MHz (1 574 - 1 576 
MHz) -60 dBW/MHz (1 550 -1585 MHz) rising to 

-lOdBW/MHz at 1 610 MHz 

2nd and 3rd Harmonics In Band, 
Desensitisation of receiver front end, burn out if close. 

100 mW 

4,5,6,7,8,9, 10, 11, 12 & 13 th Harmonics 
In Band 100 mW 

Table 4: Primary Sources of 

INTERFERENCE MEASUREMENTS 

To investigate the interference levels present a short 
series of measurement flights, using a DRA BAC 
1-11 was performed. A total of five flight sorties were 
flown on the BAC 1-11 aircraft, the first of which 
was a shakedown sortie to prove the receiving 
equipment and data logging capability. During 
January, four sorties were flown over two days across 
several European countries as shown in Fig 6. The 
sorfies were flown at 20,000 feet (flight level 200). 
All the on-board GPS (GPS Type No 2, 3 & 5) 
receivers continued to navigate throughout the flight; 
however, at times, the carrier to noise ratio was 
degraded to 30 - 31dBHz, and if a lower altitude route 
had been flown, (i.e. 5000 feet, characteristic of a 
terminal approach pattern), the receivers would have 
lost satellite signals. 

DISCUSSION OF MEASUREMENT RESULTS 

Sortie 1 

No interference was detected in the GPS L band for 
all logged data in the UK. The second and third 
harmonics of the broadcast television band lie in the 
GPS band. It should be noted that no second or third 
harmonics of these TV transmissions were detected in 
the GPS L band plots over the UK. However it is also 
notable that unexpected frequencies in this band did 
occur. 

Sortie 2 

It was noted that there were no significant areas of 
GPS interference was recorded during the initial leg 

Interference Threat to GPS LI. 

of the European Flight Programme. During the flight 
however, increased amounts of interference in the 
GPS/GNSS band were detected as the flight 
approached southern France. As the aircraft crossed 
the coastiine above Nice in France, significant levels 
of interference to GNSS were detected. Fig 7. 

The island of Elba to the east of Italy was also a 
source of interference into GPS and high levels of 
power occurred in the logged bands. 

Although the interference does not appear at the 
1575MHz GPS carrier, it is near-band and, therefore, 
would not be totally removed by the RF/IF filtering. 
Narrow correlation receivers would be potentially 
vulnerable to this type of interference. 

Sortie 3 

High levels of interference in the GNSS band were 
measured on this sortie. Fig 8, and show the highest 
values of interference recorded. The comparison with 
the results from the shakedown flight over the UK in 
Figure 9 show that there are a large number of 
interference sources in this area each of which could 
potentially cause a degradation in GPS and or 
GLONASS navigation performance, especially if the 
aircraft was at a lower altitude. 

Sortie 4 

The sortie again demonstrated high levels of 
interference in the GPS L band. Fig 10 shows the 
signals detected over a three minute period which 
indicates several transmissions appearing over a wide 
band from 1556MHz to 1611MHz with a potentially 
powerful 3MHz signal at 1580MHz. 
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Sortie 5 

Over Germany, more interference was noted in the 
Aeronautical band, particularly over Stuttgart and 
then over the Ruhr. 

Several reports of severe interference into GPS have 
been made from Southern Germany. The cause was a 
military fixed communications link operating in the 1 
500 - 1 600 band. It is presumed that the link has 
been moved to 1558 MHz where it is far enough away 
from GPS not to cause a problem with a well 
engineered receiver. 

work that experts from all States interested in the use 
of GNSS should participate in a co-operative manner 
in the ITU radiocommunications sector activities to 
ensure that ITU-R recommendations are established 
and enforced to protect GNSS. There should be 
world-wide encouragement to develop suitable radio 
system performance standards using ITU-R 
recommendations and other available criteria to 
ensure protection to GNSS. 
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1382 



The Role of GPS In Automatic Dependent Supveill 
(ADS) and a Methodology for the Formulation 

Requlpoments in That Rol 

fillip 

Michael Ashbury 
Civil Aviation Authority 

Rolf Johannessen 
Lamboume Navigation Ltd. 

BIOGRAPHY 

Michael Asburv joined the Civil Aviation Authority in 
1977 after twenty years as a long range transport aircraft 
navigator, and having taken a BA in Mathematics and 
Technology. Among his projects have been the 
development of MNPS in North Atlantic operations and 
long term ATM matters including satellite studies. Mike 
was chairman of the GNSS technical subgroup within the 
ICAO FANS. He is currently head of INT7 in the 
Directorate of International Policy and Coordination 
within National Air TraflBc Services (NATS) in London, 
where he is responsible for the implementation of ADS. 
Mike is a Fellow of the London based RIN. 

Rolf Johannessen obtained his PhD from London 
University. A period developing ILS was followed by 
several years developing computer systems. In 1969 he 
joined the research laboratory which is now known as 
BNR Europe Limited in Harlow where for many years he 
was manager of the navigation department. In 1994 he 
left to form his own company, Lamboume Navigation 
Limited, where as Director he now undertakes consultancy 
work in Communication, Navigation and Surveillance. 
Rolf is a Fellow of the London based lEE, a Fellow of the 
RIN in London and a Member of the ION. 

ABSTRACT 

In Automatic Dependent Surveillance (ADS) the air traflBc 
controller is presented with data on the aircraft position 
based on the aircraft's own navigation instruments. This 
form of surveillance difiers considerably from that of 
radar. The pqjer discusses these differences and considers 
in particular how GPS fits into the overall system. A 
methodology is then developed for determining the 
requirements from ADS in terms of availability and 
service continuity. 

INTRODUCTION 

To achieve efficient use of air space Air Traffic 
Management (ATM) uses a number of tools. These 
include Communication, Navigation and Surveillance, 
generally known as the CNS of ATM. 

In over-land airspace with a high traffic density, as is 
generally the case in continental USA and in Europe, 
communication is effected by voice modulation using the 
frequency band around 125 MHz. Navigation is by 
distance measuring equipment (DME) operating around 
1,000 MHz and by the bearing based system known as 
VHF omnidirectional radio range (VOR). This uses 
frequencies around 115 MHz. Larger aircraft also use 
some form of tnertial navigation which in many cases is 
updated using multiple DME, subject to a good fix. 
Surveillance is currently by secondary surveillance radar 
(SSR) \^dlere the ground interrogates on 1,030 MHz and 
the aircraft responds on 1,090 MHz. 

In over-sea and remote airspace, like the greater part of the 
North Atlantic Oceanic Airspace, communication is at 
Hi^ Frequency, generally between 2 MHz and 10 MHz. 
Navigation reUes on inertial systems with a few cases of 
Omega, and surveillance is by voice reports from the pilot 
who informs air traffic control (ATC) of the position he 
obtains from his on-board instruments. 

The differences between the systems used over land and 
those used in oceanic airspace as described above result 
from the basic propagation characteristics of radio 
transmissions at frequencies of VHF and above. At these 
frequencies there is very httle refraction or reflection by 
the atmosphere and ionosphere such that reUable 
propagation is line-of-sight limited. For an aircraft at 
30,000 feet this implies a range of approximately 200 to 
250 n miles only. Beyond these ranges neither VHF 
communication, nor VOR/DME navigation, nor SSR 
offers reliable performance. The universality of the 
Global Positioning System (GPS) to provide accurate 
navigation is therefore an important asset. Since an 
aircraft has direct line-of-sight to these satelhtes, whether 
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the aircraft is over land or over sea, it follows that such 
systems can be used seamlessly during an entire flight, 
though there may need to be different safeguards 
depending upon the phase of flight. In this respect GPS 
represents a navigational leap forward for aviation. 

This consequence of radio propagation characteristics 
affects not only GPS, but also GLONASS and any other 
likely Global Navigation SateUite System. However, in 
this paper it is GPS which is the main focus. 

helicopter operations take place, much of it at 
2,000 - 3,000 feet above sea level [1]. 
In terminal areas also, the need to monitor 
aircraft at all stages of airport approach using 
SSR requires that the SSR interrogator be placed 
in the terminal  area, thus the number of 
interrogators required grows with the number of 
airports. 
Being an ai^lar system, the resolution in terms 
of distance is range dependent. 

STRENGTHS OF SSR AS A SURVEILLANCE 
TOOL WITHIN AN INTEGRATED CNS 
ENVIRONMENT 

The two main components of secondary radar are the 
interrogator, which is the ground system, and the 
transponder, which is the airborne system. 

In its most elementary form the interrogator transmits a 
group of pulses in the direction in which its antenna 
points. Any aircraft within the main beam of the radar 
senses this interrogation and the transponder replies by 
transmitting a different group of pulses. From this reply 
group, it is generally possible to determine the aircraft call 
sign and height. The interrogator determines the range to 
the aircraft from the two-way propagation time, and the 
bearing by the direction in which the antenna is pointing 
at the time the reply is received. The estimate of aircraft 
position is therefore made by the ground component, 
independent of any reference to the aircraft's 2-D or 3-D 
navigation system. 

In an industry where safety is paramount this 
independence is valuable, since a malfunction in the 
airbome navigation system generally can be compensated 
for by rehance on the surveillance system. While 
surveillance can also fail, the probabiUty that the aircraft's 
navigation system has a failure at the same time as the 
surveillance system, is generally the product of the 
probabiHties of their individual system failure 
probabilities. That probabiUty will be very small indeed, 
and well below other probabiUties that will dominate the 
situation. 

LBVHTATIONS OF SSR 

Secondary radar has some limitations as well. These are: 

1 As indicated in the introduction, the range is 
line-of-sight limited. Oceanic surveillance 
cannot therefore depend upon SSR. 

2 The same Umitations restrict the extent to which 
SSR can be reUed upon for low level fUghts in 
regions like the North Sea where considerable 

AUTOMATIC DEPENDENT SURVEILLANCE 

The term Automatic Dependent Surveillance is defined [2] 
as "A surveillance technique in which aircraft 
automatically provide, via a data link, data derived from 
on-board navigation and position-fixing systems, 
including aircraft identification, four-dimensional 
position, and additional data as appropriate." 

The key point here is that the surveillance fiinction derives 
its position information from the aircraft's on-board 
navigation sensors, and the ADS fiinction can be 
accomphshed by any data-link system which meets the 
communications criteria; HF, VHP, satellite or Mode-S are 
all candidates. 

Two consequences flow fi-om this, one good and one bad. 

1 Beneficially ADS allows surveillance to be 
provided in any airspace where navigation is 
possible. In particular it allows ATC 
surveillance in oceanic and remote airspace as 
well as at low levels in other regions where, up 
to now, only procedural control was possible. 
Procedural control in this context is a method of 
control in which the pilot reports his position and 
intent, where ATC issues a clearance (subject to 
other trafiic) on the assumption that the stated 
position is correct and that the pilot will adhere 
to the clearance. ADS when properly used is 
therefore a major step forward which can allow 
more optimised trafiic control leading to reduced 
separation and direct routing. 

2 However, against this, since ADS reUes on the 
on-board navigation instruments and any 
associated signals-in-space, it follows that if 
those instruments or their required signals-in- 
space malfunction, then the surveillance will also 
malfunction. In particular, if the signals-in- 
space that are used by many aircraft fail, or 
behave correctly but cause the receivers to fail as 
appear to be suggested by [3], then many aircraft 
may simultaneously lose both navigation and 
surveillance. The amount of separation 
reduction and other ATC benefits which could 
be made possible by the introduction of ADS are 
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therefore limited by the probabiUty of such 
common failures. 

from GPS, thus optimising the use of the ADS 
transmission channel. 

GPS IN ADS 

The ICAO definition of ADS as given above clearly 
allows ADS to be operated with any navigation system. 
There is no need to use GPS. Indeed the current capacity 
limitations on the North Atlantic stem principally from the 
need to protect against erroneous way-point insertion by 
the flight-deck crew and not by a lack of performance of 
navigational equipment Such protection will be provided 
by any form of ADS, and it is therefore anticipated that all 
requirements for capacity on the North Atlantic foreseen 
for the near term could be fully realised by ADS used in 
conjunction with the current state of inertial systems. 
Nevertheless GPS has a number of strengths that are 
relevant to ADS. These are enumerated below. 

1 A GPS receiver is considerably cheaper than an 
inertial platform. A basic GPS receiver fully 
approved to the relevant Technical Standards 
Order costs around $3,000 whereas a Ring Laser 
Gyro (RLG) is around $100,000. This allows all 
aircraft to derive the benefit of ADS, from wide- 
bodied transport aircraft to single engine general 
aviation aircraft. 

2 With GPS the 2-D surveillance information is 
with respect to a common grid reference, WGS- 
84. 

3 With GPS the 2-D surveillance information has 
a precision controlled by the GPS control 
segment, currently 300 metres at 99.99 % for a 
non-differentially corrected solution. With 
inertial systems the precision is controlled by 
crew initiahsation and inertial sensor drift rates 
and will therefore vary from aircraft to aircraft. 
Given a typical 0.5 n miles per hour drift rate an 
inertially-navigated aircraft could have an error 
of 2 n miles when making land-fall after a 4 hour 
oceanic crossing. A GPS-navigated aircraft 
would be expected to be within 0.15 n miles of 
cleared track independent of the length of 
oceanic crossing. 

4 GPS provides time to a precision better than a 
micro second. For surveillance purposes a one 
second resolution would be a considerable 
improvement on the current one minute 
resolution. GPS time precision is therefore over- 
performing relative to the operational 
requirements. Nevertheless the automatic 
provision of time in GPS (which does not rely on 
the crew setting a clock, as does the current 
systems), and the common reference it provides 
for time, is an attractive adjunct for ADS. 
Indeed a day might come when ADS 
transmissions are timed relative to UTC derived 

ADS AS A REPLACEMENT OR AS AN 
AUGMENTATION TO SSR 

The best possible surveillance performance would be 
achieved k SSR was retained in those places where it 
currently gives good service, and if ADS was provided 
where SSR can never be implemented for the reasons of 
propagation characteristics as identified above. Thus a 
degree of co-existence of SSR and ADS is envisaged as 
outhned at ICAO's 10th Air Navigation Conference 
(ANC) [4]. It may however be expected that the pressures 
on cost will question the retention of some SSR stations as 
ADS improves in maturity. The question is then how one 
quantifies the surveillance performance that is considered 
operationally cost effective. This might be expected to 
lead to a gradual increase in the types of airspace where 
implementation of ADS takes place, and some phasing out 
of SSR becomes possible. 

Before any such phasing out takes place the operational 
requirements of fiiture surveillance systems need to be 
developed, particularly in terms of availabiMty, continuity 
of service, integrity and accuracy. The first two of these 
are examined in detail below. 

BACKGROUND     DATA    IMPORTANT    FOR 
ESTABLISHING REQUIREMENTS 

It is envisaged the three most common tasks for a 
surveillance system will continue to be the following: 

1 To predict conflicts between aircraft tracks and 
to seek their most efficient resolution, 

2 To detect ATC loop errors, 
3 To maintain safety when there are malfiinctions 

for the navigation system either in ground or 
airborne installations. 

Items 1 and 3 are self explanatory. Item 2 is a term to 
cover any of the following events: 

(a) the ATC controller intends to issue one clearance 
but speaks another, for instance he means to say 
'turn righf but says 'turn left*. 

(b) the ATC controller says what he means, but the 
pilot mis-hears and does not read back the 
instruction, or reads it back in error, which is not 
picked up by the controller; he then executes 
what he thought was the intention. 

(c) the pilot heard correctly, but through 
carelessness or distractions executes a different 
manoeuvre. 
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While item 1 may occur more frequently, items 2 and 3 
are rare but important. For items 1 and 2 ADS and SSR 
are equally powerful; for item 3 there are important 
limitations in ADS, whether the positional information 
comes from IRS or GPS, but particularly if GPS is used. 

FREQUENCY OF ATC LOOP ERRORS 

To determine the probable rate at which such loop errors 
arise staff from 4 different control centres were asked to 
make an estimate of the rate at which there was an ATC 
loop error which the surveillance system detected in time 
for the error to be overcome. 

Their estimates varied, depending on the complexity of 
clearances used in their sector, and on the pilots' 
famiUarily with Er^Ush and with the procedures that were 
common in the relevant airspace. 

The typical rate was one ATC loop error per 1,000 flight 
hours. 

OPERATIONAL RELLVBILITY OF CURRENT 
AVIONICS 

To establish the reUabihties achieved in operational airline 
use a number of airlines were asked to provide details of 
the Mean Time Between Failures (MTBF) achieved for 
avionics. Five airlines provided useful data. They were; 

American Airlines, USA 
United Airlines, USA 
KLM, the Netherlands 
Britannia, UK 
British Midland Airways, UK 

Ring Laser Gyro based Inertial Reference Systems (IRS) 
had MTBFs ranging from 63,000 hours in the best case to 
11,352 in the worst case. The Fhght Management 
Computer (FMC) ranged from 15,688 hours to 3,800 
hours. The SSR Tx/Rx boxes had MTBFs ranging from 
60,000 hours in the best case to 3,200 hours in the worst 
case. 

ff a precise system failure rate were required it would be 
necessary to consider the degree of cross-switching 
possible between RLG and FMC. That has not been done 
here: indeed it may differ between aircraft types. However 
the above figures suggest it is reaUstic to use a MTBF of 
10,000 hours as typical for the failure rate of both a 
combined RLG/FMC, and also for a typical transponder. 

If the typical flying time is taken to be two hours, the 
probability of simultaneous loss of two transponders is 

then p2t where 

P2j = (2/10,000)'= 4*10-' 

since the two transponders are assumed to be independent 
of each other. 

The probability of simultaneous loss of two inertial 
platforms will be the same, given the above assumptions, 
though it should be noted that many aircraft carry three 
inertial platforms rather than two. 

GPS RECEIVER RELIABILITIES 

There is only minimal documented data on the 
performance of GPS receivers. In any case performance 
will vary considerably between receiver models. 
Reference [3] suggested an MTBF of 874 hours was 
achieved on an early GPS receiver design in use in a 
transport aircraft flying today. The reference postulated 
that an improvement of at least 10 times might be 
achievable. It might be appropriate therefore to use a 
figure of some 10,000 flying hours, which would make it 
similar to that used for the inertial reference and 
transponder systems referred to elsewhere in this paper. 

The work reported on in reference [3] suggested that the 
symptoms indicated software problems. While it is 
stressed that the following postulations are assumptions 
only, it is suggested the 10,000 hours MTBF should be 
spUt into different categories along the following lines: 

(a) Failures leading to no receiver output, or to an 
output of position which is so obviously wrong 
that the crew will recognise the failure and 
disconnect or disregard the receiver. 

(b) Failures that are significant in ATM terms, but 
less obvious, such that they will not be 
recognised, and will lead the aircraft to deviate 
from cleared track. 

The 10,000 hours is split equally giving 20,000 hours 
each, (a) and (b) are then fiirther sub divided between 
three groups: 

(i) software failures that are common between all 
identical receivers using those signals in space 
(60,000 hours), 

(ii) software failures that are random between 
identical receivers using the same signals in 
space (60,000 hours), 

(iii)        hardware failures that are random between 
identical receivers (60,000 hours). 

Given a failure tree like this the consequence can be 
evaluated in ATM terms, and the requirements placed 
upon surveillance, in order to preserve the integrity of the 
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airspace, can be determined. 

It is clear that, in particular, the possibility of common 
failures is a matter which requires very careful scrutiny. 
UK NATS has put in place a programme which seeks to 
estabUsh more fiilly what the probabiUties might be. 

METHODOLOGY USED TO DETERMDSfE THE 
REQUIREMENTS OF AVAILABILITY OF A 
FUTURE ADS/SSR MIX FOR SURVEILLANCE 
FOR EN-ROUTE HIGH LEVEL OPERATIONS 

"AvailabilUv" of surveillance is here taken to be the 
proportion of time and space that the surveillance system 
provides both 2-D and altitude data from and about an 
aircraft to the air traffic control centre, and which data 
appears to the user to be correct, so that he can be 

expected to act upon it. 

The UK London and Scottish flight information regions 
(FIR) have a total of 16 SSR stations covering some 
350,000 square nautical miles. At most en-route flight 
levels there is therefore considerable redundancy in that 
each aircraft is covered by several radars. The current 
availabihty of surveillance by SSR is a function of two 
parameters: 

(a) the rate at which a surveillance station fails to 
deliver surveillance information to the air traflSc 
control centres (due to a break-down) and, 

(b) the number of surveillance stations within range 
and which offer redundancy. 

The former can be ascertained from the comprehensive 
maintenance data maintained by NATS. The latter was 
determined by superimposing on a map of the FIRs a grid 
of 50 n mile separation and counting the number of radars 
in range at each grid intersection. Since range for a SSR 
depends upon the altitude of the aircraft, this grid was 
scrutinised at heights of 15,000,25,000 and 35,000 feet. 
With 148 grid points per level this yielded 444 points for 
the evaluation. It was also necessary to take into account 
that for some radars there were obstructions like high level 
terrain which reduced the range in certain directions. 
There were also some operational range limitations within 
the radars. 

The following symbols are now used: 

Uj = the number of grid points with 3 or 
more SSRs in range 

Qj = the number of grid points with 2 SSRs 
in range 

Ui = the number of grid points with only one 
SSR in range 

n^, = the number of grid points outside SSR 
cover. 

p, = the probabiUty that one single average 
SSR station faUs to  provide  SSR 
information to the ATCC. 

Since the radar stations and their Unks to the ATCCs may 
be taken to be independent of each other one can assume 
that the probabihty that all n radars simultaneously fail to 
dehver information to the ATCC, where n radars are in 
range of an aircraft, will be (pj)". 

The current availability of SSR for these flight levels is 

then A where 

and where in turn 
(1-f) 

no/444+ 
(n,/444)*p,+ 

(n2/444)*p,^ + 
(n3/444)*p,' 

This worked out to an availabihty of 

A (1-2.96*10-^) 
(1-3*10-2) 

rounded to 

A first estimate for the requirement of availabihty is 
therefore that as ADS is introduced and SSR possibly 
partfy withdrawn, the overall surveillance availabihty must 
not be allowed to fall below this level. 

However, to take into account the growing use of GPS for 
navigation and in ADS, and the consequent possibihty of 
common failures, additional, more stringent requirements 
were also demanded. The draft requirements are as 
follows. 

Concise requirements 

(a) Averaged between 35,000 and 15,000 feet and 
averaged over the London and Scottish airspace 
the availabihty of surveillance shall be equal to 
or better than 1-3* 10^ 

(b) At all levels from the cruising heights for 
supersonic aircraft down to the landing pad of 
any off-shore rig in the London and Scottish 
regions the availabihty shall, at a date to be 
determined, be better than 1-4*10 ^ 

(c) At all levels above UK land from cruising 
heights for supersonic transports down to the 
levek where a different system of surveillance is 
installed to safe-guard an approach and landing 
the availabihty shall, at a date to be determined, 
be better than 1-4*10'. 

(d) Where there is currently SSR coverage, the 
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(e) 

(f) 

availability of ADS and, in the transition period, 
the availabiUty in the mixed SSR/ADS 
environment must be so arranged that the 
probabihty that there simultaneously exists loss 
of surveillance to two or more aircraft within a 
rar^e of 5 n miles of each other (ie for situations 
\\4iere radar separation is currently utilised) must 
be less than 1.5* 10^ 

In designing the ground system to meet these 
requirements it shall be assumed that for each 
aircraft the avionics include a duplicate system 
each with MTBF 10,000 flying hours, and that 
those two systems fail independently of each 
other and of the similar units in other aircraft. 

For the purpose of meeting these requirements, 
the averaging period shall be any calendar year. 

METHODOLOGY USED TO DETERMINE THE 
CONTINUITY OF SERVICE REQUIREMENTS 
FOR ADS 

Attachment C to Part I section 2.8 of [5] introduces the 
concept of service continuity in the context of ILS by 
saying that "Continuity of service is needed to ensure that 
an aircraft in the final stages of approach will have a low 
probabihty of being deprived of a guidance signal". That 
reference does not use the concept in connection with 
either surveillance or long range navigation. 

FANS defined GNSS continuity as "the probabihty that 
the GNSS will continue to provide GNSS performance for 
the period required, in this case for the time period of a 
typical phase of flight in the region of interest" [6]. 

In [7] the All Weather Operations Panel (AWOP) said 
"Continuity is the ability of the total system to perform its 
fimction without interruption during the intended 
operation". 

Both for the ILS and the GNSS definitions there are three 
elements to the quantity: 

(a) there is the stress on continuous information, 
(b) there is the permitted probability that the 

information is not contiauous, 
(c) there is a time element (in the case of ILS 30 

seconds, in the case of GNSS the duration of the 
phase of fUght). 

For both ILS and GNSS the information has to be 
continuous since the lack of continuity deprives the 
aircraft of track guidance information. In the case of ILS 
the signal as received at the intended beneficiary (the 
aircraft) is present as a continuous carrier. 

In surveillance the signal is not continuous. The radar 
beam (for SSR) sweeps through the aircraft and excites 
the transponder. The carrier then disappears while the 
radar antenna continues its rotation and re-appears some 
seconds later. Thus flie signal at the aircraft is intermittent 
but regular. The reply at the intended beneficiary (the 
radar station) is hkewise intermittent but regular, as far as 
a particular aircraft is concerned. 

It is therefore apparent that there is a short-term signal 
absence which in surveillance is perfectly normal, but a 
long term absence which is not so. 
As far as the surveillance continuity requirement is 
concerned, the importance is that continuous information 
is not needed, but a minimal information rate is. 

With this understanding of the background the following 
definition is used: 

The "Continuity of service" for surveillance is the 
probability that a specified minimum information rate 
remains available for the duration of a phase of flight, 
given that it was available at the commencement of that 
phase of flight. 

Discussion of requirements 

Assume that: 

(a) Based on the discussions with air traffic control 
staff referred to above 1 ATC instruction in 10^ 
flying hours is associated with an ATC loop 
error, 

(b) 80% of these instructions lead an aircraft to 
descend or cUmb to a wrong flight level with the 
rest turning to a wrong heading. Half of these 
turn away and half turn into the parallel track, 

(c) aircraft follow common tracks with traffic at 
muhiple levels such that the order of 
probabihties can be estimated by assuming that 
if an aircraft chmbs too high or descends too low 
it will move to a flight level full of other traffic, 

(d) In a future environment most of the aircraft 
perform their azimuthal navigation to some 
extent by GPS, and therefore have common 
errors, rather than from a system like IRS which 
will lead to a random azimuthal positioning 
error, (it should however be noted that at present 
and in the foreseeable fiiture, a large portion of 
aircraft will use IRS), 

(e) the precision available from the navigation 
system is of the order of 300 metres 99.99 %, 

(f) the average aircraft wingspan is Xy = 0.033 nm 
(=200 feet) [8]. 

The consequence of (d), (e) and (f) is that, an aircraft 
which chmbs or descends wrongly will do so in the path 
of another aircraft. This would be different for an aircraft 
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with 200 feet wing span in a 100 m random navigation 
system which could be considered to place many of the 
aircraft tracks offset relative to each other. However, in 
GPS common sateUites are used and probably common 
sateUite selection algorithms hke minimum PDOP, 
therefore one must assume that the aircraft on a common 
nominal track in fact do follow the same ground track. 

Now make the following additional assumptions: 

(g) the average aircraft length is X^ =  0.033 n.m 
(=200 feet) [8], 

(h) the longitudinal separation is S = 5 n.m [9], 
(i) all aircraft on the track under consideration have 

the same horizontal velocity, 
(j) the unauthorised chmb or descent rate is 1,000 

feet per minute, 
(k) the vertical separation is 1,000 feet in the worst 

possible case, 
(1) there is a tolerance of + or - 150 feet on the 

assigned level before the surveillance system will 
recognise an incursion. This is a value C = 2A + 
B where; 

"A" is the value taken fi-om [10] which 
assumes "an automatic altitude-keeping 
device shall be required and will be 
capable of controlling altitude within a 
tolerance band of +/- 50 feet about 
commanded altitude when operated in 
the altitude-hold mode in straight and 
level fhght under non-turbulent, non- 
gust conditions". This is doubled to 
deal with the turbulent and gusting, 
hence 2* A. 

"B" is the +/- 50 feet tolerance associated 
with the altitude transmission code for 
SSR[11]. 

Taking these factors it is clear that an alarm in 
the surveillance system could not be raised untU 
an aircraft indicates it has deviated more than 
2*504-50 = 150 feet fl-om its assigned level. 

From (g) and (h) it follows that if the unauthorised level 
change is not detected, there is then a maximum 
probabiUty of 2*0.033/5 = 1.32*10"^ of a coUision. 
However, by (a) and (b) above, the rate of such 
unauthorised level changes is 0.8*10"'. The rate of 
collisions from this cause, assuming the deviation from 
cleared track is not detected, is then R, where; 

Ri 0.8*10-='*l.32*10-2 
1.06*10-' 

The quaUty of the surveillance system will allow most of 
these excursions to be detected, but there will be a small 
proportion which is not detected. Let P^ be this rate at 

which such vertical deviations are not detected early 
enough for an accident to be avoided. This leads to a rate 
of accidents Rj, where 

R, 1.06*10-'*P„ 

In Appendix B to the Report on Agenda Item 3 of [7] the 
Tunnel Concept Target Level of Safety (TLS) for oceanic 
or en-route risk is set to 5*10-* per hour. 

This TLS is now assumed to be divided between three 
components; 

Loss of vertical separation 
Loss of horizontal separation 
Loss of longitudinal separation 

Total 

0.8*5*10-* 
0.1*5*10-* 
0.1*5*10-* 
1.0*5*10-* 

The 10% value assigned to the horizontal component is 
supported by the discussions with ATC staff referred to 
above. The required probabiUty of failure to detect 
vertical errors in a timely manner is then determined by 
setting R2 = 0.8*5* 10-* and solving for P^. This gives 

P^ = 0.8*5* lO-Vl.06* 10-' 
3.77*10-3 

rounded to 4*10-'. 

The time available from when the stray aircraft leaves the 
upper boundary of the cleared altitude and until it conflicts 
with the aircraft one level above is Tl, where 

and 

Tl 

6H 

6HV 

1000-150*2 = 700 feet 
1,000 feet/minute 

giving a time Tl = 0.70 minute (42 seconds). A time 
budget would be: 

Tr 

Tc 

Ta 

Ts 

time for the SSR antenna to complete 
the current rotation and get to the 
aircraft causing the problem: this will 
be in the range 0 to 6 seconds, 
time for the controller to register the 
problem, assuming that the system will 
itself recognise an intrusion and cause 
some indicator to flash in front of the 
controller: let this be 1 second, 
time for the controller to gain access to 
flie VHP channel vAnch may aheady be 
used by another aircraft: let this be 0 to 
4 seconds. 
time for the controller to speak a 
message requesting the aircraft to level 
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Tp 

Ti 

immediately or to reverse its climb or 
descent: let this be 4 seconds, 
time for the pilot to reaUse he needs to 
take immediate action and to instruct 
the aircraft to alter its climb: let this be 
1 second. 
time for the aircraft to overcome its 
inertia and to respond to his command: 
let this be 3 seconds. 

Adding these times algebraically gives a worst case of 19 
seconds and a best case of 9 seconds. But the term Tr is 
part of the SSR system and may be different for a different 
surveillance system. The time available for the system to 
cover (continuity + access time) is therefore 42 -13 = 29 
seconds. However, it will also be necessary to consider 
the processing times mvolved, this could impose an 
additional 3 seconds delay. 

The above considerations focused on detection by 
isurveillance of an un-authorised climb or descent. Similar 
considerations appfy to detection by surveillance of an un- 
authorised heading. However, space does not allow 
inclusion of the detailed analysis here. 

The current draft requirements are as follows. 

Concise requirement for continuity of service 

The surveillance system protecting a particular volume of 
airspace must have a continuity of service such that once 
an aircraft has entered that volume of airspace, then for the 
duration of that flight in that airspace: 

(a) there must be a probability better than (1-4*10"') 
that if the aircraft climbs through a level 150 feet 
above cleared level (or descends through a level 
150 feet below cleared level), the surveillance 
system detects it and raises an alarm for the 
controller within 29 seconds of the aircraft 
passing the upper (lower) tolerance level of the 
cleared level. 

(b) there must be a probabiUty better than (1-3*10"^) 
that if the aircraft changes to an un-cleared 
heading, and as a consequence moves off track, 
the surveillance system detects it and raises an 
alarm within 47 seconds of the deviation 
exceeding 1 n mile. 

(c) there must be a much higher probabihty "P" that 
the  errors   are  detected  within  the  longer 
timedelay "T" where "P" and "T" are as follows: 

Vertical errors: 

P = (1-4*10-^) 
for T=29*2 seconds 

P = (1-4*10-^ 
for T=29* 10 seconds 

Horizontal errors: 
P = (1-3*10') 

for T=47*2 seconds 
P = (1-3*10') 

for T=47* 10 seconds 

(d) If the surveillance system suffers an outage, then 
the time limits under (a) to (c) must cover both 
the outage itself and the time for the system to 
recover after that outage. 

(e) This performance shall be achieved by averaging 
over any calendar year. 

OTHER PERFORMANCE ASPECTS 

It is the availabihty and continuity of service that have 
been focused on here. However, a comprehensive 
requirement specification must also consider accuracy and 
integrity aspects in a manner similar to the way they have 
been studied in detail within the GPS navigation field. 
The use of GPS for ADS requires particular attention to 
these requirements, but space for this paper does not allow 
inclusion here. 

Even for the availabihty and continuity requirements there 
are other matters to consider. The greater use of direct 
routing, for instance, will affect the probabihty that a level 
change will take place through the track of a different 
aircraft Furthermore, when intent is included in the ADS 
through the extended projected profile down-link 
messages, this will itself lower the probabihty that there 
will be an uncleared level change. 

These and other considerations show that a study of 
requirements for ADS, and particularly for the role of GPS 
in ADS, will be a subject of greatly increased interest in 
the years to come. It will be necessary to examine the 
extent to which it is vahd to draw on current figures from 
a variety of airspace types. Also it may be appropriate to 
have several ADS specifications, one for each type of 
airspace, depending upon current radar separations. 

CONCLUSIONS 

The introduction of the two technologies of GPS and ADS 
represent major milestones. Surveillance with increased 
confidence will be possible worldwide to a standard which 
is much better than the surveillance rehed upon in many 
regions today. The difference in characteristics between 
ADS and SSR does however demand a carefiil scrutiny 
before firm operational requirements can be formulated. 
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ABSTRACT 

The National Research Council of Canada (NRC) is 
conducting a study of the accuracy of C/A code 
Differential GPS (DGPS) for Category I landings. In 
order to strengthen the existing landing data base, DGPS 
approach and landing data were collected at Resolute and 
Inuvik in the Canadian Arctic and at St. John's, 
Newfoundland, using the NRC Convair 580 aircraft. Data 
were collected for a total of 56 landings, 21 of which 
were flown on full DGPS guidance. These tests were 
carried out over a period of 2Vi years, during which time 

the DGPS receiver suite evolved from C/A code only, to 
single frequency NovAtel GPSCard™ with C/A code and 
carrier phase and in the Saint John's tests, dual frequency 
Ashtech Z-12 receivers were flown with the NovAtels. 
Kinematic carrier phase with ambiguity initialization was 
used as the basic ground truth to estimate the accuracy of 
real time C/A code DGPS, which was the system under 
test. Several C/A code data processing techniques, namely 
C/A code differential positioning, carrier phase 
smoothing of code positioning and single point 
positioning with precise orbits and clocks, were 
compared. Carrier phase solutions from the Novatel and 
Ashtech receivers were also compared. 

INTRODUCTION 

In a collaborative program with the Canadian Ministry of 
Transport (MOT) and the FAA, the National Research 
Council of Canada (NRC) has carried out flight tests to 
assess the suitability of local DGPS C/A Code for 
Category I (Cat I) approach and landing guidance. There 
is particular interest in collecting data at the higher 
geographical latitudes to show that although the GPS 
satellites do not attain high elevations at these latitudes, 
the accuracy of the height solution is nevertheless 
sufficient for Cat I operations. The MOT also wished to 
compare local DGPS performance with that of the Wide 
Area Augmentation System (WAAS). Using the NRC 
Convair 580 research aircraft as the test vehicle, high 
latitude tests were flown at Resolute Bay and Inuvik in 
the Canadian Arctic, and another series of tests was flown 
at St. John's, Nfld. All of these tests were flown in 
conjunction with atmospheric data collection and 
aeromagnetic survey projects, and in many cases, 
approaches were made in instrument flight conditions, 
whereby conventional ILS had to be used for guidance, 
with DGPS data being recorded for post-flight analysis. 
However, out of the total of 56 landings, 21 were flown 
using DGPS guidance. "Ground truth" at Inuvik and St. 
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John's was provided by post-flight processed DGPS 
carrier phase data, while at Resolute, because carrier 
phase was not available, conventional ILS and radar 
altimeter were used, after the spatially-correlated errors in 
these systems had been determined by comparison with 
the ensemble of the DGPS C/A code data. 

The specific objectives of this program were as follows: 
For all flight trials, 
• To assess the accuracy of C/A code guidance for 

landings, using local DGPS. 
For the Saint John's trials, 
• To compare the guidance accuracy of local DGPS 

with WAAS, in this case, using data from the 
Canadian Active Control System (CACS). 

• To compare the carrier phase accuracy of the Novatel 
3951R receiver with that of the Ashtech Z-12 as 
position reference systems. 

• During atmospheric flights, to collect carrier phase 
data that can be correlated with data from the 
Convair's atmospheric sensors for a study to improve 
the modelling of GPS tropospheric errors. 

This report shows the results for all but the last of the 
above items, the study for which is on-going and reported 
in these proceedings (Langley et al, 1995). 

EQUIPMENT 

The NRC Convair 580 is a multi-purpose flying 
laboratory, equipped to carry out atmospheric sensing 
studies, advanced radar experiments and aeromagnetic 
research. The DGPS receivers were, for the Resolute 
trials, Trimble 4000RL IPs, providing C/A code only, 
while for the later trials at Inuvik and Saint John's, 
Novatel 3951R receivers were used, providing both 
narrow correlator spacing C/A code and LI carrier phase 
data. In the aircraft, C/A code DGPS position and speed 
solutions were sent to the aircraft's main computer at 5 
Hz, where they were resampled at 8 Hz, the basic data 
rate of the main computer. From this stream, guidance 
signals were generated to exactly mimic the ILS localizer 
and glide slope. For the approaches that were flown in 
DGPS mode, the guidance signals were displayed as 
course deviations on the pilots' CDI and HSI instruments. 

The data link to the aircraft was a Data Radio packet 
modem, operating at 4800 baud to give an update rate of 
1 Hz. The modem fed a VHF transmitter with an 
effective radiated power of 25 watts. For the Saint John's 
trials, where carrier phase solutions were being compared, 
Ashtech Z-12 receivers were also used in the aircraft and 
in the ground station. 

METHODOLOGY AND DATA PROCESSING 

For the Inuvik and Saint John's trials, where carrier phase 
DGPS was used for ground-truth, the processing 
algorithm was developed at NRC especially for this 
project, with certain routines adapted from public domain 
GPS software. It does standard static ambiguity resolution 
for the carrier phase and processes all satellite pseudo- 
ranges as double differences, using the highest-elevation 
satellite as a reference. Once initial cycle ambiguities 
have been solved, the recorded data are processed in 
kinematic mode with cycle integrity monitored as a 
function of satellite residuals. C/A code and carrier phase 
latitude, longitude and height are transformed into a 
runway-oriented frame whose origin is the runway 
threshold and whose X-axis is aligned with the runway 
bearing. This transformation produces cross-track 
position (Y) and a height (Z) positions relative to the 
runway threshold and bearing. CA code accuracy is 
measured in terms of System Error (SB) 
(VanDierendonck, A.J. et al, 1992), i.e. 

C/A code (Y,Z) minus Carrier phase (Y,Z) 

The on-line DGPS algorithm in the aircraft uses the same 
transformation to generate "look-alike" ILS signals for 
DGPS guidance. 

Accurate location in WGS-84 coordinates of the DGPS 
ground station antennas and of the various runway 
thresholds was of prime importance. At Resolute, when 
no carrier phase was available, these positions were 
determined by averaging C/A code solutions over 
extended periods to remove most of the selective 
availability (SA) effects. For example, for the antenna, 
five sessions were recorded for a total of 18,500 samples 
and a cumulative time of 20 hours. At Inuvik, the position 
of the ground station anteima was surveyed, using a 
TurboRogue^"^ SNR 8000 receiver, from a Geodetic 
Survey monument, classified as first order vertical and 
second order horizontal, located near the airport. Inuvik 
has only one runway, and its threshold was surveyed in a 
similar manner, with reference to the monument and the 
ground station. At Saint John's, where three different 
runways were used, the threshold coordinates were 
already available from a project in which the MOT is 
accurately surveying the thresholds at all major airports in 
Canada. The ground station antennas for the NovAtel and 
Ashtech receivers were each located over surveyed 
monuments that are part of a CACS site at Saint John's, at 
a distance of 5 km from the airport. At Resolute and 
Inuvik, the ground stations were slightly less than 1 km 
from the airport. 
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RESULTS 

C/A Code Sensor Errors 

The SE accuracy figures at 95% probability that follow, 
are calculated as 

I mean error | + 2 X (Standard Deviation) 
The data samples cover 10 km from the runvkfay threshold 
to touchdown point on the runway. 

The accuracy specification for CAT I as defmed by the 
USA Federal Radio Navigation Plan at a decision height 
of200feetis: 
Vertical sensor error 4.1 metres 
Cross-track sensor error 17.1 metres 

Resolute Bay results for 13 landings: 
Vertical error 4.6 metres 
Cross-track error 8.8 metres 

Inuvik results for 19 landings: 
Vertical sensor error 1.565 metres 
Cross-track sensor error 0.814 metres 

Saint John's results for 27 landings: 
Vertical sensor error 1.810 metres 
Cross-track sensor error 1.207 metres 

Typical SE errors are shown in Figures 1 and 2, for height 
and cross-track, for the Saint John's landings. The 
NovAtel receivers used do not produce carrier-smoothed 
C/A code solutions, but these solutions were computed 
post-flight and from the Inuvik and Saint John's statistics 
shown below, it can be seen that considerably quieter 
guidance is available if this processing method is used. 
The corresponding error plots are shown in Figures 3 and 
4. 

Inuvik carrier-smoothed C/A code: 
Vertical sensor error 0.554 metres 
Cross-track sensor error 0.369 metres 

Saint John's carrier-smoothed C/A code: 
Vertical sensor error 0.922 metres 
Cross-track sensor error 0.637 metres 

C/A Code Flight Technical Errors (FTE) 

Flight Technical Error is a measure of how closely the 
pilot (or autopilot) follows the guidance signal as 
presented. (Perfect tracking of the guidance would 
represent zero FTE). For the methodology of this project, 
it can be shown that FTE is simply the Y or Z C/A code 
position (Hardwick et al, 1995 A). DGPS is capable of 
providing smoother and more accurate guidance than a 
conventional ILS and it was hoped that approaches flown 

with DGPS guidance would show less FTE than those 
flown on ILS, especially since, on dedicated DGPS, the 
pilots' concentration was definitely focused on the 
approach task. However, there was only a slight trend 
towards a lower FTE for the DGPS approaches. More 
tests will be required in order to establish a realistic 
relationship between FTE and DGPS. 

DGPS vs CACS "Single Point" Solutions 

The Canadian Active Control System data can be used to 
test the potential of this system, in its present non-real 
time form, to replace a local DGPS station for approach 
guidance. (This technique is sometimes referred to as 
"single point" because no differential data are needed). 
The CACS data consisted of precise ephemerides at a 
sampling interval of 15 minutes and of satellite clock 
corrections at a 30 second sampling interval. These were 
network-downloaded from the Geodetic Survey Division 
of Natural Resources Canada (NRCan). The program 
GPSPACE, also from NRCan, was used to interpolate 
these data to 1 Hz to replace the broadcast ephemerides 
and to correct the satellite clock data as recorded from the 
Novatel and Ashtech airborne receivers. This comparison 
was only made in the Saint John's trials and to date, not 
all the flights have been processed using Canadian Active 
Control System data. However, the trends in the one- 
landing example shown in this section can be considered 
typical. 

Figures 5 and 6 show the respective height and cross- 
track CACS and DGPS solution errors for the sample 
landing and their statistics are tabulated fiirther down. 
The following observations can be made with respect to 
each of these solutions: 
• NovAtel DGPS C/A ~ The results are consistent with 

those already presented for this type of positioning. 
• Ashtech DGPS C/A ~ These results are surprisingly 

noisy. However, note the next item... 
• Ashtech DGPS PI Code ~ In the Z-12 receiver, the 

LI P-Code is generated by a cross-correlation 
process. It shows the least error of all the solutions. 
One suspects that that with such accuracy, no great 
care has been taken in the processing of the C/A code 
solution. 

• Novatel Single Point C/A ~ See next item. 
• Ashtech Single Point C/A ~ Both these solutions 

exhibit biases of up to -6 m. This is attributable to 
non-uniform ionosphere on the satellite-to-receiver 
paths. The CACS does not at this time incorporate an 
ionospheric correction model. 

• Ashtech Single Point L3 ~ This solution, derived 
from the LI and L2 frequencies, shows the advantage 
of a two-frequency receiver in effectively calculating 
and removing the ionospheric errors. 
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HEIGHT CROSS-TRACK 
Mean Std. Dev. Mean Std. Dev. 

Novatel Differential C/A -0.43 0.45 -0.62 0.43 
Aslitech Differential C/A -0.90 3.00 -0.42 1.21 
Asiitech Differential PI -0.29 0.40 0.02 0.27 
Novatel Single Point C/A -4.72 0.41 -2.09 0.12 
Ashtech Single Point C/A -6.09 0.47 -2.68 0.21 
Ashtech Single Point L3 0.52 0.20 -0.69 0.06 

Comparison of    Ashtech Z-12 and NovAtel 3951R 
Carrier Phase Accuracies 

Within the FAA, the Ashtech Z-12 is currently used as a 
"Time Space Position Information (TSPI)" System, to be 
used as a "truth" reference for the evaluation of other 
positioning systems. Since for the Inuvik and St John's 
trials, the NovAtel has been used for this purpose, a 
comparison of the two systems was seen as desirable to 
compare their respective performances in carrier phase 
positioning for the landing phase of some of the flights, 
where the differential baseline would be reasonably short. 
Over longer baselines than about 20 km, one would 
expect better performance from the Ashtech, since it is a 
dual-frequency receiver and is able to correct for 
differential ionospheric effects, something that is not 
possible with the single frequency NovAtel. 

A simple method of comparing the carrier-phase accuracy 
of the two receivers was to compute the magnitude of the 
difference of their horizontal positions, which should be 
1.78 m, the longitudinal separation of the two antennas on 
the roof of the aircraft. The height solutions were also 
compared; their mean errors should agree, since the 
average pitch attitude of the aircraft was close to zero and 
with the short lever arm between the two antennas, the 
attitude errors should average out. The results that follow 
can be considered as representative. 

Measurement of Antenna Baseline 
Ashtech minus NovAtel 

Mean Std. Dev. 
Flight 7, 8 & 22 landings 1.780 m 0.018 m 
Flight 13, landings 1, 2 & 3 1.671 m 0.022 m 

Height Solution - Ashtech minus NovAtel 

Mean Std. Dev. 
Flight 7, 8 & 22 landings 0.029 m 0.066 m 
Flight 13, landings 1,2&3 0.015 m 0.071 m 

For the Flight 13 baseline measurement, there is a 10 cm 
difference from the nominal 1.78 m, indicating cycle slip 

in one of the systems or possibly, a small amount of 
differential ionosphere. (The latter could be in either 
system, because the software only processed the LI phase 
data from the Ashtech). The height comparisons are 
slightly noisier than for the horizontal, which can be 
expected in GPS, but a contributing factor could be that 
the solutions were not corrected for pitch attitude. Figure 
7 is a typical plot of the antenna baseline measurement for 
one landing, while Figure 8 is the corresponding height 
difference. 

DISCUSSION OF RESULTS 

C/A Code System Error Results 

The composite results from Inuvik are slightly better than 
those from St. John's. We attribute the slightly poorer 
results at St. John's to: 

a) The slightly longer differential baseline, 5 km vs. 
about 1 km at Inuvik. With a single frequency (LI) 
receiver such as the NovAtel, differential ionosphere 
errors over even short baselines, can be a problem. 
Furthermore, from the stand-alone CACS results, it is 
clear that the ionosphere was active during the St. John's 
trials. 

b) Poor satellite availability, leading to poorer geometry 
than was the case at Inuvik. For example, at St. John's, 
for one flight on which 13 dedicated DGPS-guided 
landings were carried out, there were at times only five 
satellites usable and the PDOP was as high as 3.25 . By 
contrast, at Inuvik, there were always 8 to 10 satellites at 
usable elevations, giving PDOP's of 1.6 to 1.8 on the 
average. 

The difference in results is most apparent in the carrier- 
smoothed C/A code, where it is almost a factor of two. 

The Resolute results are much poorer than those of the 
later trials. We attribute this to the use of the narrow- 
correlator C/A code techniques used in the two later trials, 
a proprietary technique used by NovAtel that significantly 
reduces the short-term receiver noise. The considerable 
bias error in the Resolute statistics is mostly due to bias 
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uncertainty in determination of the reference antenna and 
runway positions. The worst-case example is the 95% 
confidence limit for the reference antenna height, namely 
6.6m(Onnoera/, 1993). 

DGPS vs CACS Solutions 

In DGPS, with short baselines of up to about 20 metres, 
the satellite paths to the two receivers pass through 
roughly the same ionospheric anomalies and the attendant 
ionospheric errors tend to cancel. At St. John's, all the 
"single point" (i.e. non-DGPS) solutions, both static and 
kinematic, showed bias errors of a few metres. An 
accurate, wide-area, position-based ionospheric model for 
the CACS may take considerable time to implement and 
until such time, it would appear that two-frequency 
receivers should be used in wide-area experiments such as 
this one. 

CONCLUSIONS 

These tests show that C/A code DGPS can easily meet the 
FAA specification of 4.1 and 17.1 metres (95% 
probability), for height and cross track respectively, for 
Category I approaches. The Resolute height results are 
slightly outside this specification, but the result can be 
qualified by the consideration that the GPS equipment 
and the truth methods were less refined than was the case 
for the two later trials. It would appear that decreased 
height accuracy at high latitudes is not a problem; the 
increase in the number of satellites in view would seem to 
offset the fact that they do not, on the average, attain as 
high elevation angles as they do at lower latitudes. 

WAAS definitely requires a geographic-based 
ionospheric correction model, unless two-frequency 
receivers are used. The Canadian Active Control System 
(CACS) appears to produce good single point positioning, 
provided that it is used with two-frequency receivers. 

Processed approach and landing data showed that the 
NovAtel 395IR and Ashtech Z-12 receivers offer about 
the same accuracy of LI carrier phase positioning under 
static and kinematic operation. Both receivers have 
sophisticated techniques for producing very low-noise 
code positioning. 
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Figure 1:  Sensor Height Error, ST John's - 27 DGPS Landing, C/A Code 
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Figure 2: Sensor Cross-Track Error, ST John's - 27 DGPS Landing, C/A Code 
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Figure 4: Sensor Cross-Track Error, ST John's - 27 DGPS Landing, Carrier-Smoothed C/A Code 
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Figure 5: CACS and DGPS Solution Error in Height for One Sample Landing 
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Figure 6:  CACS and DGPS Solution Error in Cross-Track for One Sample Landing 
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ABSTRACT 

The prediction of augmented GPS performance for 
spread-out user locations requires analyses of both 
accuracy under normal conditions and integrity in the 
case of system failures. Methods that combine 
covariance propagation and Monte Carlo simulation for 
the Wide Area Augmentation System (WAAS) have 
been developed, allowing system designers to study 
performance, risk, and cost tradeoffs. This process can 
be automated into computer search techniques that make 
WAAS network optimization possible 

Revisions to our previously published accuracy and 
integrity algorithms have been made, including more 
detailed WAAS accuracy models and probability models 
for spacecraft, ionosphere, and ground errors. Updated 
results are given for the FAA testbed (NSTB) network 
and for an example WAAS system for Europe. 

Next, a framework for network optimization is 
constructed from two bases. A top-level user value 
model expresses the relative quality of the combined 

accuracy and integrity evaluations for a given network. 
Global optimization is carried out using a genetic 
algorithm which maintains a population of possible 
network designs and "evolves" the next generation using 
operators derived from the Theory of Natural Selection. 
The optimization process is computer-intensive but has 
the potential to converge to the best possible network for 
a given application. A complete model for European 
WAAS network optimization is presented, and the 
prospects for improved computer speed using 
parallelized code are discussed. 

1.0   Introduction 

Networks of ground stations and geosynchronous 
satellites designed to augment civilian GPS navigation 
performance have been shown to provide corrected 
pseudorange accuracies of 1-2 meters, making aircraft 
precision approach using augmented GPS possible. 
Local Area Augmentation Systems (LAAS) broadcast 
corrections from a single site to nearby users. Wide Area 
Augmentation Systems (WAAS) instead use a network of 
spread-out reference stations (WRS's) which transmit 
their observations to a master station (WMS). This 
master site computes coordinated corrections for all GPS 
satellites in view of any WRS and uplinks them to 
communications satellites for downlink to any user 
within a very large geographic region [1]. 

While the augmented-GPS performance demonstrated 
to date in flight tests is very promising, the prediction of 
overall system performance for the entire user population 
is difficult. Previous studies conducted at Stanford have 
described new methods to predict normal-condition 
WAAS navigation accuracy over a large user area [2]. 
In addition, Monte Carlo simulation of specific WAAS 
failure modes allows a prediction of post-RAIM integrity 
risk, or the risk of being placed in a dangerous situation 
due to not being warned of a GPS/WAAS system failure 
[4]. Combining these two separate evaluations gives a 
comprehensive picture of the overall performance and 
acceptability of a given WAAS network. 
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This paper expands and extends our previous work in 
several respects. In Section 2.0, the WAAS coverage 
prediction mpdel is summarized, and new results for the 
FAA WAAS testbed are shown which incorporate 
improved ranging error models. In addition, new results 
for a proposed European WAAS network are presented. 
Section 3.0 describes the integrity evaluation model, 
which uses Monte Carlo sampling to optimize RAM 
thresholds in the presence of various rare-event errors. 
Integrity results of this evaluation for the WAAS 
networks studied in Section 2.0 are given there. 

Section 4.0 summarizes the use of genetic algorithms 
(GA's) to provide a very flexible global optimization 
capability. The evolutionary search operators used in 
standard GA's are explained, and the encoding of a GPS 
augmentation network into a GA-compatible form is 
demonstrated. Section 5.0 outlines our proposed WAAS 
network objective function or value model which is used 
to combine DGPS performance analyses with a user 
cost/benefit assessment into a single top-level measure. 
This function goes a step beyond current requirements to 
suggest, at a policy level, what the basic goals of 
augmented-GPS navigation systems should be. 

Section 6.0 demonstrates the potential of top-level GA 
optimization by showing the improvement obtained for 
the European WAAS network in the first few GA 
generations. Finally, Section 7.0 discusses the software 
improvements needed to allow optimization of GPS 
networks on a national and international scale. A set of 
conclusions from the latest augmented-GPS performance 
studies and optimization runs are then given. In 
particular, WAAS is shown to be a cost-effective 
approach to wide-area precision navigation, and further 
developments should provide the capacity to tailor future 
systems to specific user needs in a very efficient manner. 

2.0 WAAS Coverage Prediction Metliodology 

While it is already apparent that WAAS has the 
potential to provide Category I accuracy for aircraft 
landing and that baselines of hundreds of kilometers are 
possible, a coverage prediction model is needed to 
predict accuracy across the entire geographic spread of 
users and to help determine just how many wide-area 
reference stations (WRS's) are needed to meet the RTCA 
MOPS accuracy requirements [1]. Our method is 
summarized here, and revisions to the WAAS error 
models are also explained along with new WAAS 
network results. 

2.1 Summary of Coverage Prediction Method 
The coverage prediction approach used here is based 

on the solution of least-squares covariance equations for 

given GPS and WRS geometries.  This is a summary of 
the detailed explanation of the method contained in [2]. 

Accuracy predictions for large geographic areas are 
generated by a computer program which simulates a 
large number (between 1440 and 10,000) GPS and 
geosynchronous satellite geometries using a GPS orbit 
model. For each geometry, the matrix of direction 
cosines to each visible satellite G„' is computed for each 
WRS location i (using a 5° mask angle). At this stage, 
the ranging observation errors for each satellite visible at 
each WRS are computed from the RMTSA model given 
in Table 1. The large WRS ionosphere covariance matrix 
P"" can then be computed element-by-element. 

Noise Source WRS Error (m) User Error (m) 
receiver noise 0.33 0.50 

SA latency not applicable 0.20 
multipath 0.20/tan(e) 0.30/tan(8) 

troposphere* 0.07 / sin(e) 0.20 / sin(e) 
♦changed since publication in [2] 

Table 1: One-Sigma RMTSA Errors 

The program then cycles through a grid of user 
locations separated by 1-4 degrees in latitude and 
longitude. For each user, the geometry matrix G„ is 
computed, and two separate processes of covariance 
propagation are carried out in parallel. The first is for 
clock/ephemeris error for satellites in view of the user 
(using a 7.5° mask angle) based on the WRS's that can 
also see the satellite in question and can provide 
clock/ephemeris corrections. The second is for 
ionospheric spatial decorrelation projected from the 
pierce points observed by each WRS to the WMS, which 
fits a set of predictions to a grid, and finally to each user. 

Covariance projections from these two error sources 
are brought together into a single pseudorange error 
covariance matrix P^,* for each user which includes user- 
specific RMTSA errors. The weighted least-squares 

position error covariance P^ is then computed, and the 

(Gaussian) vertical position error variance is given by the 
[3,3] entry of this final matrix. The vertical error for 
each geometry is stored in a histogram for that user, as is 
the Vertical DOP for the satellite geometry visible to that 
user [2]. "Availability" in this case is defined as the 
percentage of geometries  for  which  a given  user's 

vertical one-sigma error (given by -y/P^ [3,3]) is within 

either the ILS or RNP Category I one-sigma 
requirements of 2.05 and 3.6 meters respectively. 
Geometries for which this requirement is exceeded are 
deemed "non-available", and if this state persists over 
time, an "outage period" for Category I landings results. 
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Figure 1 gives a conceptual flow chart for this 
covariance propagation method. Note that propagation 
of error covariance follows two separate, parallel paths. 
The clock/ephemeris process results in a 4 x 4 matrix P/^ 
of error covariances for each satellite k (this is equal to 
the SPS covariance if no WRS's can see this satellite). 
For each user, the covariances for all the satellites he or 
she can see are arranged into P^^, which acts as the 
"plant" matrix for computation of the user position error 
covariance as follows: 

p, = G:G„p^^G:(G:f+G:p:(G:f    (D 

Note that the User Differential Range Error (UDRE) for 
each satellite in view is given by the diagonal elements 

of the matrix G^P^^Gu , which maps the clock/epheme- 
ris error from the WMS correction through the user's 
satellite geometry (expressed by G^) [2]. 

The process of ionosphere covariance propagation 
instead fits the vector of combined WRS ionosphere 
pierce-point measurements to the WMS ionosphere grid 
of 5-15 degrees in latitude and longitude. A model for 
estimating the decorrelation between ionospheric delays 
at points that are far apart has been fitted to data in [3] 
and is detailed in [2]. The covariance of this fit, P°, is 
then propagated to each pierce point of each user in the 
user grid. The resulting ionosphere fit error covariance, 
Pe", is propagated to the overall position error as part of 
the "noise" term on the far right-hand-side of (1). The 
diagonal elements of Pg" also give the User Ionosphere 
Vertical Error (UIVE) variances. 

conputel* 

cctiputeG^ 

lonosphener. 

UserPosJMmQMvioTce. p^{(5^,(S^, q,^ q2) 

Figure 1: WAAS Covariance Overview 

2.2 Revised Error Models 
An ongoing effort is being made to update the error 

modes used for WRS and user observations. These 
revisions are based on the latest research on real-time 
algorithms at Stanford and the results from the 
experimental Stanford WAAS, which has three WRS's at 
Arcata and San Diego, California, and Elko, Nevada [9]. 

The Stanford WAAS implements carrier smoothing to 
reduce WRS observation errors. A Hatch/Eshenbach 
filter is used to average code psuedorange observations 
with much more precise carrier information (which has 
only 1-2 mm of noise) [11]. When a WRS first sees a 
given GPS satellite, the averaging process begins, 
leading to a reduction in the magnitude of receiver and 
multipath noise as a function of the time that satellite has 
been observed (without a cycle slip). Receiver noise has 
a short correlation time, but multipath takes much longer 
to average out. We now use an abstract exponential- 
decay model which gives a combined noise reduction 
factor NRF defined as follows: 

NRF   =   exp '■obs (2) 

where the generic carrier smoothing time constant TCS is 
conservatively estimated to be 60 minutes. In the code, 
the cumulative time fobs is tallied as the satellite geometry 
is updated. The receiver and (elevation-dependent) 
multipath standard deviations (from the RMTSA) are 
then reduced by multiplying by NRF from (2). 

In addition, the assumption of a bivariate Normal 
distribution among ionospheric pierce-point observations 
has been relaxed. In [2], the variance (a {d)) of the true 
ionosphere delay relative to an observed point a distance 
d away is given by a linear/exponential function of d. 
This variance is the converted to a covariance entry a^ 
between two points using the bivariate Normal equation: 

5i!j = ^'b[i-Kj(^)K )']"■'        (3) 

where a^ is a base deviation at a given point, assumed to 
be about 2.8 meters. The exponent 0.5 in the bivariate 
formulation results in closely correlated ionosphere 
measurements, even when separated by hundreds of 
kilometers. As a result, this exponent has been increased 
to 1.0 for our current studies, introducing more spatial 
decorrelation into the ionosphere correction process. 

2.3 Ionosphere Observation Model Variants 
Research on improving the calibration of satellite and 

receiver interfrequency bias suggests that this prevailing 
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95% Vertical POSmON Error NSTB+Canada/Mexico 95% UIVE Contours: NSTB+Canada/Mexico 
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Figure 2: FAA NSTB 95% Vertical Accuracy 

bias error (which affects WRS ionospheric delay 
observations) can be cut almost in half from what is 
observed today. Currently, the ionosphere model in [2] 
assumes a 0.75-meter additional noise (ICT) term to 
model uncorrected interfrequency bias. Estimates of the 
slowly-changing bias parameters are possible over 
several hours of data-taking, making it possible to 
improve this to about 0.4 meters [12]. This has not yet 
been demonstrated in an end-to-end sense; thus this 
adjustment is considered a provisional improvement. 

A more radical change to the WAAS network would 
be to assume only single-frequency WRS ionosphere 
observations. It is possible to extract a measurement of 
ionospheric delay from the code-carrier divergence on a 
single broadcast frequency, as described in [8,13]. 
Because dual-frequency measurements by definition 
require the use of L2, which is not part of the SPS 
service guaranteed to civilian users, WAAS networks 
deployed by non-U.S. agencies may choose to restrict 
themselves to the use of LI measurements only [14]. 

From comparisons of single-frequency measurements 
to more accurate dual-frequency ones, our best current 
estimate is that the use of single-frequency observations 
would add a one-sigma vertical error of around 0.8 
meters to the WRS ionosphere delay measurement. 
However, since single-frequency receivers cannot 
directly separate ionosphere from other error sources, the 
covariance propagation method used here must be re- 
worked to combine the clock/ephemeris and ionosphere 
into one larger estimator for this case. We now expect 
this change to reduce 95% accuracy by about 15-20%, 
but the effect on integrity could be much worse. 

-140   -130   -120   -110   -100    -90     -80     -70     -60 
Longitude (deg.) 

Figure 3: FAA NSTB 95% UIVE 

2.4 Results of Improved Models 
All of the following results incoporate carrier smooth- 

ing (2) and revised ionosphere decorrelations (3). The 
effects of further changes are cited where applicable. 

Figures 2-4 show 95% vertical error, 95% UIVE, and 
95% UDRE, respectively, for the revised FAA WAAS 
testbed, or NSTB, which will precede the operational 
WAAS into service on an experimental basis. It now 
includes six additional WRS's, three in Canada and three 
in Mexico, giving a total of 24. From Figure 2, the best 
accuracy is obtained in the Western plains states and 
southern Manitoba, where users can see both the 180° 
and 55° W geosynchronous satellites. Overall accuracy, 
compared to the 18-WRS all-CONUS NSTB [2], has 
improved to the point that all of CONUS is within 2CTV = 
3.5 m under normal conditions. Improvement is most 
noticeable over the Eastern seaboard. The three WRS's 
in Mexico provide improved coverage to the South- 
western U.S. and provide better than 3.6 m accuracy 
over almost all of Mexico. 

In Figures 3 and 4, both UIVE and UDRE contours 
tend to follow the outline of the outermost WRS's in the 
network. Ranging errors from both sources are 
comparable, and both are very small near the center of 
the network. It is a little surprising that UDRE degrades 
more rapidly as one moves away from the center, as 
fewer WRS's provide data to correct pseudoranges of 
satellites visible to these more distant users. 

One problem with the proposed WRS layout is that, 
while the Gander WRS is in a very useful location, the 
Canadian WRS's in Ottawa and Winnipeg are too far 
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Figure 4: FAA NSTB 95% UDRE 

East and are too close to the northern border of the U.S. 
to add significantly to coverage over most of Canada. 
Figure 5, which plots 95% vertical accuracy in 3-D, 
shows that accuracy degrades most rapidly in the 
Northwest corner of the user grid, over British Columbia. 
This may not be a significant drawback, since the 
network will be used as an experimental testbed only, but 
it is possible to achieve significantly better coverage of 
the Canadian provinces by moving the Ottawa and 
Winnipeg stations westward and northward. 

Figure 6 shows 95% vertical position error results for a 
WAAS that could provide precision GPS corrections to 
Europe. It has a "four corner" arrangement of WRS's in 
Scotland, Spain, Northern Russia, and Turkey. Note that 
this minimal WRS arrangement provides sufficient 
accuracy to exceed the 4.1-meter vertical 95% E.S 
Category I precision approach requirement over almost 
all of Europe. This shows the potential of WAAS to 
provide high accuracy in a very cost-effective way, but 
the next question is whether such an arrangement also 
provides sufficient integrity, or user safety. 

3.0 WAAS Integrity Simulations 

3.1 Background and User Cost Model 
Unlike the "normal conditions" assumed by the WAAS 

coverage prediction model, integrity threats are 
hazardous events that are presumed to occur rarely but 
have the potential to put the user in serious danger if he 
or she is not promptly warned. Since WAAS includes 
both ground-station and user elements, detecting these 
events is a shared responsibility of the augmentation 
network and of each user. Individual users can use 
Receiver Autonomous Integrity Monitoring (RAIM) to 
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Figure 5: FAA NSTB 95% Vertical Accuracy Surface 
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Figure 6: European WAAS 95% Vertical Accuracy 

provide a warning from his overdetermined set of 
ranging measurements if he can see more than four 
satellites. This process uses the magnitude of a residual 
vector as the decision statistic; when it exceeds a pre-set 
threshold, the user is warned that conditions are unsafe. 
The ground stations can also monitor statistics that 
compare primary and redundant system measurements to 
each other. Warnings of unreliable satellites or 
corrections can then be included in the WAAS message 
to warn all affected users [5,6]. 

In [4], a method of setting WAAS RAIM residual 
thresholds based on a user cost model was developed and 
demonstrated. The cost model measures the likelihood 
of a fatal aircraft accident if certain outcomes, such as 
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missed detections and false alarms, occur. Table 2 gives 
this model expressed in terms of consequent user risks 
from various RAIM outcomes (also see Section 5.4). 
This relative measure of RAIM event costs allows us to 
optimize the detection thresholds rather than relying on 
the chi-square probability assumption used in [6]. 

RAIM Result Base Cost Variable Cost 
good position 0 0 
detected error 1 0 
missed detect. 200 5 

false alarm 1.012 0 
non-available 0.012 0 

Table 2:  User RAIM Cost Parameters 

3.2 WAAS Rare-Event Probability Models 
The RAIM analyses in [4] focus on vi^orse-than- 

Gaussian ionospheric spatial decorrelations, which are 
assumed to be possible in the worst 10% of cases based 
on previously published experimental data [3]. More 
severe decorrelations are possible in the worst 2% of 
cases. The effects of these "non-Normal" decorrelations 
must be analyzed by Monte Carlo simulation. 

The approach taken here is based on [4] but uses the 
coverage prediction UIVE results. It samples iono- 
spheric delay using the Normal distribution implied by 
the UIVE for a given site. If a sampled standard normal 
variable \z\ < 1.645, the vertical ionosphere ranging error 
is simply the sample z times one-half of the assumed 2a 
95% UIVE result. If the sample exceeds 1.645 (the 90% 
cutoff), the UIVE-based standard deviation is multiplied 
by an expansion factor TM which accounts for the 
abnormal spatial decorrelation possibility: 

1.645 < \z\ < 2.33 

|z|>2.33   ^ 
otherwise 

=>   rM = 1.13 ±0.11 

TM = 1.40 ± 0.25 
=>    TM = 1.0 

(4) 

This inflated deviation is multiplied by the already-large 
sample z to give the vertical delay in this case. Finally, 
the vertical error is multiplied by the appropriate 
obliquity factor (a function of the satellite elevation 
angle e) to provide the slant pseudorange error [4]. 

For dual-frequency WRS receivers (the base case), the 
actual TM is periodically sampled from the Normal dist- 
ribution in (3), where TM = 1.13 ± 0.11 becomes Normal 
(|X=1.13, a=0.11). In the case of single-frequency WRS 
ionosphere observations (Section 2.3), rare-event spatial 
decorrelation uncertainty is much worse; thus the 
sampled TM from (3) is at least doubled. 

In [4], Nj satellite geometries are updated in the same 
way as in Section 2.0, but each satellite is sampled to 
determine if it is "out of service" and is thus not usable. 
These failure probabilities, derived from [4,10], are: 

Pr (GPS satellite unhealthy)    =  0.014 
Pr (GEO satellite unhealthy)   =  0.010 

In addition, it is assumed that a failure of the WAAS 
ground network could lead to errors in the broadcast 
clock/ephemeris corrections that are much larger than 
UDRE. This could result from database or computation 
errors that are not caught by the WRS and WMS monitor 
systems. Because we are interested in sampling failure 
cases, the probability of having an increased UDRE is 
taken to be 0.001, which is at least 10 times higher than 
expected of an operational WAAS [5]. If a given 
satellite experiences this type of failure, its effective 
UDRE is increased by one plus a factor sampled from an 
exponential distribution with a mean \x = 2.0. 

3.3 Integrity Simulation Procedure 
For each of N, satellite geometries, N^ failure states are 

sampled. In each failure trial, each satellite is sampled to 
see if it is functioning normally, and unhealthy ones are 
removed from the user geometries. Each satellite next 
has the state of its ground correction sampled. The 
overall ionosphere decorrelation state, which applies to 
all users, is then sampled. A failure bias \z\ = 1.645 is 
applied to this sample to insure that all cases at least 
have this amount of non-standard conditions. 

Rather than attempting to run simulations for each user 
in the coverage prediction grid of Section 2.0, the user 
population is melded into a much smaller number N^ of 
user locations. For each sampled failure state, a weight- 
ed position fix is carried out for each user location. This 
position fix is based on the normal UIVE and UDRE for 
that location given by the coverage prediction method. 
Each user constructs a diagonal weighting matrix W 
from the RSS of his RMTSA, UIVE, and UDRE 
veriances (from Section 2.0), but a 25% random factor is 
applied to prevent the use of perfect weighting 
information. The true psuedorange error vector dx and 
the weighted residual statistic D are given by [4,6]: 

dx = G*z = (G^ W-' G)~' G^ W-' z (5) 

£)2    =   z^yS-'{l^-GG*)z (6) 

where I^ is a m x m identity matrix (m is the number of 
functioning satellites in view), G is the (m x 4) user 
geometry matrix, and z is the (m x 1) vector of psuedo- 
range measurements. 
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After all failure simulations are completed, the 90% of 
cases that would exist under normal DGPS conditions are 
added to the dx vs. D matrix stored for each discrete 
VDOP bin. Under normal conditions, dx and D are 
independent, with (vector) dx being Normally distributed 
with a covariance given by the vertical position error 
result from coverage prediction and D^ having a chi- 
square distribution with variance parameter D^lc^ and 
m-4 degrees of freedom [7]. The revised matrix is then 
searched to find the RAIM detection threshold T that 
minimizes the overall weighted RAIM cost (see Table 2) 
over all N^ user locations (each with a separate dx vs. D 
matrix). Note that only one set of thresholds is chosen 
for all users. If this optimal threshold T* gives a cost 
that is lower than the non-availability cost in Table 2, 
RAIM is available for that VDOP and the system is 
usable. Otherwise, RAIM is unavailable, and the system 
incurs the non-availability inconvenience cost for those 
trials [4]. 

3.4 Integrity Results for 4-WRS European WAAS 
Integrity evaluation for the European WAAS is done at 

11 user locations shown as 'o' in Figure 7 (discussed in 
Section 4.1). These locations receive different weights 
as explained in Section 5.0. For these locations and the 
basic 4-WRS network of Figure 6, 1 million failure states 
and position fixes were simulated fi^om 1000 satellite 
geometries for each of the 11 user locations. Table 3 
contains the results in terms of the overall weighted 
RAIM cost and also probabilities of various hazardous 
events. For WAAS Category I approaches, the RPE or 
"required (vertical) protected error" is 19 meters at the 
200-foot decision height. 

Overall RAIM user cost 0.0019 
Prob(RAIM available) 0.983 

VDOP limit for availability 2.9 
Prob(position error > RPE) 3.3 X 10"' 

Prob(missed detect. 1 error > RPE) 0.109 
Prob(false alarm) 0.0007 

Fatal Accident Prob. per approach 6.8 X lO' 

Table 3: 4-WRS European WAAS User Integrity 

part of the RAIM cost due to integrity risk (0.0017) by 
the value of a single fatal accident in this cost mode! 
(2500). Note from this value that it implies that 10% of 
all missed detections (average cost of about 250) lead to 
fatal crashes.  While current Cat. I requirements do not 
specify a maximum acceptable fatal accident risk, the 
implied requirement from the RNP and the Cat. Ill 

,9 
requirements is 10 .    This network has considerably 
higher risk; so additional augmentations will be required. 

4.0 Genetic Algorithm Optimization Model 

By combining the coverage prediction model and 
integrity simulations, it is possible to generate overall 
evaluations for any GPS augmentation architecture. If 
the user population (or government agency) can derive a 
function that computes a top-level "figure of merit" 
based on the predicted geographic spread of accuracy 
and integrity performance, optimization of entire 
networks becomes possible. However, the use of 
complex covariance and simulation models to generate 
these evaluations requires a flexible optimal-search 
approach that does not require well-defined, 
deterministic problem formulations. 

Evolutionary algorithms, a recent development of 
research in Artificial Intelligence (AI), now provide this 
capability. Several specific methods, including Sim- 
ulated Annealing and Genetic Algorithms, have been 
used to solve a wide variety of problems. In general, 
they attempt to "evolve" better solutions over time by 
perturbing the best solutions found up to that point using 
semi-random operators that can avoid being "trapped" by 
local maxima or minima. They can also tolerate the 
noisy evaluations given by complex simulation models. 

4.1 WAAS Network Design Encoding 
Much of the work in designing an evolutionary search 

method for a specific application lies in tailoring the 
search to fit a natural encoding of the design space. For 
WAAS network optimization, the design variables can be 
expressed in a vector of binary (0/1) elements, or genes, 
which makes it possible to apply a standard genetic 
algorithm (GA) to evolve toward the optimal solution. 

Although it is clear from Figure 6 (Section 2.4) that 
this 4-WRS network meets the WAAS Cat. I accuracy 
requirements at all 11 user locations, it is equally clear 
here that this network does not provide adequate integrity 
given the failure uncertainty models from Section 3.2. 
Availability is not bad at 98.3%, but the probability of 
exceeding the RPE is too high. RAIM catches 90% of 
these events, but the remaining 10% that become 
"missed detections" translate into an unacceptably high 
fata! accident risk, which is computed by dividing the 

A computer search alone cannot design an optima! 
network — the input of design engineers is crucial. In 
this case, we rely on human designers to provide a list of 
possible WAAS augmentation elements for the GA to 
consider. This list may include reference station sites, 
provision for independent monitor sites, and additional 
geosynchronous spacecraft to broadcast corrections and 
add redundant ranging measurements. Essentially, it can 
include any option that can be modeled in the 
GPSAVAAS accuracy and safety prediction algorithms. 
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User Locations and \NPS Network Cptions: European WAAS 
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Figure 7: European WAAS Locations and Options 

Table 4 below gives a list of 12 augmentation options 
for the European WAAS application that we shall 
consider in this paper. Ten of these are potential WRS 
locations, which are shown as 'x' in Figure 7. Next is 
the use of single-frequency ionosphere corrections (see 
Section 2.3) instead of dual-frequency ones, and the last 
is a third geosynchronous satellite placed over Central 
Europe at 15° E longitude (shown by a dashed line in 
Figure 7). Given this list of options, a design solution is 
simply a vector of N^ = 12 0-1 entries, where a 1 
represents the presence of the relevant option and a 0 
represents its absence. Note that the addition of new 
options thought up by the human designers can be 
handled simply by increasing the length of the design 
vector. This flexibility is important, as the results of 
early evaluations and optimization runs may motivate the 
designers to think of new augmentation options. 

No. Augmentation Inc. Cost ($ K) 

1 Inverness WRS (UK) 2000 
2 Seville WRS (SP) 2000 
3 St. Petersburg WRS (RU) 2000 
4 Izmir WRS (TU) 2000 
5 Padua WRS (IT) 2000 
6 Trondheim WRS (NO) 2000 
7 Saratov WRS (RU) 2000 
8 Nantes WRS (FR) 2000 
9 Frankfurt WRS (GE) 2000 
10 KracowWRS(PO) 2000 
11 Single-Freq. WRS RCR's. -90N_ 
12 add'l.GE0SVatl5°E 25,000 

4.2 GA Population Evolution Operators 
A genetic algorithm evolves a population of N^ design 

solutions (we use 10) from one generation to the next. 
The population is initialized by combining baseline 
solutions chosen by the designers (such as the 4-WRS 
network shown in Figure 6) and randomly generated 
solutions in a 50-50 ratio. This becomes the "zeroth" 
generation of the GA search. An accuracy and integrity 
evaluation of each is then conducted to provide an 
objective-function value for each initial network design. 

The canonical GA used here evolves the next- 
generation design solutions based on the current- 
generation members and objective values. Three 
operators are used. The first is reproduction, in which a 
percentage P^ = 60% of the current solution members are 
chosen as parents of the next generation according to 
their objective value, or fitness. This is done by a variant 
of roulette-wheel selection, in which the parents are 
randomly chosen with probabilities that are proportional 
to their linearly normalized fitnesses. In addition, the 
best solution is automatically copied directly into the 
next generation (elitism) [15]. 

Parents selected by this process are "mated" together 
two at a time in the crossover operator, which simulates 
sexual reproduction. In the basic one-point crossover 
operator, a location between 1 and N^ is sampled from a 
Uniform distribution, and the two parents swap their 
genes before and after that point to make up two child 
solutions for the next generation: 

001101 Oil 
101110010110101 

11100011      => 
one-point 
crossover 

 I 
'OOllGIOll 
1011100 

0110101 
Imoooi: 

Table 4: European WAAS Augmentations 

Another possible choice is uniform crossover, in which 
two parents combine to produce one child. In this case, 
for each gene location, if the two parents have the same 
gene, the child gets that gene as well. If the two parents 
disagree, the child's gene is chosen by a 50-50 random 
sample [15]. A judicious combination of these different 
operators can yield a faster and more robust search. 

Mutation is the final canonical GA operator. Once the 
N„ solutions that make up the next generation have been 
chosen by reproduction and crossover, a Uniform random 
sample is made for each gene in each solution. If this 
sample is lower than a chosen mutation probability P„, 
that gene (bit) is flipped to its binary complement (e.g., 0 
-> 1, 1 -> 0). This process, akin to rare genetic mu- 
tations in biological organisms, helps maintain the 
genetic diversity of the solution population, preventing a 
small set of apparentiy good solutions from achieving 
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premature dominance (i.e., a local optimum). Normally, 
PM is chosen to be < 0.01 (we have chosen 0.01), but 
higher mutation rates (inducing more diversity) have 
been successful for other problems [15]. 

0011(^111001 => 001101111001 
one-bit mutation 

4.3 GA Optimization Procedure 
Figure 8 gives a flow chart of the procedure by which 

the GA "breeds" new generations of solutions and eval- 
uates their fitnesses. Generation 0 is initialized as men- 
tioned in Section 4.1, then a loop of generations begins. 
Given a generation n, the fitnesses of each of its N 
solution members are evaluated using both coverage 
(Section 2.0) and integrity (Section 3.0) analyses fed into 
the cost model of Section 5.0. Reproduction, crossover, 
and mutation are then applied to generate the new 
generation n+\. The GA evolution can be stopped when 
the population (or the value of its best solution) stops 
improving, or it can be ended after a set number of 
generations. Each re-evaluation of a given network is 
added to those conducted previously; thus statistical 
significance increases with each new evaluation. Once a 
given network evaluation converges to within an 
uncertainty tolerance, no further accuracy/integrity 
evaluations are needed. Therefore, later GA generations 
will run faster on the computer than earlier ones. 

do*      kroGphere 
c^Biuis       grid 

vwe 

ntd°l        ttiGGhclds 

GoxralionO 

Figure 8: GA Optimization Procedure 

5.0 WAAS Network Objective Function 

Each of the possible solutions generated by GA evo- 
lution needs a fitness evaluation, or a measure of its 
relative "goodness". Because GA optimization is very 
flexible, there are no mathematical constraints on the 
form of this system objective function.   We can thus 

construct a "value model" that attempts to express the 
system's top-level utility for the total user population. 
This is a key driver of the optimization process, as the 
GA evolution will tend to exploit any inconsistency or 
"hole" in the fitness model. For this reason, the 
elements of the objective function should be carefully 
considered, and the results of early GA runs may 
motivate changes in the value model. 

The value model developed here is a provisional 
attempt to weigh user benefits and system costs in as 
wide a framework as possible, knowing that substantial 
revisions may be necessary as more designer and user 
input is received. The overall objective function F{n) to 
be maximized is given by: 

F.^An)   =    lPM,[B"^f:,,-f^^,]-LCost,   (7) 

where/^" and/^^^" represent evaluations of coverage and 
integrity performance respectively for user location u, 
BJ is the Cat. I user benefit for a given user location, 
PM^ is a "population multiplier" which measures the size 
of the user population near that location, and LCost^ is 
the acquisition cost of a given WAAS network solution 
n, which includes the procurement cost and four years of 
OEM (operations and maintenance). 

5.1 Population Multiplier 
The basic definition for the population multiplier is: 

PM: ^    j yIPi/Pc where p, > p^ 
otherwise 

(8) 

where p. is the user population (which could be total 
population, number of air passengers, etc.) and p^ is a 
"critical value" which insures that all areas covered by 
WAAS get a minimum base priority. Locations which 
exceed this critical value do get a higher priority, but it 
does not scale linearly. The values of PM for the 11 user 
locations selected for the European WAAS is shown in 
Figure 7. Note that the location over the North Sea is 
valued at 10% of the overland site values since precision 
approaches cannot be done there. The maximum value 
of 2.5 given to the Leipzig, Ger. user location implies a 
critical value for overall population of about 8 million. 

5.2 Network Acquisition Costs 
The system acquisition cost for all WAAS networks 

assumes a well-equipped triply-redundant hardware 
setup at all ground stations. It includes a WMS 
procurement cost estimated at $6 million and four years 
of OEM at $2 million/year, giving a WMS acquisition 
cost of around $14 million.  The incremental WRS cost 
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estimated to be $1.1 million, includes a $0.5 million 
procurement cost and $150 thousand per-year OEM cost. 
The cost savings obtained by using single-frequency 
receivers in the WRS's is estimated at 75% of the cost of 
a dual-frequency receiver set mutiplied by the number of 
WRS's in a given solution. For all ground augmenta- 
tions, an 80% administrative and indirect cost factor is 
added, giving conservative final life cycle costs of $25 
million for a WMS and $2 million for each WRS (as 
shown in Table 4). This is based on the high overall cost 
estimates for the FAA WAAS given in [16]. Finally, the 
cost of providing an additional geosynchronous satellite 
is assumed to be $25 million, the estimated cost of an 
inexpensive satellite designed for just this purpose. As 
in the Inmarsat case, leasing a GEO transponder may be 
an option, but the high value of the 15° E location 
suggests even a lease cost will be much higher than the 
$2 million/year paid by the FAA. The sensitivity of the 
optimal result to this cost should be examined further. 

5.3 User Benefit Estimates 
The calculation of benefits provided by Category I to 

precision approach users requires making significant 
assumptions. According to [17], WAAS is expected to 
increase the number of Category I approaches in the U.S. 
from 765 (in 1994) to over 5,000. It also suggests an 
overall user benefit for WAAS Cat. I to be $992 million, 
or about $200,000 per approach. In Europe, we estimate 
that this life-cycle per-approach benefit will be doubled 
due to the poorer weather there. In [18], Europe is es- 
timated to have 326 Cat. IILS facilities (1994), and we 
conservatively assume that WAAS will allow this to 
grow to 1200, giving a total user benefit of $480 million. 

An estimate of the per-approach benefit of having Cat. 
I available is estimated by [18] as saving 2 minutes. 
Converted to aircraft per-hour fuel and direct operating 
costs of a weighted mix of passenger aircraft (about 
$4800), the benefit (conservatively) becomes an average 
of $160 per approach. Given 1200 Cat. I approaches 
each providing benefits of $400,000 on average over a 
four-year life cycle, approximately 3 million Cat. I 
approaches in Europe are expected in during this time. 

A second user benefit to WAAS is removing the need 
to support and maintain the 326 current ILS facilities 
that now provide Cat. I capability. This cost is estimated 
by [18] to be $400,000 per ILS facility (per life cycle), 
which, multiplied by 326, gives an added benefit to 
WAAS of $130 million. While it can be argued [14] that 
the current ILS network has been recently upgraded and 
represents a "sunk cost," the continual maintenance of it 
would no longer be necessary after WAAS becomes 
operational. Under this model, the total life-cycle 
benefit of WAAS Cat. I is $610 million. 

5.4 Accuracy and Integrity Evaluation 
The WAAS accuracy evaluation fj" is simply a per- 

centage of the benefit for each user location, which is 
broken down from the $610 million total based on the 
population multiplier for that site. Perfect navigation 
gets 100% credit, a 2a vertical error of 2.1 m gets 99%, 
4.1 m (the ILS requirement) gets 90%-, and 7.6 m (the 
WAAS RNP requirement) gets only 20% (since it is at 
the outermost limit of acceptability). A cubic polyno- 
mial fit gives, for a resulting 2o vertical accuracy a (m): 

/,",, = 1 - 0.005a-h0.0052a^-0.0024a^       (9) 

where/^" is in decimal terms (i.e. from 0 to 1). 

Converting the RAIM user cost of Section 3.1 to this 
value framework requires two further assumptions. In 
Probabilistic Risk Assessment (PRA), it is considered 
valid to assign cost values to fatalities if the underlying 

-4 
risk is sufficiently small (below 10 ) [19], which it is for 
GPS integrity. Assuming an average (based on the 
breakdown of aircraft sizes for Cat. I approaches) of 100 
fatalities per fatal incident and a conservative "value per 
life" of $10 million, each fatal accident incurs a loss of 
about $1 billion. Since 3 million approaches are fore- 
seen over the 4-year life cycle, and a fatal accident 
implies a cost of 2500 in the RAIM cost model, we can 
convert from RAIM cost (/?,) to overall value (/i„„g'°'): 

fi 
($lxl0')(3xl0^) 

12 
integ 2500 

R^ = 1.2x10'^^,    (10) 

Note that this calculation is also broken down by user 
location and population multiplier within the RAIM user 
cost optimization (Section 3.3). Also note that the non- 
availability cost per approach (0.012) from Table 2, 
which is included in the integrity evaluation, implies a 
nuisance cost equivalent to an average of an hour of 
added aircraft cost, including all consequent delays. 

5.5 Value of4-WRS Baseline European WAAS 
The accuracy of the baseline 4-WRS European WAAS 

network (shown in Figure 6) translates into a accuracy 
multiplier (weighted by PAf) of 0.958, giving an overall 
user benefit of $584 million. However, the RAIM user 
cost of 0.0019 from Table 3 translates (using (10)) into 
an integrity cost of $1.73 billion, or 3 times the user 
benefit. Clearly, this network is insufficient. Note that 
the acquisition cost of $33 million is dwarfed by the 
benefits and costs that result, indicating that additional 
augmentations would be very cheap relative to the 
possible performance improvement. Also, the fact that a 
4-WRS WAAS network cannot provide sufficient 
integrity suggests that proposed augmented-GPS systems 
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Figure 9: 95% Position Error for 5-WRS Network 

for large regions of Europe that are based on one or two 
DGPS sites would be insufficient as well, even though 
they may meet the Cat. I accuracy requirements [20]. 

6.0 "First-Generation" WAAS Results 

In our efforts to run the GA optimization code on the 
European WAAS problem, we have discovered that the 
software needs to be re-written for parallel processing 
and that a computer with sufficient available processors 
will be needed to evolve a population of networks toward 
optimal convergence. However, we can conduct a first- 
generation evolution using the GA operators and manual- 
ly investigate some of the networks that result. Results 
for two of these variants are shown here. 

Figure 9 shows 95% vertical accuracy contours for a 
network coded [111110000000], which is simply the 
base 4-WRS network plus a 5th WRS in Padua, Italy, in 
south-central Europe. Compared to Figure 6, accuracy 
over highly-populated central Europe is significantly bet- 
ter, resulting in an accuracy benefit of $590.5 million. 
More importantly, integrity risk has decreased by a factor 
of 5.6 to give a total cost of $403.6 million. The acquisi- 
tion cost is still only $35 million, giving a final value of 
about $152 million. The addition of a single WRS in a 
beneficial location thus has resulted in a feasible design. 

Figure 10 shows vertical accuracy for a network coded 
[111110000101]. This adds a 6th WRS in Cracow, 
Poland, and it also uses the additional GEO at 15° E, 
giving an acquistion cost of $62 million. Although the 
accuracy contours continue to improve, the benefit has 
only slightly increased to $593 million. However, the 

-10 0 10 20 30 40 
Longitude (deg.) 

Figure 10: Pos. Error for 6-WRS -i- GEO Network 

addition of the GEO satellite has made a further 
substantial improvement to integrity. All failure trials 
were available, and the integrity cost has fallen to just 
$73 million. The total value for this network is $458 
million, demonstrating that the addition of the 15° E 
GEO satellite is desirable even if its acquisition cost is 
much higher than $25 million. 

Table 5 gives the relevant integrity parameters for both 
of these networks. We are continuing to run evaluations 
of the first and second-generation GA designs as well as 
manually-designed alternatives, but we have not yet 
found the point of "diminishing returns" beyond which 
further augmentations are not cost-effective. 

Category 5-WRS 6-WRS+GEO 
RAIM user cost 0.000336 0.000061 
Prob(available) 0.9998 1.0 

VDOP avail, limit 4.6 N/A, 
Pr(error > RPE) 1.4x10"' 6 X 10"' 

PrCMDIerror > RPE) 0.055 0.020 

Pr(false alarm) 0.0002 3.2 X 10"' 

Fatal Ace. Prob/app. 1.3x10"^ 2.4 X 10"' 

Table 5: Integrity for European WAAS Varaints 

7.0 Conclusions and Further Work 

Given the current state of information about 
augmented DGPS systems (WAAS in particular), it is 
difficult to make predictions regarding WAAS system- 
level performance from which network design decisions 
can be made.    We have succeeded in doing so by 
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developing algorithms that combine covariance pro- 
pagation to determine position accuracy for large areas 
of potential users with failure-case simulations that 
incorporate the best available current knowledge. 
Further improvements in these prediction methods are 
possible, including fitting more detailed error models to 
the rapidly-growing Stanford WAAS database. Better 
models of ground integrity can also be developed, allow- 
ing us to add detailed ground integrity monitor optimiza- 
tion to our current optimal-RAIM algorithm. Finally, the 
wealth of data to be collected by the FAA's NSTB 
starting in 1997 should dramatically reduce our uncer- 
tainty about potential failure sources, most notably 
including ionospheric spatial decorrelation. 

The augmented-GPS network optimization results we 
have achieved to date are impressive. We have demon- 
strated the policy-level feasibility and desirability of 
using WAAS to provide Category I precision approach 
capability to Europe with the network designs of Section 
6.0, and we are continuing to search for the best possible 
combination of WRS's and geosynchronous satellites to 
accomplish this. The 6-WRS + GEO SV combination 
looks very promising, as it meets all implied Cat. I 
requirements and provides a value benefit of over $450 
million, depending on the cost of the GEO. We plan to 
expand the applicability of our optimization approach by 
revising the assumptions of European value model for 
networks in North America and the rest of the world. 

As noted before, our ability to make this vision of 
augmented-GPS evolutionary optimization a reality 
requires implementing the coverage prediction and 
integrity simulation software on a multi-processor 
computer. This is intuitively easy because the evaluation 
of accuracy or integrity for each user location is a similar 
process that can be done simultaneously for as many 
locations as there are available processors. Stanford's 
GPS research groups plan to acquire a workstation with 
at least 16 fast processors by early next year. This 
computer will be used for extensive simulations of both 
LAAS and WAAS architectures, as Stanford is 
contracted by the FAA to evaluate the cost-benefit 
performance and certifiability of various competing 
LAAS systems. This work will utilize and further 
develop the GPS evaluation and optimization techniques 
reported in this paper. 
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ABSTRACT 

With the growing interest in the airline community for 
G.N.S.S. and its contemplated precision performances, 
new avionics sub-systems combining the G.N.S.S. and 
Head-Up Display equipment can be designed. They 
offer cost-effective solutions for improving the landing 
function of an aircraft. 

Systems including G.N.S.S. can efficiently upgrade 
aircraft to achieve CAT2 and ultimately CAT3 weather 
conditions landing operational minimums thanks to 
HUD, without modification of the existing aircraft 
avionics and autopilot/autoland, to runways that 
currently can basically support non-precision 
approaches only. 

Examples may be given where the basic avionics (e.g. 
AHRS) have not, without G.P.S., the level of 
performance and precision that may be required for a 
HUD and, for some parameters, do not even compute 
them. The G.P.S. then provides additional inputs that 
allow to compute or enhance those data in the H.U.D. 
system. The resulting system, using hybrid algorithms, 
can be used for global operational improvement of the 
aircraft as SEXTANT Avionique successfully 
proposed it to Alitalia to gain CAT3B certification on 
their MD-82 aircraft initially CAT3A. 

The paper presents the architectures suitable for 
coupling the G.N.S.S. equipment to HUD and the 
achievable performances. The Alitalia's MD-82 
installation is described to emphasize the operational 
and economical advantages of such an "hybrid landing 
system" and summarize the main certification issues. 
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1.   INTRODUCTION 

One of the most demanding function of an aircraft is 
precision approach and landing for operation in ail 
weather conditions. The profitability of an airline 
operator, particularly in those countries where bad 
weather conditions are frequent, may be strongly 
dependant on the landing equipment of its fleet. 

Until now, the lowest CATS minima capability could 
only be reached with complex and quite expensive 
equipment involving on board redundant CAT3 
Instrument Landing System, Autopilot and triple 
inertial installation plus a CAT3 ILS installation on the 
ground. For that reason, many aircraft that would need 
CAT3 System are not equipped and are operating 
within CATl or CAT2 minima only. 

With the new Global Navigation Satellite System 
(G.N.S.S.) presenting unequaled performances and the 
Head-Up Display (HUD) modem technology, it 
becomes possible to increase the landing performance 
in an aircraft originally designed for a given category 
by reducing the minima with acceptable cost impact. 

Separately, the two techniques are able to bring 
improvement in the precision approach system in two 
different ways : G.N.S.S. as a very performant and 
low-cost positioning system, HUD as a complementary 
instrumentation. When installed jointly H.U.D. and 
G.N.S.S. can be combined advantageously ; each 
technique being able to enhance or complete the 
performance of the other one. 

On the basis of the GNSS/HUD combination 
principles, SEXTANT Avionique is designing 
integrated landing subsystems that include a core 
HUD/GNSS equipment, adaptable to different landing 
requirements. 

The following paragraphs present the basic principles 
for H.U.D. and G.N.S.S. combination and system 
architectures that can be adopted for different 
applications including enhancement to CAT3b of a 
CAT3a system, as installed on the MD82 Alitalia's 
fleet. 
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2.  HUD : Piloting Instrumentation 

2.1 Principle 

The HUD, designed for enhancing pilot monitoring 
and reaction time during the. critical phases of flight 
(landing, roll-out, take-off) displays in the field of 
view of the pilot (surperimposed with external view of 
the environment) the parameters used for controlling 
the aircraft. 

Basically during the landing phase, it displays (as 
shown on figure 1) a synthetic image of the runway 
and of the flight path vector of the aircraft that enables 
the pilot to perform immediate transition from 
instrument flight without visibility to visual conditions 
and to control the trajectory of the aircraft in poor 
visibility with reduced stress. This pilot monitoring and 
reaction time improvement enable to qualify the 
system for shorter R.V.R. (minimum Runway Visual 
Range) and lower D.H. (Decision Height for missed 
approach). 

2.2 H.U.D. Interfaces with the Avionic System 

As shown in the diagram in figure 2, the H.U.D. 
receives from various sources Inertial System, radioalt, 
ILS data to calculate and present the symbol on the 
display. 

The most significant data are : 
- Attitude (roll and pitch) and Heading 
- Horizontal and vertical deviations (LOC, GLIDE) 
- Radioaltitude 
- Flight Path Vector (3-D). 

2.3 The H.U.D. Performance issues 

The efficiency of the monitoring function ensured by 
the pilot using the H.U.D. depends on the accuracy of 
the picture calculated by the H.U.D. computer with 
these data. On aircraft equipped with VG/DG or 
A.H.R.S., the FLIGHT PATH VECTOR is not 
computed by the system and the installation of an 
additional Inertial Reference System (I.R.S.) is 
necessary to obtain the desired symbology. 

Accuracy of ATTITUDE & HEADING data is also 
significant for the performance of the H.U.D. 
installation and may be a limitation that can also 
require the installation of additional I.R.S. when the 
basic system is not accurate enough. 

The following GNSS/HUD coupling considerations 
show how these issues can be solved. 
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^ n NSS. Navigation Equipment 

3.1 Basic functions 

The G.N.S.S. positioning and guidance equipment is 
basically installed onboard to provide P.V.T. : Position 
(3D) Velocity (3D) and Time for navigation and/or 
landing. 

The accuracy and integrity of P.V.T. parameters 
depend on the mode (absolute or differential) selected. 
They can be summarized as follows : 
- Absolute mode Position ~ 100 m, 

Velocity ~ 0.5 m/s (SA on) 
- Differential mode Position ~ 2 m, 

Velocity -0.05 m/s (SA on) 

Considering the applications during the landing phase, 
the performance of the G.N.S.S. or D.G.N.S.S. 
equipment on the VELOCITY parameter becomes of 
greater interest, as is also its ability to be used in 
hybrid inertial systems. 

^ -> HNSS, nCN.SS : 3D - r^rniinri Speed Vector 

In the G.N.S.S. receiver, it is possible to obtain 
optimized performance of the three dimensional 
FLIGHT PATH VECTOR when it is processed 
separately from the POSITION determination with 
parallel "Range-Rate" measurements performed in 
signal processing channels operating with "phase 
tracking" loops (measurements of the phase on LI 
carrier). 

Accuracy, noise, long term biases as measured on the 
ARTNC receivers of SEXTANT Avionique, are 
comparable and often better than those of a Ground 
Speed Vector of an inertial equipment (IRS, fNS, 
etc.). 

The G.N.S.S. velocity integrity is monitored with 
specific algorithms processing the "Range-Rate" data 
(in parallel a RAIM algorithm processes the Pseudo 
Range redundancy to monitor the POSITION 
integrity). 

The third characteristics of this VELOCITY processing 
is its ability to operate in the differential mode when 
Range Rate Corrections (R.R.C.) are received from a 
ground reference installation. 

3 3 Hybrid Inertial / GNSS Attitude and Heading 

The G.N.S.S. receiver can be participating in the 
attitude/heading function in different ways : 

- Attitude determination using muhi-antenna network 
and phase interferometry principle 

- "Long-term" accurate 3D-position and 3D-velocity 
for modelization of inertial sensor biases and drifts. 

It has already been demonstrated that accuracies better 
than 0.5 degree can be achieved with such techniques. 
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3.4 nifferential CN.S.S. Lanriing Function (G.L.S.) 

This G.N.S.S. function includes : 

- Ground G.N.S.S. reference receiver to calculate 
differential corrections and monitor the space 
segment 

- Data link for transmission to the users (local LAD 
or wide WAD) 

- Differential processing in the user receiver to obtain 
better accuracy and integrity 

- Precision approach navigator, that delivers lateral 
and horizontal deviations on the approach flight 

path. 

It is designed to be "interchangeable" with current 
I.L.S. equipment and to interface with the piloting 
displays and autopilot as an I.L.S. does. 

4.  G.N.S.S./H.lin. rnmhined System 

Figure 4 gives the general block diagram of the 
GNSS/HUD system onboard. It represents where the 
G.N.S.S. data can potentially be used in place of or 
combined with the data used currently without 
G.NS.S. 

The 3 main changes brought by G.N.S.S. are : 

- A ground speed vector with remarkable accuracy 
and integrity, and availability acceptable for landing 
operation. 
This data is combined in the H.U.D. computer with 
the inertial data to obtain the best hybrid velocity 
vector to monitor the approach and is compliant 
with a H.U.D. CAT3b monitoring. 

- D.G.N.S.S. "ILS-like" guidance deviations 
compliant with CATl requirement that could 
enable CATS Head-Up monitored approach on non- 
ILS equipped runway. 

- Positioning Data (and attitude data when a multi- 
antenna attitude option is installed) that enable 
attitude and heading improvement in those 
installations where the basic CAT1/CAT2 system 
do not reach the requirements for CAT3 landing. 

The improvements can be performed in a H.U.D. 
computer that develops Inertial/G.N.S.S. hybrid filters 
adapted to the avionics configuration. 
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5.  G.N.S.S. - H.IJ.D. INSTALLATION 
ON ALITALIA MD-82 

5.1 Brief description of the context 

The Italian flag carrier, Alitalia, is the largest operator 
of McDonnell Douglas MD-80 family in Europe and 
one of the largest in the world, with 85 MD-82s. Those 
aircraft, which are capable of CAT3a operations, are 
used on their domestic routes, and, as such, also feed 
their overseas connections out of Milan and Rome. 
They also fly from Milan, Torino and Rome to most of 
the European capitals (in particular, Paris and London) 
and major cities, where they compete head to head 
with the local carriers which all have direct flights to 
Italy. 

Milan and, at a lower extent, Torino, are two important 
cities in Northern Italy, often affected by fog, which 
significantly impacts the fluent operations on their 
airports. Even though those airports are well equipped 
with ILS capable of CAT3 operations, it happens often 
enough that Alitalia cannot successfully and 
consistently operate their MD-82s to or out of those 
airports, when the competition, with more recent 
airplanes capable of CAT3b operations, can. On the 
contrary, Alitalia position is balanced when they 
operate their Airbus A321s, which are CAT3b capable. 

The lack of competitiveness is three-fold : 

- for European international flights to Italy : other 
European carriers can land in Milan under CAT3b 
weather conditions when Alitalia MD-82s cannot, 

- for European international flights out of Italy : 
Alitalia MD-82s cannot perform flights to other 
major European cities where CAT3b conditions are 
likely to happen as consistently as some other 
carriers, 

- for overseas long-range flights out of Italy : Alitalia 
MD-82s face some efficiency problems in feeding 
the long-range flights or allowing timely connections 
from those flights. 

This lack of competitiveness led Alitalia to seek for 
remedies, the basic needs being to lower operational 
minima of the MD-82s. This goal could not be 
achieved with an improvement of the autoland only, as 
this autoland is fail-passive only. 

Within Alitalia, a reference was made to former 
certifications and operational approvals obtained by 
Swissair and Australian Airlines on MD-80s with the 
addition of Head-Up-Display, and even earlier, in the 
mid-70s by the French domestic carrier Air Inter on the 
Dassault Mercure with the installation of a THOMSON 
(now   SEXTANT   Avionique)   system.   In   parallel. 

SEXTANT Avionique had already applied for a 
Supplemental Type Certificate in order to get CAT3b 
operations for the Boeing 737-300s of the French mail 
and package carrier L'AEROPOSTALE. 

5.2 System description 

When comparing the L'AEROPOSTALE B737-300s 
and the Alitalia MD-82s from an avionic standpoint, 
regardless of the performance and the detailed 
characteristics of the aircraft and their systems, the 
major discrepancy that one can immediately point out 
is that: 

- B 737-300S have two Inertial Reference Systems 
(I.R.S.) 

- MD-82s  have  three  Attitude  Heading  Reference 
Systems (A.H.R.S.). 

The requirements of FARs and JARs, as far as 
criticality and hazard assessment are concerned, lead to 
install a third source for critical parameters (namely, in 
the case of the system proposed : pitch, roll and 
heading), which means that the installation of a third 
I.R.S. was needed for the L'AEROPOSTALE program, 
when the three sources are already there on the Alitalia 
aircraft. 

In terms of signal accuracy and long-term 
performance, I.R.S. is the reference when A.H.R.S. is 
considered to be less accurate. In addition, some 
information which are processed by an I.R.S. are not 
available with an A.H.R.S. In particular, inertial 
speeds are not and cannot be computed accurately. 
Those data are the primary information needed to 
display the flight path vector in the Head-Up Display. 

The Retum-On-Investment computations showed that 
the addition of an I.R.S. to the avionic system could 
not be considered. However, the installation of 
G.N.S.S. receivers would be extremely efficient, as 
those receivers provide the velocity information. 
Indeed, not only had Alitalia to improve the landing 
capabilities of the aircraft, but also the need to cope 
with the new European regulations in terms of 
precision navigation. The navigation benefits to be 
expected from G.N.S.S. receivers fully justified their 
installation. 

The Head-Up-Display does not use the navigation 
capabilities of the G.N.S.S., but only the velocity 
information to compute the flight path vector, and the 
position in order to be able to compensate for the 
magnetic variation. It is important to remind here that a 
G.N.S.S. receiver computes geographic (true) data, 
when the convention wants that instruments be 
referenced to magnetic North. As a consequence, and 
as A.H.R.S. measures a magnetic heading, magnetic 
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variation needs to be taken care of in the Head-Up- 
Display computer. 

The precision landing performances expected (and 
already demonstrated) from the differential G.P.S. are 
not used in the Head-Up-Display. The G.N.S.S. 
receiver is used strictly to elaborate the flight path 
vector symbol with respect to attitudes of the aircraft, 
which makes it a real monitoring tool of the autopilot, 
with a totally independant source. 

The landing system to be certified on the MD-82 is a 
CAT3b hybrid system. It consists of a primary fail- 
passive automatic landing system, which is the existing 
autopilot of the aircraft, of a backup Head-Up Flight 
Display System (H.F.D.S.) developed and certified by 
SEXTANT Avionique, which will be installed on the 
pilot's side (left), and two "TOPSTAR 200A" G.N.S.S. 
receivers recently developed by SEXTANT Avionique 
according to ARINC 743-A standard. These receivers 
contain the specific 3D velocity processing and the 
associated Velocity Autonomous Integrity Monitoring 
(VAIM) algorithm. They are operating in absolute 
mode during all phases of flight : for navigation 
connected to EMS computer and for landing combined 
with the HFDS. 

The H.F.D.S. is an independant fail-passive system 
that enables the pilot to complete a landing, or go- 
around, manually after failure of the primary system. It 
provides the pilot with relevant information and 
symbology to monitor an automatic approach and 
landing, to satisfactorily take over control of the 
aircraft in case of failure, and to guide the aircraft 
during roll-out. 

^■3 New operational capabilities 

The current MD-82s are capable of CAT3a operations, 
which means that, on runways equipped with 
appropriate I.L.S. beam, the autopilot allows to 
perform landing with a decision height of 50 ft, and a 
runway visual range of 200 m. Takeoff is forbidden 
with runway visual range less than 150 m. 

The operational minima pursued today by Alitalia and 
SEXTANT Avionique, for the same aircraft equiped 
with a Head-Up Display driven mainly by A.H.R.S. 
and G.N.S.S. (see the picture of the equipment 
attached), are as follows : 

- landing: 
decision height: 20 ft. 
runway visual range : 100 m 

- takeoff: 
runway visual range : 75 m. 

The contract was awarded by Alitalia to SEXTANT 
Avionique in March 1995, and the system is intended 
to be certified in August 1996. 

Because of lack of Type Certificate granted for this 
aircraft by the European J.A.A. as a whole, no J.A.A. 
certification can be sought at this time. Consequently, 
SEXTANT Avionique had to apply for an R.A.I. 
(Registro Aeronautico Italiano) S.T.C., and intend to 
get J.A.A. certification after this initial Italian 
approval. 

TOPSTAR 200A 
ARINC 743-A GNSS Sensor of SEXTANT Avionique 
equipped with specific "VAIM" algorithm 
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6.   CONCLUSION 

As a general statement, it is to be emphiasized that even 
though G.N.S.S. promises to offer "CAT3-like" 
landing capabilities for the near future, it will never do 
it as a stand-alone equipment, but associated with the 
autopilot and flight instrumentation of the aircraft. 

CAT3 operations can only be achieved, from a 
regulatory and safety standpoint, if the proper level of 
redundancy is met in the global autopilot and autoland 
system. 

The certification of the HUD/GNSS system for 
ALITALIA MD82 program will confirm that G.N.S.S. 
can efficiently complement A.H.R.S., and that the 
resulting data, when well mitigated, can rival those of 
an I.R.S for a CAT3b HUD operation. 

For the future, as briefly described in this document, 
the possible combinations between HUD, GNSS and 
AHRS/IRS equipment promise to enable installation of 
HUD/GNSS landing equipment in a cost-effective 
manner for various airline customers. 

Specific HUD/GNSS functions must be present in the 
GNSS receiver and in the HUD computer, to properly 
address the landing requirements. For the ALITALIA 
MD82 application, they have been implemented in 
SEXTANT Avionique HUD/GNSS product 
(TOPSTAR 200 GNSS sensor and HFDS Head-Up 
Display) and many provisions have been made to 
support the foreseen evolutions of this function. 

With the first ALITALIA MD82 program, it clearly 
appears that SEXTANT Avionique becomes a leader 
in the field of diversified usages of G.P.S. and 
G.N.S.S., based on a unique G.P.S. sensor technology 
that allows extremely precise measurements and 
autonomous monitoring of data which were not intially 
intended to be a direct result of this satellite 
positioning system. 

HEAD-UP DISPLAY EQUIPMENT 
"HFDS" OF SEXTANT AVIONIQUE 
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ABSTRACT 

When Charles Lindbergh flew from New York to Paris 
in May 1927 he was literally on his own. The Lone 
Eagle spoke to no one during the entire 33 hours that he 
was aloft. Today, voice messages relayed via high 
frequency (HF) radio and teletype allow pilots to stay in 
touch with a rudimentary Oceanic Air Traffic Control 
(ATC) System as Ihey cross the Atlantic and Pacific. 

To keep pace with the anticipated growth in air traffic 
during the next two decades, the Oceanic ATC System 
will increase in sophistication. Satellites will begin to 
be used for communications, navigation and surveil- 

lance, and new hardware and software will be installed 
both in the cockpit and on the ground. These advances 
will allow each aircraft to fiuther improve the efficiency 
of its flight trajectory, thereby reducing both the amount 
of fiiel consumed and the time aloft during its joumey. 

This paper describes the FAA's plans to use GPS in its 
Oceanic ATC System, both for navigation and surveil- 
lance, as well as the additional contributions of weather 
and communications satellites. 

PRESENT OCEANIC ATC SYSTEM 

Besides managing air traffic over the U.S. mainland, the 
FAA also supervises the flow of aircraft in a large por- 
tion of the intemational airspace over the Atlantic and 
Pacific Oceans, as well as the Gulf of Mexico and the 
Caribbean (see Figure 1). Personnel at ATC facilities in 
New York, California and Alaska control oceanic air 
traffic using: 

• Non-radar ATC procedures, 
• Pilot reports of tiieir position transmitted about 

once an hour, 
• Each aircraft's flight plan, and 
• Some knowledge of the weather an aircraft will en- 

counter along the way to its destination. 

As shown in Figure 2, air fraffic control is done without 
surveillance information, and minimal automation is 
available to help the controllers perform their tasks. In 
addition, the HF voice communication link between the 
pilots and the controllers is noisy and congested. Due 
to these limitations, aircraft flying in trail along the 
same oceanic route at the same altitude are separated 
longitudinally by at least 10 minutes (80 nautical miles 
[nm]) to prevent them from colliding with each other. 
Similarly, aircraft flying along parallel tracks at the 
same altitude are separated laterally from each other by 
at least 100 nm. These separation distances are an order 
of magnitude greater than those used over the U.S. 
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■ ■ ■    Major Oceanic Air Routes 

U.S. Oceanic Airspace I U.S. Domestic Airspace 

Figure 1 
U.S.-Managed Airspace 

mainland, wiiere radar and reliable voice communica- 
tions are available to aid the controllers. 

Most of the air traffic across the Atlantic and Pacific 
flows along a few major routes, e.g., from the East 
Coast to Great Britain, and from California to Hawaii. 
There are four such routes in the North Atlantic con- 
trolled by New York, one in the North Pacific controlled 
by Anchorage, and sbc in the North Pacific controlled by 
Oakland. The precise locations of most of these routes 
are adjusted daily based upon the forecasted winds aloft, 
however some of them do remain fixed. Some of the 
routes have a peak time for the flow of traffic in each 
direction, e.g., south from New York to Puerto Rico in 
the morning, and north in the late afternoon; and along 
some major routes there may be several parallel tracks 
along which a number of aircraft are flying. 

Most air carrier aircraft would like to fly between 
31,000' and 39,000' mean sea level (MSL) over the 
Atlantic and Pacific. As an aircraft bums fuel and be- 
comes lighter, less fuel would be consumed if the air- 
craft could fly at a higher altitude. Thus, if permitted, 
they would start their joumey at a lower altitude and 
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gradually rise in 2000' increments during the course of 
the flight, e.g, from 31,000' to 33,000' to 35,000' MSL 
on a unidirectional track. And if there are significant 
head winds aloft, the great circle route might not be the 
best route either in terms of minimum flight time or fiiel 
consumed, even though it is the shortest in distance. 

Due to the limitations of the current Oceanic ATC 
System, aircraft are frequently unable to fly in this man- 
ner to achieve maximum fiael efficiency and minimum 
travel time, or to select a preferred takeoff time or a 
flight path that is free of severe turbulence. And as 
oceanic traffic levels increase in the fiiture, producing 
ever more airspace congestion and more demand on the 
ATC System, it will become even more difficult for 
each aircraft to achieve these goals. 

the Atlantic and Pacific Oceans will approximately dou- 
ble. By the start of the next century, through the use of 
satellite-based communications, navigation and surveil- 
lance, plus additional hardware and software both in the 
aircraft and on the ground: 

• The vertical separation distance on oceanic routes 
will be reduced from 2,000' to 1,000', 

• The in-trail separation distance will be shortened 
from 10-15 minutes (80-120 nm) to 4 minutes (30 
nm), 

• The lateral separation distance on parallel tracks 
will be reduced from 100 nm to 30 ran, and 

• Properly equipped aircraft will no longer have to 
fly along standard routes. 

Communications 

FUTURE OCEANIC ATC SYSTEM 

During the next decade, from 1996 to 2005, the FAA 
estimates that the number of air carrier flights over both 

Currently, the number of aircraft operating in a given 
airspace can be so great at times that the HF voice link 
becomes congested. When this media limitation is 
coupled with the need for a manual conversion of the 
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voice messages into digital data and transmission by tel- 
etjpe through a third-party service provider (ARINC), 
as is presently the case, the message delays can be even 
greater. 

To improve this situation, by the year 2000 air-to- 
ground communications will primarily be made directly 
between the pilots and the controllers via digital data 
links that use communications satellites (see Figures 3 
and 4). This will allow clearance requests and other vi- 
tal messages to be routinely expedited by being trans- 
mitted as digital data. By 2010 the use of the HF voice 
communications link will become a rarity. 

Similarly, starting in 1996, wlien an aircraft is about to 
leave U.S.-managed oceanic airspace, ground-based digi- 
tal communications between an FAA Oceanic ATC Fa- 
cility and other adjacent ATC facilities that it interfaces 
with will allow computer-to-computer transfer of flight 
plan data and current flight status, plus the automatic 
handoff of control between the two ATC facilities. 

Navigation 

The FAA has already approved the use of GPS as a pri- 
mary means of navigation in U.S.-managed oceanic en 
route airspace, and it is planning to withdraw its support 
for the Omega ground-based navigation system in 1997. 

Built by the Department of Defense, GPS is a constella- 
tion of 24 navigation satellites, each of vs^iich is in a 12- 
hour Earth orbit. GPS was initially conceived of as a 
military system, but has since become the first phase of 
an international satellite constellation known as the 
Global Navigation Satellite System (GNSS). As such, 
it is a universal standard both for navigation and time 
for all aircraft, both inside and outside U.S.-managed 
airspace. 

Inertial Navigation Systems (JNSs) onboard most air 
carrier aircraft will continue to be used as a back-up for 
GPS during the next 5 to 10 years. 

Surveillance 

Starting in 1996 over the Pacific and in 1998 over the 
Atlantic, aircraft position reports derived from GPS 
navigation data will begin to be sent automatically to 
the appropriate Oceanic ATC Facility via a communica- 
tions satellite. Using a concept called Automatic De- 
pendent Surveillance (ADS), each aircraft's GPS-derived 
position will be known with an accuracy of at least 100 
m hori2»ntally and 156 m vertically, 95% of the time. 
Its position, along with such other information as winds 

aloft, will be sent periodically as digital data at an 
agreed-upon time interval. Due to the high cost of us- 
ing a communications satellite, the rate of reporting will 
vary depending upon each aircraft's phase of flight and 
its proximity to other aircraft. 

The improved accuracy of the aircraft's navigation sys- 
tem, plus the shortened time interval needed for a pilot 
to communicate with a controller, will allow long inter- 
vals between position reports if an aircraft is not near 
another aircraft, and it is not changing either its altitude 
or direction. Each position report will contain both the 
present location of tiie aircraft and its planned fiiture tra- 
jectory. 

Besides data on the location of aircraft, the FAA is cur- 
rently also receiving information on the weather in 
oceanic airspace both from pilots aloft and the National 
Weather Service (NWS). The NWS data includes re- 
mote sensing information from two types of weather sat- 
ellites ~ one type is in geostationary orbit and the other 
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is in low Earth orbit. 

In geostationary orbit, 22,300 statute miles (sm) above 
the equator, there are two satellites that continuously ob- 
serve the weather over various portions of U.S.-managed 
airspace. Built by NASA and operated by NOAA, each 
of them are referred to as a Geostationary Operational 
Environmental Satellite (GOES). One of the satellites 
is located over the East Coast, and the other over the 
West Coast. Both of them observe the U.S. mainland 
plus a portion of either the Atlantic or Pacific Oceans. 

In low Earth orbit there are several weather satellites 
that periodically observe the weather over the entire 
globe. Among these are two in near-polar, sun-synch- 
ronous orbits about 530 sm above the Earth that were 
built by NASA and are operated by NOAA. Each of 
these is referred to as a Polar Operational Environmental 

Satellite (POES). One POES scans the U.S. mainland 
every day in the morning, and the other POES observes 
it every aftemoon. 

Avionics 

Aircraft equipped with either a Traffic Alert and Colli- 
sion Avoidance System (TCAS) or a Cockpit Display of 
Traffic & Weather (CDTW) system will provide visual 
and audio cues to the pilot about other air traffic in the 
vicinity. TCAS is already mandatory on all air carrier 
aircraft, and CDTW will probably be required to allow 
the separation distance between aircraft over the ocean 
to be reduced. 

In addition, weather information could be sent to the air- 
craft via a digital data link that uses a communications 
satellite. This data would be shown graphically either 
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on the CDTW or another display. 

Due to the high-cost of obtaining ADS surveillance data 
through communications satellites, sometime beyond the 
year 2000, TCAS and CDTW are likely to become the 
primary means of separating aircraft on a tactical basis. 
TTie Oceanic ATC System would then be used primarily 
for strategic planning to optimize the overall flow of air 
traffic under its supervision. 

Oceanic ATC Automation 

hi 1996 the FAA will complete the installation of 
Oceanic Automation Systems (OASs) at its Oceanic 
ATC Facilities (see Figure 5). OAS will provide the in- 
itial capability to automatically transfer digital data be- 
tween an Oceanic ATC Facility and both the Ground 
Earth Station (GES) of a communications satellite, and 
adjacent ATC facilities that the Oceanic ATC Facility 
interfaces with. 

From 1996 to 1999, the FAA will install various parts 
of its Advanced Oceanic Automation Systems (AOASs) 
at its Oceanic ATC Facilities. AOAS will build upon 
the initial capabilities of OAS, including providing en- 
hanced situation displays for the controllers, and instal- 
ling software to: 

• Detect potential conflicts between aircraft, 
• Optimize the flow of oceanic air traffic, and 
• Display refined weather data. 

BENEFITS 

Once these improvements have been completed on the 
ground, in the air, and in space, the FAA will be able to 
keep pace vsdth the anticipated increased growth in air 
traffic; and equipped aircraft will be able to fly when 
and wiiere they want across the ocean, thereby saving a 
significant amount of time and fuel. 

For example, it is estimated that an air carrier aircraft 
can save on the average about $200K per year if it is 
used solely for flights over the Pacific Ocean. These 
savings are due to fuel not consumed and shorter flight 
times. Similarly, the average annual saving for an air 
carrier aircraft used in flights over the Atlantic is esti- 
mated to be almost $100K per year. 
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Abstract 

This paper describes a real-time 
kinematic GPS system which is capable 
of accuracies up to the level of a few 
centimetres utilizing various phase- 
capable low cost GPS sensors. Typical 
real-time kinematic appUcations 
currently involve the use of relatively 
high cost GPS sensors. Users who 
require high accuracy in real-time may 
find that existing conventional systems 
are not always cost-effective for their 
particular task. In fact, for some 
applications the cost of a real-time GPS 
system may approach the cost of the 
equipment on which it is installed. 

Applications where low cost may be 
desirable or necessary in some instances, 
include agriculture, hydrography, 
military testing, construction, and 
surveying. 

Described in this paper are the results of 
various real-time tests conducted under 
typical field conditions, to accuracies 
ranging from 2 cm - 30 cm depending on 
the type of application for which the 
survey was performed. Tests varied 
fi:om parallel tracking for high precision 
site specific farming, to moving baseline 
surveys, as well as typical land & 
geodetic    work. These     showed 
conclusively that low cost code-phase 
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sensors are capable of cost-effective high 
precision survey work for many tasks. 

Introduction 

Real-Time Kinematic Positioning (RTP) 
is currently defined by GPS systems 
which provide centimetre level accuracy 
at virtually the same moment that data is 
received at both a base and remote 
station. To date, such systems have been 
exclusively in the domain of a handful of 
high end GPS manufacturers. 

The justification for the cost of these 
units has been attributed to the quality of 
the sensors utilized. DGPS, on the other 
hand, has been traditionally an area 
where low cost GPS OEM sensors have 
dominated. While these units have 
proven their worth in such market 
regions as the automotive industry, the 
precision achieved has not been 
acceptable to the surveying industry. 
Nor have these sensors been utiUzed 
effectively in the area of very high 
precision navigation. 

This paper describes the implementation 
of a generic real time 

high precision GPS system developed by 
Premier GPS of Calgary, Canada. This 
RTP system uses a number of low cost 
readily available phase capable OEM 
GPS receivers from manufacturers 
traditionally associated with the DGPS 
market. The following sections outline a 
number of production level tests 
illustrating the high precision capability 
of inexpensive OEM imits from such 
manufacturers as Motorola, Navsymm 
and Canadian Marconi. These tests 
include examples of high precision farm 
guidance, geodetic level GPS surveys 
and high accuracy surveys for real time 
relative positioning of a moving 
baseline. 

System Configuration 

The RTP system presented here consists 
of a hardware/software configuration 
developed by Premier GPS currently 
supporting a variety of GPS engines. All 
hardware and software design and 
implementation, with the exception of 
the GPS engine have been developed in- 
house. 

BASE MODULE & SAV 
L GPS SENSOR  RTP SYSTEM CONFIGURATION 

Figure 1 Typical RTP System 

1434 



System Description 

The base station shown in Figure 2 
consists of an Intel based CPU, 270 
megabyte hard disk, LCD display and 
base station software. The units may be 
configured as 8 or 12 channels 
depending on the requirement. The base 
station CPU is utilized in collecting raw 
GPS time, pseudorange and phase data 
from the embedded GPS receiver. This 
data is reformatted in a proprietary 
compact message and broadcast via 
radio modem to the remote RTP station. 
Raw data broadcast from the base station 
is received via the data link and 
processed with one of Premier's 
proprietary real-time software modules 
at the remote station. The raw GPS 
binary records may be optionally stored 
to the mtemal hard disk for centimetric 
level post-processing with Premier's 
GRAFNAV™ or GRAFNET™ post 
mission modules. 

The RTP remote unit is available in 6, 8, 
10 or 12 channel models. Once again, 
system configuration is largely 
dependent on the task to which the unit 
is being assigned. In the case of high 
precision agriculture for instance, 6 
channel xmits may be sufficient. 
Geodetic, and high dynamic airbome 
users may require a greater number of 
satellites in view, although it should be 
noted that all RTP units regardless of 
structure are ultimately capable of 
centimetric precision. 

The major difference in the remote unit 
is the optional 640 x 480 LCD VGA 
display which may be used in place of 
the standard 4-line display.  Once again 

data may be stored to a 270 Mb hard 
disk if the user wished to post-process 
the binary GPS records. 

Figure 2: RTP Unit 

Data broadcast in generic form from the 
base station can be processed in real- 
time with a number of RTP software 
modules written for a variety of 
purposes. All these modules employ 
double difference carrier phase 
techniques. Ambiguity resolution can be 
accomplished in a number of modes, 
including quick static, KAR (kinematic 
ambiguity resolution) or basic floating 
ambiguity resolution for tasks which 
demand slightly less accuracy. 

While the processing engine is similar in 
all cases, Premier has implemented a 
number of different RTP routmes 
depending on the requirement. High 
precision swath guidance and real-time 
mapping displays are available for the 
agricultural industry. A geodetic engine 
is available for standard surveying and 
hydrographic applications, such as 
waypoint guidance and setting out, while 
specialized modules are available for 
such tasks as airplane to airplane 
tracking. Many other implementations 
of RTP including  azimuth and attitude 
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modules are in the prototyping and field 
testing stages. 

The following paragraphs detail a 
number of actual real-time high accuracy 
surveys performed under production 
level circumstances. Described is a 
swath guidance agricultural survey 
imdertaken with two 6 channel GPS 
receivers, a relative antenna survey 
where two 12 channel receivers were 
placed on a moving baseline, as well as 
several high precision kinematic 
geodetic surveys utilizing 8 channel 
systems. 

Precision Agriculture Guidance 

A number of farming applications 
require vehicle guidance at a higher level 
than is currently available utilizing wide 
area differential corrections. These 
agricultural tasks include spraying of 
some herbicides and pesticides, as well 
as precision seeding and soil testing 
techniques. 

The accuracy required by these 
applications is typically determined by 
the ability of a human or robotic system 
to force the vehicle to respond to the 
guidance data in real time. This is 
typically on the level of 10 - 30 
centimetres at best. At this level, RTP is 
still required. Wide area differential is 
not acceptable. 

However, at present the high precision 
user in the GPS farm market is 
confronted with the high cost of current 
L1/L2 and narrow correlator receivers. 
For instance, real-time kinematic 
systems produced with these units may 
approach 50-100% of the cost of an 

agricultural spraying unit. The challenge 
here is to make use of a GPS engine 
priced in the range usually designed for 
low accuracy vehicle guidance and 
produce via phase information, real time 
guidance at the level of centimetres or 
decimetres. The 6 channel Motorola 
Oncore with the phase option was 
chosen for this particular application. 

In a typical parallel swath application, 
the farm operator will perform one pass 
around the entire perimeter of the field in 
order to allow room for vehicle turns at 
the end of each swath line. For this 
reason, the Premier parallel guidance 
module allows the user to first map the 
perimeter of the field area as the farmer 
drives it. The real time software 
automatically closes the polygon formed 
and saves the exterior of the field. The 
operators next step is to define a strike 
line which will order all the subsequent 
lines to be driven by the vehicle operator 
throughout the field. Upon marking the 
two endpoints of this first swath line, the 
RTP routine then plots a series of lines 
parallel to the original strike line. The 
spacing of these driving lines is an input 
option dependent on the width of the 
boom array being towed by the 
application vehicle. 

Figure 3: RTP Ag-Guidance GUI 
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The image below is a bitmap collected in 
the RTP Ag system during a real-time 
agriculture survey performed by a major 
U.S. distributor of farm implements. 

Figure 4: Bitmap displaying Parallel Lines and 
Swath area completed in a typical field 

Numerous systems based on these 6 
channel receivers are already in the field 
and results from independent operators 
have confirmed that centimetre 
/decimetre accuracies are easily 
achievable in this application. 

Costwise these systems are virtually on 
par with turn-key systems built around 
wide area differential. Accuracies on the 
other hand are significantly better and 
are sufficient for vehicle guidance 
generally above the driving abilities of 
the equipment operator. An RTP based 
automatic steering system is currently 
being implemented by Premier for a 
large US farm equipment manufacturer 
and vnW be onboard tractors in the spring 
of 1996. 

Relative Moving Base Antenna 
Survey 

A specialized GPS application is 
dynamic vehicle to vehicle tracking. 
This is an instance where the base station 
resides on one moving vehicle while the 
remote station is mounted on another 
moving target. One major application 
for this is real-time air to air tracking of 

one aircraft v^th respect to another on a 
moving baseline of one kilometre or 
less. 

In the survey presented in this section a 
pre-production dynamic tracking system 
was tested utilizing a road vehicle. Two 
12 channel GPS receivers were 
connected to two antennae moxmted at a 
fixed distance of 0.64 m on the roof of a 
car. One antenna was designated as the 
reference station, while the other antenna 
acted as the remote. Instead of a radio 
modem link, a serial cable was simply 
stretched from one RTP system to the 
other. 

After a static initialization of some 1500 
seconds, the vehicle was driven at an 
average velocity of approximately 60 
Km/hr for 40 minutes. At each epoch a 
pseudorange solution was used to 
provide a new set of master coordinates 
and the relative baseline to the remote 
antenna was computed. 

Two different GPS OEM engines were 
employed in this test. One was a 12 
chaimel Navsymm XR5 receiver and the 
other a prototype GPS OEM recently 
developed by Canadian Marconi. 

The purpose of this particular test was to 
demonstrate the ability of the two RTP 
systems to reconstruct the 64 cm 
baseline between their antennas to an 
accuracy of ± 5 cm. The absolute 
coordinates of the antennae were of no 
consequence, only the relative vector 
across the roof of the car was of interest. 

To add an extra element of ground truth 
to the survey, a 12 channel Navsymm 
base station was also set up at a fixed 
point on the roof of the Premier offices. 
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This was designed to provide an 
independent post mission check on the 
precision of the moving baseline. The 
primary analysis of the accuracy of this 
test would be the comparison of the 
known baseline distance against that 
computed from the moving base to the 
remote antenna in real-tune. A 
secondary analysis was conducted post 
mission, as it was possible to compute 
the baseline vectors from the fixed 
antenna on the Premier roof to the roving 
antennas positioned on the moving car. 
Similarly, the post mission computed 
baseline distance between the two roving 
antennas could be compared against the 
real-time processed inter station antenna 
vector. 

The graphs below show the results of the 
moving baseline survey. It can be 
readily seen m Figure 5 that the real time 
computed distance from the Navsymm 
antenna to the Marconi antenna is 
consistently within 5 centimetres of the 
nominal baseline distance of 0.64 m. 
Note that the graph begins at about the 
1500 second mark. This is the beginning 
of the kinematic portion of the moving 
baseline survey. The static period was 
used to resolve the phase ambiguities at 
both receivers. 

Observed Error in Moving Baseline 

1000 2000 3000 

Time(s) 

4000 

Figure 5: Computed real time moving baseline distance minus actual baseline length 

Figure 6 depicts the results of the 
antenna difference vector computed in 
post-processing mode. This was 
processed by taking the baseline vectors 
from the Premier roof to each of the car 
antennas arid computing post-mission 
the coordinate differences between fixed 
base solution and the real-time moving 
base solution. Note that the large 
differences at the beginning of the 
survey are due to convergence of the 

solution during static initialization. At 
approximately the 1500 second mark, 
the phase ambiguities were resolved and 
the 2000 second kinematic portion of the 
survey was performed. The spikes are 
due to noise on very low satellites 
popping in and out of view. Once more 
it can be seen, that there is a typical error 
of less than 5 cm,, consistent with the 
observed real time results 
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Comparison of moving base processing {antenna difference vector) 
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Figure 6: Post Mission Vector minus Vector computed in Real Time 

4000 

Both of the GPS OEM engines 
embedded in the RTP systems used here 
have normally been employed in DGPS 
applications. High precision dynamic 
surveys have traditionally been 
performed only with top end systems 
with corresponding price tags. The 
success of this test illustrates once more 
the capability of low cost sensors when 
embedded in Premier's RTP systems to 
perform at high levels in an area where 
expensive units have to date dominated 
the market. 

Conventional Real-Time 
Kinematic Surveys 

The final section is devoted to the results 
fi-om several conventional real-time 
kinematic surveys. The object of these 
surveys was to demonstrate the ability of 
a typical low end code/phase sensor to 
carry out tasks for which users have to 
date paid a premium. The GPS receivers 
used in the RTP systems developed for 
these surveys were 8 channel Motorola 
Oncore engines. Although these units 
were originally developed for the vehicle 
tracking market, they are used here for 

kinematic surveys at the level of 
precision generally reserved for systems 
at the highest end of the Geodetic 
market. 

10 KM RTP SURVEY 
FORWARD / BACKWARD RUN 

700 

£— 
MASTER 

i 

170900 

 4 

nl6 

Figure 7: 10 km Real Rime Traverse 

In the 10 km RTP survey displayed 
above, a 10 minute static session was 
performed to resolve phase ambiguities. 
IFoUowing this, the antenna was placed 
on the roof of a vehicle and the vehicle 
driven for a total of 20 kilometres. 

Points B4a, B5 and B7 are pre-surveyed 
control monuments at a distance of up to 
10 km fi-om the base station. At these 
points, the antenna was removed firom 
the vehicle and placed on a range pole 
over the control point for approximately 
10 seconds. The position was marked 
and recorded. Total time for the 
kinematic portion of the survey was 45 
minutes 
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1                  Errors in 10 Km RTP Survey                  | 

Station Northing Easting Height 

B4a -0.006 0.008 -0.003 

B5 0.019 0.019 0.050 

B7 0.009 0.010 ■0.012 

B5 0.031 0.021 0.012 

B4a 0.028 0.015 0.018 

Table 1: Real Time Errors observed in 10 l<m 
forward/baciwarcl run 

The results seen in Table 1 are typical of 
many production level surveys performed 
by Premier utilizing this RTP system. 

The next survey shown in Figure 8 below 
was originally performed as a 
conventional land survey using total 
station technology. In conjunction with a 
Calgary land surveying firm, a real time 
kinematic GPS survey was performed in 
order to' check the consistency of the 
conventional work. Once again, this 
survey was accomplished using the 8- 
channel ONCORE engine embedded in 
Premier's RTP system. 

spent to complete this project using 
angles and distances. 

Figures 9 and 10 illustrate the differences 
between the GPS derived coordinates 
and the conventionally computed 
positions. The consistent trend seen in 
the graph presenting the differences in 
northings is not actually an error. 
Instead, it is due to an azimuth rotation 
with the original land survey. The 
constant increase in the northing 
difference is consistent with the angular 
convergence fi^om eUipsoidal north to 
grid north on a line having a general 
east/west orientation. 

Difference in Northings - GPS minus 
conventional survey 

= g 0.15 

S s 0.1 

I 1 0-05 
so Q Z 0 JUllll mlilll 

co(oin^coMT-oo)a3r^<ou:)'<fn 

Station Number 

Figure 9: Comparison of GPS Derived Coordinates 
and Total Station Coordinates 

Figure 8:17-Station Legal Land Survey 

Following a 10 minute static 
initialization, a kinematic survey was 
performed forward and backward over 
the points seen in the diagram above. 
Total distance for the survey is about 1 
Km. At walking speed, the forward/ 
backward run took about 1.5 hours. 
Given the many courses on this traverse, 
considerably more time would have been 
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Diffemce in eastings - GPS minus 
Conventional Survey 
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Figure 10: Comparison of GPS Derived 
Coordinates and Total Station Coordinates 

While the differences between the GPS 
and the conventional survey range up to 
10 cm at the maximum distance of 1 km, 
the real-time GPS computed coordinates 
of the forward and backward runs 
generally agree in the one centimetre 
range.   The internal consistency of the 
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GPS survey is depicted in the graphs 
below. 
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Figure 11: Internal Consistency of the East GPS 
Coordinate on the Forward and Backward Run 

Differences Between GPS Forward and GPS 
Backward Run 

Sution Nu>nb«> 

Figure 12: Internal Consistency of the GPS North 
Coordinate on the Forward and Bacl<ward Run 

The figures above clearly show the high 
internal precision of this system. In fact, 
it can be seen fi-om both the examples 
presented in this section that this low 
cost sensor, when coupled with the 
Premier RTP system, is capable of 
accuracy at and above the level required 
for general geodetic or land surveying 
purposes. 

Conclusion 

Low cost GPS sensors from a number of 
manufacturers were utilized in a generic 
real time centimetric positioning system 
developed by Premier GPS Inc. of 
Calgary, Alberta, Canada. A number of 
tests have been presented here illustra;ting 
the abiUty of these low end code/phase 
units to perform tasks generally reserved 
for sensors at the highest end of the cost 

scale, when coupled with Premier's RTP 
technology. These tasks include 
precision agriculture guidance, high 
dynamic moving baseline surveys, and 
typical high precision real time kinematic 
land surveys. 
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ABSTRACT 

Differential Carrier Phase positioning overcomes some of 
the operational lunitations of the carrier phase kinematic 
positioning in the real-time environment. Unlike 
kmematic positioning, differential carrier phase 
positioning does not require time-matching of reference 
and remote station data. The observation time-matching 
adds the data Imk delay to the position latency and 
prevents positioning when the reference data transmission 
is interrupted. The differential carrier phase algorithm is 
based on determining and then applying the GPS carrier 
phase errors instead of direct observation differencing. 
Differential Carrier Phase method enables several 
centimeter positioning at a high-rate dependent only on 
the remote receiver observation rate but independent oh 
the data link fransmission rate. This paper discusses the 
design, successfiil implementation and test results of the 
real-time differential carrier phase system developed by 
John E. Chance and Associates Inc. 

INTRODUCTION 

Real-Time Kinematic GPS using carrier phase 
observations enables centimeter level real-time 
positioning of a moving platform. The major 
breakthrough in the application of carrier phase 
observations for real-time positioning has been the 
development of rapid and reliable methods of On-The-Fly 
(OTF) carrier phase ambiguity resolution without static 
initialization. However, the carrier phase positioning has 
still some operational limitations m the real-time 
environment. The major challenge is to overcome these 
limitations to approach the level of versatility of code 
based Differential GPS (DGPS). 

The first real-time On-The-Fly kinematic system, for 
instance the one developed by John E. Chance & 
Associates in conjunction with the US Army Corps of 
Engineers and Dr. B. Remondi (Frodge et al 1994), 
typically used the same kinematic GPS algorithms as in 
the post-processing. The real-time systems architecture 
was based on the same premise of time-matching of the 
reference and remote station data as in the post- 
processing case. The reference station data pseudorange 
and carrier phase data were sent to the remote station 
where they were time-matched and processed with the 
remote station data using double differencing techniques. 
This design had the advantage of relatively simple 
unplementation of the post-processing algorithms for 
real-time application. 

The time-matching of the observation data unfortunately 
adds data link delay to the kinematic position latency. 
The data link delay may be as much as a few seconds 
depending on the type of the data link. Several seconds 
position latency severely limits some of the real-time 
kinematic GPS applications. Moreover, the requirement 
of time-matching limits the position output rate to the 
data link transmission rate. In addition, any interruption 
in the data link transmission would stop remote station 
positioning. Therefore the real-time GPS observation 
time-matchmg prevents continuous high-rate positioning. 

The drawbacks of time-matching are overcome in the 
real-time  differential  carrier  phase   system  that  was 
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recently developed by John E. Chance & Associates. 
This system applies the predicted GPS carrier phase 
corrections instead of direct differencing of the 
observation data. Using the differential carrier phase 
method enables uninterrupted remote station positioning 
with slightly degraded accuracy for a limited period of 
time. With this approach, the position update rate is 
limited only by the rover receiver observation rate. 

The differential carrier phase processing model is 
introduced in the first segment of the paper. It is 
preceded by discussion of the influence of the major error 
source on the positioning accuracy. Finally, the 
differential carrier phase system test results are presented 
and discussed. 

CARRIER PHASE DIFFERENTIAL MODEL 

The main objective of Differential Carrier Phase 
positioning is to combine the remote station observations 
that relate to the current time tj with the reference station 
observations that relate in general to the past time IQ. The 
time-matched observation differencing commonly used in 
other carrier phase relative positioning techniques cannot 
be applied. The observation differencing is being used to 
cancel some of the unmodelled GPS errors. This 
canceling of unmodelled errors has to be achieved by 
other means in differential carrier phase positioning. 

The differential carrier phase model is derived from the 
fundamental observation equation of carrier phase O: 

(i>=p+c{dt-dT) + XN+dp (1) 

Where: 

P- 
dt, dT - 
N- 
dp- 

receiver to satellite range 
satellite & receiver clock errors respectively 
carrier phase ambiguity 
orbit and atmospheric errors 

Equation (1) shows that all information about unknown 
remote station position and dynamics is contained in the 
station to satellite range. The other terms, are also in 
general, unknown and need to be accounted for in the 
processing. The composite of the unknown error terms, 
called further carrier phase correction O;. can be 
determined from the reference station data by subtracting 
the station to satellite range satellite and station dock 
offsets, as: 

where dt^ is approximate satellite clock offset computed 
from the satellite broadcast message. The approximate 
receiver clock offset is computed using the algorithm 
described in (Gloeckler et al 1992). The carrier phase 
correction (£>^ is thus equivalent to: 

O- ^c-dtsA  +'kN + dp (3) 

where dt. represents unknown satellite clock dithering 
error due to Selective Availability. 

The carrier phase corrections as defined by the equations 
(2) and (3) refer to the past time tg. These corrections 
have to be exfrapolated to the current user time tj. The 
extrapolation leads to the inevitable error. The size of the 
exfrapolation error is dependent on the actual dynamics of 
the extrapolated quantity. The sample carrier phase 
correction rates and their accelerations are shown in 
Figures 1 and 2 respectively. The observed carrier phase 
correction changes are mainly driven by the Selective 

Availability satellite clock dithering dt^^ ■ The term dp 
due to orbit and atmosphere, errors vary slowly when 
compared with clock dithering term. 

234210   234310   234410   234511   234611   234711   234812 

Seconds 

Figure L Correction Rate 

O^, = <I) - (p + c • c/^g - c ■ dT) (2) 
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Figure 2. Correction Acceleration 

Figure 2 shows that the correction accelerations can reach 
up to O.Olm/s/s. Unlilce the case of meter level DGPS 
where only range correction rates are used, these 
acceleration terms are significant for centimeter level 
carrier phase positioning. Neglecting these accelerations 
would cause an error of several centimeters in the phase 
correction extrapolation. Therefore, the second order 
terms have been included in the extrapolation model, as 
follows: 

ih - o! 
■ (4) 

<^c (0 = *. iO + ^. (O ('< - O + ^c iO ■ 

where carrier phase rate <i>^, and acceleration O^ are 
estimated in the carrier phase correction filter based on 
the past reference station observations. 

The user applies extrapolated carrier phase corrections to 
its carrier phase observations, as: 

0„(?,) = 0«(^,)-0c(?,) 
(5) 

The actual observable used in the user differential carrier 
phase positionmg filter is the difference of the corrected 
carrier phase observations with respect to reference 
satellite. The user observation model is thus derived by 
combining equations 1, 2 and 5, as: 

u r u hu (6) 

where superscript jk represents the differencing operator 
between satellite j and reference satellite k, and subscript 
bu between remote and reference station differencing. 
The time argument was dropped in the equation (6) for 

the purpose of better clarity. The iV/„ represents 
carrier phase double difference ambiguity. It is assumed 
that carrier phase double difference integer ambiguities 
have been established using On-The-Fly ambiguity 
resolution techniques. The description of the employed 
OTF algorithm can be found in (Frodge et al 1994). 

It can be shown that if the reference correction time t,, is 
equal to user time tj the above formulation is equivalent to 
double difference kinematic model: 

Jk ■jk 
^bu        yhu  ^ ^^ bu (7) 

Differential Carrier Phase and Kinematic GPS are 
affected by the same error sources and therefore provide 
similar accuracies. These error sources are well known 
and are not discussed here. The additional error source in 
Differential Carrier Phase is the prediction error in 
extrapolation of carrier phase correction using equation 
(4). This error increases when the correction update 
interval increases. 

CARRIER PHASE CORRECTION 
PREDICTION ERROR 

Minimizing the error of carrier phase extrapolation is 
critical for maintainmg several centimeter accuracy of the 
differential carrier phase positioning. The previous 
section stated the need to refine the extrapolation model 
with the second order terms because of the range of 
carrier phase correction accelerations. The need to 
include second order terms is further validated by 
determining the errors of extrapolated carrier phase 
corrections based on linear and second order 
extrapolation models. These errors were determmed by 
comparing predicted corrections at the predefined interval 
and their observed values. In the linear model only rate 
terms were used. In the second order model both rate and 
acceleration terms were used according equation (4). 
Results of the computations for five second prediction 
intervals are presented below. 

Figure 3 presents the prediction errors for the simple 
linear model with no accelerations. Figure 4 shows these 
errors for the extrapolation model with accelerations. The 
linear model shows prediction errors of more than five 
centimeters with some systematic error pattern. These 
errors are significantly reduced and the systematic pattern 
is removed when the second order extrapolation model is 
used. This proves the usefulness of applying accelerations 
in the extrapolation model. 
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Figure 3. Prediction Error with no 
Acceleration - 5 Seconds 

Figure 4. Prediction Error with 
Acceleration - 5 Seconds 

The results presented in Figure 4 also show that the 
carrier phase prediction error is on average below five 
centimeters at a five seconds correction update interval. 
Therefore, if the update correction update interval stays 
below five seconds then the positioning accuracy should 
be maintained at several centimeter level. This opens the 
possibility of using slower data links than of these 
required for real-time kinematic positioning to maintain 
the same position output rate. 

DIFFERENTIAL CARRIER PHASE 
IMPLEMENTATION 

The real-time differential carrier phase positioning system 
has been developed from the existing real-time OTF 
Kinematic GPS system. This former system was 
developed   by   John   E.    Chance   &   Associates   in 

conjunction with the US Army Corps of Engineers and 
Dr. B. Remondi within the framework of the Dredging 
Research Program (Frodge et al 1994). The new system 
offers differential carrier phase positioning capability 
while relying on the key feature of the old system such as 
On-The-Fly Ambiguity Resolution. The old system 
provided simultaneously meter level code DGPS 
positioning output for navigation purposes and centimeter 
level kinematic output based on observation time- 
matching. In the upgraded system the kinematic output 
has been retained while more accurate several centimeter 
level differential carrier phase GPS supersedes the code 
based DGPS after OTF ambiguity resolution. 

The system uses two dual frequency receivers, one at the 
reference station and one at the remote station. The 
system currently can use two types of the GPS receivers, 
Trimble 4000 SSE or SSI and Ashtech Z12. The work is 
under way to add the interface to the Leica 399 series 
receivers. The reference station GPS observations data, 
L1/L2 code and carrier are transmitted to the remote 
stations. All real-time computations i.e. OTF ambiguity 
resolution, kinematic and DGPS positioning computations 
are carried out at the remote station. The 9600 UHF (460 
MHz) radio links are typically used with the system. 
These data links can operate at line-of-sight distances up 
to 25 km. The typical OTF resolution tune varies between 
15 to 30 seconds. 

The high-precision carrier phase based differential 
positioning has been added within the JECA OTF system 
architecture. One of the main design features of the old 
system was transmitting the raw GPS observations from 
the reference station to the remote station. The main 
implication of that for the new system is that the carrier 
phase corrections, their rates and accelerations are 
computed at the remote station fi-om the reference station 
carrier phase data. They are computed parallel to DGPS 
code corrections and their rates. The several centimeter 
differential carrier phase positioning output is available 
after successful OTF ambiguity resolution. Code DGPS 
meter accuracy position output is now only active prior to 
OTF ambiguity resolution or if age of carrier phase 
corrections exceeds predefined limit (e.g. 5 seconds). 
Differential Carrier Phase output has the same 
characteristics as the code DGPS output which is 
continuous output with minimum latency. The continuous 
high-precision positioning or DGPS positioning is 
maintained without interruption even in the case of 
intermittent data link transmission. 

The kinematic output rate is limited by the rate of the data 
link because of the requirement of observation time- 
matching. In the present system, the raw data packet is 
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comprised of about 200 to 300 bytes of data. This implies 
the limitation of raw GPS data packet transmission rate 
and corresponding kinematic output rate to 2 Hz at 9600 
baud rate. On the other hand, the differential carrier phase 
output is not limited by the GPS data transmission rate. Its 
output rate is only limited by the observation rate of the 
remote GPS receiver. The processing power is not an 
issue as the differential fix computations take several 
milliseconds. Therefore the differential carrier phase 
output can be as high as 10 Hz provided the remote 
receiver can output observation data at such a rate. It has 
to be emphasized that this high-rate positioning can be 
achieved with the present data links that transmit data at a 
slower rate e.g. 1 Hz. 

Real-time kinematic and differential carrier phase 
positioning methods are complimentary. The real-time 
kinematic provides the ultimate in terms of accuracy. It is 
used mainly in surveying applications where its 
operational limitations in terms of positioning output 
continuity and latency are not relevant. Differential 
carrier phase addresses the applications that require not 
only high positionmg accuracy but also continuous output 
with minimum latency. The applications of the 
differential carrier phase positioning include construction 

machine guidance and high-resolution hydrographic 
surveying. 

REAL-TIME RESULTS 

The real-time differential carrier phase system has been 
tested in different operating environments. Presented 
below, there are real-time positioning results from testing 
on the static 140 meters baseline. In this test, the 
reference station was set to transmit GPS raw data every 
two seconds. The remote station was set on the known 
point. The remote station was simultaneously performing 
differential carrier phase and kinematic positioning. The 
positioning results were logged and then compared with 
the coordinates of the known point. The differential 
carrier phase positioning was carried out at the rate of 2 
Hz, corresponding to the maximum GPS observation 
output rate of the remote GPS receiver used (Trimble 
4000 SSE). The resulting age of carrier phase corrections 
varied between 0.5 and 2.5 seconds. The kinematic 
positioning was carried out at a slower rate of 0.5 Hz, that 
is every two seconds. A two seconds rate was the 
maximum kinematic positioning rate in this case because 
the data transmission interval was two seconds. 
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Figure 5.    Differential Carrier Phase Results 
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Figure 6. Kinematic Results 
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Differential carrier piiase and corresponding kinematic 
results are shown in Figures 5 and 6, respectively. The 
differential carrier phase results in terms of standard 
deviation are 0.010 m in latitude, 0.009 m in longitude 
and 0.018 m in height. The respective kinematic results 
are 0.006 in latitude, 0.005 m in longitude and 0.010 m in 
height. The differential carrier phase and kinematic 
results exhibit the same error pattern which is mainly due 
to the GPS receiver carrier phase noise and multipath. 
The differential carrier phase results have a slightly 
higher noise level, as expected, due to carrier phase 
prediction errors. These results are at the several 
centimeter level and are considered very satisfactory. 
The differential carrier phase results demonstrate that 
continuous high-precision navigation at centimeter level 
is possible. 

POSITION LATENCY 

Differential carrier phase and kinematic position outputs 
have different latencies. Differential carrier phase latency 
comprises mainly of the remote station GPS receiver 
observation data latency. The observation data latency 
varies from 0.3 to 1.5 second depending on the GPS 
receiver and data output baud rate. Kinematic position 

output latency comprises of remote or reference station 
GPS receiver raw data packet latency, whichever is 
greater, and data link transmission delay. Because of this 
additional data link transmission delay the kinematic 
output latency is greater than the differential carrier phase 
output latency. 

The real-time position output latencies were determined 
using special setup synchronized to UTC time scale. This 
setup comprised of customized PC clock card that uses 
WWV signals to synchronize PC clock to UTC reference 
time. The incoming position record was time-tagged with 
the external reference driven PC time and then compared 
with the nominal time. 

The real-time system setup was comprised of the same 
setup that was described in the previous section. The 
GPS receivers at reference and remote stations were 
outputting the raw GPS observation data at 38400 baud 
rate. The data link rate was 9600 baud. Both differential 
carrier phase and kinematic records were output at 9600 
baud rate. The Dataradio data link was used in this 
experiment. The differential carrier phase and kinematic 
output latencies were measured using the external time 
reference. 
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Figure 7.   Differential Carrier Pliase Output Latency 
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Figure 8. Kinematic Output Latency 

The typical differential carrier phase and kinematic 
position output latencies are shown in Figures 7 and 8, 
respectively. These plots show relatively stable 
differential carrier phase latency and more erratic 
kinematic output latency.   The differential carrier phase 

output latency is about 0.7 seconds. The differential 
carrier phase latency results also correspond to the 
standard Trimble receiver position (NMEA GGA record) 
latency results at the same output rate. The kinematic 
latency is on average about one second but with the 
deviations that reach 0.4 second. The kinematic latency is 
more erratic because of variations in the amount of 
transmitted data and random like behavior of the data 
modem. 

CONCLUSIONS 

The results presented in this paper show that the 
differential carrier phase method enables several 
centimeter precise real-time positioning. Unlike 
kinematic positioning, the differential carrier phase 
positioning can be carried out with the high-rate 
independent on the transmission rate and delays of the 
data link. This is achieved by using the extrapolated 
carrier phase correction instead of the direct differencing 
of the GPS data. The differential carrier phase positioning 
rate is only limited by the GPS observation rate of the 
remote GPS receiver. The differential carrier phase 
positioning addresses the needs of these applications that 
require high precision, high-rate, continuous positioning 
output with minimum latency. 
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ABSTRACT 
Satellite availability studies commonly assume a fixed 
elevation mask angle. However, as an aircraft banks, 
relatively high satellites can be masked from the field of 
view of the GPS antenna. Not only are fewer satellites 
visible, but those that are in view are clustered in one 
section of the sky. This geometry typically leads to high 
PDOP. During steep turns, this effect can limit the 
availability of GPS and WAAS satellites, especially at 
high latitudes. However, -■ if a second GPS antenna is 
installed on the aircraft, satellites masked from the main 
antenna may still be used. This paper presents 
experimental results of kinematic GPS positioning using 
two antennas. 

The Integrity Beacon Landing System (IBLS) developed 
at Stanford uses a bottom GPS antenna to acquire 
pseudolite signals. Attitude is provided to account for the 
moment arm from the top antenna to the bottom antenna. 
With a bottom antenna and attitude already available, the 
IBLS test aircraft required few changes to demonstrate 
GPS positioning using multiple antennas. 

A nine channel Trimble receiver with an RF section 
dedicated to each of the two antennas was used for these 
tests. Each channel could switch between the top and 
bottom antennas as required to track the desired satellite. 
The switches were performed using attitude information 
provided by a separate GPS attitude receiver. Satellites 
were handed off from one antenna to the other in real time 
as the aircraft attitude changed. 

Experiments were first performed using a model aircraft 
on the ground. Flight tests were then performed on a 
Piper Dakota already equipped for IBLS testing. The 
results of these tests show that multiple GPS antennas can 
be used effectively to improve the availability of GPS 
positioning. 

1.0 INTRODUCTION 
Satellite masking due to aircraft roll maneuvers is often 
neglected in availability and continuity studies. Kinal [1] 
started to address this issue for the Wide Area 
Augmentation System (WAAS). He showed that satellites 
can be tracked below the local horizon of the GPS 
antenna, allowing the aircraft to maintain satellite tracking 
continuity in most maneuvers associated with final 
approach. This research focused on non-precision and 
Category I precision approaches. For the extreme 
Required Navigation Performance (RNP) of a Category 
III approach, it is useful to explore the feasibility of using 
two antennas for GPS positioning. 

Two antennas offer an obvious increase in satellite 
visibility during roll maneuvers; if one antenna cannot 
receive a satellite, the other one often can. This point 
raises the question of antenna placement. Ideally, there 
should be some overlap in the fields of view of the two 
antennas. That way, the second antenna can acquire the 
signal before the first antenna loses it. If this hand-off 
procedure ft'om one antenna from another is robust, 
continuous tracking of most satellites can be guaranteed. 
To maximize the total coverage of the two antennas, this 
overlap region should be minimized. The results of [1], 
which show that the "field of view" of an antenna may 
comfortably extend 10 degrees below the antenna's 
horizon, imply that the optimal antenna placement is for 
the antennas to be pointed in opposite directions. Due to 
a combination of antenna patterns and receiver signal 
detection thresholds, the overlap region for diametrically 
opposed antennas could not be consistently demonstrated 
here. However, positioning with diametrically opposed 
antennas was demonstrated as was satellite hand-offs 
between antennas pointed 120 degrees apart. With the 
appropriate hardware and software modifications, robust 
hand-offs should be possible with diametrically opposed 
antennas. 

IBLS [2-4] uses diametrically opposed antennas, one on 
top to receive satellite signals, and one on the bottom to 
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receive signals from ground-based pseudolites. This 
bottom antenna can also be used to track satellites, 
providing nearly 4;r steradian visibility. Section 4.2 
presents experimental results for flight tests of a Piper 
Dakota equipped for IBLS. Experimental results using a 
model aircraft are also presented in Section 4.1. 

2.0 EXPERIMENTAL SETUP 

2.1 RECEIVERS 
A nine channel Trimble receiver was used in this research. 
To accept inputs from two antennas, it was modified to 
include a second RF section. Both RF sections run off a 
common local oscillator. Each channel has a switch to 
allow it to accept inputs from either RF section; in real 
time, the flight software can select antennas on a channel- 
by-channel basis. 

To maximize continuity, satellites must be tracked by one 
antenna before they are lost by the other. Therefore, the 
same satellite must be tracked on two channels at the same 
time. The receiver firmware was modified to 
accommodate this requirement. To track a satellite on two 
channels, that satellite's PRN code is copied over an 
unused PRN code (PRN's 3, 8, 10, 11, 13, 30, and 32 are 
currently unused) and the "aliased" satellite is tracked on 
one of the channels. 

A similar nine channel receiver was used as the 
differential reference station receiver. However, the 
reference receiver did not require the above modifications. 

The phase measurements for GPS attitude were provided 
by a Trimble TANS Quadrex, a six-channel multiplexing 
receiver. In application, one receiver could be used for 
both positioning and attitude; two receivers were used 
here for convenience. The attitude solutions were 
performed in the flight computer (a Pentium PC). 

2.2 AIRCRAFT 

MODEL 
Figure 2.1 shows a one meter wingspan model aircraft 
used in the first experiments. Antennas on the nose, 
wings, and tail are used for attitude determination. Two 
additional antennas mounted behind the nose are used for 
positioning. Several configurations were fried for the 
positioning antennas; in the figure, they are placed on the 
starboard and port, with 120 degrees between boresights. 
The model is mounted on a tripod which allows any 
heading and ±90 degrees of roll. 

PIPER DAKOTA 
A Piper Dakota was  also  used  to  test two  antenna 
positioning in flight.   The aircraft was already equipped 

Figure 2.1: Model Aircraft 

with four attitude antennas and a belly antenna to receive 
pseudolite signals for testing IBLS. One of the attitude 
antennas and the belly antenna were used for the two 
antenna positioning experiments. 

2.3 SOFTWARE 
The flight software executes on a Pentium PC running the 
Lynx Real-Time operating system. Two processes are run 
simultaneously, an attitude process and a positioning 
process. The attitude process sends attitude solutions to 
the positioning process. To calculate position fixes using 
two antennas, attitude is required to account for the lever 
arm between those antennas. 

REAL-TIME CHANNEL SELECTION 
As part of the positioning process, a simple algorithm is 
used to select the satellites and antennas for each channel. 
The highest seven satellites are selected and tracked on 
the antenna whose boresight is closest to the line-of-sight 
to each satellite. This selection is made in real-time at 4 
Hz using GPS attitude to determine which antenna is 
closest. The two satellites closest to the borderline 
between antennas are aliased to unused PRN's and tracked 
a second time. These channels are used to provide 
tracking continuity in the event that a borderline satellite 
switches antennas. 

ATTITUDE SOFTWARE 
The software developed by Cohen [5] was used to solve 
for attitude. The attitude accuracy is sufficient to account 
for the lever arm correction with errors on the millimeter 
level. 

POSITIONING SOFTWARE 
The positioning software for this two antenna research 
evolved from the software described in detail in [6]. That 
software performs kinematic position fixes in real-time 
using estimates of the integer cycle ambiguities associated 
with  the  carrier  phase.     The  integer  estimator  also 
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provides a mechanism for handing off integer estimates as 
constellations change. Only a few changes were required 
to modify this software to accommodate positioning with 
two antennas: 

• The antenna selection algorithm described above. 
• A correction for the lever arm between the two antennas. 
• A correction for the orientation of the antennas. This 
correction results from the circular polarization of the 
incoming signal and is described in detail in Section 3. It 
is now required because the two antennas may point in 
significantly different directions than the reference station 
antenna. 

To apply the lever arm correction, the phases measured at 
the second antenna are simply projected to the first 
antenna: 

<l> projected "=" <P + « ' RAC   « 

where: 
e is the unit line-of-sight vector to the satellite expressed 
in East, North, Up. 

R^c" is the rotation matrix from the aircraft coordinate 

frame to East, North, Up. 
a is the vector from antenna 1 to antenna 2 expressed in 
the aircraft coordinate frame. 

After applying these corrections, all phase measurements 
appear to have come from one antenna; the remainder of 
the software is identical to the single antenna software. 

The aliased satellites are treated as if they were separate 
satellites with identical line-of-sight vectors to the true 
satellite. The aliases do not switch antennas when the true 
satellites switch, so the satellites can be continuously 
tracked. Using the phase measurement of the aliased 
satellite, the estimator will implicitly hand off the integer 
estimate when the true satellite switches antennas. 

3.0 CIRCULAR POLARIZATION CORRECTION 
As specified in [7], the transmitted GPS signal is right- 
hand circularly polarized (RHCP). Therefore, GPS 
receive antennas are designed to receive RHCP signals. 
The measured carrier phase of a circularly polarized 
signal is a function not only of the distance between the 
transmit and receive phase centers, but also of the relative 
orientation of the antennas. 

Traditionally, kinematic GPS applications do not correct 
for this effect. When the boresights of all of the receive 
antennas are parallel, the correction is common to all 
satellites. It therefore affects only the differential clock 
error or line bias, not the position or attitude solution. 
However, if the angle between receive antenna boresights 
becomes large, a RHCP correction should be applied. 

This section develops two different, yet equivalent 
strategies for finding a RHCP correction. 

3.1 ABSOLUTE RHCP CORRECTION 
One strategy is to find a correction for each fransmit and 
receive antenna pair. The receive antennas are assumed to 
be flat patch antennas; the results can be generalized for 
other types of antennas given their off-boresight phase 
characteristics. To first order, the phase characteristics of 
a patch antenna can be approximated by assuming the 
antenna is made up of two dipoles 90 degrees out of 
phase. 

In general, the incoming signal will be elliptically 
polarized if the ti-ansmit antenna boresight does not point 
directiy at the receive antenna. For terrestrial users 
receiving satellite signals, the ellipticity is guaranteed not 
to exceed 1.2 dB [7], so the incoming signal can be 
assumed to be circularly polarized. However, for 
applications involving pseudolites, the boresight of the 
transmit antenna may not point toward the receive 
antenna; in this case, the ellipticity should be modeled. 
Therefore, the RHCP correction is a function of the 
orientation of the receive antenna, the line-of-sight to the 
fransmit antenna, and the ellipticity and orientation of the 
incoming signal. To develop a correction for a 
transmit/receive pair, two coordinate frames are defined. 
A right handed orthogonal coordinate frame is attached to 
the receive antenna with the z direction aligned with the 
boresight. The y direction can be arbitrarily chosen 
normal to z; the x direction is then consttained. The 
second coordinate frame will be called the fransmit frame. 
The fransmit frame is defined such that the z axis points 
opposite the line-of-sight to the transmit antenna and the y 
axis points in the major axis direction of the incoming 
elliptically polarized signal. If the incoming signal is 
circularly polarized, this direction may be chosen 
arbitrarily. The arbifrary terms in the absolute correction 
will cancel when single and double differences are 
performed. 

The output of a RHCP patch antenna can be simply 
modeled as the E-field component in the x direction plus 
the component in the y direction delayed by 90 degrees: 

r{t)^x,{t) + y^ 
1 

4L, 

where: 
r{t) is the antenna output as a function of time. 

x^{t)  is the E-field component in the receive antenna x 

direction. 
y^ (t) is the E-field in the receive antenna y direction. 

L] is the carrier frequency. 
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This model accurately approximates the phase, but not the 
gain of a RHCP patch antenna. 

Similarly, the incoming signal can be expressed in the 
transmit frame: 

;c,^(0 = cos(2;iLiO 

y^{t) = esm{27i:Lit) 

where: 
E(t) is the vector E-field at the receive antenna. 
e is the ellipticity of the incoming signal. 

i is a unit vector in the x direction. 

j is a unit vector in the y direction. 

The received signal is then: 

r{t) = ir-(itxX,x{t) + Jixyixi^)) 

+Jr- 4L, +Jtxyix\f- 
4A, 

= cos{27iLit){i, ■ 4 - ej, ./„ ) + sm{27iLit)(ei, ■ j,^ + i,^ ■ j,) 

= cos{2nLit){Ru-eR22) + sm{27il^t){eRi2 + R2i) 

= (/?,]-e/?22-e^i2 + ^2i)cos 2nLit + arctan 
7^11 -e^22^ 

where: 
Ry is the (i,j) element of the rotation matrix from the 

transmit coordinate  system to the receive coordinate 
system. 

The    phase    term,     arctan ̂ eRn + Rii^ represents 

additional delay of the received signal due to orientation. 
If the sign convention is such that additional delay 
increases phase (moving away from the spacecraft 
increases phase), this correction should be subtracted from 
the phase measurement. Care should be taken to 
"unwrap" the arc-tangent function. The corrected phase, 
expressed in cycles can be written: 

1 
r corrected ■■(b——arctan 

2n 
^eRn + Rii^ 

V^ii eR ■22 J 

3.2 RELATIVE RHCP CORRECTION 
In kinematic GPS applications, the phase measured from 
one antenna is always subtracted from that measured at 
another antenna. For kinematic positioning, the phase 
measured at the reference station is subtracted from that 
measured    at   the   roving   antenna.       For   attitude 

determination, the phase measured at a master antenna is 
subtracted from those measured at slave antennas. 
Another method for applying a RHCP correction is to 
apply a correction to the single differenced phases. This 
correction is a function of the two receive antenna 
orientations and the line-of-sight to the transmit antenna. 
The incoming signal is assumed to be circularly polarized 
in the derivation of this correction. Although less general 
than the previous one, this correction is sufficient for most 
applications. 

Referring to Figure 3.1, a simple graphical interpretation 
for this relative correction can be developed. The figure 
shows a unit sphere with a spherical triangle. The corner 
of the spherical triangle labeled A is at the tip of a unit 
vector in the direction toward the line-of-sight to the 
transmit antenna. The corners labeled B and C are at the 
tips of unit vectors in the reference antenna boresight 
direction and the roving antenna boresight direction 
respectively. The correction to the single differenced 
phase is simply the sum of the interior angles of the 
spherical triangle: 

{<PC-<I>B) corrected ■i^c-<t>B)-^{oi+P+r) 

Figure 3.1: Relative RHCP Correction Geometry 

To derive this correction, the reference antenna is rotated 
until its orientation is parallel to the roving antenna, 
keeping track of the phase changes due to rotation. The y 
directions of the receive antennas have been arbitrarily 
chosen to point along a great circle toward each other. To 
keep frack of the phase changes, two facts must be 
understood: 

• Rotating an antenna counterclockwise about its 
boresight increases the phase of all satellites by the angle 
through which it is rotated. 
• Rotating an antenna about an axis perpendicular to both 
its boresight and the transmit antenna boresight does not 
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affect the phase. The E-field component on the antenna 
parallel to the rotation direction remains unchanged, while 
the other component changes in magnitude only. 
First, rotate the reference antenna counterclockwise 
through an angle J3. This will increase the phase by j3 

and the y direction of will point along a great circle 
toward point A. Next, rotate the boresight direction up to 
point A. No phase change occurs, because the rotation 
axis is normal to both boresights. Next, rotate the 
reference antenna counterclockwise through an angle a , 
increasing the phase by the same amount. The y direction 
will now point along a great circle away from point C. 
Now rotate the boresight down to point C; the phase does 
not change. Finally, rotate counterclockwise about the 
boresight through an angle y . Now the reference antenna 

is parallel to the roving antenna. The total phase change 
rotating from the reference antenna coordinate system to 
the roving antenna coordinate system is a + j3 + 7, so this 

amount should be subtracted from the single differenced 
phase. 

4.0 EXPERIMENTAL RESULTS 

4.1 GROUND TESTS 
The model aircraft shown in Figure 2.1 was used to 
validate the software and demonstrate satellite hand-offs 
from one antenna to the other. Several antenna 
configurations were used, including diametrically opposed 
antennas. For the hardware used in these tests, the 
greatest continuity improvement was with the antenna 
configuration shown in the picture. One antenna pointed 
up to the left and one pointed up to the right; the angle 
between boresights was 120 degrees. 

To demonstrate the effectiveness of dual antenna 
positioning, the model was placed in exaggerated 
attitudes. Roll reversals from 90 degrees to -90 degrees 
were performed; kinematic positioning was maintained 
throughout these extreme maneuvers. Figure 4.1 plots the 
roll for one such maneuver. The model started level with 
a southward heading and remained there for about 15 
minutes. During this time, satellites were tracked on both 
the starboard and port antennas. The model was then 
rolled left to a roll of nearly -90 degrees, where it 
remained for several minutes. 
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Figure 4.1: Model Aircraft Roll Reversal 

The satellite tracking status for this roll to the left is 
shown in Figures 4.2. These figures are traditional 
azimuth, elevation polar plots. The radial direction 
represents elevation (90 degrees at the center to 0 degrees 
at the outside); the azimuth varies in the clockwise 
direction as shown. The x's and o's denote satellite 
positions. An 'x' means the satellite is tracked on the port 
antenna while an 'o' means it is tracked on the starboard 
antenna. Both an 'o' and an 'x' means it is simultaneously 
tracked on both antennas. The solid arc represents the 
boundary between those satellites closer to one antenna 
and those closer to the other. For the antenna 
configuration of the model aircraft, this borderline 
separates satellites with line-of-sight vectors having 
components in the starboard direction from those having 
components in the port direction. 

In Figure 4.2a the aircraft is in its initial level 
configuration. Two satellites are tracked by the starboard 
antenna, three by the port antenna and two are tracked by 
both. The borderline between antennas runs north to 
south. In Figure 4.2b, the aircraft has started its bank to 
its left (east). Four satellites are now tracked on the 
starboard antenna, two on the port antenna and one on 
both antennas. Note that one satellite has been acquired 
by the port antenna before being lost by the starboard 
antenna. This process continues until the roll reaches 
about -90 degrees in Figure 4.2f. At this time, all seven 
satellites in view are tracked only by the starboard 
antenna. During this bank to the left, all of those satellites 
were continuously tracked by a single or both antennas. 
The cycles ambiguity estimates were therefore maintained 
throughout the bank. 
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The model was then returned to level "flight" and then 
rolled 90 degrees to the right. For the duration of this test, 
kinematic positioning was maintained. Interestingly, at a 
roll of 90 degrees, the GPS attitude solution was lost. 
Typically, GPS attitude is more robust than GPS 
positioning, because fewer satellites are required. 
However, due to the dual positioning antennas, the 
position solution was maintained and attitude was lost. 

As the aircraft rolled about the tripod pivot, the 
positioning antennas traced out a nearly semi-circular arc. 
The kinematic position solutions for the starboard antenna 
are plotted in Figure 4.3. This north-looking view clearly 
shows the arc traced out by the antenna. A nearly 
independent measure of position can be derived from the 
attitude if the tripod pivot position and the lever arm from 
the pivot to the antenna are known. These positions were 
compared, and agreed to within 6 cm. The la position 
error is estimated to be about 2 cm. 

-0.4 -0.2 0 
East (m) 

Figure 4.3: Starboard Antenna Position 

4.2 FLIGHT TESTS 
After validating the dual antenna positioning system on 
the model aircraft, the system was flight tested on the 
Piper Dakota. The two antennas used for positioning 
were on the top and bottom of the piper instead of the 
starboard and port. 

The first flight test was conducted in the traffic pattern at 
Palo Alto Airport. During the crosswind and base turns, 
satellites were acquired on the bottom antenna. However, 
the dual antenna positioning solution was inconsistent. 
Occasionally, the Receiver Autonomous Integrity 
Monitoring (RAM) software detected a high residual 
soon after incorporating the bottom antenna into the 

solution. Phase errors greater than 5 meters were 
discovered. Errors of that size are extremely rare for 
kinematic GPS; the carrier phase error is typically less 
than a centimeter. In post processing, it was discovered 
that the error was due to a reflected signal dominating the 
signal received by the bottom antenna. Palo Alto Airport 
is situated next to the San Francisco Bay; the downwind 
leg of the standard closed pattern is over water. Water is 
a. good reflector, and satellite signals can reflect off the 
bay and into the bottom antenna. This reflected signal can 
enter the antenna at small angles from the boresight, while 
the direct signal may enter at a less favorable angle or be 
blocked by part of the aircraft. The phase error due to this 
extreme multipath scales with the altitude above the 
reflecting surface. The error profile can therefore be 
predicted from the altitude profile. Figure 4.4 shows a 
comparison between the predicted multipath profile and 
the observed phase error profile. The correlation of the 
two profiles strongly suggests that the bottom antenna was 
receiving a reflection from the bay. 

This phenomenon does not preclude using a bottom 
antenna for acquiring satellite signals. Care must be taken 
to ensure that the direct signal is dominant before using 
the satellite. These precautions can be taken both at the 
signal processing level and in the positioning software. 

To reduce the impact of multipath on the remaining dual 
antenna flight tests, the trials were conducted over land. 
Similar multipath problems were not encountered. 

For the next flight test, a series of steep turns were 
performed over the Stanford campus. The cycle 
ambiguities were initialized using the IBLS software. One 
Autonomous Integrity Beacon [8] was placed on campus 
for this purpose. After solving for the cycle ambiguities, 
the aircraft position was known to the centimeter level. 
The steep turns then commenced, and satellites were 
acquired through the bottom antenna on several occasions. 
During one turn, a satellite was continuously tracked for 8 
seconds through the bottom antenna. Figure 4.5 shows the 
geometry at one time during that period. Note that the 
borderline between antennas now separates satellites with 
line-of-sight components toward the top of the plane from 
those with line-of-sight components toward the bottom of 
the plane; an 'o' means the satellite is tracked on the top 
antenna and an 'x' means it is tracked on the bottom 
antenna. In the figure, the aircraft heading is northwest 
and its roll is -32 degrees. Six satellites were tracked on 
the top antenna and one was tracked on the bottom. To 
quantify the dual antenna positioning performance, this 8 
second period was post-processed and single antenna 
position solutions were compared with dual antenna 
solutions. The traditional single antenna software used 
the six satellites tracked on the top antenna to generate a 
centimeter-level trajectory.   The dual antenna software 
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Figure 4.4: Evidence of Reflection Dominating Received Signal 

was then used to calculate the same trajectory using 
carrier phases measured from both antennas. To simulate 
poor satellite geometry, three of the top satellites were 
removed from the dual antenna solution. Therefore, the 
dual antenna trajectory used three top satellites and the 
bottom satellite. Before the bottom satellite was lost, the 
three top satellites were reintroduced. Figure 4.6 shows 
the difference between the single and dual antenna 
trajectories. From this comparison, it can be seen that the 
bottom antenna can be used to provide centimeter-level 
accuracy in the event that the top antenna satellite 
geometry is poor. 

N 

Wi 

5.0 CONCLUSIONS 
• Centimeter-level kinematic positioning was 
demonstrated in flight using two opposing antennas. With 
the appropriate hardware, nearly An steradian visibility 
should be attainable using opposing antennas. 

• Multiple antennas can greatly improve the availability 
and continuity of GPS positioning in banked turns without 
a large increase in expense. This improvement may be 
significant for applications such as curved approaches. 

• Navigation in mountainous areas, at high latitudes, and 
during times of satellite failures is particularly reliant on 
maintaining continuous lock on all satellites in view. It is 
under these conditions that aircraft can benefit the most 
from multiple antenna positioning. 

• Ideal applications for multiple antenna positioning are 
systems that already have multiple antennas: 

• Integrated positioning and attitude for spacecraft [9] 
and aircraft. 
• The Integrity Beacon Landing System. 

• Multipath from the ground can be more severe when 
antennas are not oriented vertically. Care should be taken 
to ensure that the direct signal dominates the received 
signal. 

Figure 4.5: Az/El Plot of Satellite Tracking Status 

x:bottom antenna, o:top antenna 
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Figure 4.6: Comparison of Single and Dual Antenna Positioning 
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ABSTRACT 

Real-time Kinematic (RTK) surveying is now established 
as a reliable field technique, and has been commercially 
available since 1993. Combining both GPS and radio 
modem technologies, processing to yield baseline vectors 
can occur in real-time. This results in substantial 
increases in productivity when compared with traditional 
Kinematic and Static GPS techniques which require the 
downloading of stored GPS observables from two or 
more receivers and time consuming post-processing. 
Accuracies at the centimeter level are typical. 

Differential GPS (DGPS) achieves accuracies at the sub- 
meter level with high performance receivers. Although 
less accurate that RTK, there is no requirement to 
initialize the system (resolve integer wavelength 
ambiguities), allowing operation over longer baselines. In 
fact, both RTK and DGPS are differential systems with 

different levels of accuracy and operational consfraints. 
However, DGPS has one big advantage from a customer 
viewpoint— the communication link provides differential 
corrections based on the RTCM-104 standard. This 
allows equipment from different manufacturers to be 
combined in a network comprising reference and rover 
receivers. The first RTK systems had to use proprietary 
data formats to allow double-difference carrier phase 
processing. These proprietary formats can be very 
efficient from a data communications standpoint, but are 
inherently manufacturer dependent. 

A system is described which achieves similar positioning 
performance to an existing RTK product, the GPS Total 
Station™, while using Version 2.1 of the RTCM-104 
standard. While adhering to this industry standard, some 
new and interesting possibilities unfold. The system is 
capable of transmitting traditional RTCM DGPS 
corrections together with RTK-style messages on the 
same RTCM radio link. This provides a service for both 
RTCM DGPS and RTK users. Of course, if radio modem 
bandwidth (baud rate) restrictions are a problem, only 
those RTCM messages required for RTK operation should 
be selected for survey applications. As compared to 
DGPS, the effects of Selective Availability (SA) are 
reduced for RTK by time-synchronized double- 
differenced processing. 

The implementation of RTCM-104 Version 2.1 is 
discussed in an enhanced version of the GPS Total 
Station™ . Problems in Version 2.1 which affect RTK 
are highlighted, together with proven methods to alleviate 
these limitations. An application is described in which the 
system is being successfully used to provide both an 
RTCM DGPS and RTK service with a single 
communication link. 
INTRODUCTION 

' Denotes a Trade Mark of Trimble Navigation Ltd. 
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A simple illustration of a differential (RTCM or RTK) 
system is shown in Figure 1. Note that the system consists 
of a reference (or base) station, a rover, and a data link 
between the two. Typically the data link is one way: raw 
measurements, or measurement corrections, are sent from 
the reference station to the rover. 

Figure 1: RTCM System 

Until recently the application of RTK techniques to 
navigation and survey required the use of proprietary 
communications protocols developed by individual 
manufacturers. The new standard will accentuate the 
growth of RTK especially for navigation. Users will have 
the potential to take advantage of the economies derived 
from using a single reference station and a single 
communications channel in a combined differential and 
RTK network. 

The RTCM SC-104 committee has described a set of 
messages to support RTK solutions at the Rover. These 
are Types 18, 19, 20, and 21. Types 18 and 19 provide 
uncorrected carrier phase and uncorrected pseudorange 
measurements respectively. Types 20 and 21 provide 
carrier phase and pseudorange corrections respectively. A 
typical Reference Station transmits 18 and 19 or 20 and 
21 at the discretion of the service provider. In addition, 
an RTK solution requires the transmission of a Type 3 
(Reference Station Coordinates).   The original intent of 

the duplicate message sets was to allow for smaller 
messages by using corrections as delineated in Types 20 
and 21. Unfortunately these messages are identical in size 
per satellite as Types 18 and 19. So no reduction in 
communications channel bandwidth is available through 
the use of these messages. 

Until now neither set of these messages has been used by 
a commercial manufacturer of GPS equipment for the 
provision of RTK services. Trimble has chosen to 
implement Types 18 and 19 in their RTCM V2.1 
compatible Reference Stations. The format of these 
message types is provided in Appendix 1. Types 18 and 
19 are used by Trimble's 4000SSi Rover to produce RTK 
solutions with cm accuracy with 1 or 2 updates per second 
(1 or 2 Hz). 

There are several drawbacks to the RTCM RTK system. 
Messages 18 through 21 require extensive bandwidth in 
the communications channel. Furthermore, assumptions 
relating to the base station's capabilities must be made in 
order to minimize the latency of the solution in the rover. 
There has been no provision for the extended precision of 
these RTK solutions in the base station position message. 
This means that the computed vector between the rover 
and the base is more precise than the transmitted base 
station position. Thus, using RTCM V2.1 the rover's 
position cannot be fixed as accurately as provided by 
RTK when using Trimble's proprietary format. RTK 
using RTCM V2.1 provides opportunities for commercial 
navigation. However extensions in the communications 
protocol are required to provide this utility to the 
surveyor. Finally, it is worth noting that no work has been 
published regarding the use of different manufacturer's 
equipment at the base and rover. Despite the existence of 
a common and workable communications protocol there 
still exists the need for some investigation of the effects of 
inter-receiver and antenna biases on the computation of 
RTK solutions. 

IMPLEMENTATION 

Since 1993, Trimble has provided a reliable RTK product 
in the survey market. The core RTK software in the 
4000SSi, the RTK processor, relies on phase and 
pseudorange observables transmitted from a base station 
each measurement epoch. Using this information in 
concert with similar measurements made locally at the 
rover the RTK processor generates solutions once or twice 
per second. These observables are transmitted in a 
Trimble proprietary format which is similar in content to 
that found in the RTCM Type 18 and 19 messages. Thus 
a combination of Types 18 and 19 is used in Trimble 
RTCM compatible RTK systems. RTK performance using 
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RTCM is similar to that using Trimble's proprietary data 
format since both protocols feed the same RTK engine. 
For a detailed description of the RTK system performance 
the reader is referred to [2] and [3]. 

Recently released firmware for Trimble base stations 
supporting RTK using the RTCM V2.1 format provides 
for two modes of operation: RTK Only and RTK+RTCM. 
The RTK Only mode allows the RTCM base station to 
work with bandwidth limited data conraiunications 
channels by transmitting only the RTCM Type 3, Type 18 
and Type 19 messages. This provides enough data for the 
RTCM RTK solution but does not allow for the DGPS 
solution. In RTK+RTCM mode the RTCM base station 
will generate all of the messages used for both the RTCM 
DGPS and the RTCM RTK solutions. 

The RTCM RTK system includes most of the features 
which are currently available within the GPS Total 
Station™ including Fully Automatic Ambiguity 
Resolution, often known as initialization On-The-Fly 
(OTF). This relies on the reference station providing high 
quality dual frequency observables. Alternatively, 
ambiguity resolution requires the use of an initializer plate 
or occupation of a known position. These two methods do 
not require L2 information but may be inconvenient in the 
typical RTCM system where the reference station's GPS 
antenna or a known survey mark may be inaccessible. 
Within the rover Trimble has implemented two modes of 
RTK support using the RTCM format: RTK-Ll or L1/L2. 
In LI mode the rover uses only the LI messages in the 
RTK solution. In L1/L2 mode the data from all four 
messages are fed into the RTK solution providing rapid 
and reliable OTF initialization. The rover in each of the 
RTCM RTK modes generates solutions with the same 
level of accuracy and precision as that provided when 
using Trimble's proprietary format from a similarly 
equipped base station. 

Although not contained within the current specification, 
every Trimble 4000SSi RTCM base station will transmit a 
complete set of two Type 18 messages (LI and L2) and 
two Type 19 messages (LI and L2) each measurement 
epoch. In the event that no data is available for a given 
message, the header is still transmitted for that 
measurement epoch. As explained later, the specification 
should require this. Trimble's base stations broadcast 
these messages first in any measurement epoch. 

Because of the accuracy limitation in the base station 
position message. Type 3, additional precision is needed 
for high precision RTK. Trimble has supplemented the 
Type 3 message with a Type 59 message. The Type 59 is 
a provider specific message. A single Type 59 is used to 
extend the precision of the Type 3 to 0.1 nun in the belief 

that the 1 cm resolution of the Type 3 is insufficient for 
survey applications. The RTCM SC-104 committee 
should address this issue with the adoption of a message 
type providing similar information. The format of the 
Trimble Type 59 used for this purpose is provided in 
Appendix 2. 

DATA LINK CONSIDERATIONS 

RTCM uses byte lengths of 6 bits combined to form 
words of 30 bits including 6 bits of parity information. 
Each message requires a two-word header. The RTK 
messages use another word as a sub-header and use two 
words for each satellite. These messages, type 18 and 
type 19 or type 20 and type 21, must be transmitted twice 
each measurement epoch, once with LI data and once 
with L2 data, for dual frequency base stations. Thus 8 
RTCM words (240 bits total) must be transmitted for each 
satellite. In a typical RS-232 link each word is 
transmitted as five 8 bit bytes. Thus for each satellite 
RTCM requires 40 bytes of data plus supporting structure 
in order to transmit the RTK information alone. The 
Trimble proprietary format requires much less bandwidth 
as it does not suffer from this overhead. 

It is worth noting that the RTCM differential service can 
run over relatively slow links e.g., 200 bits per second, 
using Type 9 messages in place of Type 1. The rover 
suffers only a slight degradation in position accuracy due 
to the need to propagate the differential corrections over a 
short time (up to 10 seconds). The same cannot be said 
for RTK. It is imperative to send the RTK data each 
solution epoch as reference/rover measurements must be 
synchronized to eliminate Selective Availability (SA) 
errors and maximize position accuracy. 

Tables 1, 2, and 3 below illustrate the bandwidth 
requirements on a standard RS-232 link for RTCM and 
RTCM with the RTK messages. Tables 1 and 2 provide 
the number of bytes transmitted in an epoch. Peak refers 
to the total number of bytes transmitted in the epoch 
which would include all of the messages in the table. The 
epoch following a peak epoch is likely to require fewer 
bytes, (e.g.. Type 3's are never transmitted in consecutive 
epochs unless specified by the user.) Thus some radio 
solutions may be able to contain the peak with a lower 
baud rate than that indicated. The data in Table 3 assumes 
10 bits transmitted per 8 bit data byte (1 start bit, 1 stop 
bit, no parity) and a 1 Hz update rate. The brackets 
indicate the minimum available baud rates for operation. 
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Table 1: RTCM V2.0 Bandwidth Requirements 
(bytes/epoch) 

Mehsaoe 4 SV's 8 SV's 9 SV's 12 SV'S 
Type 1 45 80 85 IS UO 
Type 2 45 80 85 |:| HO 
T>pe?      ' M) 30 30 :,?^ 30 
Peak 120 190 200 %4 250 

Table 2: RTCM V2.1 Bandwidth Requirements 
(bytes/epoch) 

Message 4 8 9 12 
Tj pel 8 LI 55 •J5 105 135 
Type 19 LI 55 95 105 135 
Type 18 LI 55 «J5 105 135 
Typii]9L2 55 95 105 135 
"type 3 30 .'0 30 30 
l\.ik(RlKOM.i) 250 410 450 . .570 
I'viik mi (.\uKrh) .uo"" s-o 620 ' VK) 

Table 3: RTCM Minimum Baud Rates 

Rl CM Mode 4 a 9 12 
Version 2 1200 2400 2400 2400' 
RTKOSLY 2400' 4800 4800 4800' 
RTCM+RTK 4X00 4800' ')60() 9600 

The amount of data sent each epoch creates another 
problem over more compact formats. A one bit error 
anywhere in the link forces a failure for the word being 
sent. This effectively nullifies the particular message in 
which the error occurred. If it is one of the four RTK 
messages then a solution may be missed for that epoch. 
The length of the RTK data using RTCM is nominally 3 
times as large as Trimble's proprietary format for 
observables alone, therefore the RTCM format is more 
susceptible to burst interference in the RTK application. 
Note that for 9 satellites the RTCM+RTK format requires 
a data link capable of 9600 baud. 

SOLUTION LATENCY CONCERNS 

Actual peak bit rates exceed the indicated baud rate. 
However some messages are not normally transmitted 
in successive measurement epochs. A radio link with 
suitable buffering may operate successfully at this rate. 
Latency may increase during peak periods. 

RTCM leaves much of the implementation to the service 
provider. One difficulty with this lies in the use of the 
RTK messages. Measurements from the reference station 
must be synchronized with those in the rover for double 
differencing processing. In any given measurement epoch 
the rover cannot know a priori which of the four RTK 

RTCM messages (18-Ll, 18-L2, 19-Ll, 19-L2) will be 
sent from the base. Thus the rover must wait until all four 
messages have been received or until the first of the next 
epoch's messages is received in order to be certain that it 
has all available information from the base. At the rover, 
solutions may be attempted in the absence of some of the 
information contained within these messages. Nothing in 
the specification dictates that all 4 messages must be 
transmitted each epoch. From the rover's standpoint this 
may increase the latency in the solution by nearly 1 
measurement epoch. 

To alleviate this problem all Trimble base stations 
transmit all four messages in sequence in each solution 
epoch. This occurs even when the base is not tracking 
satellites on L2. Also these messages are transmitted 
ahead of any other messages in the epoch. Because RTCM 
has not specified the use of these messages in the absence 
of L2 information at the base, the rover employs a more 
general scheme which will work with both Trimble and 
non-Trimble base stations. If the rover is in LI mode an 
RTK solution will be attempted after the LI messages 
have been received. In L1/L2 mode the rover will attempt 
a solution only after all four messages have been received 
from the base otherwise it will compute the DGPS 
solution for that measurement epoch. Since all Trimble 
Base Stations transmit all four messages, RTK rovers may 
determine the data available (LI and/or L2) and generate 
solutions accordingly, for each measurement epoch with 
the lowest possible latency. 

BASE STATION COORDINATES 

The RTCM standard has been designed as a navigation 
and positioning service. It leaves much to be desired by 
the professional surveyor. Very little information about 
the RTCM base station is supported in the broadcast 
standard aside from its position. This position 
information is limited to a resolution of 1 cm in WGS-84 
Cartesian X, Y, and Z. In attempting to support RTK 
applications which can provide sub-cm vectors from the 
base it needs to be extended. As stated, a Type 59 
message is used to extend the precision of the Type 3 data 
to 0.1 mm. 

For RTK operation it would be useful to know if the base 
was capable of L2 operation. This would help the 
processor decide whether to wait for L2 information from 
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the base and would simplify the mechanisms described 
above to overcome latency concerns. 
For survey applications user-controlled RTCM base 
stations are supplemented with the provider specific Type 
59 messages. Trimble's 4000SSi receivers enhance the 
base station information in the RTK mode to aid in survey 
applications. This information includes some basic status 
information, L2 capability, and the Base Station antenna 
height. 

data was logged for post-processing. The RTCM RTK 
solutions were logged using the same station points. After 
processing the logged data it was determined that the 
station to station vectors using RTCM V2.1 RTK were 
comparable to the post-processed values at the cm level. 

Finally note that Trimble has tested RTCM V2.1 with 
RTK in Toronto, Canada using a FM sub-carrier link. 
This communications channel is capable of 9600 baud and 
extended range. 

GRACEFUL DEGRADATION 

Given enough radio link bandwidth the service provider 
can transmit both the RTK message set and the DGPS 
support on the same link. One benefit of using RTCM 
with the RTK messages is the potential for a more 
graceful degradation in the position solution when there 
are interruptions in the data link. The RTK processor 
only provides a 3D solution since an altitude hold solution 
does not satisfy centimeter level survey accuracies. It is 
possible for an RTCM rover to provide a DGPS solution 
in the absence of sufficient information for RTK solutions. 
For example when tracking only 3 SV's or when the radio 
link is interrupted for a brief period (less than 10 
seconds), the RTK rover can still generate an RTCM 
differential solution. 

In particular, this may be exploited in navigation 
applications. If an RTK solution cannot be computed, the 
rover reverts automatically to DGPS (Im) positioning. Of 
course if the base station corrections are not received for 
an extended period of time then the rover will operate in 
an autonomous mode providing the C/A code position 
with an accuracy dependent upon Selective Availability 
(SA) levels. 

BASE STATION - Kobe, Japan 

The first commercially available RTCM V2.1 base station 
providing RTK services has been established near Kobe, 
Japan. This station employs a dual frequency 4000 series 
receiver. It transmits the full set of RTCM messages for 
differential and RTK applications described above as 
RTCM+RTK mode. A TrimTalk 450 radio is combined 
with a 10 watt amplifier to broadcast the RTCM V2.1 
messages. 

The base station receiver was set up to log data 
continuously providing the opportunity for post-processed 
kinematic and fast static surveys. Routes out to 10 Km 
from the base were surveyed by crews from Trimble using 
RTCM DGPS and RTCM RTK capable rovers. The 
routes were covered at least twice on different days and 

APPENDIX 1 

Outlined below are the RTCM Type 18 and Type 19 
messages used for RTK. These are described extensively 
in [1]. Note that each message is preceded by a two word 
header also described in [1]. 

Message Type 16 - Uncorrected Carrier Phase Measurements 

12 3 4 5 6 7 8 91011 1213141516 171619 20 2122 23 24 25 26 27 28 29 30 

F SP GPS TIME OF MEASUREMENT PARITY 

2 Words For Each Satellite 

12 3 4 5 6 7 8 91011 121314151617 1819 20 2122 23 24 25 26 27 28 29 30 

U 
F 

E 
c 

„ SATELLITE 
"        ID 

DATA 
QUAL. 

CUMULATIVE 
LOSS OF 

CONTINUITY 

CARRIER PHASE 
UPPER BYTE 

PARITY 

CARRIER PHASE LOWER THREE BYTES PARITY 

Where:   F indicates the frequency. 
SP are spare bit. 
H/F indicates half or full phase data. 
P/G indicates C/A or P Code data. 
R is reserved. 

Message Typo 19 - Uncorrected Pseudoranga Measurements 

12345678910 11 12131415 1617181920 21 22 23 24 25 26 27 28 29 30 

F SM GPS TIME OF MEASUREMENT PARITY 

2 Words For Each Satellite 

1 2345678910 11 12131415 16 171819 20 2122 23 24 25 26 27 28 29 30 

S E 
c R 

SATELLITE 
ID 

DATA 
QUAL. 

MULTIPATI- 
ERROR 

PSEUDORANGE 
UPPER BYTE 

PARITY 

PSEUDORANGE LOWER THREE BYTES PARITY 

Where:   F indicates the frequency. 
SM indicates the smoothing interval. 
S is a spare bit. 
P/C indicates C/A or P code data. 
R is reserved. 
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[1]. 

Massage Type 59 - Trimble Type 3 Precision Extension 

1 23456789 10 11 1213141516171819 20 21 22 23 24 25 26 27 28 29 30 

54(16) 4E(ia) 03(16) PARiTY 

DELTA X DELTA Y 
UPPER BYTE PARITY 

DELTA Y 
LOWER BYTE DELTA Z PARITY 
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ABSTRACT 

At the Institute of Geodesy and Navigation (IfEN) a 
high- precision DGPS based deformation monitoring 
system has been built-up. It is called DREAMS 
(Differential REAhiime Monitoring System) and has the 
capability to monitor continuously all kinds of man-made 
and natural structures where the early detection of 
possible movements may prevent disasters. Its main 
objective is not only to allow the user to watch the time- 
line updated in real-time on the screen, but more 
important, it gives him a tool at hand that supports him in 
deciding in or near real-time whether the monitored 
object has moved significantly or not. 
The software is currently available as a standard DOS 
application. Due to DOS memory limitations the 
software has been ported to LINUX (a PC UNIX) using 
the same hardware as for the DOS version and it will be 
soon available for Windows NT and the upcoming 
Windows 95. So there are no limitations for future 
applications or larger networks that may need more 
memory or computing power. Also the use of 
multiprocessor systems is possible. 

First results obtained with this new system have proven 
its high precision. Initial tests were carried out using two 
stations. In order to generate a vertical deformation, the 
receiver of the monitor station was fixed on a slide for 
precise 3D movements. The collected and evaluated data 
show that the system is capable of reaching the 
millimeter level accuracy and better. 
This new system overcomes the disadvantages of the 
post-mission static GPS analysis concept commonly used 
and might gain more insights into the short-time 
behaviour of deformation objects. This is especially due 
to its real-time capabilities, the high portability and the 
high update rates (up to 20 Hz). 
This paper presents this new sophisticated system, 
outiines the algorithms, the software and hardware 
architecture as well as reports from first experiences in 
the field. 

INTRODUCTION 

In surveying and geodesy we are trying to measure the 
exact position of a point in the field or of an object that is 
moving. Nowadays this is usually done using GPS space 
techniques. For most applications it is not necessary to 
evaluate the conducted measurements in real-time. This 
is of course not the case if we think about the use in 
navigation on land, water or in the air. For these tasks 
real-time systems clearly have to be used since it is 
necessary to determine the exact position and velocity of 
a vehicle immediately after the measurements are 
conducted by the sensors. 
So it is not surprising that a real-time system is employed 
in fields where man, nature, buildings or structures are in 
danger. It is even possible to use it in areas where the 
collapse of manmade engineering objects could lead to 
destruction or natural disasters. But also the application 
of such a system in conjunction with the observation of 
volcanoes and earthquake areas comes to mind. The 
range of applications is wide and this new monitoring 
system has great advantages compared to traditional 
systems like surveying robots, theodolite and levelling 
instruments or terrestrial photogrammetry, since it 
overcomes the disadvantages all these systems have in 
common. These disadvantages are: 
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• the long time intervals between the measurements 
(days or months) 

• averaging of data over too long time spans (often 
some hours are smoothed which leads to smoothing 
effects that could hide real movements of the stations) 

• batch mode analysis (data is collected, transmitted to 
a computer center and evaluated a few hours later). 

It is mainly due to the first point that the International 
Commission for Large Dams [ICOLD, 1988] considered 
those contemporary surveying techniques to be of only 
limited importance for monitoring purposes. 

It should be mentioned that the reasons for the 
displacement of most objects can be divided in three 
categories, 
• long term changes (depending on the season) 
• short time changes (influenced through environmental 

effects like temperature or wind, etc.) 
• the modifications in the load and changes of the 

material of the building and respectively in the 
structure of rocks or the earth around the observed 
point. 

The third point is of our main interest since changes there 
can lead to permanent changes in the position of the 
object under investigation. 

Fig. 1 Monitor station on top of a pillar 

SYSTEM DESIGN 

The overall goals of the system are to be flexible in 
applications, easy to install and maintain, and to be 
highly variable in configuring the system. In order to 
fulfill these objectives for a deformation monitoring 
system like DREAMS a lot of integration work of 
standard hardware components together with a custom- 
made design was undertaken. This is also true for the 
development cycle of the software. Originally based on 
MS-DOS it is now running under the standard GUI MS- 
Windows and already under Windows 95 utilizing 
features as its 32-bit capability. 

System Overview 

In order to design the system to be as flexible as possible 
we have developed two different types of stations. This is 
important for applications where fast installation and 
independence Irom data connections by wire are main 
goals. The prediction of volcano eruptions is one of these 
applicafions. 
The stations that are placed at the observed points are the 
so-called monitor stations. The major advantage is their 
compact design and ease in use. Fig. 1 and Fig. 2 show 
the monitor station and its hardware components. 
At the central control point a network master station is 
installed (see Fig. 3). It serves as DGPS reference station 
and is responsible for computing the position deviations 
and the visualization of the results. There the computing 
load is high since the stations of the whole network are 

Fig. 2 Monitor station (details) 
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Fig. 3 Network master station 

processed. As a rule of thumb you need ten times more 
time for processing 10 stations compared to 2 stations. 

Hardware Architecture 

Common to both type of stations is the housing for the 
GPS receiver and the telemetry. It is a so-called „black 
box", which has some connectors on its back and all 

other components are hidden inside. 
Its size is about 10 cm x 20 cm x 
30 cm. Fig. 1 and Fig. 2 show the box 
together with some other components 
including the telemetry antenna. The 
box is sealed against dust and water 
using a sealing ring. This protects it 
against harsh environmental 
conditions. To make sure that the 
plugs are also sealed, MIL-connectors 
are used. The connectors are as 
follows: 
• serial port 1 (connection line to 

PC) 
• serial   port   2    (connection   to 

telemetry) 
• telemetry antenna 
• GPS antenna 
• power supply (12V) 

)   Inside the box are the GPS receiver 
card,   the   telemetry,   a   backplane 
connecting these two components and 
a power conversion module. In detail 
these parts are 

GPS receiver card, at present NovAtel GPSCard 
(OEM Performance series), Li only, 12 channels 
telemetry, 10 W HF output, halfduplex 
power conversion (input: 12V, output: +12V, +5V) 

Jl 
Decoder 

_ 
Carrier phase corrections 

^        ._. 
RTCM or proprietary format 

^         Single Board PC Decoder 

User Interface 

GPS Recv 

•   Decoder   !■', - 

; Processing ■ 

Visualization 

Monitor Station 

I Telemetry 

I Decoder 

Network Master Station 

Monitor 

Fig. 4 Overview system modules and data flow 
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Network master station 

At the network master station (which, of course, can be 
also in a different location as the reference station) a 
powerful PC is necessary in addition to the black box. 
Therefore a 80486 PC is currently used. It may be 
replaced by a Pentium system to take into account the 
amount of data that has to be processed and evaluated 
with higher data rates of 10 or 20 Hz. 

Monitor station 

The black box of the monitor station includes in addition 
to the above-mentioned parts an industrial single-board 
computer of type 80486 (low power version) in 
conjunction with a 2.5" fixed disk. The disk is used to 
store the collected data temporarily. 

Software Architecture 

Since some effort has been undertaken in developing the 
software system it was fairly simple to adapt it for the 
MS-Windows operating system (see below). Its structure 
is based on an object-oriented design. The system is 
devided in three specialiced groups utilizing one 
common data interface: 
• I/O   modules   (hardware   and   operating   system 

dependent) 
• processing and data management 
• visualization and user interface. 

This concept is supported utilizing the object-oriented 
programming language C++. This is especially useful 
when developing large software systems as it is the case 
with DREAMS. It is therefore easy to write extensions to 
the software without changing anything within other code 
modules and classes. 
Fig. 4 depicts the main system components and shows 
the data flow from the monitor stations to the master 
station and within the modules itself. 

Network master station 

As mentioned above the software at the network master 
station was originally developed for MS-DOS. Since the 
software was planned to be easy to use, to be 
configurable and to be unlimited in possible extensions it 
was decided to move towards developments for the 
family of MS-Windows operating systems. 
Fig. 5 shows the main computing cycle. It is incorporated 
into the main processing module that is responsible for 
Kalman-filtering, smoothing of the raw data and 
ambiguity fixing. 

read new satellite data at network 
master station and monitor station 

A 
synchronize incoming data 

detemnlne satellite coordinates 

correct measured phase/ranges 
for atmospheric effects 

remove sats with low elevation 

define reference satellite 

check for cycle slips 
recompute ambiguities 

determine model coefficients 

^ 
update Kalman-fiiter 

visualize results 

Fig. 5 Main computing cycle at network master 
station 

The system can be run in real-time as well as in post- 
processing mode. To achieve this only an entry in the 
program's initialization file must be changed. In post- 
processing the same algorithms as for the real-time 
version are used but reading data from disk files instead 
of collecting it through the serial port. 
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Fig. 6 DREAMS for Windows (Screen siiot) 
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Monitor station 

At the monitor stations the necessary software 
components like the serial-port interface module or the 
module for computing the carrier phase corrections are 
designed for MS-DOS. This is due to the fact that the 
hardware at these stations is based on a slower processor 
which reduces power consumption. Nevertheless the 
main architecture can be compared to that of the master 
station. The biggest difference hes in the module 
accessing the serial port. In comparison to Windows this 
process is not based on a device driver. 
The monitor station is mainly responsible for 
• decoding of received data 
• calculation      of      carrier      phase      corrections 

[Blomenhofer-Taveira and Hein, 1993] 
• encoding for transmission via the telemetry link. 

Fig. 4 illustrates these main tasks among others. 

ALGORITHMS 

The main computing routine is implemented at the 
network master station. It is included in the processing 
module and conducts all computations necessary for the 
position solution. Furthermore it is responsible for fixing 
the integer ambiguities and updating the Kalman filter. 
The computed position is smoothed using a lowpass 
filter. 

Observation Model and Kalman filtering 

The applied model incorporated in the Kalman filter is 
the double difference model using carrier phase 
observations. The simplified observation equation can be 
written as 

3>i'B(t) = ^Pi^B(t)+N^AB+e^AB(t) (1) 

where    ^     measured carrier phase (cycles) 
X     Li wavelength 
p      geometric distance between satellite and 

receiver 
N     integer ambiguity 
e      measurement noise, atmospheric 

influences, multipath 
AB    single difference between receiver A and 

B 
^^     single difference between satellite j and k 

This equation is linearized and included in the equation 
system used for Kalman filtering. 

Since DREAMS is very flexible in its operation the user 
can choose between two alternatives in the modeling of 
the Kalman filter. This is done by changing an entry in 
the program's initialization file. The two choices adapt 

the behaviour of the system to the users needs by 
modifying some parameters in the Kalman filter design. 
These two different operating modes are 
(1) filtered (smoothed) position data (most of the noise in 

the higher fi-equencies is canceled out), but longer 
reaction times if the position of the receiver changes. 
Applications: Observation over longer time spans or 
objects with small variations in position 

(2) raw (vertical) position data with fast reaction to any 
movements of the receiver (disadvantage: more noise 
on the output data). 
Applications: Investigations into short-time behaviour 
(e.g. bridge loading) 

Ambiguity fixing 

During the initialization of the system the integer 
ambiguities have to be solved. This is usually done using 
known approximate coordinates of all positions under 
investigation. It is sufficient to have these coordinates to 
an accuracy of a few centimeters. If the coordinates of all 
stations are unknown, a ftill initialization process takes 
place. In order to achieve this, pseudorange observations 
(and phase-smoothed pseudoranges) are included in the 
equation system to establish approximate values for the 
coordinates of the monitor stations. Then the ambiguity 
space is searched to determine the correct integer 
ambiguities and the positions of the monitor stations. 
In case that the approximate coordinates of all stations 
are known we can apply equation (2) to solve for the 
unknown integer ambiguities. The measurement noise e 
is set to 0 and we solve the equation system for N instead 
of p. 

Ni^B=<(t)-^pj^B(t) (2) 

This leads to a floating-point solution of the ambiguities. 
Since we know the positions of the receivers within a few 
centimeters we can fix the ambiguities to integer values 
by taking their absolute value. Utilizing this technique we 
have the full accuracy of the system after the first epoch 
of collecting data. 

There are two ways of checking for cycle slips. Firstly by 
using the Kalman filter, and secondly, in a process 
described below, before doing the position update. The 
second possibility can be applied since we assume that 
the position of the receiver changes only within a few 
millimeters or centimeters from epoch to epoch. The 
main processing module computes the ambiguities for 
each epoch new, using equation (2) above. So the old 
ambiguities (for the last epoch) can be compared with the 
new ones. If the difference between these two values is 
more than 1/2 cycle, the old value has to be replaced with 
the new one. The new value is then used to revise the 
equation system used for the Kalman filter update. 

1471 



Low-pass filtering TESTS AND RESULTS 

Unfortunately the data collected by the receivers are not 
free of errors. This is due to various error sources that 
introduce noise into the data. In order to improve the 
accuracy of the computed position solutions we have 
incorporated a low-pass filter in the processing module. 
In order to find the correct frequency range that contains 
still measurement information and to define a cutoff 
frequency over which the higher frequencies (this is the 
noise) are absorbed, some analysis on the collected data 
had to be done. For this task a FFT-analysis was 
performed and showed that most of these oscillations are 
in the range of „higher" frequencies, say 10"^ to 1 Hz (see 
Fig. 7). In the test data set no periodicity was found in the 
noisy part of the unfiltered position deviation 
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Fig. 7 Spectrum of unfiltered vertical position 
deviation 

Currently we are experimenting with FIR (finite impulse 
response) low-pass filters using windows of 15 samples 
and cutoff-frequencies between 10"^ and 10"' Hz. Fig. 8 
shows the block diagram of such a FIR low-pass. 
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N 

x*(n) = Xh(k)-x(n-k) 
k=0 

Fig. 8 Low-pass filter design 
(Note: h are filter coefficients) 

The developed system has been tested under various 
conditions. 
Fig. 9 presents the scenario where all the tests have been 
done. 6 pillars are available on which the GPS antennae 
are mounted. This enables us to repeat the measurements 
at exactly the same positions. The pillars are equipped 
for center mounting of the antennae. As Fig. 9 shows, the 
pillars are affected by multipath since they stand close to 
the institute building and next to the frees in the south 
and east. Power supply and serial port plugs are available 
at the pillars. The serial ports of the pillars are available 
inside the institute building. This gives easy access to the 
control of the stations mounted on top of the pillars. 

institute 
building 

Fig. 9 test scenario 

The coordinates of the pillars are known precisely so it is 
possible to solve the integer ambiguities during the 
initialisation period of the software within one to two 
epochs. If a cycle-slip occurs or a new satellite rises and 
is going to be included in the measurements equation 
system, the system computes the new integer ambiguities 
directly without searching the ambiguity space. The 
algorithm is described above. 

All the tests were done using the simplest configuration 
possible. The setup consisted of the network master 
station and one monitor station. This was done to test the 
accuracy and reliability of the algorithms and not to see 
how many stations the master station and the software is 
capable of handling. 
To verify the accuracy of the hard- and software the 
stations were put on top of two of the pillars in front of 
our institute. The master station was on pillar 6 and the 
monitor station on pillar 3. These two pillars and so 
therefore the stations, represent the longest possible 
baseline which is about 14.70 m. The antennae were 
fixed (static observation). This was in order to show the 
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Fig. 10 Measurement noise of static observation (position deviation in Latitude, Longitude, Height) 
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Fig. 11 Measurement noise of static observation (baseline pillar 6 - pillar 3) 

noise level of the computed baseline without any 
movements. 
Fig. 10 shows the typical noise level of DGPS derived 
coordinate components. As Frei reports [Frei et al, 1993; 
Table 1] this noise may be in the range of 1 to 3 mm 
depending on the quality of the carrier phase 
observations. Affected by the multipath environment the 
noise level at our site is quite high. It is expected to be 
reduced by the factor 2 to 3 if operating in a more open 
area without buildings or trees around. 

To test the main goal of the system, that is to show 
vertical position changes applied to the monitor station, 

the system was also tested in reaction to a generated 
movement. The master station was fixed on top of pillar 
6 as in the static test. The receiver of the monitor station 
was mounted on a slide allowing us to generate precise 
three-dimensional movements down to 0.01 mm. 
Thereby, some insights into the behaviour of the system 
could be gained, especially with respect to the detection 
and verification of the correct position change of the 
receiver at the monitor station. 
As you can see in Fig. 12 the observation started at the 
epoch 568800 on September 2, 1995. The position of the 
monitor station's antenna was changed at the epoch 
569100 for about 5 cm. The software followed this 
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movement within a few seconds. The time delay of the 
monitoring system's response to the generated antenna 
position change is due to the characteristics of the used 
low-pass filter. After 250 seconds, so at epoch 569350, 
the antenna was moved back to its startup position. Fig. 
12 shows the position of all three coordinates over time. 
The true position is the shaded line. Fig. 13 shows the 
observed position change of the baseline in relation to the 
generated one. 
To reduce the before mentioned multipath effects 
introduced by the difficult placement of the pillars we 

have tested the system using choke ring ground planes on 
both stations. 
The update rate for all tests was 1 Hz. In the near future 
we are planning to test the system with a higher update 
rate of 10 to 20 Hz (possible applications: oscillations of 
bridges, etc.). This higher update rate leads to much more 
data which has to be collected and to a higher computing 
load at the network master station. Hence it might be 
neccessary to use a faster machine like an Intel Pentium 
processor at the master station, especially if the network 
consists of more than a few monitor stations. 

E 
E 

E 
E 

569000 569500 570000 

Fig. 12 Observation of generated position change (position deviation in Latitude, Longitude, 
Height; shaded areas show the true position and indicate the noise level of the 

measurement) 
(Note: This data set is heavily corrupted by multipath of the nearby building wall; for the tests 

receivers with 3-4 mm phase noise were used (this is fairly bad compared to an excellent 
receiver with about 1.3 mm phase noise)) 
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Fig. 13 Observation of generated position change (baseline) 
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CONCLUSION 

At the current point of research we may state that real- 
time deformation monitoring has several advantages 
compared to off-hne techniques or batch processing. 
Among these we like to outline the possibility of reacting 
immediately in cases of danger for man or nature. This 
would not be possible without continuous monitoring. 
The deformation monitoring system DREAMS provides 
these features combined with high accuracy to the user. 
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ABSTRACT 

Real-time marine navigation has been available for 
some time to metre level accuracy, recent advances in 
GPS technology have allowed centimetre accuracies in 
real-time. The ability to obtain this order of accuracy 
in real-time has increased the number of possible 
applications, and is achieved by processing the GPS 
carrier phase observable. 
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Dipl.-Ing. Urs Miiller 
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This paper describes typical marine applications where 
centimetre accuracy three-dimensional co-ordinates 
are required in real-time. The Leica System 300 with 
RT-SKI was deemed as a suitable system to fulfill the 
requirements of such marine applications. Each of the 
components of the system are analysed and the results 
firom two different surveys will be presented. The 
results shown highlight the suitability of the Leica 
System to provide precise real-time marine navigation. 

INTRODUCTION 

Real-time GPS surveying to centimetre accuracy has 
been an important advance in GPS technology. Many 
advantages can be realised by obtaining position and 
quality information in the field. No longer is it 
necessary to wait until post-processed results are 
computed after the survey has been completed. This is 
making the technology applicable to many more 
applications. 

Further more, with real-time positioning you can avoid 
the scenario of expensive re-surveying of points where 
it was discovered in the office that the required 
accuracy was not obtained. 

Having the fimctionality to be able to obtain 
centimetre co-ordinates in real-time makes GPS 
technology available to an increasing number of 
applications. Standards such as NMEA (National 
Marine Electronics Association) for the output of co- 
ordinates and quality indicators allow GPS to be 
integrated with a large variety of existing equipment. 

REAL-TIME SYSTEM COMPONENTS 

Like traditional GPS surveying, real-time requires a 
reference station and one or many roving stations. The 
fimdamental difference between real-time and post- 
processed GPS is that data is merged and processed 
during the survey in the real-time configuration, and 
in post-processing it is merged and processed after the 
field work has been completed. The real-time scenario 
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therefore requires that radio modems are present to 
transfer GPS observations from the reference station to 
the roving station. In addition, the roving station 
requires the software infrastructure to process these 
reference station and roving station observations to 
produce co-ordinates with centimetre accuracy and 
also a realistic assessment of their quality. 

The observations from one reference station can be 
utilised by many rovers who are operating in the 
vicinity of the reference station's radio transmission 
range. At each of the roving stations only one person 
is required to conduct the survey, and can co-ordinate 
points with high efficiency. 

To ensure successful real-time GPS surveying, GPS 
sensors which provide highly accurate phase and code 
observations are required. The Leica SR399 sensor is 
an example of a sensor which has such qualities by 
providing full wavelength LI and L2 phase 
measurements and independent C/A, PI and P2 code 
measurements. The data processing scheme used to 
process these observations has to be highly efficient to 
satisfy the constraints of real-time applications. In 
order to provide centimetre accuracy the integer 
ambiguities introduced by using that phase observable 
must be resolved. A resolution technique which 
requires minimal computation time and produces a 
reliable result is mandatory. Hatch and Euler [1994] 
describe the efficient technique adopted by Leica AG 
for the ambiguity resolution task in RT-SKI. 

In order to highlight the hardware components 
necessary to conduct a real-time GPS survey, Figure 1 
and Figure 2 are included. Figure 1 shows the 
reference station configuration, and Figure 2 shows 
the roving station configuration. 

Radio Antenna 

Antenna adaptor 

with integral cable 

Dual Frequency 

GPS Sensor 

Radio modem in 

weatlterproofbox 

Battery 

Controller 

J 
Figure 1    Reference station real-time configuration. 

Figure 2   Roving station real-time configuration. 

Those familiar with the standard post-processed Leica 
equipment configuration will notice that the only 
addition is the inclusion of the radio modem and its 
associated antenna. Operation of the system is via the 
familiar controller and operation procedure. 

REAL-TIME SYSTEM OPERATION 

Conducting a real-time survey is identical to 
conducting a survey which will be processed after data 
collection. The measurement techniques available for 
real-time include: 

• Rapid Static, 
• Stop and Go and 
• Kinematic 

Rapid Static: the roving receiver remains stationary at 
the unknown point until enough data has been 
collected to solve for the integer ambiguities. Upon 
successfiil resolution of the ambiguities, and hence 
station co-ordinates, the user can move to the next 
point. Typically just a few minutes is required for 
ambiguity resolution. 

Stop and Go: after an initial Rapid Static initialisation 
the user can move to unknown points, with continuous 
tracking to at least four satellites. At each subsequent 
unknown point the user is required to hold the antenna 
still over the point for a few seconds and the software 
will compute the average position of the occupation. 

Kinematic: can be achieved by a Rapid Static or 
Known Point initialisation (SR299/SR399), or with a 
"on-the-fly" initialisation (SR399) [Leica AG, 1995a]. 
After initialisafion, upon each measurement update the 
trajectory of the rover is obtained to centimetre 
accuracy. To record specific points a time-tag can be 
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used, either as you move past the point or, by 
occupying it directly. 

In all real-time positioning modes the raw data can 
also be collected at the reference and roving stations 
and processed at the completion of the survey. Real- 
time co-ordinates and/or observations can be either 
stored internally in the controller or on 
interchangeable memory cards. In addition, if the 
CR244 or CR344 controllers are used the Leica Open 
Survey World'"''** concept which enables the 
combination of GPS and TPS (Theodolite Positioning 
Systems) technologies can be used. 

The SKI software provides the necessary infrastructure 
to post-process the GPS observations. SKI provides a 
seamless platform to import co-ordinates collected 
from a real-time survey and combine them with results 
obtained from other real-time or post-processed 
surveys. 

REAL-TIME SURVEY: Lake Constance 

A real-time GPS survey was conducted on Tuesday 8"" 
August 1995 on Lake Constance. Lake Constance is 
located about 20km north-west of Heerbrugg, and has 
three countries which border its shores, Switzerland, 
Austria and Germany. 

The survey comprised of using two SR399 sensors 
both equipped with RT-SKI software in their 
controllers. The radios utilised to transmit 
measurements between the reference and the roving 
units were Satelline 2AS which have a transmission 
power of IWatt. 

Being a maritime application, "on-the-fly" c^ability 
was necessary to ensure that the ambiguities could be 
resolved, if necessary, in a moving environment. 

r-^'^n/tnaJLaT!!^. 

Figure 4   Reference station. 

The reference station was located on a boat pier in 
Rorschach, Switzerland. The rover was first set-up on 
a fixed point on the pier approximately 240 metres 
from the reference station. At this control point a 
Rapid Static occupation was conducted and 
ambiguities were resolved. A co-ordinate quality of 
3cm was set as the threshold before completion of 
occupation was permitted. The controller provided a 
message that the required accuracy had been met and 
the rover was free to move. The roving station 
equipment was then transferred to the boat and the 
survey began. A number of loops were traversed in the 
boat. At the end of each loop the rover was returned to 
the control point on the pier to allow a comparison of 
co-ordinates. During the loops a total loss of lock was 
forced to ensure that a re-initialisation was conducted. 
Each re-initialisation procedure was conducted whilst 
"on-the-fly" and each was completed in approximately 
one minute, after which centimetre accuracy co- 
ordinates were again available. After each loop the 
control point on the pier was re-occupied. Due to the 
forced re-initialisations, each occupation produced 
independent results. The repeatability between the four 
occupations of the control point was: 

East North Height 
5mm 17mm 15mm 

Figure 3   Boat equipped with real-time system. 

Table 1   Repeatability of real-time system 

During the beginning of the survey the satellite 
geometry was poor in tiie North-South direction which 
is reflected in the larger differences in North when 
compared to East direction. Figure 5 portrays the 
satellite geometry during the survey. The Height 
component is also larger than the East difference, 
however it still reflects the accepted accuracy which is 
obtainable. 
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Figure 5    Satellite Geometry during Survey. 

Observations were broadcast from the reference station 
every 2 seconds and hence provided co-ordinates every 
2 seconds. Traveling at a velocity of approximately 10 
km/h resulted in co-ordinates being obtained every 6 
metres along the trajectory of the boat. 

The maximum distance, during this survey, between 
the reference station and roving station was 2.4 
kilometres. However, generally separations of up to 
approximately 10 kilometres can be achieved with 
real-time GPS to centimetre accuracy, providing a 
suitable radio/modem configuration is selected and 
ionospheric conditions are favourable. 

During the complete survey the raw GPS 
measurements were recorded on the PCMCIA memory 
cards in the CR344 controllers. This allowed the data 
to be post-processed, and for comparisons to be made 
with the real-time results. 

Figures 6, 7 and 8 are used to highlight the differences 
obtained after post-processing data and comparing 
results from a real-time survey. 

Difference between RT-SKI & SKI L1&L2-phase (East) 
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Figure 6    Difference in East RT-SKI and SKI Ll&L2-phase 

Difference between RT-SKI & SKI L1&L2-phase (North) 
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Figure 7   Difference in North RT-SKI and SKI Ll&L2-phase 
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Difference between RT-SKI & SKI L1&L2-phase (Height) 

g       0.000 
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Figure 8   Difference in Height RT-SKI and SKI Ll&L2-phase 

From Figure 6, 7 and 8 it can be seen that a very good 
agreement exists between the real-time and post- 
processed results. One should expect this as the same 
measurements are used, and providing all 
measurement biases are handled correctly in both 
systems then a good agreement should be seen. 

It is clear that with using real-time GPS you not only 
obtain the same results as post-processed, but you also 
have the results in the field if you need them. A 
further advantage is you don't have to process the data 
at the completion of the survey. Once back in the 

office the co-ordinates can be loaded directly into you 
CAD package to create a plan with id's and codes 
showing which features were surveyed. 

As a further example of the possible data processing 
scenarios the LI code observations measured by the 
SR399 sensor were used to compute the position of the 
boat at each epoch. Figures 9, 10 and 11 show the 
differences between post-processed LI code 
differential positioning and the results derived firom 
the real-time phase processing i.e. "the truth". 

Difference between L1&L2-pha8e and Li-code (East) 
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Figure 9   Difference in East Ll&L2-phase and Ll-code 
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Difference between L1&L2-phase and L1-code (North) 
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Figure 10   Difference in North L1 &L2-phase and L1 -code 

Difference between L1&L2-phase and Li-code (Height) 
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Figure 11    Difference in Height Ll&L2-phase and LI-code 

The results shown in figures 9, 10 and 11 highlight 
the achievable accuracies using Ll-code observations 
fi-om "state-of-the-art" receiver technology. During the 
comparison period the deviation never exceeded O.Sm 
which agrees with the product specifications for the 
Leica System 300 which state a differential code 
accuracy of 50cm (rms) in kinematic mode [Leica AG, 
1995b]. 

REAL-TIME SURVEY: Maribor 

A further application of using real-time GPS was 
conducted during the last days of July and the start of 
August 1995 on the river Drau which extends across 
Slovenia from the Austrian border to the Croatian 
border. The survey consisted of measuring 400 river 
profiles over a 80km section of the river. 

It can be seen that better agreement exists in the East 
component than compared with the North component. 
This can be attributed to the weaker satellite geometry 
in the North-South direction. As expected when using 
GPS the height component wiU also represent a 
slightly weaker accuracy. 

A Leica System 300 real-time configuration was used 
with RT-SKI to provide centimetre accuracy positions. 
Integrated with the GPS positions which were 
provided to a central computer via the NMEA format 
were echo-sounder observations to enable an accurate 
profile of the river to be captured. 

The river Drau is divided into several sections by 
means of dam walls, which change the water level 
between 9 and 33 metres. At a number of these dam 
walls turbines are located to provide hydro-electric 
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power generation. Figure 12 shows the survey vessel 
being lifted by crane from one section of the river to 
another. 

Figure 12   Moving survey vessel by crane. 

The length of the 400 river profiles varied from 70 
metres to 200 metres, depending on the width of the 
river at that point. Figure 13 shows a section of the 
river Drau with its tree lined banks. 

The river Drau is controlled at a constant height, this 
enabled checks to be applied whilst conducting the 
real-time GPS survey. To ensure the system had been 
operating correctly and that correct ambiguity 
resolution had been achieved, the height as computed 
by the real-time system was compared with the known 
values. If at any stage the height derived from GPS did 
not agree to better than 2cm from the known values, 
the power station authority was contacted to confirm 
whether a change in the water level had occurred. 
During the 9 days surveying the 400 profiles there 
were no occurrences of incorrect ambiguity resolution. 

Upon completion of the 400 profiles the combined 
GPS positions and echo-sounder height measurements 
were used to produce contour plans and longitudinal 
section of the river floor. Figure 14 shows a typical 
longitudinal section. 

Hydroelektrarno  Vuhred 

1 :1000 

".   ..1 <fa ^ i» *^ 

Figure 13    View of River Drau and survey vessel. 

The GPS positions were transformed to the local 
datum by using the "one-step" transformation. Points 
which had known co-ordinates in the local datum are 
occupied to compute the transformation parameters. 
This computation of the transformation parameters 
can be performed prior to the real-time survey using 
either real-time or post-processed GPS. Upon moving 
to a new area a new set of transformation parameters 
must be computed. 

Figure 14   Longitudinal section Drau river. 

The final plans could then be used to examine if any 
sections of the river were suffering from siltation or 
erosion. An assessment could then be made to 
determine what action should be taken to ensure the 
river continues to provide the correct environment for 
successful power generation. 

The real-time GPS system used for this survey was 
deemed to be far superior to the previous analogue 
method used. The previous method involved 
continually moving the shore theodolite station to be 
located in a suitable position. The fact that GPS does 
not require line of sight provides a distinct advantage 
over traditional techniques. Not only was the field 
work far quicker and less prone to errors, by obtaining 
the GPS results in the field eliminates any need to 
post-process the data. In the office all that is required 
is that the results obtained are introduced into a CAD 
system and the appropriate plans are created. 
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SUMMARY 

A real-time GPS system has been described in this 
paper and results have been shown which highlight 
the agreement between results obtained in the field 
and those obtain after post-processing the data. 

The ability to be able to obtain accurate co-ordinates 
and an indication of their precision in the field, makes 
GPS technology q)plicable to many applications. A 
marine applications is one such application which can 
benefit from real-time results. 

The importance of "on-the-fly" ambiguity resolution is 
especially important for applications where it is 
inconvenient to remain stationary whilst ambiguities 
are being resolved. 

A further extremely important feature of a real-time 
system is that ambiguity resolution is reliable. When 
the results are being used in real-time, it is critical that 
these results are correct. Incorrect ambiguity 
resolution will cause the derived co-ordinates given by 
the real-time system to be in error and will hence 
corrupt the survey. It is therefore considered that a 
system should only resolve ambiguities if it is certain 
they are the correct set. 

A further important feature of a real-time system is 
that when a co-ordinate is provided to the user that its 
associated co-ordinate quality is a realistic. 
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ABSTRACT 

There is no doubt that in the fumre centimeter- 
accurate GPS positioning systems will be real-time 
rather than post-processing systems. Processing 
algorithms providing these accuracies have been 
successfully implemented for years. The challenge 
today is to develop algorithms capable of working in 
real-time providing sufficient update rates on 
reasonable processors. 

Real-time systems are of interest for different 
application areas like static surveying, stop&go and 
on-the-fly positioning. Implementations for the 
specific applications are presented focusing On the 
different ambiguity resolution techniques to apply. 

The paper discusses the problematic areas with respect 
to processing speed in such a RTK system like 
ambiguity initialization, tropospheric modeling, 
ephemeris computation. Special emphasis is also made 
on the discussion of Selective Availability aspects 
related to latency problems in the radio link. 

Settmg out is a special problem to be considered with 
respect to the man-machine interface. First it is 
necessary to provide sufficient updates for a 
convenient use. Second the position prediction in this 

mode has to provide a smooth and reliable user guidance. 

Besides the system development aspects the paper 
presents the real implementation into a survey system and 
results of system tests, too. 

1 AMBIGUITY FILTERING 

1.1 Wide-Laning 

In the literature many publications on fixing the carrier 
phase ambiguities using the "Wide-Laning" method are 
found, see Landau (1993). 

with Nw widelane ambiguity 
Vi carrier phase in LI 

Wi carrier phase in L2 
At, transit time in LI 
At, transit time in L2 

fhf2 carrier frequencies in LI and L2 

For many applications this has proved a good performance 
and very short time kinematic ambiguity fixing On-The- 
Fly. 
Nevertheless, revising a huge amount of GPS data from 
different receivers, antennas, applications, problematic data 
sets  were  found.   Here,  trying  to  fix  the  wide  lane 
ambiguities with short time data lead to wrong ambiguities 
in a number of cases that cannot be tolerated for a real time 
production quality system. 
Further   inquiry   focused   on   the   muhipath   problem. 
Specially for static and low dynamics applications, typical 
for geodetic users,   an amount of error  in the code 
observable was recognized that motivated the development 
of a different ambiguity fixing process, called ambiguity 
filtering. 
Looking at a dataset influenced by an extreme multipath, 
the worst case condition can be seen. 
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Figure 1:     Extreme multipath influence on widelane 
signal 

This plot was taken from a 30° elevation satellite, 
proving multipath at even medium elevation angles. An 
important observation is, that even long time averaging 
of the wide lane doesn't ever produce the correct 
ambiguity. The mean value is off by one cycle, 
accompanied by a very small standard deviation from 
the filter used. 
Analyzing many data sets, a standard behavior of the 
systematic errors in the wide lane was observed. 

Figure 2: 

Elevation [Deg] 

Typical errors in the wide lane with 
respect to the elevation angle 

Three facts can be used for that. 

1) If you are using a receiver producing best quality 
pseudorange observations, e.g. the GEOTRACER 2200, 
minimum and maximum of the estimated ambiguities are 
modelmg the real systematic error much better than mean 
value and standard deviation from classical statistics. 

2) The multipath has a kind-of periodic behavior with a 
period in the range of some minutes. 

3) If the ambiguities are fixed, the Wide-Laning estimate 
can be monitored knowing the absolute error now. This 
feedback of known ambiguities leads to a closed loop 
model for the ambiguity fixing process. 

1.2 Dual-Frequency Phase Consistency 

An additional GPS observable can be exploited to reduce 
the number of ambiguity combinations 

with K1 ,K2    L1, L2 ambiguities 

For each Lw ambiguity derived from the Wide-Laning 
filter, some (normally  1 or 2) LI ambiguities can be 
assigned. These ambiguities can be filtered even more 
using the above formula. 
The following picture show a cross-section of GPS data 
collected. 
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The error follows a A/sin(ele) function. The majority of 
GPS data sets is sufficiently modeled by A=1.0. 
In bad multipath conditions, static data can go up to 
A=3.0. 

Elevation [Deg] 

Figure 3:     L1/L2 consistency with respect to the 
elevation angle 

The remaining problem was, how to get the best 
performance out of good-natored data without risking 
wrong results in worst-case situations. 
The solution was to assume the worst without any 
further knowledge. Then, as the system is running, 
additional analysis can be done. 

1.3 The Geometry Filter 

As all Wide-Laning and Dual-Frequency Phase 
Consistency filtering is not sufficient to leave only one set 
of carrier ambiguities, a conventional ambiguity search 
process has to be performed as well. This step is called a 
geometry filter in this context, because the former two 
filters are geometry free estimates of the ambiguities. 
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1.4 Baseline Length Dependencies 

Our first assumption was, that the systematic errors 
should be strongly influenced by the baseline length. 
Further investigations showed, that in the design range 
of the RTK system developed (up to 15 km), this is not 
significant, The biggest source of errors remains 
multipath. 
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Figure 4:     L1/L2 carrier consistency with respect to 
the baseline length 

A significant influence can not be mdicated here. 
Surprisingly, this is even true for the Dual-Frequency 
Phase Consistency. 
The remaining influence of the distance between 
moving receiver and reference station is mainly on the 
geometry filter. It is mainly caused by errors in the 
ephemeris data, model errors in the tropospheric 
corrections and ionospheric influences. 

1.5 The Ambiguity Filtering Model 

The presented filters using the Wide-Laning and the 
Dual-Frequency Consistency are fmally combined with 
the geometry filter. 

A trade-off between accuracy of the positions computed 
and the delay the user of the system sees has to be done. 

There are two possibilities: 

1) Synchronize reference data and roving receiver data. 
This gives the maximum precision and a substantial delay. 
Irritations of the user, specially in "Setting Out" operation 
results. 
2) Used the latest reference data and extrapolate them to 
the time of the roving receiver data. A certain additional 
positioning error is unavoidable. 

The former solution is necessary for the carrier phase 
ambiguity resolution process, as all errors have to be 
minimized for maximum reliability and performance. It is 
preferred for all data stored to get optimal precision. 

To investigate the effects of the latter alternative, it is 
appropriate to look at the carrier phase delta differences 
between two satellites (single receiver), thus eliminatmg the 
effects of the receiver clock error and receiver clock error 
drift. 

The errors caused by the satellite clock dithering and 
broadcast ephemeris errors (SA effects) remam. 
The following figure shows a typical situation for selective 
availability influence on the carrier phase. 
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Figure 5:      The concepmal design of the ambiguity 
filter 
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Figure 6:    SA effects on delta carrier phase differences 

In the differential case we will find that SA effects are 
completely eliminated if data of both receivers involved 
are perfectly synchronized. If the data of the two 
receivers are separated by one second the double 
differences in carrier phase show the following 
appearance. 

2 REFERENCE DATA LATENCY 

In Real-Time-Kinematic systems with centimeter level 
accuracy, a new problem comes up. The reference 
station GPS data is delayed by the telemetry connection. 
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Figure 7:    SA effects on double difference carrier 
phase measurements with 1 second 
synchronization error 

In order to accommodate for latency (synchronization 
error) effects we can model the error by using the 
linear Doppler prediction. Errors are reduced 
dramatically to a typical level of a few centimeters 
with one second latency (see figure xxxx). 

Figure 8: 
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Double difference error for one second 
latency and linear Doppler prediction 

The remaining error will grow quadratically with time 
difference, i.e. if we have an error of 2 cm with 1 
second delay we will find an error of 8 cm with 2 
second delay. 
In order to minimize the error growth we are using a 
quadratic extrapolation reducing the remaining error 
to a quasi-random behavior. 

Figure 9:    Double difference error for one second 
latency and quadratic Doppler prediction 

Compared to the linear correction the remaining error is 
now growing linearly and we find an error of 4 cm for a 
2 second delay instead of 8 cm in the example above. 

3 MINIMIZING PROCESSING TIME 

The system has to be implemented on a fairly priced 
hardware. Also, as much processing power as possible 
should be used for a comfortable user interface. Thus, the 
GPS algorithms were tuned for fast computing. 
Using sophisticated execution time profilers, the main time 
consuming parts of GPS processing were isolated. 

3.1 Tropospheric Modelmg 

A surprisingly significant amount of time was spent in the 
computation of the tropospheric delay. As this must be 
done for each computed position estimate, the number of 
evaluations can be quite high. 
Using the modified Hopfield model (Goad & Goodman, 
1974), the first observation was, that much time was spent 
computing functions with always identical arguments. The 
reason is, the meteorological data is not available, but 
accounted for by the algorithm. Partial evaluation of these 
expressions lead to a first big speedup. 
The big acceleration was the development of a table lookup 
method. A table of tropospheric corrections by elevation 
angle and receiver height was built. It is optimized for 
differential GPS applications. This means, the differential 
error between reference receiver and roving receiver 
caused by the table interpolation was limited to under a 
millimeter for a baseline length of 50 km mstead of limiting 
the absolute error. 

3.2 Ephemeris Calculation 

Another big consumer of processing power was the 
calculation of the satellite ephemeris from the Kepler orbit 
elements of the broadcast ephemeris messages. Two simple 
methods have reduced that. 
First, a high order interpolation is used for computation of 
many satellite positions in a longer time range. As 
Remondi (1989)   has explained, a 17th order polynomial 
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with time differences of 40 minutes is precise enough 
for differential carrier phase approximations. 
Second, the parts of the calculation accountmg for earth 
rotation don't have to repeated in the estimation 
process. As long as the ground position doesn't vary by 
more than about 30 meters, the satellite position stays 
virtually constant enabling one evaluation from 
pseudorange processing to final carrier phase 
positioning. 

3.3 Positioning 

More fine tuning was done on the position estimators. 
As the formalism of GPS positionmg is extremely good- 
natured and almost linear, direct matrix inversion and 
extrapolation of the expected errors reduced processing 
time. 

3.4 Ambiguity Search 

The ambiguity search using the filters as described in 
section 1 does not only enable early fixing of the 
ambiguities, the reduced number of candidates reduces 
processing time, too. The Wide-Laning and Dual- 
Frequency Phase Consistency filters require almost no 
time. Combined with efficient Geometry Filter 
unplementations (e.g. Martin-Neira et al. (1993), 
Landau&VoUath (1994), Chen&Lachapelle (1994), 
Teunissen&Tiberius (1994), even an industry standard 
handheld computer doesn't let the user wait for the end 
of processing. 

The next logical step is to guide the user of the system to 
initialize the high precision achieved without introducing 
operating errors. A good user interface is the right way to 
support the acceptance of the RTK system. Another 
advantage designed and implemented into the 
GEOTRACER RTK system is the availability of a smooth 
migration path between conventional surveying 
instruments like total stations and GPS positioning. The 
idea is to have the best tool for each application without 
changing data representation. To achieve this, the RTK 
system was designed for compatibility with total station 
data. Existing total station software can work on GPS 
results. Also, collected total station data can be processed 
by the standard GEOTRONICS postprocessing software 
GEOTRACER GPS. 

This compatibility goes as far as that the "User Defined 
Sequences" (UDS) known from GEODIMETER total 
stations, can be used in the RTK providing an efficient 
and powerful while easy to use method for customizing 
position display, data storage and real-time output. 

The productivity achieved with the RTK system has 
proved in many tests under operating conditions to be 
very high, giving as much as 100 centimeter level 
positions in one hour while havmg the certainty that phase 
accurate positioning is available at the time the 
measurement button is pressed. Much effort was spent to 
build a balanced frame work fulfilling these design rules, 
visualized in the foUowmg picture. 

4 THE GEOTRACER RTK 2100/2200 SYSTEM 

The carrier phase ambiguity fixing and positioning 
algorithms presented in this paper and others developed 
at terraSat were combined with an easy-to-handle user 
interface. 
The result are the GEOTRACER RTK systems 
21(X)/2200 giving the user the choice between a low 
cost single LI and an advanced dual frequency system. 
As the user interface is identical for both systems, the 
upgrade path and mixed systems are available. This 
includes combination with GEODIMETER total 
stations, as data compatibility is guaranteed. 
Even the proved User Defmed Sequences (UDS) of 
GEODIMETER can be used. 

/ 

optimized 
Productivity 

Intuitive 
User Interface 

Reliability, 
Reliability, 
Reliability, 

PrecisioRii 

Programmable 
System 

Figure 10: GEOTRACER RTK design rules 

4.1 Design Goals 

The central design rule for an accepted geodetic and 
general purpose positioning tool must always be 
reliability, a guaranteed precision of the positions 
computed. Thus, it is better to give no position than a 
wrong one. This should not be compromised by 
offering short but unreliable fixing times. 

4.2 The smgle frequency RTK system GEOTRACER 2100 
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with respect to numbers and geometry, 
length also varied between 0 and 5 km. 

The baseline 

Figure 11: The Geotracer GPS RTK system 
components 

The single frequency LI RTK system GEOTRACER 
RTK 2100 is the low cost high productivity solution for 
geodetic applications. Using mitialization techniques 
like VSFB, Short-Static, Known-Pomt, a large number 
of points can be processed in measurement of Setting- 
Out mode. The update rate of this system is 4 Hz, 
giving a real dynamic feeling of the kinematic 
positioning. 

VSFB is the acronym for Very Short Fixed Baseline 
and is a fast initialization method (in our installation 6 
seconds). It is based on a given fixed arm length of 25 
cm and a given height difference (usually zero), the 
GEOTRACER VSFB initialization does not require 
any azimuth information to initialize, it finds the 
azimuth automatically by itself. 

Performance analysis for the LI RTK system has 
shown, that real-time short-static positioning is 
achieved within 4-8 minutes in average. A lot of 
position fixes are made in 2 minutes. 

Figure 12: 
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4.3 The dual-frequency RTK system GEOTRACER 2200 
Using the advanced Z tracking technology L1/L2 receiver 
system GEOTRACER RTK 2200, ambiguity resolution 
On-The-Fly becomes the standard almost mstantaneous 
initialization method. The receiver features robust tracking 
of satellites even in strongly obstructed areas like trees or 
near buildings. 

The dual-frequency system is usually working with On- 
the-Fly ambiguity resolution techniques to initialize RTK. 
Performance analysis of different datasets have shown the 
performed given in the following figure. 

The figure shown above resulted from the analysis of 
hundreds of datasets with different satellite conditions 

88 136 188 268 

Observation Time [sec] 

Figure 13: Dual-frequency OTF performance 

The GEOTRACER RTK system shows a large amount of 
OTF fixes in 8 - 14 seconds. In average OTF 
initialization is performed in one minute. This proves the 
quality of the developed RTK positioning algorithms. 
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ABSTRACT 

Precise (centimeter level) real-time kinematic GPS 
positioning requires resolving the integer ambiguity 
parameters on-the-fly. A limiting factor for successful 
ambiguity resolution is the existing of the unmodelled 
multipath errors in both the carrier phase and the 
pseudorange measurements. Multipath errors can be 
modelled stochastically if the temporal characteristics of 
these errors are understood. This can be done by analyzing 
dual frequency data as well as data from short baselines of 
several meters apart observed under different multipath 
conditions. 

Once the temporal characteristics of the multipath errors 
are obtained and understood, they can be used to create a 
covariance model (e.g. first order Gauss-Marcov), which 
accounts for the multipath errors. In this paper, the 
multipath errors are analyzed so that their temporal 
characteristics can be obtained. The way of developing the 
covariance model is also given. 

INTRODUCTION 

Multipath is a major error source fbr real-time kinematic 
carrier phase and pseudorange applications. The presence 
of multipath error in the carrier phase and the pseudorange 
measurements becomes a limiting factor for successful 
determination of the integer ambiguity parameters. In 
real-time Differential GPS (DGPS), the existence of 
multipath errors at the reference station introduces 
significant errors for the pseudorange corrections.  The 

new 'tentative' message types 19 and 21 include multipath 
error estimate at the DGPS reference station (RTCM, 
1994). 

Multipath error occurs when the GPS signal arrives at the 
receiver antenna through different paths (Wells et al., 
1987). These different paths can be the direct line of sight 
signal and reflected signals from objects surrounding the 
receiver antenna. Multipath distorts the original signal 
through interference with the reflected signals. It affects 
both the carrier phase and pseudorange measurements, 
however, its size is much larger in the pseudorange 
measurements. It is reported by Georgiadou and 
Kleusberg (1988) that the size of the carrier phase 
multipath can reach a maximum value of a quarter of a 
cycle. The pseudorange multipath is reported to be a two 
order of magnitude larger than the carrier phase multipath 
(Qiu et al., 1994). However, with the new advances in 
the receiver technology, e.g. narrow correlator technology, 
pseudorange multipath is reduced dramatically. 

As the satellite-reflector-antenna geometry' repeats every 
sidereal day under the same environment, the presence of 
multipath errors can be verified using a day-to-day 
correlation of the adjustment residuals. On the other hand, 
multipath errors in the undifferenced pseudorange 
measurements can be identified if dual frequency 
observations are available. Once the multipath errors are 
Obtained, they can be used to generate series of 
autocovariance functions which describe the temporal 
characteristics of multipath errors. These series of 
autocovariance functions can then be used to develop 
empirical covariance models to account for multipath 
effects in a variety of operating conditions. In this paper, 
the identification of multipath errors in the cases of 
undifferenced pseudorange and double difference carrier 
phase measurements are presented. The way of developing 
the covariance model for the multipath errors in the 
undifferenced pseudorange measurements is also given. 
No attempt is made to develop a covariance model for the 
case of carrier smoothed pseudorange measurements, as the 
smoothing process introduces an artificial correlation 
which depends on the amount of smoothing being 
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performed (see e.g. Nolan et al., 1992).   Two GPS 
experiments were conducted using Trimble SSE receivers. 

IDENTIFICATION OF MULTIPATH ERRORS 

The carrier phase and pseudorange measurements can be 
expressed as follows (Wells et al., 1987): 

<I) = p + C (dt - dT) + X N - dion + dtrop +11$ + 6$    (1) 

P = p + c (dt - dT) + dion + dtrop + TIP + ep (2) 

where 4> is the observed carrier phase multiplied by the 
carrier wavelength X, P is the measured pseuitrange, p is 
the geometric range between the receiver and the GPS 
satellite, c is the speed of light, dt and dT are the offsets of 
the satellite and the receiver clocks from the GPS time, N 
is the initial integer ambiguity parameter, dion and dtrop 
are the ionospheric and tropospheric delays, T|<t) and Tip 
are the carrier phase and the pseudorange multipath errors, 
Eo and ep represent the system noise in the carrier phase 
and the pseudorange measurements re^}ectively. 

The identification of multipath error in the pseudorange 
measurements is based on the analysis of linear 
combinations of the PI pseudorange and the LI and L2 
carrier phase measurements. The first combination is 
formed by subtracting the LI carrier phase from the PI 
pseudorange: 

Pi - <I)1 = 2 dionl - A,i Ni + (Tipi - Tioi) + (epi - eoi). 
(3) 

The carrier phase multipath and the system noise in the 
carrier phase and the pseudorange measurements can be 
neglected as their values are much smaller than the 
pseudorange multipath. The ionospheric delay on LI 
carrier phase measurements, dionl> can be obtained using 
a combination of LI and L2 as follows (Webster and 
Kleusberg, 1992): 

dionl = i\ (*1 - *2) / (f^l - f^2) + f^2 (A.2 N2 - 

XiNi)/(f2i-f22) + e (4) 

where fi and f2 are the frequencies of the LI and L2 
signals, respectively. Substituting (4) into (3), an 
expression for the pseudorange multipath error can 
obtained as: 

TlPl = Pi - *1 (f^l + f^2) / (f^l - f^2) + 2 <I>2 f^2 / (f^l 
- f^2) + K (5) 

where K is a constant given by: 

K = Xi Ni - 2 i^2 (^2 N2 - ll Ni) / (f^i - ^2)-       (6) 

It should be noted that the value of K can be sit to zero 
without affecting the unbiased autocovariance function of 
the pseudorange multipath error. 

Multipath errors in the double difference carrier phase 
measurements can be obtained by analyzing the double 
difference residuals for short baselines of several meters 
apart. In this case, all errors and biases except multipath 
error and system noise cancel sufficiently. The data series, 
however, has to be long enough to avoid the artificial 
correlation introduced by the adjustment process. It was 
found that the artificial correlation resulting from the 
adjustment process is very pronounced for short data sets. 
However, it is negligible for data series of lengths longer 
than two hours (El-Rabbany and Kleusberg, 1993). 

STOCHASTIC MODELLING OF MULTIPATH 
ERRORS 

As stated earlier, the multipath data series are used to 
generate series of autocovariance functions which describe 
the temporal characteristics of multipath errors. Firstly, 
the linear trend is removed from the data series to avoid 
distortions in the estimated autocovariance functions. 
This may result in removing the linear multipath error, if 
it exists in the data. Assuming that the data represents a 
stationary random process, an unbiased estimate of the 
autocovariance function is given by: 

Cxx(x) = 
N-N 

N4'4-l 

X   x'(i)x'(i+x) 
i=0 

(7) 

where x = -L,..., -1, 0, 1 L, x'(j), j = 0, 1 N-1 is 
the data sequence with the mean removed and L is the 
maximum lag to be considered (Marple, 1987). The 
normalized autocovariance function at any lag x is defined 
as the ratio between the autocovariances at lag T and zero 
lag. 

The resulting autocovariance function is used to develop 
an empirical covariance model to account for multipath 
effect. The exponential function 

f(x) = exp(-lxl/T) (8) 

is selected to be the empirical covariance model. Where x 
is the time shift (lag) in seconds and T is the unknown 
correlation time (the 1/e point) to be determined using the 
least squares technique. 

RESULTS FOR TEST DATA 

Two GPS data sets observed under different multipath 
conditions were analyzed to develop the empirical 
covariance model which accounts for the LI pseudorange 
multipath error.   The first data set was observed in 
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Norway on 16 February 1994. The receivers were placed 
in an open sport field covered with the snow. The average 
temperature was -13 C°. The second data set was 
observed in Cairo, Egypt, on 31 August 1995. The 
receivers were located close to a large metallic wall with a 
length of about 30 m and a height of about 10 m. An 
aluminum table for carrying the equipment was located 
close to the receiver antenna as well. The average 
temperature was 30 C°. Both data sets were observed 
with Trimble SSE receivers. The sampling interval was 
15 seconds and the cutoff angle was 10 degrees in both 
cases. 

Figures 1 and 2 show two examples of the LI 
pseudorange multipath errors, computed according to 
equation (5), for both data sets. The elevation and 
azimuth plots are shown in Figures 3 and 4. It can be 
seen that multipath error is much larger in the second 
case. This is expected because of the high reflections 
from the metallic wall. 
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Figure 1. LI Pseudorange Multipath Errors for SV 27 
(Norway Data) 
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Figure 2. LI Pseudorange Multipath Errors for SV 31 
(Cairo Data) 
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Figure 3. Elevation and Azimuth Plot for SV 27 
(Norway Data) 
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Figure 4. Elevation and Azimuth Plot for SV 31 (Cairo 
Data) 

The autocovariance functions for the multipath errors were 
estimated according to equation (7). Figures 5 and 6 show 
the normalized autocovariance functions for the above 
mentioned examples. It should be pointed out that the 
finitness of the data series distorts the estimated covariance 
function. As the number of lags increases, the number of 
terms used to estimate the covariance function decreases 
and the reliability in the estimated covariance function is 
reduced. To avoid this problem, only the first 25% of the 
estimated values of the covariance function was considered 
in the analysis. 

1495 



2000    4000    6000 
LAG (second) 

8000   10000 0   250 500 750 10001250150017502000 
LAG (second) 

Figure 5. Estimated Autocovariance function for LI 
Pseudorange Data (SV 27 - Nwway Data) 

Figure 7. Empirical Autocovariance function for LI 
Pseudorange Data (SV 27 - Norway Data) 
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Figure 6. Estimated Autocovariance function for LI 
Pseudorange Data (SV 31 - Cairo Data) 
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Figure 8. Empirical Autocovariance function for LI 
Pseudorange Data (S V 31 - Cairo Data) 

The Least Squares technique was applied on the estimated 
autocovariance functions for the purpose of obtaining the 
estimated parameters of the empirical covariance model 
(i.e. the correlation time in the case of the first order 
Gauss-Marcov). It was found that the correlation times 
for the different estimated autocovariance functions take 
the values between 11 and 81 seconds. Figures 7 and 8 
show the resulting empirical autocovariance functions for 
the above mentioned examples. It can be seen in these 
figures that a better Least Squares fit may be obtained if 
another empirical model, e.g. exponential cosine model, is 
applied. This, however, may complicate the adjustment 
process. 

CONCLUSIONS  AND  FUTURE  RESEARCH 

An empirical exponential covariance model which 
describes the temporal correlations of the multipath errors 
has been developed. The analysis of two different data sets 
has shown that the correlation time varies between 11 
seconds and 81 seconds. It has also been shown that a 
better fit for the estimated covariance function may be 
obtained if another empirical covariance model, e.g. 
exponential cosine, is used. 

More data sets will be analyzed in the near future in order 
to have a better understanding of the behavior of the 
multipath errors. As the multipath error of each satellite 
on the so-called cross over point is the same, developing 
an empirical crosscovariance function which describes the 
degree of similarity between the different multipath data 
series will be investigated. 
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ABSTRACT 

A high accuracy positioning system has been 
developed by combining a low cost single 
frequency C/A code GPS receiver with PC based 
processing software. The precise pseudorange 
and carrier phase observations output from a 
military specified navigation sensor, namely the 
NavSymm XR5M12, are used to produce results 
several orders of magnitude more accurate than 
the internally computed (2-3m CEP) DGPS 
solutions. The GPS software developed by 
Premier GPS Inc, offers several types of 
Kinematic GPS and Ambiguity Search processing 
algorithms suitable for a variety of applications, in 
either a real-time or a post-processing mode. 

This paper describes the observation techniques, 
data processing strategies, hardware and 

software required, and the results obtained for 
kinematic positioning in the 2-5cm, 10-30cm and 
sub-metre accuracy ranges. Results will be 
presented from both the real-time and post- 
processing systems. 

For example, a common problem in assessing the 
quality of real-time DGPS algorithms in kinematic 
trials is finding a more accurate truth. Kinematic 
GPS surveys performed in a manner to give 2- 
5cm positions can provide a cheap and 
convenient solution to this problem. This facility is 
becoming increasingly important in industry as 
survey contractors are often asked to provide 
evidence that the positions and quality indicators 
output from their systems are actually accurate 
and reliable. 

INTRODUCTION 

The differential navigational accuracy of very low 
cost GPS receivers and OEM sensors is typically 
of the order of 3-10 m CEP, depending on the 
quality of the available pseudoranges. Many of 
these GPS receivers do not attempt to track the 
phase and hence only able to output 
measurements of the doppler frequency and 
pseudorange. Apart from the receiver's internal 
measurement noise the dominant error source is 
caused by signal multipath, which can often be in 
excess of 10 metres. 

The next level of GPS receiver is aimed at the 
precise navigation market offering accuracies of 1- 
3m CEP and better. These receivers use more 
sophisticated tracking architectures such as 
phase lock loops and output more precise 
doppler frequency and pseudorange 
measurements. The greatest benefit of this class 
of receiver is that they also output carrier phase 
measurements,   sometimes   with   an   internal 
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resolution of better than 1 mm. This level of GPS 
receiver technology still has a relatively low cost, 
especially when compared to dedicated geodetic 
surveying instruments. 

Real-Time differential positioning systems which 
are made up with these higher level receivers 
usually navigate using pseudorange observations 
and the RTCM SC-104 Type 1 & 2 differential 
pseudorange correction formats. The positioning 
accuracy from such systems tends to be limited by 
the accuracy of the pseudoranges used and their 
susceptibility to multipath. Internally the precise 
carrier phase measurements are only used in the 
form of delta-range or doppler observations and 
only contribute towards the velocity states in the 
Kalman filter. 

In order to significantly improve the accuracy of 
the positioning system the precision of the carrier 
phase measurements must be used in the 
position solution. The carrier phase also has the 
benefit of suffering from negligible (a few 
centimetres at most) multipath compared to the 
pseudoranges, and can significantly help to 
reduce this existing dominant error source. 

In order to fully utilise carrier phase in the real-time 
solutions, the receiver has to do the following: 

• Communicate carrier phase information from 
the base station to the mobile. 

• Increase the number of states in the Kalman 
filter to include the carrier phase ambiguities. 

• Detect and allow for carrier phase cycle slips. 

• Perform an ambiguity resolution computation 
for the highest accuracies. 

• Have  sufficient  computing   power for  the 
above additional tasks. 

In general, all of the above requirements will be 
beyond the existing memory and processing 
capabilities of the navigation receiver concerned. 

A system has been developed by using the low 
cost GPS receivers purely as sensors to output 
raw GPS data. This is then processed by an off- 
the-shelf PC based platform with external 
software to produce real-time and post- 
processing positioning capabilities ranging from 
sub-metre to 2-3cm, depending on the survey 
techniques used. 

This paper describes the required positioning 
techniques, data processing strategies, the GPS 
sensors, the computing hardware and software, 
and   the   radio   links   required   for   kinematic 

positioning in the 2-5cm, 10-30cm and sub-metre 
accuracy ranges. Results from a high speed real- 
time trials is used to demonstrate the differences 
in accuracies obtained with the various 
techniques. 

POSITIONING   TECHNIQUES 

The accuracies available from the developed 
system varies from 1-3 m using only the 
pseudoranges down to a few centimetres by fully 
utilising the precision of the carrier phase 
measurements. The operational procedures 
become more complicated and consequently the 
system limitations become more severe as the 
desired accuracy level increases. 

The positioning techniques available in the 
system are as follows 

• Static Surveying. This mode is capable of 
geodetic quality carrier phase surveying to an 
accuracy of 1cm + 1-2ppm of the baseline 
length. The occupation times required vary 
upwards from 10 minutes, depending on the 
baseline length, number of satellites tracked 
and whether ambiguity resolution is to be 
attempted. 

• Quick Static Surveying. This technique 
is best suited for baselines less than 15km 
and typically requires only about 10 minutes 
of low PDOP data to produce accuracies of 2- 
3 cm. 

• Kinematic Positioning with 
Initialisation. This is a carrier phase based 
technique, with the carrier phase ambiguities 
being set by initialising the mobile receiver at 
a known point. Usually the position of the 
known point is computed by an initial Static or 
Quick Static survey with ambiguity resolution. 
Accuracies of 2-5 cm + 2-3 ppm are 
maintained while continuous lock is kept on at 
least 4 satellites. 

• Continuously   Kinematic   Positioning. 
This is a positioning technique where by the 
mobile receiver is assumed to never be 
stationery. The accuracy levels in this mode 
start at the 1 -3 metre accuracy of conventional 
real-time DGPS, but with time and suitable 
operating conditions can improve to an 
accuracy of about 10 cm. Under typical 
multipath conditions, and if continuous lock is 
maintained on at least 4 satellites, then sub 
metre accuracy is obtained within 1-2 
minutes,  0.5 metres in about 5 minutes, 30 

1500 



cm after 10-15 minutes and 10 cm after about 
15-20 minutes. 

DATA   PROCESSING   STRATEGIES 

Overview of Positioning Filter 

The data processing algorithms consist of a 
Kalman filter to process double differenced (DD) 
carrier phase, pseudorange and carrier phase 
based delta-range or doppler measurements. 
The state vector of unknowns consists of the 
mobile receivers position and velocity vectors and 
the DD carrier phase ambiguities. 

In this GPS filter architecture the carrier phase and 
pseudorange measurements tend to only 
contribute to the receivers position and ambiguity 
states, whereas the delta-range or doppler 
measurements tend to only contribute only to the 
velocity states. 

After processing only one epoch of data the 
carrier phase ambiguities states take values which 
are equal to the difference between the DD carrier 
phase and pseudorange measurements. As 
more data is included over consecutive epochs 
the ambiguity states become more stable and 
take values that tend to the least squares optimal 
mean of the difference between the DD 
pseudorange and DD carrier phase measurement 
for the corresponding satellites. In the absence 
of cycle slips, the ambiguities will also gain 
successively lower standard deviations with time. 

At the start of data processing, the output of the 
Kalman filter is primarily controlled by the 
pseudorange measurements, which have an rms 
noise of between 0.5 to 10 metres, depending 
on the level of multipath. However, as the DD 
ambiguity standard deviations reduce, the Kalman 
filter pays more attention to the range information 
implied from the combination of an DD ambiguity 
estimate and carrier phase measurement. 

Ambiguity   Resolution 

If the ambiguities can be resolved to their true 
integer values, they can then be constrained to 
this value in the Kalman filter solution. The quality 
of the range information now dominating the 
output of the Kalman is simply a function of the 
carrier    phase    measurement    noise. DD 
pseudorange measurements which are assigned 
a standard deviation of say, 7m, are effectively 
ignored when they are swamped by ambiguity 
resolved DD carrier phase measurements with a 
standard deviation of 20 mm. 

The DD carrier phase noise is usually in the region 
of 2 to 20 mm, depending on the baseline length 
and multipath. These measurements combined 
with a PDOP of say, 2, will give a relative 
coordinate precision of 4 to 40 mm. Resolving 
and constraining the ambiguities in this way will 
lead to the highest possible accuracies, of only a 
few centimetres plus 1-2 ppm. 

A search technique is used to find the position 
and integer ambiguity value giving the best fit to 
the carrier phase data to each satellite throughout 
the observation period. Before the best trial 
ambiguity set found is considered as being 
resolved it must satisfy a set of statistical criteria to 
ensure that it is in fact the correct set. Two basic 
types of test are used and the solution must 
satisfy both to allow ambiguity fixing. They are as 
follows: 
• The degree of fit of the best solution must be 

sufficiently good that it is believable, ie the 
implied carrier phase noise is within the 2 to 
20 mm that would be expected from such a 
solution. 

• The degree of fit of the best solution is 
statistically significantly better than its nearest 
rival. 

It is very important that the results of these 
statistical tests are adhered to strictly. A solution 
based in incorrectly fixed ambiguities may be up 
to several metres in error, yet the Kalman filter 
would be reporting centimetric accuracy. Clearly 
this is unacceptable. 

Real-Time    vs    Post-Processing 

In order to achieve the centimetric accuracies 
capable with this system, it is necessary to 
eliminate the errors introduced by SA (Selective 
Availability) orbit error (epsilon) and satellite clock 
dither which changes rapidly and at rates of up to 
1 metre/second. Post-processing systems 
overcome this problem by differencing 
simultaneously (ie within 1 millisecond) observed 
measurements at two receivers. Unfortunately, 
there is no way that this error can be computed at 
a GPS differential base station and propagated 
fonward by, say 1 second for use at the mobile 
receiver, to an accuracy of a few millimetres. 

The only way to maintain < 20mm precision in a 
real-time differential carrier phase measurement is 
to process measurements that were observed 
simultaneously. The consequence of this is that 
the mobile data has to be buffered  until the 
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corresponding base station data lias arrived and 
thus allow processing to continue. 

In essence, a real-time system should alternatively 
be described as a "near real-time post-processing 
system", in that the data is actually computed a 
short time after it was observed and published, 
say 1 second late. This positioning system does 
not tell you where you are at the time of 
publication, but where you were 1 seconds ago. 

This short delay does not cause a problem for 
many survey related applications, such as 
offshore hydrographic and seismic surveys. In 
these situations it is often far more important to 
know in real-time that a survey is producing good 
results than to know what they actually are. The 
positions will usually be recorded and combined 
with other data sources for subsequent analysis. 

Since the real-time solution is effectively a post- 
processed one in the way the algorithm works 
there is little or no accuracy difference between 
the two. The main benefit of a post-processing 
system is the removal of the data link which is 
often the most troublesome part of the system. 
Other benefits are that the data can be massaged 
to remove problem areas and can even be 
processed backwards in an attempt to overcome 
catastrophic cycle slips. In addition, many sub- 
contracted surveys specify that the raw GPS 
measurements must be recorded during real-time 
surveys to provide a traceable path to the results 
to satisfy client quality control procedures. 

A  LOW  COST  PRECISE  GPS  SENSOR 

The GPS sensors used in the system described 
are from the XR5 family of 12 channel L1 C/A 
code receivers manufactured by Navstar Systems 
Ltd in the UK and marketed under the NavSymm 
label. The XR5 contains two proprietary 6 channel 
digital tracking ASICs running in parallel giving 12 
independent tracking channels. This receiver 
design allows continuous carrier lock to be 
maintained on the satellites even under high 
dynamics. Cycle slips only tend to occur when 
the satellite signal is physically obscured. 

The XR5 publishes taw timetag, pseudorange 
and carrier phase measurements internally at 4Hz, 
and may be accessed using the Navstar's 
proprietary Data IVIonitor interface. This is a 
request / response utility which allows user 
software to access and even change many of the 
internal variables of the XR5 firmware in real-time. 
A series of pre-defined macros for the raw 
measurements  data  have  also  been   defined 

which the user can send continuously to one of 
the data ports. 

The XR5 when in DGPS mode publishes 
positions at 4Hz to an accuracy of 1-3m CEP. 
These positions are true real-time, ie the velocity 
states are used to predict the position fonward to 
the instant of publication. 

Two different forms of the XR5 may be used with 
the high accuracy real-time and post-processing 
systems described in this paper. They are : 

.    XR5M-12    (Figure 1) 
This is a ruggedised unit which is housed in a 
die cast aluminium box and is built to MIL- 
STD-810. A 6 channel multiplexing version of 
this receiver is used extensively on US-DoD 
test ranges for DGPS applications in hostile 
environments such as on land vehicles, 
helicopters and fighter aircraft. The raw GPS 
measurements are available at various rates 
up to 2Hz and at 19,200 baud from an RS232 
port. 

•     XR5PC-12     (Figure 2) 
The XR5-PC is an IBM® AT compatible ISA 
bussed GPS interface card. It is a half length 
card, occupies about 1.5 slots and is 
powered directly from the filtered 5V and 12V 
on the ISA bus. A major advantage of this 
card is that the ISA bus can be configured as a 
standard DOS COM port so that existing 
software designed for serial ports still works. 
The ISA bus can also be put into a streaming 
mode to output the raw GPS measurements 
at user configurable rates of up to 4Hz. The 
data transfer across the ISA bus is almost 
instantaneous making this card ideal for 
integration into systems requiring high data 
rates. 

Figure 1 :   The NavSymm   XR5M-12 
Mil Spec GPS Receiver 
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Figure 2 :    The NavSymm XR5PC-12 
PC GPS Card. 

The carrier phase resolution of the XR5 family has 
been improved through firmware compared to the 
results published at ION GPS'94 [Haddrell, 1994]. 
It is also worth noting that the low pseudorange 
noise is achieved using a phase lock loop 
architecture where the phase rate is fed back into 
the code tracking loop. There is an initial warming 
up period of about 50 seconds when the code 
and carrier loops are aligning themselves with 
each other. A more detailed description of the 
XR5PC-12 may be found in/Haddre//, 1995]. 

DATA   PROCESSING   SOFTWARE   AND 
COMPUTING   PLATFORM 

The data processing software used to produce 
the sub-metre down to 2 cm positioning 
accuracies has been developed by Premier GPS 
Inc of Calgary, Canada. The software is designed 
to run on IBM® AT compatible PCs. Although the 
Premier software has been designed to operate 
with a selection of GPS sensors, this paper is only 
concerned with the systems combining it with the 
NavSymm XR5M-12 and XR5PC-12 receivers. 

The software used varies depending on the 
processing platform and on whether the system is 
intended for real-time and / or post-processing 
applications. 

Despite the fact that the XR5 receiver was initially 
developed for the precise DGPS market, it has 
proved to produce raw measurements of 
exceptionally high quality. 

The internal measurement noise of the XR5 has 
been characterised using classical zero baseline 
bench tests on static receivers, and analysing 
double differenced measurement residuals. This 
was done using the GPS Analysis Software (GAS) 
package developed at Nottingham University 
[Stewart & Ffoulkes-Jones, 1994]. This particular 
package was used because it was possible to gain 
access to the individual a posteriori least squares 
measurement     residuals. The      internal 
measurement resolution of the XR5 12 channel 
receivers for a data set recorded with an elevation 
mask of 15° are given in table 1. 

rms noise 

pseudorange 10-20 cm 

carrier phase 0.7 mm 

Table 1:    Internal measurement 
resolution of the XR5 GPS Sensor 

Post-Processing   Software. 

• NAVBIN. This is the PC based data logging 
software, which will run on practically any DOS 
compatible computer. Very small PCs such as 
HP100 or 200 palmtop computers are 
adequate for logging at 1 Hz. 

• GPS_PROC. This is the main GPS 
Processing engine which can process GPS 
positioning scenarios described in section 3. 
It requires a 386DX or better with at least 4MB 
RAM. 

• GRAFNAV. This is the Graphical Navigation 
interface to GPS_PROC. It allows the user to 
see the data plotted on the screen, define 
processing options, manipulate the data, 
create various output files and display quality 
information to the screen. 

Real-Time  Software 

• NAVBIN. In addition to data logging NAVBIN 
acts as a Real-Time Positioning base station 
and reformats XR5PC streaming data and 
sends  it to  the   radio  link.     This  task  is 
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performed internally within the XR5M12. 2Hz 
data can be transmitted at 9600 baud. 

• GPS_NAV. This version is designed to run 
from the hard disk of a standard IBM PC. The 
user interface is via a standard keyboard and 
VGA screen. 

• RTP_EMB. This version is embedded onto 
EPROM's which are fitted to OEM PC cards, 
which do not need a hard disk, keyboard or 
screen. This software is controlled via a serial 
link connected to an external CDU. 

Full details of this software may be found in 
[Martell & Cosandier, 1994a,1994b, 1995]. 

HARDWARE   CONFIGURATIONS 

The potential applications of a high accuracy 
positioning system such as this are almost 
endless. Each will require its own level of 
hardware ruggedness, portability, flexibility, 
power availability, processing speed, user input / 
output interaction, and overall system cost. The 
appropriate building blocks can be selected and 
combined in many different ways to give the most 
practical and cost-effective solution. 

It would be an almost futile task to attempt to list all 
the possible hardware configurations in this 
paper. Instead, only the configuration used in the 
trial survey found in later sections of this paper will 
be described. 

Data Link 

The radio data links used were the NavSymm 
DR5-96S. This is a 2 Watt UHF line of sight 2 
packet radio, which is housed in a ruggedised die 
cast aluminium box (figure 3). These radios will 
operate in either transmit or receive mode without 
special configuration. 

Figure 3 

Base  Static 

The NavSymm DR5-96S UHF 
Radio 

An XR5M12 GPS receiver was used, passing 1Hz 
data to the C0M1 serial port of a Toshiba 1900 
486SX laptop. The laptop was running NAVBIN 
which output RTP base station data to the radio 
via a PCMCIA COM2 serial port. (This trial was 
conducted before the base station RTP data 
format was embedded into the XR5M12, hence 
the requirement for the laptop). The GPS 
antenna was mounted on a standard surveyors 
tripod. 

fVlobile  Receiver 

An XR5M12 GPS receiver passing 1Hz data to 
C0M1 of a 40 MHz Compaq 486DX running the 
GPS_NAV Real-Time Positioning (RTP) software. 
Again the base station data from the radio link was 
fed to the laptop via a PCMCIA COM2 serial port. 
A mag-mount patch antenna was mounted in the 
centre of the roof of a standard saloon car. The 
RTP software logged the raw data from both the 
mobile and base station receivers to also allow 
subsequent post-processing. 

SYSTEM  TRIALS   AND   RESULTS 

This section presents results from a survey 
designed to demonstrate the precision of the 
developed system. The raw measurement data 
was logged during an RTP (real-time positioning) 
survey. This data was then subsequently post- 
processed to show the difference in accuracies 
that would have been achieved if a different and 
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less restrictive observational technique had been 
employed during the real-time survey. 

In order to make the tests more realistic, the most 
precise observation technique was used in real- 
time to give a vehicle trajectory accurate at the 
centimetre level. This was achieved using a Quick 
Start static survey to initialise the ambiguities 
before going kinematic. Several post-processed 
solutions were performed on the data in such a 
way that accuracy of the solutions was reduced 
by: 

• Not attempting to resolve the ambiguities to 
integers after the static initialisation. 

• Assuming that the data from the initialisation 
period was for a kinematic receiver. 

• Removing the initialisation period completely, 
and starting the processing from the first 
kinematic epoch of the survey. 

• Removing the carrier phase data and basing 
the entire solution on pseudoranges. 
Position solutions based on pseudoranges 
alone will similar to those obtained from the 
XR5's internal Kalman filter when operating in 
DGPS mode. 

In order to test the system in truly dynamic 
scenarios the mobile unit was mounted in a car 
and driven at speeds of up to 120mph / 200kmh 
around the Bruntingthorpe test circuit. This is a 
relatively flat converted airfield site offering a fairly 
unobstructed view of the sky. Figure 4 shows a 
horizontal plan of the test circuit. The side road 
used during the initialisation can also be seen. 

Plan View o( Bruntingthorpe Test Circuit 

We did not have access to a centimetre accuracy 
truth system or to a person capable of driving to 
within a centimetre of ground marks at high 
speed. Therefore, we decided to perform repeat 
circuits of a relatively flat and marked road surface. 
Although the horizontal track could only be 
repeated to say, 1 metre, the height of the road 
surface could be repeated very accurately. 
Therefore, the results in this paper demonstrate 
the precision of the systems by plotting height 
repeatability against the easting horizontal 
component. The height scale could be severely 
exaggerated because of the relatively flat nature 
of the circuit. 

Figure 5 shows the height repeatability of the real- 
time survey for 6 laps of the circuit, and a close up 
section where the test car was travelling at around 
100 mph is plotted in figure 6. The overall spread 
of the height results is around 3cm, which implies 
an rms accuracy of about 1cm. Furthermore, it is 
well known that GPS accuracy is typically 1 to 2 
times worse in height than it is in the horizontal 
component. The implication of this is that the rms 
horizontal accuracy of the real-time survey was 
within 1cm. 

Height Profile of Bruntingthorpe Test Circuit 
RTP Survey with Quick Static Intllalisation 

Eastings (metres) 
(repflalabll)ty of 6 lapi) 

O 
z 

Figure 5 

Eastings (metres) 

Figure 4 : Plan View of Bruntingthorpe 
Circuit 

Close Up of Height Profile (lOOmph Section) 
RTP Survey wtth Quick Static Initialisation 

6190 6210 62; 

Eastings (metres) 
(rapaatablllty of 6 laps) 

Figure 6 
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An interesting feature of Figure 5 is where the 
lines diverge in the bottom right hand section of 
the circuit. This was caused by the trial car having 
to change lanes after 3 laps because another user 
of the circuit had stopped. 

The 4 graphs shown in Figures 6 to 9 show the 
height repeatability of the tracks for the RTF 
survey (Figure 5) and the various post-processing 
alternatives described above (Figures 6-9). The 
increasing thickness of the overlaid lines (ie worse 
repeatability) in the various plots gives an 
indication as to their relative quality. As the 
initialisation information reduces the trajectories 
take longer to converge. This is roughly half a 
circuit in figure 8, and 1.5 circuits in figure 9. 

Height Profile of Bruntingtiiorpe Test Circuit 
Post-Processing With Float Static Inltlallaallon 

Heiglit Profile of Bruntingthorpe Test Circuit 
Post-Processing WIttiout Initialisation Data 

Eastings (metres) 
(repastabltily ol 6 laps) 

Figure 7 

Height Profile of Bruntingthorpe Test Circuit 
Post-Processing With Kinematic Inlllallsallon 

Eastings (metres) 
<r*pfi>lBblllty ot 6 laps) 

Figure 8 

Eastings (metres) 
(repeatability of 6 iapa) 

Figure 9 

The next 4 graphs in Figures 10 to 13 show the 
same results but this time as the difference 
between the less accurate post-processed 
alternative techniques to the RTF centimetric 
accuracy solution. It can be clearly seen that the 
accuracy of each of the carrier phase based 
techniques is at the 10 cm level after the solution 
has converged. The only real difference being 
the successively slower speeds of convergence, 
caused by not using all of the available information 
(ie the fact that the ambiguities should be integer; 
the fact that the receiver was stationary during the 
initialisation period, or by ignoring the data from 
the initialisation period completely). The solution 
took roughly twice as long to converge in 
kinematic mode, compared to static mode. In 
essence the difference between the various 
solutions is purely down to the mode and level of 
convergence that can be achieved before starting 
the actual survey. 

Accuracy Reduction During Kinematic Survey 
400 Seconds Static Initialisation 

Time (seconds) 

Figure  10 
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Accuracy Reduction During Kinematic Survey 
400 Seconds Kinematic Inttlallsallon 

Accuracy Reduction During Kinematic Survey 
No Inltlallsallon Porlod or Carrier Phaae Data 
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I 
o 
b 

8 

> 

o 
z 

900      1200     tsoo     leoo 

Time (seconds) 

Figure  13 

Accuracy Reduction During Kinematic Survey 
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Figure    12 

The very noisy solution seen in figures 13 and 14 
are the ones obtained from using only the C/A 
code pseudoranges. This is the level of accuracy 
expected from a conventional 1-3m DGPS 
system. There is no evidence of any 
convergence towards a more accurate solution as 
is seen when carrier phase measurements are 
used. 

Height Profile of Bruntingthorpe Test Circuit 
Post-Processing Using Only C/A Code Pseudoranges 
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Figure    14 

The results obtained during the RTP survey 
described are exceptionally good. The test circuit 
used was a low multipath site and caused very few 
signal blockages which led to cycle slips. Since 
continuous lock was maintained on at least 4 
satellites then had cycle slips occurred on any of 
the remaining satellites they would not have 
caused problems. If too many slips had occurred 
then the solution would tends to the accuracy 
given from the pseudoranges and the 
convergence process starts again as the solution 
re-learns the new carrier phase ambiguity values. 
If the pseudoranges are corrupted by large 
multipath errors then the convergence times will 
be longer. 
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APPLICATION    EXAMPLES 

Due to the operational requirement to maintain 
lock on the satellites as much as possible this 
technique is best suited to open environments. 
Nevertheless, the applications of a precise 
positioning system such as this are almost 
endless. Some examples of the possible 
applications include: 

Near shore hydrographic surveys 

Aerial surveys and photogrametry 

Vehicle tracking on test circuits 

Yield & fertiliser monitoring in agriculture 

Calibration of aircraft landing systems 

Calibration of lower accuracy DGPS systems 

Calibration of any other positioning system 

Engineering surveying control 

Ground profiling 

Positioning of civil engineering plant such as 
piling rigs 

Setting out & stake out surveys 

etc. 
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FUTURE    DEVELOPMENTS 

An obvious improvement to the developed 
system would be to include the capability to do all 
the necessary data processing within the XR5 
receiver. The current processor used in the XR5 
family is the Motorola 68020 which is roughly 
comparable in performance to a 386SX. We are 
currently investigating the possibility of upgrading 
the processor to the recently announced 
Motorola 5102 whose performance is rated as 
being somewhere between a 486 and a Pentium. 
This would provide the required processing 
power. 

CONCLUSIONS 

This paper described the observational 
techniques, processing strategies, hardware and 
software requirements for a low cost high 
precision real-time and post-processing 
positioning system. This is achieved by 
combining the precise carrier phase and 
pseudorange measurements from a C/A code 
GPS sensor with an external PC based processor 
and software. Several operational techniques 
and sample trial results were presented to 
demonstrate positioning performance at the sub- 
metre, 10-30cm and the 2-5cm accuracy levels. 
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ABSTRACT: 1. INTRODUCTION 

The presence of multipath components in the received 

signal of a GPS receiver can adversely affect the ability 

of the receiver to compute accurate navigational 
solutions even when differential GPS corrections are 
available. Thus, for applications that requu-e high 
accuracy it is important to develop approaches to 
mitigate the effects of multipath in the received signal. 
In this conference paper we present the results of a 
study of three different approaches for multipath 

mitigation. The first approach uses extended maximum 

likelihood methods, such as those found in antenna 

array problems, to estimate the multipath signal 
parameters during carrier and code acquisition. The 
second approach uses several narrow band correlators 

to provide the time-space observations required for 
maximxam likelihood estimation of the mulitpath signal 
parameters in order to cancel then- effect before code 
synchronization and tracking is performed in the 
receiver. The third approach utilizes receiver 
autonomous integrity monitormg (RAIM) algorithms to 
detect errors in the navigation solution and, when 
permitted, correct for such errors. These three 
approaches are compared with computer sunulations. A 
key figure for comparisons was the multipath 
cancellation return which is a measure of the amount of 
multipath cancellation obtained by the approach used. It 
was found that under both slow and fast fading 
conditions the first approach obtamed slightly higher 
multipath cancellation than the second approach but at a 

substantial penalty in computational complexity. The 
third approach yield the best results if enough satellites 

are in view that do not suffer from multipath errors. 

High accuracy GPS receivers have been developed that 

can make sub-meter pseudo-range observations on the 

L. and L. GPS frequencies. The accuracy of these 
measurements can be improved further through the use 
of carrier phase smoothing. One of the most significant 
error sources in a high accuracy GPS system is caused 
by multipath. Multipath errors occur on both the 
pseudo-range and the carrier phase observations in a 
GPS receiver when reflected signals are received at the 
antenna. The magnitude of the error is a fimction of the 

strength of the reflected signal and the relative phase of 

the multipath signal. 

GPS P-code receivers can discriminate multipath 
signals delayed by more than 150 nsec. Experimental 
results have shovra that multipath errors typically 
introduce sinusoidal delay errors of periods 6-10 min 
and magnitudes of 3 nsec or less. This would inttoduce 
an equivalent error of 1 m in a differential GPS 
solution. However under some conditions, the error can 
grow as large as 5.5 nsec (1.6 m). A C/A code receiver 
is even more severely affected, as the receiver can only 

discriminate multipath signals delayed by more than 

1.5 [xsec. 

The dominant error source for both C/A code and P- 

code differential GPS (DGPS) and kmematic GPS 

(differential carrier phase processing) 
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systems is multipath. Under good signal-to-noise ratio 

conditions (>40 dB-Hz), the receiver noise" is less than 

0.3 m. This can result in a DGPS accuracy of 0.5 m in 

good geometry (HDOP <1.7) if multipath errors can be 

eliminated. 

Multipath errors tend to be worst on low elevation 
satellites. The most common method of minimizing 
this effect in reference sites has been to use antenna 
designs that cut off the GPS signals at low elevation. 
One such antenna design is the choke ring antenna 
developed by JPL for use with the Rogue receiver. 

However, this approach has the disadvantage of 
rejecting signals from low elevation satellites. 

Other techniques involve optimizing the receiver 

estimation techniques with respect to the multipath 

fading channel. Once the multipath errors are 

characterized, their effect can be removed from the GPS 

pseudo-range observations. 

1.1 MULTIPATH ESTIMATION 

Fundamentally the problem of multipath estimation 
reduces to identification of the channel through which 
the transmitted signal passes on its way to the receiver 
antenna. A good model for multipath propagation is [1] 

hix;t) =   Ea,(r)6(T-T,) 
*=o 

(1) 

The typical GPS receiver uses a (noncoherent) delay 

locked loop (DLL) for code tracking. It is widely 

acknowledged that the DLL performance degrades in 

(0 = Reixit)) 

= ij/fc'vOrf(r-T>(r-T,)e>«"^"'''^«'>.«(r) 

multipath unless some sort of multipath suppression can 
be introduced [2,3,4]. For DSSS ranging applications 

such as GPS, the problem is to identify the primary or 

line-of-sight signal delay (T,,) and phase, (6o). Once this 
has been accomplished, the multipath corrected pseudo- 

range measurement can then be obtained. It is 

important to note that the problem at hand is one of 

multi-parameter estimation. Obtaining T,, and 0o can 

only be accomplished by characterizing the entire 

channel, that is, all the channel parameters. 

1.2 MULTIPATH INDUCED ERRORS 
IN [5], Van Nee studied the errors induced by multipath 

in conventional code tracking algorithms based on 
coherent or non-coherent DLL using narrow correlators 

with spacing of d/2, where d « code chip. For the 
coherent case Van Nee found that for a single multipath 

reflector and slow fading (when the fading bandwidth 
is much smaller than the DLL loop bandwidth) the 
maximum tracking error as a function of the multipath 

delay error is given by figure 1.0. 

(2) 

where h(T;t) is the time-variant impulse response of the 

channel, with ak(t) representing the possible time- 

variant attenuation factors of the M multipath 
propagation paths. Assuming that a direct-sequence 
spread-spectrum (DSSS) transmitted signal and additive 

white Gaussian noise (WGN) is present at the receiver 
input, the received signal using complex baseband 

notation is of the form 
where w is the carrier frequency, d(t) is the data 
waveform, p(t) is the chip waveform, and a^, Q^, and w^ 
are respectively the signal phase, amplitude, and 
relative Doppler of the kth multipath. The term n(t) is 

complex WGN introduced by the receiver front end. 
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Figure 1.0 Maximum delay errors 

The figure is normalized with respect to the signal to 

multipath ratio SMR = ( a^ a), and the early-late 
spacing d. Notice that when the SMR approaches one 
we can expect maximum errors of up to d/2. Thus for 
typical receivers where the correlation spacing is a code 
chip we can expect a maximum error of half a code 

chip. It is clear form this that narrow correlators will 
reduce this maximum error substantially as was 
reported in the literature [6]. For fast fading (when the 
fading bandwidth is larger that the DLL loop bandwidth 
and carrier loop bandwidth), VanNee showed that the 
time average sum of the multipath signals tend to zero 
and thus multipath components of the code phase 

signals of the DLL also reduces to zero. 

For the noncoherent case, the maximum induced 

tracking error due to a single multipath is also given by 
figure 1.0 for the slow fading case. Unfortunately for 

both cases, slow fading and fast fading, the multipath 
induced errors develop a positive mean bias due to the 

non-linearity associated with the squared envelope 
detection associated with non-coherent DLL. Again the 
use of narrow correlation spacing will mitigate this 
bias. 

For both cases the problem of synchronizing to a 

multipath reflected signal rather than the direct ILne-of- 

sight signal, when the reflected multipath signal of 

sufficient amplitude suppresses the direct -line- of sight 

signal or when the direct line-of-sight signal is 
shadowed by an object, are by far the worse multipath 
induced errors that can be encountered. One should 
realize that conventional DLL and acquisition 

techniques are the main cause of the problem since they 
were not designed to deal with multipath refections. An 

improved performance should be obtained by replacing 
conventional DLL and acquisition techniques with other 
estimation systems designed to operated in multipath 
fading channels. In the rest of this paper we discuss 
three such systems. The first system is based in large 
sample maximum likelihood techniques often found in 
antenna array problems. Here time-space observation 
are obtained by using multiple antenna elements. These 
observations are then used to estimate the multipath 

complex gain (parameters) and its direction of arrival. 
The second system uses several narrow band 
correlators to provide the time-space observations 
required for maximum likelihood estimation of the 
mulitpath signal parameters in order to cancel their 
effect before conventional code synchronization and 
tracking is performed in the receiver. The thu-d 

approach utilizes receiver autonomous integrity 

monitoring (RAIM) algorithms to detect errors in the 
navigation solution and, when permitted, correct for 
such errors. These three approaches are compared with 
computer simulations and their results are presented. 

2.0 THE LARGE SAMPLE MLF 
The large sample MLE approach is based in the 
decouple maximum likelihood estimation algorithm 
developed by Li, et. al, for angle estimation for signals 

with known waveforms [7,8]. This algorithm is similar 
to the ESPIRT algorithm [9] where the shift invariant 

structure imposed by the antenna elements are 
exploited.  Basically the system uses measurements 
from several antenna elements to estimate the multipath 
signal angle of arrival and their correspondmg 
amplitudes and phases. 

The output of the antenna elements x(t) can be modeled 
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as 

xit)=A(Q)sit)-^n(t)       (3) 
U.Q,T,Q>m\Q\ytriQ- '45^1 [<t)-BYit)MtyBYit)Y 

where x(t) is the received data vector, s(t) is the 
incident signal vector to the antenna elements (assumed 
a kxl vector) and n(t) is the additive noise vector term. 
The matrix A(.) (M x k) is the antenna array manifold 
describing the array transfer response as a function of 
the signals parameter vector© . Each column of A0 is a 

steering vector. We make the following assumptions: 

1) The Array manifold A0 is unambiguous i.e. the 

amatrix has fiill rank. 
2) The noise vector n(t) is circular symmetric zero mean 

Gaussian with second order moments: 

Z[nit)n*(s)]=Q5,^    E[n(t)]=o (4) 

3) The impinging signals s(t) are scaled versions of a 
set of known sequences {y (t),..., y (t)}. In other words 

s(.t)=TY(t) (5) 

where Y(t) = [ y (t),... y (t) ] and   Is a (M x k) matrix 

with structure given by 

r = 
711 
0 

7w,     0 
0     721 ••   72i,     0     ••• 

0    7ci 

0 
0 

7ci, 

where |.| denotes the determmant of a matrix and B ■ 
A0 r®. It can be shown that the matrix Q that 

minimizes the above cost function is given by 

<2iB>j^'Hi [x(t)-BYmm-BYit)]   (8) 

Using this in the above cost function we obtain: 

\is,t) = |RXX + BR^,B--BR^-R;,B-| 

=   |R.X - Ry.R:iRU + (B - R^R^')R„(B - R,.-R;,')- 

= |Q||I + Q-'(B-B)R^,(B-B)-J 

=   |Q|il + Rw(B-BrQ-'(B-B)I 

where 

IX^N K=j^I:=iym*(t) (10) 

and Ry„ and R^e similarly defined. It can be shown 

that the minimization of the above nonlinear cost 
function can be decomposed into the k independent 

minunization problems [10] of the form: 

where each index k denotes the number of incoming 

signals corresponding to the kth source signal. Notice 
that we want to obtain estimates of the elements of the 
above matrix which represents the complex gain of the 
multipath signals (amplitude and phase) and the angle 
of arrival of the multipath signals with relation too the 

antenna array elements. 

where b denotes the kth column of B and A() is the part 

of AQ corresponding to the angle 
. The minimization with respect to the complex 

gains of the multipath parameters is 

'i,m-[Q'"'A(Q,)VQ-'\ (12) 

It can be shovra [10] that the estimate of this parameters 
is obtain by minimizing the following cost fiinction: where (.) Is the Moore Penroseof amatrix. Using this 

in (11 ) we obtain the following cost function for 
estimating the arrival angles for the multipath signals: 
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6,=arg min,;^;[!5-'-i5''^(e,X>l'iQ^MQ^yl4'iQ^'%] 

Once the above parameters are found, the complex 
amplitudes estimates are obtained form (12). It is 
worth mentioning that the above algorithm is 
consistent; this follows form the consistency of exact 
maximum likelihood estimation methods. 

3.0 THE MEDLL 
A starting point for this algorithm is the work of van 
Nee [4] on the multipath estimating DLL (MEDLL). 
The theoretical foundation of the van Nee MEDLL is in 
a maximum likelihood (ML) based estimation of the 
channel parameters. Formal application of the ML 
principle requires that the parameters being estimated 
are constants. For the multipath channel this 
assumption is only true for a particular fixed 
observation interval. Since a recursive solution is the 
most practical approach to this highly nonlinear, multi- 
parameter estimation problem, slowly varying channel 
parameters should not be a problem. Another approach 
to the estimation problem is that taken by Iltis [2] where 
a dynamical channel model is assumed, and joint 
estimation of code delay and multipath channel 
parameters is obtained using the extended Kahnan 
filter. 

Implementation of the ML approach in the presence of 
WGN reduces to a least-squares problem with cost 
function of the form 

and the conventional DLL is shovm in figure 2.0. 

J = f\xit)-s(t,a)\^dt 
0 

(14) 

where s(t,a) is an estunate of the received multipath 
signal which is a function of the channel parameters, 
now grouped into the vector a. The observation interval 
T, is nominally 1 ms for C/A code tracking. The basic 
structure of the MEDLL that results fi-om equation (14) 

Y 
1        »rv^        » UULTIPATH 

CXlftPBATCm 
BANK 

SIGNAL 
PROCESSOR ► (X)          > 

I. 
i > 

CAPKER COOF 
GENERATOR 

, 

Figure 2.0 MEDLL Block Diagram 

A basic operation required in the DLL and an embedded 
operation in solving (14), is that of code correlation. In 
a conventional DLL-based GPS receiver, prompt, early, 
and late correlations of the received signal with the 
locally generated spreading code are required. In the 
MEDLL, additional correlations are required to allow 
estimation of the multipath channel parameters. The 
multipath spread region of interest is limited to 1.5 T^, 
where T^ is the chip duration. Outside this window 
multipath components have little influence on the DLL 
discrimmator function (i.e. S-curve). 

Figure 3.0 Ideal S-Curve of Noncoherent DLL 

The S-curve for an ideal situation (no multipath) is 
shown in figure 3.0. Without multipath there are no 
reflections and the discriminator output z(T,t) has the 
desired zero crossing solely at To- Under severe 
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multipath conditions, the reflection(s) may be 180° out 
of phase with respect to the direct path signal. This has 
a dramatic effect on the S-curve, as shown in figure 4.0. 
The amplitude is greatly reduced and two possible 
tracking points are present. 

Z(T) 

1 -U • AS t U 

Figure 4.0 Single-Reflection S-Curve 

For this research it is proposed that a bank of 
correlators be effectively placed over the muhipath 
delay spread interval, starting approximately at the 
location of the line-of-sight delay, as shown in figure 
5.0. The correlator spacing will nominally be ^Tc/10. 
Precise location of the correlator bank in time (code) 
delay is not required so long as the first 1.5 chips of 
delay spread is covered. 

It can be shown that the minimization of (14) can be 
reduced k independent (one for each multipath signal 
present) solution to the following set of equations: 

*,=max,;a[/?,,-lJVo«y«*^]] 

orm^^-lX'O^'jR^'i (15) 

%r[Jxit)p(t-x,)cxp(-J(yv^,^^,))d (16) 

and 

Essentially, all equations look the same as in the case of 
a conventional coherent spread-spectrum receiver, 
where M = 0. The only difference is that instead of a 
simple correlation of the input signal with the local 
reference code, now the estimated mterference 
correlation functions, due to multipath signals, have to 
be subtracted. This implies that instead of just 
estimating the DLOS parameters one simultaneously 
has to estimate the amplitude and phases associated 
with all the multipath signals present. 

^ <^K-[a i^ 
»M-T.te*M*«l 

 J ._... .      M.l^.rK    f-V* b«-'«-«9-«A--c*«?).>u<-w   "•(^•j>i| (■^♦sra-Pd-**!) 

<fiB—;^^>-i^ 
-<fHiiJ 

'•'Sl"i)"" 

Figure 5.0 Bank of Multipath Correlator Bins 

where 

4.0 THE RAIM 
There will always be situations in which it will be 
practically impossible to avoid all multipath reflections. 
For mstance, a strong reflection with a delay >1.5T„ and 
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destructive phase addition of the reflection with the 
desired signal can cause the tracking loop to lock onto 

one of the secondary path signals. If the direct signal is 
shadowed while the reflection is not, a similar scenario 

will result. In such situations, it is highly beneficial on 

a conventional receiver to detect the presence of 
multipath to warn the user that uncompensatable errors 
have been detected. 

error (RPE) allowed, the maximum probability of 
missed detection (PMD) and maximum probability of 
false alarm (PFA). A flow diagram of the algorithm is 

found in figure 6.0. Figure 7.0 shows a general 

overview of the RAIM for systems usmg DGPS. 

z=Hx+n+b (18) 

A subsystem that automatically protects GPS receivers 

from the degrading effects of multipath propagation 
must have the capability for such autonomous integrity 

monitoring. 

NAVSYS has developed a receiver autonomous 
integrity monitoring (RAIM) system for the US Coast 
Guard for use with DGPS. This RAIM system has been 
extensively researched and tested [11,12,13] and has 
been shown to reliably flag errors when they occur. 
The RAIM algorithm makes use of redundant 

measurements to create a parity or fault vector. Using 
an innovative application of parity space techniques, 

any measurement errors are detected, and the system 

calculates the effect of the error on the navigation 
airway. The user can set the required integrity levels by 
specifying the required accuracy, maximum probability 
of missed detection, and maximum probability of false 
alarm. Furthermore, if a significant error exists on only 

one channel, and the other channels are affected only 
by noise, then the RAIM system not only detects the 
error, but calculates exactly its effect on the navigation 

system so the eiror can be exactly canceled [13]. In 
tests done by NAVSYS and the USCG, this feature 
proved very useful in combating multipath caused by 

the ship's superstructure and affecting only one satellite. 

The NAVSYS RAIM uses pseudo range (PR) residuals 
to compute variance of PR errors. The algorithm will 

detect biases as they occur, and given enough redundant 
measurements the detected biases can be removed and a 
new navigational solution can be recomputed. The 

algorithm also detects all geometric conditions that 
might be present when the PR measurements are taken. 
The algorithm allows the specified navigation accuracy 

through the settings of: 1) the maximum radial position 

The RAIM uses a parity check algorithm with a 

generalized likelihood test approach for fault detection 

and isolation (FDI) on a redundant set of PR 

measurements. The general assumption for this 

algorithm is that a conventional GPS system will 

provide a redundant set of N PR measurements, z, 

which observe the 4x1 sate vector, x, through an Nx4 
observation matrix, /T consisting of the DLOS vectors 
between the receiver and the satellites being tracked, 

with the observation corrupted by noise. Parity 

equations are used to detect biases, b, not induced by 

random noise in the measurements, since PH= 0 we 
have 

Pz=P{Hx+n+b)=Pn+Pb=p (19) 

A detection decision fimction DF =/?/? is compared to a 
threshold set which is controlled by the receiver noise 
expected, the RPE allowed, the geometry and specified 

PFA and PMD. Failure isolation can be obtained by 
selecting the component of the parity vector,/?, along 
the direction of the parity matrix P which is a 
maximum. 

DF.y^' 
Pj'Pj 

(21) 

If multiple antenna elements are used in the receivers 
then the RAIM could be used to switch from the 
antennas once a multipath induced bias is detected. 
This is discussed in the results section. 

5.0 RESULTS 

Simulations of the above approaches are based in the 

following models for the multipath chaimel. The first 
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model is a single multipath reflection with a power 
profile as shown in figure 8.0. The second Wiodel is the 
tap delay model associated with fading channels. In this 
model the multipath profile is assumed to have a power 
density that can be written as 

p(x)=-^cxp-''"'       (21) 
ma 

where P is the total amount of multipath power and md 
is the mean delay time of the multipath components. 

The principal measure of performance considered in 
this paper was the multipath cancellation achieved by 
each individual approach. This measure is shown in 
tables 1.0 and 2.0 for each channel model used. 

From this table is easy to see that the amount of 
cancellation achieved by the large sample MLE 
approach is superior in the case when multiple 
reflection signals are present. For the case of a single 
reflector signal present in one satellite signal the RAIM 
will outperform all other approaches. It is expected that 
this will be the case whenever multipath reflections are 
present in only one or two satellite signals and more 
than six satellite signals are m view. 

For the case of a single reflection in all satellite signals 
the MEDLL seems to obtain better performance. It 
achieves the same cancellation than the large sample 
ML approach but with less computational complexity. 
In general the issue of performance will be very closely 
related to computational complexity in any practical 
implementation of the above algorithms. It seems that 
in this respect the MEDLL approach will obtain better 
performance trade off than the large sample ML. But 
the MEDLL can not by itself deal with the problem of 
false lock mentioned before. To solve this problem a 
combination of RAIM with either the large sample ML 
or MEDLL will be required. Another possible approach 
is to do more sophisticated acquisition techniques as 
discussed in [14] where estimates of multipath 
parameters are taken into consideration. 
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Abstract 
In a recent paper by this author [1], it has been 
shown that modern GPS receiver pseudorange 
estimation techniques, such as narrow correlator 
technology, permit pseudoranging accuracy close to 
the theoretical limit for single-path propagation in the 
presence of reoeiver thermal noise. As a result, it is 
now apf)arent to receiver designers that in a majority 
of applications, multipath remains as a dominant 
source of pseudoranging error. 

Although various receiver processing schemes are 
being developed to combat multipath error, little has 
been published about the best performance that is 
theoretically possible when multipath is actually 
preserit The answer to this question would provide 
the receiver cfesigher with a valuable benchmark. For 
example, if the performance of a particular 
pseudoranging algorithm in the presence of 
multipath were close to a theoreticail limit, futile and 
costly attempts to significantly improve performance 
could be avoided. On the other hand, if a significant 
gap  exists  between  algorithm  perforrnance  and 

meoreiicaiiy optimum performance, the theory often 
suggests what mathematical signal processing 
operations would be required to reach the optimal 
solution. 

In this paper, an ultimate limit for pseudorange 
accuracy in the presence of multipath is developed 
using results from classical estimation theory. 
Although the primary focus is on the two-path case 
encountered in a majority of applications (typified by 
a direct path and a ground bounce), the theory can 
be extended to three or more paths. Additionally, the 
required processing for reaching optimum accuracy 
is revealed. Subtleties which exist in the case of 
multipath but not in single-path propagation are also 
mentioned 

I. BACKGROUND 

For many years, the "standard" method of GPS 
pseudorange measurement has been to correlate 
the received pseudorandom code with bbth early and 
late reference codes having a relative delay of one 
code chip to form an error signal for a code-tracking 
loop. Relatively early in the history of this technique it 
became apparent that large pseudorange errors 
could occur in the presence of multipath propagation, 
in which both a direct path signal and a delayed 
version arrive together at the receiver. Pioneering 
work by Hagerman [2] revealed that errors as large 
as 50-100 meters are possible under certain 
conditions, Recognition of these results spawned a 
flun^ of activity in multipath mitigation techniques 
that continues today. 

Until about 1990, correlation with one-chip coae 
spacing between the early and late risferience codes 
remained an unquestioned de /acfo method of 
pseudoranging   for   well   over   two   decades.   A 
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significant breal<tlirough occurred with the 
announcement of a substantially more accurate 
method, commonly referred to as "narrow-correlator 
technology" [3]. The improvements offered by 
narrow-correlator technology arise from a wide 
bandwidth receiver design to sharpen the peak of the 
code correlation function, combined with the use of 
early and late reference codes whose relative delay 
(about 0.1—0.2 chip) is considerably smaller than in 
previous receiver designs. 

The work leading to narrow-correlator designs 
appeared to be motivated by the quest to reduce 
measurement errors due to thermal noise rather than 
those due to multipath. However, it was discovered 
that substantially better performance was also 
realized when multipath is present, with typical 
multipath ranging errors on the order of ten meters. 
Unfortunately, even this error magnitude is 
unacceptable in many applications, especially after it 
is magnified by PDOP. Furthermore, multipath errors 
are largely systematic (i.e., biases) and therefore are 
resistant to further reduction by averaging. 

This has provided strong motivation to continue 
research in further reducing multipath errors. 
Substantial progress has been made in reducing 
these errors to about the three to four meter level 
worst-case by signal processing alone [4]. Other 
methods, including special antenna designs and 
controlled antenna motions have been developed as 
well. 

II. INTRODUCTION 

Philosophy 
The work described in this paper results from a 
problem-solving philosophy which has been proven 
to be very effective in parameter estimation 
problems. In the context of multipath error reduction, 
the central tenet of this philosophy is to apply 
rigorous apply mathematical estimation theory to 
achieve pseudorange estimates which are optimal 
according to a stated critierion. There are several 
advantages to this approach: 

1. A theoretical accuracy limit, which cannot be 
bettered by any processing method, is often 
obtainable. Such a lower bound is a useful 
yardstick for evaluating various practical 
schemes and permits a rational method of 
setting development goals. 

2. A common byproduct is the set of 
mathematical operations needed to actually 
reach the theoretical accuracy limit in practice. 

3. A much deeper understanding of all aspects of 
the problem invariably occurs. 

The findings presented in subsequent sections will 
substantiate these claims. 

Outline of Paper 
In Section III, which follows, a maximum-likelihood 
(ML-2P) estimator and a minimum-mean-square 
error (MMSE) estimator of pseudorange are derived 
for the two-path case. These estimators are 
compared with the optimal estimator for the single- 
path case, which is a maximum-likelihood (ML-1P) 
estimator as described in [1]. Although the ML-1P 
estimator is optimal in the one-path case, the ML-2P 
estimator is not optimal in the two-path case. It is 
then pointed out that the MMSE estimator for the 
two-path case is optimal according to a meaningful 
RMS error criterion. The optimality incorporates 
contraints on the difference of path delays and the 
amplitude coefficients of the direct-path and delayed- 
path signals. 

A detailed discussion of the results of computer 
simulations of the ML-1P, ML-2P, and MMSE 
estimators is presented in Section IV. 
Implementation of the MMSE estimator is discussed 
briefly in Section V. A complete summary of results 
appears in Section VI, and references are listed in 
Section VII. Section VIII contains the figures referred 
to in the text. 

III. DERIVATION OF PSEUDORANGE 
ESTIMATORS FOR THE TWO-PATH CASE 

Assumptions 
The derivations appearing in this section are subject 
to the following assumptions: 

1. Pseudoranging is done with the C/A code only 
(not with the carrier or P code). 

2. Multipath mitigation is to be accomplished only 
with signal processing in the receiver. No 
special antennas or spatial processing is used. 

3. Only the two-path case is treated for the 
following reasons: it permits the simplest 
exposition of optimal multipath processing, it is 
a dominant scenario because of ground 
bounce, and once understood, it can be readily 
generalized to three or more paths. 

4. The signal paths are short-term time-stable (on 
the order of 1 second) with unknown delays 
and amplitudes. 
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5.   The full bandwidth of the received GPS signal 
(20 Mhz) is available. 

In this section, all integrals with respect to time are 
over the signal observation interval of length T, and 
integrals with respect to multipath parameters are 
taken over all admissible values of the parameters. 
Expressions involving the summation (S) and 
product (n) symbols are taken over all samples of 
the signal in the signal observation interval. 

Signal Model 
The received GPS signal is modeled by: 

z(t) = as(t-xi) + bs(t-x2) + n(t) (2-1) 

where s(t) is the normalized, undelayed GPS signal 
as transmitted, x^ and TZ are the respective signal 
delays of the direct and secondary paths, a and b 
are the respective received signal amplitudes, and 
n(t) is zero-mean Gaussian noise having a flat power 
spectral density NQ. The structure of s(t) is modeled 
by: 

s(t) = c(t)cos(2nft+^) (2-2) 

where c(t) is the normalized undelayed GPS C/A 
code waveform as transmitted, f is the L1 carrier 
frequency (1575.42 Mhz), and (j) is the carrier phase 
relative to the code phase. 

Except for the effects of bandpass filtering in the 
transmitter, the values of c(t) swing between -1 and 1 
in accordance with the transmitted PN code 
sequence. 

The Likelihood Function for the Multipath 
Parameters 
Since the s(t) has no energy above a certain 
frequency B, no information is lost if the observed 
signal z(t) is low-pass filtered with cutoff frequency B. 
In this case. Shannon's Sampling Theorem states 
that samples z, of z(t) taken at time points spaced 
1/2B apart will contain all information in the signal. 
Furthermore, the noise components of these 
samples will be statistically independent. Therefore, 
the joint probability density function of the samples, 
given a specific value of the parameter vector 0=[TI, 

T2, a, b], is 

p(z\e) = U[1/(^a)]exp{-(1/2a^) I/Zras/T,; 

-bS:(x2)f} 

where a^=2NoB, the sample spacing is 1/2B, and 
SI(TO is the ith sample of s(t-Ti(). 

The summation in the exponent can be replaced with 
an integral, resulting in: 

p(z\Q) = Kiexp{-(1/2No) hz(t)-as(t<i)-bs(t-x2)fdt} 

= Kiexp{-(1/2Na) [lz^(t)dt+a%+b^Ro-2ari 
- 2br2+2abR]} 

= KiK2exp{-(1/2Nc) [a^Ro+b^Ro-2ari 
2br2+2abR]} 

(2-4) 

(2-3) 

where    K^=U[M{^a)l    K2=exp{-(1/2No)|z='(t)dt}„ 

Ro=Js^t)dt, R=Is(t-Ti)s(t-C2)dt, ri=Jz(t)s(t-Ti)dt, and 

r2=lz(t)s(t-T2)dt. Notice that the argument of the 
exponential function has no dependence on B. Since 
K1K2 can be determined because, as a probability 
density, p(z|e) must integrate to one, it follows that 
p(z 10) itself has no dependence on B. 

Expression (2-4) is called the likelihood function for 
the parameters TI, T2, a, and b. It is regarded as a 
function of these four variables, with the observed 
values of the signal z(t) held fixed. 

A Sufficient Statistic for the Multipath 
Parameters 
Since      the      code      autocorrelation      function 

R(Ti,'t2)=R=Is(t-Ti)s(t-T2)dt is a known function of T, 

and T2, the dependence of p(z|e) on the received 
signal is entirely via r, and r2. However, these 
quantities   are   just   evaluations   of   the   cross 

correlation Jz(t)s(t-T)dt at T, and 12- It can be shown 
that all information regarding the true values of the 
parameters T^, TJ, a, and b is contained in this cross- 
correlation, which is therefore a sufficient statistic for 
the parameters. 

The Maximum Likelihood (ML-2P) Estimator For 
Direct Path Delay 
Assuming a two-path model, the maximum likelihood 
(ML-2P) estimate for the direct path delay T, is 
obtained by maximizing the likelihood function (2-4) 
over all admissible values of the parameters TI, X2, a, 
and b and using as the estimate the value of T, at 
which the maximum occurs. Since the secondary 
path is always longer than the direct path, the 
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domain of maximization excludes values where TI > 

A Useful Constraint on the ML-2P Estimator 
In many two-path situations, it may be safely 
assumed that the amplitude of the direct path signal 
is larger than that of the delayed path. In this case, 
the error in the ML-2P estimator can be significantly 
reduced by restricting the domain of maximization to 
that region where |b|< lal. This is in accordance 
with the estimation-theoretic principle that use of a 
priori knowledge generally results in better 
estimates. In the remainder of this paper, it is 
assumed that this constraint is operative unless 
specifically stated otherwise, in which case the 
estimator will be referred to as the unconstrained 
ML-2P estimator 

Structural Comparison of the IVIL-2P Estimator to 
the Optimal Estimator for the 1-Path Case 
It is interesting to compare the ML-2P estimator with 
the ML estimator derived in [1], which is known to be 
optimum for the single-path case and is called the 
ML-1P estimator in this paper. In the ML-1P 
estimator the likelihood function has the form 

p(z I e; =KiK2exp{-(1/2No) [a'Ro -2ari]}       (2-5) 

where K,, K2, Ro, and r, are defined as before. Here 
the maximization would be over the two parameters 
a and T,, because there is only one propagation 
path. In this case, however, the location of the 
maximum with respect to TI does not depend on a, 
so the ML-1P estimate can be obtained simply by 
maximizing the cross-correlation r■^ with respect to 
the single variable T,. This situation does not occur in 
the case of the multipath model, in which we must 
maximize over all four parameters, even though we 
are only interested in an estimate of TI. 

The Minimum-Mean-Square Error (MMSE) 
Estimator 
If an a priori joint probability density is assumed for 
all four parameters, another estimator with useful 
optimality properties can be obtained. The minimum 
mean-square-error (MMSE) estimator for x, 
minimizes the expected squared TI estimation error, 
where the expectation is with respect to the joint 
density of all four parameters. A disadvantage of the 
MMSE estimator is that, in order to truly achieve the 
minimum mean-square estimation error, the a priori 
density of the parameters must be known. Although 
this is seldom the case, it can be shown that the 
MMSE estimator has another optimality property 
which does not depend on knowing the a priori 

density; namely, no other estimator has a uniformly 
smaller RMS error 

It is shown in [5, pp. 54-63] that the MMSE estimate 
for Ti is the conditional expectation of TI given the 
received signal z(t): 

E(Ti\z) = JiiUiP(Q\z)de, (2-6) 

where e=[-ci, TJ, a, b]. Using Bayes' rule, the 
conditional density p(elz) can be expressed in terms 
of the known density p(z|e) in (2-4), the 
unconditional density p(z), and the a priori parameter 
vector density p(e) to obtain 

E(x, I z) = [1/p(z)] J J I JT, P(ZIQ) p(B) dQ,     (2-7) 

where 

P(Z)= iUJp(z\Q)p(e)dQ. (2-8) 

In this paper, the a priori density p(0) = P(TI, TJ, a, b) 
is assumed to be uniform. The constraints which are 
used in the ML-2P estimator can easily be 
incorporated into the MMSE estimator by simply 
setting the a priori pint density of all four parameters 
to zero if I b I > I a I or T, > T2. /n the remainder of this 
paper it is assumed that the MMSE estimator uses a 
uniform density for the parameters which 
incorporates these constraints. 

IV.     DISCUSSION OF RESULTS 

An Unbiased Estimator of Direct-Path Range is 
Undesirable 
An estimator of direct-path range TI, which is 
unbiased (i.e., the expected value of the error is 
zero), over the full range of path separations in the 
two-path case has an undesirable property: the 
standard deviation of the error approaches infinity as 
the separation of the direct and delayed paths 
approaches zero. This is readily proved by 
constructing a 4x4 matrix called the Fisher 
information matrix. The four diagonal elements of the 
inverse of this matrix are lower bounds on the 
variance of any unbiased estimator of the respective 
four unknown parameters TI, TJ, a, and b in the two- 
path problem. Space does not permit a full 
discussion of the Fisher information matrix here, but 
a readable exposition can be found in [5, pp. 79-81]. 

Figure 1 shows the lower bound on the standard 
deviation of error in TI (square root of the variance) 
obtained from the Fisher information matrix as a 
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function of path separation. Since any unbiased 
estimator of -ci must have an error standard deviation 
no smaller than the plotted values, we see that even 
if an unbiased estimator of -ci were to exist, its quality 
would be very poor for small path separations 
(approximately 0-10 meters). In fact, both the ML-2P 
and MMSE estimators, which are biased, are 
significantly superior in this region. It is worth noting 
that small path separations are a dominant scenario 
in GPS positioning because they often occur as a 
result of ground bounce in the vicinity of the GPS 
antenna. 

The standard deviation of a biased estimator is only 
one component of the estimation error; the other 
component is the bias. Therefore, root-mean-square 
(RMS) error is a more meaningful measure of 
estimation accuracy, because it includes the effects 
of both standard deviation and bias. In the remainder 
of this paper, all errors will be RMS errors. 

Comparision of the ML-2P and MMSE Estimators 
Figure 2 shows a performance comparision of the 
ML-2P and MMSE estimators as a function of path 
separation xz - x,. The results were obtained by 
Monte Carlo simulations of both estimators. For the 
curves shown the direct and secondary path 
attenuation factors a and b are respectively 1 and 
0.5, the direct path C/NQ is 45 dB-Hz (typical of a 
moderately strong GPS signal), the signal 
observation time T is 1 second, and the bandwidth of 
the signal is 20 MHz (the bandwidth of the signal as 
actually transmitted from the GPS satellites). The 
curves above the horizontal axis apply when the 
carrier phase difference between the two paths is 
zero (modulo 360) degrees, and those below the 
axis apply when the phase difference is 180 (modulo 
360) degrees. These two cases represent the 
respective extremes of direct path signal 
augmentation and partial cancellation depending on 
the relative phase of the direct and secondary paths. 

Also plotted in Figure 2 are curves for the 
unconstrained ML-2P estimator, which gives an idea 
of how much improvement results from the constraint 
condition I b|< |a| in the ML-2P and MMSE 
estimators, as discussed in the previous section. 

Figure 2 reveals the following: (1) The MMSE 
estimator is generally superior to the ML-2P 
estimator. (2) Accurate estimation of the direct path 
delay TI is most difficult for small differences 
between the direct and delayed paths (less than 
about 20 meters). (3) For larger delay differences, 
both the  ML-2P and  MMSE estimators  become 

unbiased and in fact become minimum-variance 
unbiased (MVUE) estimators because they reach the 
Fisher information bound shown in Figure 1. In this 
case the estimators provide essentially the same 
performance possible if no multipath were present. 
(4) For delay differences less than about 20 meters, 
significantly better performance results when the 
carrier phase difference between the two paths is an 
integral multiple of 360 degrees. However, for the 
larger delays, performance is independent of the 
direct-to-secondary path phase difference. 

Because of the superiority of the MMSE estimator, 
the remaining discussion will focus primarily on this 
estimator. 

Performance of the MMSE Estimator as a 
Function of SNR 
The performance of the MMSE estimator for several 
values of C/NQ is shown in Figure 3. Except for the 
parameterization of C/NQ, parameter values are the 
same as in Figure 2. 

Note that the RMS error depends linearly on C/NQ for 
path separations larger than about 20 meters, but 
has a nonlinear dependence for smaller separations. 
In particular, the worst-case errors, which occur at 
separations below 20 meters, exhibit only about 4-6 
dB of variation for a C/NQ variation of 12 dB. 

Performance of the MMSE Estimator as a 
Function of Secondary Path Amplitude 
In Figure 4 the RMS error of the MMSE estimator is 
plotted with the amplitude of the secondary path as a 
parameter. The direct path amplitude a is 1, and 
values of 0, 0.2, 0.5, and 0.8 are used for the 
amplitude b of the secondary path. As in Figure 2, 
the direct path C/NQ is 45 dB-Hz and the signal 
observation time T is 1 second. For significant 
secondary path amplitudes and path separations 
larger than 20 meters, performance is as good as 
optimal single-path performance. Note, however, that 
in this case the performance becomes significantly 
worse as the magnitude of the secondary path 
amplitude b falls below about 0.2. We are struck 
with a subtle, not well-known paradox: When little or 
no multipath is present (\b\ =0), the optimal MMSE 
estimator for two paths will not perform as well as the 
optimal estimator (ML-1P) designed for one path. 

Comparison of the MMSE and ML-1P Estimators 
When Two Paths are Present 
Figure 5 shows a performance comparison of the 
MMSE estimator and the optimal single-path 
estimator   (ML-1P   estimator)   when   multipath   is 
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actually present. These curves are an excellent 
demonstration of the advantage of a MMSE 
estimator designed for two paths over the use of the 
ML-1P estimator which is optimal for the single-path 
case. 

Note that for very small path separations (1-2 
meters), the ML-1P estimator is actually better than 
the MSEE estimator, but at a very heavy price. For 
larger path separations, the ML-1 P estimator is very 
much worse. This result is consistent with the fact 
that no estimator has uniformly smaller RMS error 
than the MMSE estimator. Attempts to get better 
results than either estimator alone by selectively 
using the ML-1P estimator for very small path 
separations and the MMSE estimator for larger 
separations are doomed to failure, because it can be 
proved that it is impossible to determine with 
sufficient accuracy whether or not the path 
separation is very small. 

V. CONSIDERATIONS IN IMPLEMENTING THE 
MMSE ESTIMATOR 

Implementation of the MMSE estimator imposes a 
much larger computational load than that required for 
receivers whose design is based on the assumption 
of a single-path. As can be seen from expressions 
(2-7) and (2-8), two 4-fold numerical integrations are 
required for each estimate of x^, which nominally 
would occur once per second. However, during the 
author's development of the simulations for the 
MMSE estimator, several computational 
simplifications have been discovered which suggest 
that the computational load can easily be handled by 
any of several currently available low-cost 
microprocessors. Details are beyond the scope of 
this paper, but additional work is planned to develop 
an actual hardware design to prove this assertion. 

VI. SUMMARY OF RESULTS 

In Reference [1] it is shown that a minimum-variance 
unbiased (MVUE) estimator for pseudorange exists 
for the single-path case and is, in fact, the one-path 
maximum-likelihood (ML-1P) estimator. In a code- 
tracking loop architecture the ML-1P estimator can 
be implemented by correlating the received code 
with the derivative of a locally generated replica of 
the received code (including the effects of 
bandlimiting). While not widely recognized, narrow- 
correlator designs approximate this derivative with a 
differential code obtained by subtracting ideal (i.e.) 
non-bandlimited) early and late reference codes. To 
the extent that this approximation matches the true 

derivative, the performance of a narrow-correlator 
design will approach the theoretical limit for 
pseudoranging accuracy when multipath is not 
present. Work by this author suggests that an 
additional 30% reduction in single-path error 
variance should be possible if the true derivative of 
the locally generated code replica were used for 
correlation. 

When multipath is present however, the character of 
the pseudorange estimation problem changes 
dramatically: 

1. It is not known whether an unbiased estimator 
of pseudorange exists if multipath is present. It 
can be shown, however, that if such an 
estimator exists, the standard deviation of its 
error approaches infinity as the delay 
difference between the direct and secondary 
paths approaches zero. Such poor 
performance of an unbiased estimator 
suggests that better estimators might exist that 
are biased. This turns out to be true. However, 
the performance of biased estimators is better 
measured by root-mean-square (RMS) error 
rather than by standard deviation, which is 
typically used for unbiased estimators. 

2. A reasonable approach to estimating the direct 
path delay when multipath is present is to use 
a maximum likelihood estimator based on a 
multipath model. For the two-path case 
assumed in this paper, this estimator is called 
the ML-2P estimator. 

3. In the single-path case, the ML-1P estimator 
requires a maximization with respect to only 
one parameter — the direct path range — and 
the maximization algorithm does not have to 
take into account the received signal 
amplitude. On the other hand, the ML-2P 
estimator for the two-path problem involves a 
maximization over all four parameters 
mentioned above, even though only the direct 
path range is of interest. 

4. For the two-path case, there are better 
estimators than the ML-2P estimator! 
Specifically, an estimator called the minimum- 
mean-square-error (MMSE) estimator has the 
following optimality property: No estimator can 
have a uniformly smaller RMS error The 
MMSE estimator requires the assumption of 
an a priori probability density function on four 
unknown parameters: the direct path range. 
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the secondary path range, and the amplitudes 
of the signals propagating along each path. 
Even though this a priori density is seldom 
known, the optimality property mentioned 
above is retained if a uniform joint density for 
the four parameters is assumed. Therefore, 
the MMSE estimator is generally superior to 
the ML-2P estimator 

5. For best performance of either the MMSE or 
ML-2P estimators, the constraint |b|< lal 
should alway be used if it is known that the 
secondary path has greater attenuation than 
the direct path. 

Processor    loading    is    a 
implementing    the    MMSE 
appears to be solvable. 

challenge    in 
estimator,    but 

Although neither the ML-2P nor the MMSE 
estimator is unbiased over the full range of 
direct-to-secondary path separation, each 
becomes a MVUE when the direct and 
secondary paths are separated by more than 
about 20 meters and significant secondary 
path amplitude exists. In this case both 
estimators behave identically and are as good 
as the ML-1P estimator when no multipath is 
present; they actually achieve the theoretical 
accuracy limit for unbiased estimators. Thus, 
the most difficult situation for multipath 
mitigation occurs at path separations less than 
about 20 meters. 

Regardless of what estimation algorithm is 
used or whether multipath is present, it can be 
shown that a sufficient statistic for the direct 
path range is the cross-correlation function of 
the received signal with a code replica that has 
been filtered in exactly the same way as the 
received code. In the single-path case, all 
information resides in the region near the peak 
of the cross-correlation function, but when 
multipath is present the information needed for 
an optimal estimate of direct path delay is 
distributed throughout the function. 

The multipath problem presents subtleties that 
are not widely recognized, some bordering on 
the paradoxical. For example, when little or no 
multipath is present, the ML-1P estimator, 
designed for the single-path case, actually 
performs better than the MMSE estimator 
designed for the two-path case. Another 
example occurs when significant multipath is 

10. 

present, but with very small path separation 
(several meters or less). In this case, the ML- 
1P estimator is again better than the MMSE 
estimator. This appears to contradict the claim 
that the MMSE is optimal in the presence of 
multipath. However, at larger path separations, 
the MMSE estimator is far better, consistent 
with the fact that no estimator has uniformly 
smaller RMS error than the MMSE estimator. 

Both the ML-2P and MMSE estimators for the 
two-path case can readily be generalized to a 
greater number of paths. 

11. Although the effect of receiver bandwidth is not 
presented here, it can be shown that optimum 
performance requires the full bandwidth of the 
GPS signal as transmitted (20 MHz). 

The Bottom Line: Meter-level, and often submeter- 
level, C/A code pseudoranging accuracy can be 
achieved at typical GPS signal-to-noise ratios by the 
MMSE estimator when two-path multipath is present 
Further improvements are possible by increasing the 
signal observation time above 1 second. 
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Abstract 
Signal fault events such as momentary blockages on 
low elevation satellites could jeopardize the continuity 
and integrity of GPS guidance. Classical receivers are 
especially vulnerable giventheirisolated error detectors 
and loop filters for each channel. By contrast, an 
integrated receiver's correlator data on all satellites is 
optimally tested and combined leading to a substantial 
suppression of cycle slippages during signal faults. 
The trade between continuity and integrity becomes 
more favorable with additional satellites/pseudolites. 
Proving this assertionrequired the integratedreceiver's 
tracking performance be verified with differing signal 
geometries since, analogous to RAIM, performance is 
geometry dependent. 

The classical decoupled receiver structure is contrasted 
with the integrated approach for a variety of geometries 
and signal faults. A signal fault continuity (SFC) 
definition is established encompassing accuracy and 
vertical protection limit (VPL) values to be satisfied 
during and immediately after signal fault events. Each 
satellite constellation is scanned to identify times of 
greatest vulnerability. In blockage testing geometries 
for which a sequential blockage on the two lowest 

elevationsatellites couldleadto SFC loss areidentified. 
In spoofing tests the disrupted satellite was selected on 
the basis of VPL maximization. 

In both blockage and spoofing tests the conventional 
receiver consistently loses continuity, whereas a high 
fraction of the time the integrated design provides 
seamless ttacking, even with the difficult georaetties. 
The impact of faults inttoduced at random times 
throughout the day is also ascertained, with substantial 
improvement for the integrated technique. 

Introduction 
Differential GPS has scored impressive 
successes in demonstrations of category III 
aircraft approach and landing [1-3]. However, 
signal fault events such as momentary signal 
blockages could jeopardize the continuity and 
integrity needed for this stringent landing 
category. Indeed, instances of momentary 
losses of low elevation satellites on final 
approach have been reported [4,5], suggesting 
that as more experience is gained with these 
systems additional safeguards may be desired. 
Some researchers have suggested inertial 
reference combining or aiding to offset the 
impact of reception events on continuity and 
integrity [6]. A less expensive alternative 
appears to be improved integration of receiver 
signal tracking and navigation elements. 

Classical GPS receivers recover their carrier 
phase and pseudorange parameters from 
independent satellite tracking channels, with 
raw correlator data processed in separate error 
detectors. By contrast, in integrated receivers 

1531 



correlator data from all satellites is jointly 
monitored and combined [7-9]. A more 
complete statistical model as well as high 
quality differential corrections at an earlier point 
in the receiver permits rapid response to signal 
quality conditions, and seamless tracking across 
faults. With cycle slippages to some degree 
suppressed during signal fault events, the trade 
between continuity and integrity becomes more 
favorable. Unlike the classical structure, as 
additional satellites/pseudolites become visible 
the signal tracking performance improves on all 
satellites . 

In order to better understand and evaluate 
receiver performance in the precision approach 
regime we first establish a signal fault 
continuity (SFC) criteria. Following this signal 
blockage scenarios are developed, and the two 
architectures are evaluated for periods of poor 
geometry with low elevation blockages and 
spoofing. The performance of the two 
processors is ascertained by a full tracking 
simulation, including tracking non-linearities. 
The paper concludes with an analysis of 
continuity for faults appearing at random times 
throughout the day. 

Performance Criteria 
In establishing a useful notion of continuity for 
short-duration signal fault events the classical 
DDN GPS avionics structured shown in Figure 
1 was examined. The individual tracking loops 
responsible for each satellite are protected by 
local lock monitors (LLM's) where the onset of 
carrier mistracking is detected by comparing 
local residuals against a break-lock threshold. 
These detections are conveyed to the central 
navigation filter where defective carrier or 
carrier smoothed code data is blocked prior to 
navigation. The LLM's are limited in their 
effectiveness since external data such as 
differential corrections, navigation state 
variables and satellite geometry are ignored in 
their decision making processes. Consequently a 
second line of defense is needed, the central fault 
detection and exclusion (FDE) algorithm. While 
the LLM can respond to signal reception events 
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Integrated 
Doppler, 

lags 

l/Q 
correlator 
data, loop 
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tracker 2 

tracker 3 

Navigation 
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- Integrity loss Hag 
- RNP loss flag 

tracker 4 
DGPS Data 

- Ground status 
- Code phase conecdons 
- Carrier phase correclions 

Figure 1 Classical Decoupled Demodulation/ 
Navigation (DDN) structure 

such as blockage, attenuation and the like, it is 
the job of FDE to backstop these decisions, and 
to detect other errors unrelated to signal 
blockage and spoofing, such as spacecraft or 
DGPS ground segment problems. Given an 
internal alarm condition from either or both 
LLM and FDE elements the avionics must 
decide whether a continuation of the approach is 
warranted. The avionics will primarily consider 
two factors: 

• With the faulty tracking channel 
excluded is the estimated vertical navigation 
system error (NSE) be tolerable, and 

• With the faulty tracking channel 
excluded is the computed vertical protection 
limit (VPL) still adequate. 

The receiver's decision is very dependent on 
available geometry and the required NSE and 
VPL system specifications. In many 
circumstances the affected satellite may simply 
be excluded for the remainder of the final 
approach, with predicted NSE and VPL values 
sufficient to meet all landing safety 
requirements. As will be shown however there 
are a substantial number of geometries where a 
signal mistracking detection and channel 
exclusion event results in a loss of NSE or VPL. 
Such a circumstance is shown generically in 
Figure 2. Following a reception event and 
detection/exclusion, estimated NSE and VPL 
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degrade. While perhaps tolerable for the short 
period of signal fluctuation the loss of NSE or 
VPL may persist for an unacceptably long 
period needed for reliable recovery and repair of 
the affected channel. Recovery following the 
event is not instantaneous, and during this 
interval system continuity is lost. Certainly one 
solution is to supplement the GPS avionics with 
IMU inputs, at a cost and complexity 
unacceptable to many users [6]. Another 
alternative is to suppress cycle slippage and 
mistracking for the duration of the signal fault 
event, thereby reducing the tracking loop 
recovery and repair time to zero. As one would 
anticipate the ability to accomplish this seamless 
tracking depends very much upon the satellite 
geometry available at the onset of the signal 
fault event. 

The alternative structure is shown in Figure 3. 
The major difference from Figure 1 is a single 
central processor for evaluation, weighting and 
processing of raw I and Q outputs from all 

available satelUtes. This approach has been 
studied previously [7-9]. The weighting of raw 
data is varied rapidly in proportion to estimated 
signal strength and quality. With a full system 
state model involved in raw data evaluation, 
phase detection and correlator control, the 
structure offers a better chance of early fault 
detection and exclusion of faulty data, without 
tracking disruption.  The internal covariance 
model carried forward is very useful in 
predicting performance. However its validity in 
the difficult reception conditions warrants a full 
non-linear tracking simulation and/or hardware 
bench test. In this paper the simulation 
technique. Figure 4, incorporates an analytical 
model for the correlator bank followed by 
operational receiver software. Signal fault 
events of various types are accurately 
introduced, including blockage, spoofing, and 
narrow and wide-band interference. We now 
turn to a comparison of receiver structures. 

normal     signal event 

SV status 

normal 

normal   lock broken     channel excluded       normal 

f—track status 

t 
normal 

nav status 

degraded nav normal 

t 
normal    VPL degraded IQ^,^,,,,^^,,,,^^^^^^^ normal 

integrity status 
Figure 2   Typical Loss of Continuity Failure Mode 
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Figure 3 Integrated Demodulation/Navigation 
(IDN) structure 

Blockage Tests 
While the frequency of occurrence of short 
attenuation events on final approach due to 
vehicle blockage or other events has as yet to be 
carefully studied, it seems that low elevation 
satellites are most likely to be affected. 
Therefore a basic outage scenario consisting of 
attenuations on the lowest two satellites was 
introduced. Starting with a converged carrier 
phase navigation solution good to 0.1 meters, 
the first satellite was attenuated by 20 dB for a 
duration of two seconds. Following signal 
amplitude recovery the second satellite was 
attenuated by the same duration, followed by 
recovery. In both cases the amplitude 
fluctuation rate was 100 dB/sec, demanding 
responsive amplitude estimation and gain 
adaptation. 

In order to further challenge the receivers a 
geometry screening was carried out in order to 
ascertain "poor" geometries, those for which 
mistracking on both attenuated satellites would 
result in a VPL value greater than 0.5 meters, 95 
percentile. The fault detection false alarm rate 
was 10'^. VPL computations were carried out 
using well established techniques [10,11]. 
Under these difficult reception condition many 
candidate "poor" geometries were identified for 
simulation. Those geometries not so identified 
would not have resulted in excessive VPL, and 
loss in SFC continuity, unless false alarms 
occurred in either the LLM or FDE stages of the 
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receiver. In the present tests these false alarm 
induced continuity losses were dominated by 
true outage events and were thus ignored. Three 
different constellation scenarios were screened: 
the existing 25 satellite constellation, at 15 and 
7.5 degree mask angles, and the 25 satellite 
constellation at a 7.5 degree mask angle with 
four satellites removed. 

Simulation runs and results were then grouped 
by number of satellites tracked prior to the 
signal fault introduction. During receiver 
simulations continuity was declared lost under 
the SFC definition if vertical NSE was greater 
than 0.3 meters following the reception event. 
The ability to maintain SFC continuity was 
tabulated for all three constellation assumptions, 
and averaged to determine overall the continuity 
versus number of available satellites prior to the 
reception event. The results are shown in 
Figure 5. It should be noted that in all cases the 
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Table 1 Blockage Continuity Results, Averaged 
over All Sample Times 

25 SV 
7.5 deg. elev. 

25 SV 
15 deg. elev. 

21 SV 
7.5 deg. elev. 

IDN 
DDN 
IDN 
DDN 
IDN 
DDN 

99.7 % 
98.7 % 
92.5 % 
77.6 % 
99.1 % 
93.5 % 

DDN structure failed, its success rate with 
screened geometeries being zero. The most 
common failure mode being a mistracking on 
both satellites and a subsequent loss after 
channel exclusion of the 0.5 meter protection 
limit. By contrast the IDN structure suppressed 
signal mistracking in many cases, providing 
continuous service throughout the severe double 
blockage 79 percent of the time given six 
satellites. Even with just five satellites prior an 
event, when any outage immediately results in 
unbounded VPL and continuity loss, service is 
continued 62 percent of the time. 

In those situations in which IDN fails to 
suppress mistracking there is a potential for 
integrity loss. However these false dismissals 
are protected in two ways. First, the snapshot 
fauh detection available at the start of the event 
is used upon amphtude recovery at event 
conclusion to verify whether the fauh 
suppression was successful. Secondly, and more 
significantly, the central phase error covariance 
model maintained by IDN reflects the entire 
signal amplitude history. 

Finally, the overall results for each of the three 
constellations for both good and bad geometries, 
sampled over 24 hours at five minute intervals, 
is shown in Table 1. Instead of worst case 
values, these can be interpreted as probabilities 
of maintaining continuity with the introduction 
of a signal fauU at some random time of day. 
Perhaps most dramatic in comparing the two 
receivers is a continuity improvement from 78 
percent to 92 percent, for the 25 satellite 
geometry at a 15 degree mask, and from 93 to 
99 percent for the 21 satelhte geometry at 7.5 
degree mask. 

Spoofing Tests 
Spoofing presents a somewhat different 
challenge to the signal processor. By definition 
the spoofer is able to generate a GPS look alike 
signal on one or more satellites. With the 
exception of an extremely sophisticated spoofer 
able to generate just the right Doppler-delay 
offset needed to convince the avionics of a valid 
position, spoofing is easily detectable and 
excluded. However, this still poses difficulties 
for continuity. First, the receiver must properly 
identify the channel damaged by the spoofer. 
This may require sufficient geometry to support 
both fault detection and exclusion in the central 
processor, since the LLM by may fail if the loop 
is captured. Secondly, assuming the bad channel 
to be identified, the remaining satellites may be 
insufficient to support either the accuracy or 
VPL conditions needed for SFC. 

The spoofer in our simulations was tuned to 
appear in the central delay-Doppler cell of the 
correlator bank for a two second period, its 
maximum amplitude equal to the true signal 
amplitude. Prior to carrying out simulations 
three constellations were screened. At each time 
sample point the visible satellites were scanned 
to find the one which, when removed from the 
constellation, led to the worst vertical protection 
limit (VPL). As previously all faulted 
geometries with a VPL greater than 0.5 meters 
were flagged for full receiver simulation. Thus, 
for the selected geometries, once signal 
mistracking takes place continuity is lost. 

1001 

5 Sat.     6 Sat.      7 Sat.       8 Sat. 
Figure 6 Continuity Results with Spoofer on 

Worst Case Satellite 

Figure 6 summarizes continuity for the selected 
"poor" spoofing geometries. In all cases the 
DDN structure fails to provide continuity. The 
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IDN however is able to detect and suppress the 
effects of the spoofer, with full VPL and 
accuracy recovery upon termination of the 
spoofing event. With five satellite geometries 
the success rate is at 89 percent, rising to 96 
percent with six satellites. 

As for blockage the continuity statistics 
associated with introduction of a spoofer at a 
random time of day are also of interest. Table 2, 

Table 2 Spoofing Continuity Results, Averaged 
over All Sample Times 

25 SV 
7.5 deg. elev. 

IDN 99.96 % 
DDN 99.69 % 

25 SV 
15 deg. elev. 

IDN 99.29 % 
DDN 93.73 % 

21 SV 
7.5 deg. elev. 

IDN 99.93 % 
DDN 98.71 % 

The most dramatic effects are seen with the 25 
satellite constellation, at 15 degree mask, with 
the SFC increasing from 93.7 to 99.3 percent in 
switching from DDN to IDN processors. Note 
that in making this comparison we've made the 
optimistic assumption in favor of DDN that the 
LLM and central FDI are sufficient for 
exclusion of the spoofed satellite. Strictly 
speaking this may require that DDN have 
available the stronger geometry needed for fault 
exclusion, thus further degrading average 
performance. 

Conclusion 
As more experience is gained in Cat III 
approaches under a variety of aircraft and 
airport environmental conditions, robust 
techniques for signal tracking may be required. 
An attractive approach, with respect to both 
performance and cost, is full integration of the 
receiver's demodulation and navigation 
functions. This IDN technology appears to be 
especially effective in scenarios with rapid 
signal blockages and spoofing, allowing for near 
seamless tracking with difficult geometries. 
Preliminary results also indicate some jamming 
margin improvement. In summary, the GPS 

constellation offers us a great deal of strength in 
overcoming signal faults without loss of 
continuity, provided we apply wisely all 
available information in the signal tracking 
process. 
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ABSTRACT 

In single frequency (LI) GPS receivers, multipath is the 
dominant error source in differential carrier phase and 
pseudorange measurements. Consequently, it is the 
dominant error effecting DGPS positioning accuracy. 

The Multipath Estimating Delay Lock Loop (MEDLL) is 
a method for mitigating the effects due to multipath 
within the receiver tracking loops. The MEDLL does 
this by separating the incoming signal into its line-of- 
sight and multipath components. Using the line-of-sight 
component, the unbiased measurements of code and 
carrier phase can be made. 

In previous papers, the authors have demonstrated 
MEDLL performance in mitigating the effects of 
multipath on C/A code pseudorange measurements. 
Also, they have shovm that it is possible to use the 
MEDLL derived parameters to calculate a multipath 
error correction for the carrier phase measurements. 
This carrier phase multipath correction has now been 
implemented in NovAtel's MEDLL receiver. 

Using a GPS signal simulator, the carrier phase 
performance of the MEDLL receiver for a single 
multipath and a multiple multipath case was compared to 
a standard phase lock loop. The results showed the 
MEDLL receiver was able to substantially reduce the 
carrier phase multipath errors as compared to a standard 
NovAtel receiver. 

INTRODUCTION 

GPS pseudorange and carrier phase measurements suffer 
from a variety of systematic biases. The satellite orbit, 
satellite timing, ionospheric, and fropospheric errors are 
usually handled through DGPS techniques. The 
measurement bias caused by signal multipath acts 
differently. Unlike the other error sources, multipath is 
normally not correlated between antenna locations. 
Hence, because the base and remote receivers experience 
different multipath conditions the DGPS techniques are 
often ineffective and, as a result, multipath is the 
dominant error source. 

The Multipath Estimating Delay Lock Loop (MEDLL) is 
a method for mitigating the effects due to multipath 
within the receiver fracking loops. The MEDLL does 
this by separating the incoming signal into its line-of- 
sight and multipath components. Using the line-of-sight 
component, the unbiased measurements of code and 
carrier phase can be made. 

In previous papers, the authors have demonstrated 
MEDLL performance in mitigating the effects of 
multipath on C/A  code pseudorange  measurements. 
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Also, they have shown that it is possible to use the 
MEDLL derived parameters to calculate a multipath 
error correction for the carrier phase measurements. 
This carrier phase multipath correction has been 
implemented in NovAtel's MEDLL receiver and the 
focus of this paper will be evaluating the carrier tracking 
performance of tlus receiver. 

the delay is greater than 2 chips, the pseudo- 
random (PRN) codes are designed so that 
correlation power will be negligible. 

This paper deals with the normal case that the direct path 
signal is present and is stronger than the multipath 
signals. 

MULTIPATH CHARACTERISTICS 

The term multipath is derived from the fact that a signal 
transmitted from a GPS satellite can follow a 'multiple' 
number of propagation 'paths' to the receiving antenna. 
This is possible because the signal can be reflected back 
to the anteima off surrounding objects, including the 
earth's surface. Figure 1 illustrates this phenomena for 
one reflected signal. 

THE EFFECT OF MULTIPATH ON A STANDARD 
GPS RECEIVER 

A standard GPS receiver uses a dot-product or early 
minus late delay-lock-loop (DLL). This is illustrated in 
Figure 2. Since a normal DLL is designed to feedback to 
the hardware in such a way to keep the power at the early 
and late correlators equal, a correlation function distorted 
by multipath, biases this process. 

Since GPS is a ranging system, it is desirable to perform 
measurements on the direct path signal only. The 
presence of multipath signals corrupts this process 
because a standard receiver can not distinguish between 
the signals and tries to correlate with all signals that are 
present. 

Figure 1:    The Direct Path and One Reflected Path 
(Multipath) Signals 

Some important characteristics  of multipath are  as 
follows [Townsend and Fenton, 1994]: 

i) The multipath signal will always arrive after the 
direct path signal because it must travel a longer 
propagation path. 

ii) The multipath signal will normally be weaker than 
the direct path signal since some signal power will 
be lost from the reflection. It can be stronger if the 
direct path signal is hindered in some way. 

iii) If the delay of the multipath is less than two PRN 
code chip lengths, the internally generated 
receiver signal will partially correlate with it.   If 

The phase tracking is affected is a similar fashion. The 
phase-lock-loop (PUS) is driven from the punctual 
correlator. The phase of the composite signal is rarely 
the same as the direct path signal and therefore a 
tracking error is introduced. 

Etrly Corrdator Late Ccrrdator 

0 0.1 02 

Ofhit(C/ACoiteChlpi) 

Figure 2:    Early-Late DLL Tracking Error Due to 
Multipath 

THE GPS SIGNAL CORRELATION FUNCTION 

The received signal at the input of a direct-sequence 
spread-spectrum receiver can be written as: 

M-1 

OT=0 

where, 

M      =    number of signals. 
t        =    time. 
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p(t)  = 
n(t)     = 

d, m 

the spread-spectrum code 
white Gaussian noise, 
component signal amplitude, 
component signal delay, 
component signal phase. 

As can be see from this mathematical representation of 
the GPS signal, the resuhing signal correlation function 
r(t) is really just the linear sum of all signals present. 
Each signal is defined by a unique amplitude (o^), phase 
(e„), and delay (%) parameters. 

Given the make up of the GPS signal correlation 
function, it should be possible to measure the correlation 
function and decompose it into its direct path and 
multipath components. One method for doing this is 
using MEDLL technology and this is described in the 
following section. 

THE MULTIPATH ESTIMATING DELAY LOCK 
LOOP (MEDLL) 

For a positioning system like GPS, the parameters of 
interest are the direct path signal delay and phase. In 
order to estimate these parameters, the direct path 
correlation function needs to be determined. ■ The 
MEDLL approach used here involves the decomposition 
of the correlation fimction into its direct and multipath 
components. 

The MEDLL estimates the amplitude, delay, and phase 
of each multipath component using maximum likelihood 
criteria. Other criteria such as least squares could be 
used, but it was found that using maximum likelihood 
criterion was the most suitable. Each estimated 
multipath correlation function component is in turn 
subtiacted from the measured correlation function. Once 
this process is complete an estimate of the direct path 
correlation function is left. The phase and delay of the 
direct path is measured and these values are used to 
correct the carrier phase and pseudorange measurements 
respectively. 

RECEIVER ARCHITECTURE AND DESIGN 

The MEDLL algorithms require tiiat the complete 
correlation function be measured in order to detect 
distortions caused by multipath. This is achieved by 
multiple correlator sampling of the correlation fimction 
as shown Figure 3. 

Jr           1 

p      y"                 Cflrrelator^-"*' 

"\ 

"/■                                                  0.2- 

=i- 1 1 1 1 0-  1 1 h— 1  
-0.2 0 0.2 

Offset (C/A Code Chips) 

Figure 3:    Multiple   Correlator   Sampling   of   the 
Correlation Function 

A traditional GPS receiver dedicates only two, possibly 
three, correlators to each satellite tracking channel. The 
MEDLL algorithms require many more. Theoretically, 
the MEDLL only requires three correlators per direct 
path and multipath signal. In reality more correlators are 
required in order to obtain the initial estimates of each 
signal. 

The extra correlators require that more hardware be used. 
This was achieved at NovAtel by grouping some of the 
standard GPSCards into a multi-card system. The cards 
are finked to the same RF deck and external OCXO to 
minimizes cross channel biases. The OCXO also gives 
better clock stability then the TCXO used on the standard 
GPSCard. The interface to the MEDLL receiver is 
similar to OEM receiver presently sold by NovAtel. 
Figure 4 shows a picture of the MEDLL receiver, fis 
dimensions are 5.5" X 4.5" X 8.5". 

Figure 4:    NovAtel MEDLL Receiver 
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THEORETICAL CARRIER PHASE TRACKING 
PERFORMANCE 

Figure 5 shows a plot of the theoretical phase tracking of 
MEDLL and a standard PLL is the presence of a 0.5 
amplitude multipath signal. 

standard Phase Tracking 

Multipath Delay (C7A Code Chips) 

Figures: Theoretical MEDLL and Standard 
Receiver Phase Tracking Performance in 
the Presence of One Multipath Signal 

The multipath signal was varied in delay from 0 to 1.2 
chips and the maximum phase error was plotted. 

The plot was generated using a simulated correlation 
function. A precorrelation band width (BW) of 8 MHz 
was assumed so as to emulate the filtering going on 
inside the MEDLL receiver. 

The plot shows that the MEDLL is significantly better 
than standard receivers. It virtually eliminates any 
multipath biases for delays greater than 0.15 chips. 

GPS SIMULATOR TEST BED 

To evaluate the performance of the MEDLL carrier phase 
measurements under controlled multipath conditions, a 
GPS simulator test bed was set as shown in Figure 6. 
The test bed consists of a Stanford Telecom 7220 GPS 
signal simulator coimected to two NovAtel receivers, the 
MEDLL and the GPSCard model 3151R using punctual 
correlator phase tracking. This set up allows us to make 
a direct comparison in performance between the MEDLL 
receiver and the GPSCard. 

Commands 
and Data 

BimulatorController 

Commands 
and Data 

Test Bed Controller 

^l^P" 
NovAtel MEDLL Receiver 

GPSCard Model 3151R 

RF 

IsTel 7220 GPS SimuTator 

Figure 6:    GPS Signal Simulator Test Bed 
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For each multipath simulation scenario, one channel of 
the simulator was set up to produce an multipath free 
signal using PRN 1. The multipath corrupted signal was 
created by setting 2 or more of the remaining simulator 
channels to generate a signal using PRN 2. One channel 
is set to simulate the direct path signal while the other 
channels generate the multipath signals. 

The carrier range error is measured by differencing the 
PRN 1 measurement with the PRN 2 measurement. The 
carrier phase ambiguity is subtracted out and the 
remaining residual is largely due to the multipath error. 
Figure 7 shows a plot of the residuals. 

GPS Time of Week (sec) 

Figure?:   PRN  1   Minus  PRN  2   Carrier  Phase 
Residuals 

RESULTS - ONE MULTIPATH CASE 

For this test, a 0.5 amplitude multipath signal is 
generated at various delays relative to the direct path. 
The selected measurement points were 0.02, 0.04, 0.06, 
0.08, 0.10, 0.14, 0.20, 0.40, 0.60, 0.80, 1.00, and 1.20 
chips delay. 

A new simulator scenario was initiated for each 
measurement point and the GPS receivers were reset at 
the same time. The simulator channels were configured 
in the following way: 

Charmel 1 
Channel 2 
Channel 3 

Channels 4 to 10 

PRNl 
PRN 2 (direct path signal) 
PRN 2 (multipath signal) 
Idle 

The relative doppler between channels 2 and 3 was 1/60 
Hz. That is, at the beginning of the scenario, the 
multipath delay set to the same as the measurement point 
delay, then it is increased by one carrier cycle every 
minute.    This allows the multipath signal to rotate 

through a full 360 degrees of phase relative to the direct 
path signal. The effects of this can be seen in Figure 7. 
The period between peak residual points is approximately 
one minute. 

The plot in Figure 8 shows measured phase tracking 
error versus the theoretical phase tracking error from 
Figure 5. 

0.6 0.8 
MulUpath Delay (C:ode Chips) 

la 

Figures:   Measured   Phase   Tracking   Error   vs. 
Theoretical Phase Tracking Error 

The results show the following: 

1. Both plots of the MEDLL and GPSCard measured 
phase errors converge to a value of around 0.013 
cycles. The phase noise of the receiver is about this 
level. This is also shown Figure 7 by the higher 
noise present on top of the large sinusoidal type 
trend in the residuals. 

2. The standard PLL follows closer to the theoretical 
values then the MEDLL does. The reasons for this 
are probably errors in the reference correlation 
fiinction used inside the MEDLL receiver and 
residual second order effects in applying the carrier 
phase correction. The MEDLL carrier phase 
correction is very sensitive to errors in the 
quadrature of the reference correlation function. 
This could be improved by measuring the reference 
fiinction at more points. The residual second effects 
are caused by the PLL in the MEDLL receiver 
operating in real time and the correction to the 
carrier phase being calculated slightly post real-time. 
This can likely be tuned to improve results. 

3. The MEDLL shows a marked improvement over the 
standard PLL. 
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RESULTS - TWO MULTIPATH CASE CONCLUSIONS 

For this test, a 0.5 amplitude multipath signal is 
generated at various delays relative to the direct path. 
The selected measurement points were 0.02, 0.10, 0.20, 
0.80, and 1.20 chips delay. At the same time a 0.3 
amplitude multipath signal is held static at 0.5 chips 
delay. 

As before, a new simulator scenario was initiated for 
each measurement point and the GPS receivers were 
reset at the same time. The simulator channels were 
configured in the following way: 

Channel 1 
Channel 2 
Channel 3 
Channel 4 

Channels 5 to 10 

PRNl 
PRN 2 (direct path signal) 
PRN 2 (0.5 amp. multipath signal) 
PRN 2 (0.3 amp. multipath signal) 
Idle 

The relative doppler between channels 2 and 3 was 1/60 
Hz while channel 4 was held at 0 degrees phase relative 
to channel 2. 

The plot in Figure 9 shows the measured phase tracking 
error for the two multipath case along with the phase 
tracking error from the single multipath case. 
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The resuhs show a marked improvement in the MEDLL 
carrier phase tracking performance over the standard 
PLL. This shows that MEDLL is able to detect and 
remove the multipath signal(s). The tracking 
performance does degrade with the addition of more 
multipath signals, but the MEDLL suffers much less than 
the standard PLL. 

Still the MEDLL did not perform as well as the 
simulations indicated it would. This suggests that these 
results can be improved upon. Some possible areas of 
improvement are a more accurate reference correlation 
function and more accurate modeling of second order 
effects when applying the carrier phase correction. 

REFERENCES 

Fenton, P., B. Falkenberg, T. Ford, K. Ng, and A. J. Van 
Dierendonck (1991) NovAtel's GPS Receiver: The 
High  Performance   OEM   Sensor  of  the   Future, 
Proceeding's of the 4th International Technical Meeting 
the Institute of Navigation, Albuquerque, NM, USA. 

Townsend, B.R., and Fenton, P. (1994), A Practical 
Approach to the Reduction of Pseudorange Multipath 
Errors in a LI GPS Receiver, Proceedings of the 7th 
International Technical Meeting of the Satellite Division 
of the Institute of Navigation, Salt Lake City, UT, USA. 

van Nee, D.J.R., J. Siereveld, P. Fenton, and B. 
Townsend (1994) The Multipath Estimating Delay 
Lock Loop: Approaching Theoretical Accuracy 
Limits, Proceedings of the IEEE Position, Location and 
Navigation Symposiimi, Las Vegas, NV, USA. 

Figure 9:    One Multipath Case vs. 
Case 

Two Multipath 

The resuhs show that the both the MEDLL and the 
standard PLL suffer a degradation in accuracy due to the 
addition of one more multipath signal. Relatively 
speaking, the MEDLL suffers much less then the 
standard PLL. This indicates that the MEDLL is 
successfully detecting and removing the additional 
multipath signal. 
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ABSTRACT 

The vulnerability of GPS to intentional or 
unintentional interference signals has been analyzed 
and incidence of observed interference has been 
reported by others [1]. During the past few years 
both military and commercial organizations have 

made investments to develop techniques to mitigate 
GPS interference concerns. One such technique, 
namely the Adaptive Transversal Filter (ATF), was 
developed and patented [8] by Mayflower 
Communications to mitigate narrowband 
interference to GPS. An example of a potential 
narrowband' interference to GPS is the AMSS 
(Aeronautical Mobile Satellite Service) SATCOM- 
induced intermod interference. This paper discusses 
the nature of this interference source and the means 
to mitigate it using the Mayflower ATF technology. 
The paper also discusses other interference 
mitigation techniques for narrowband interference 
and compares it with the ATF technology. The 
paper summarizes the results of a recent test 
campaign using RF-simulated SATCOM intermod 
interference signals with a C/A code GPS receiver 
incorporating the ATF circuits. These resuhs, 
performed for FAA SATCOM Program Office, 
demonstrated that an additional 20 to 30 dB of 
interference protection can be provided to a 
commercial GPS receiver using ATF. This 
additional interference protection provides sufficient 
margin for any link budget contingencies for 
simultaneous SATCOM/GPS operation for air 
transport as well as for General Aviation (GA) 
applications. 

1.0     INTRODUCTION 

The radio frequency interference (RFI) or jamming 
concerns of GPS for military missions have been 
studied over the past fifteen years by the Department 
of Defense. It has been postulated that with the 
introduction of GPS equipped weapon systems new 
jamming threats will emerge. These fixture jamming 
threats will consist of a mix of both narrowband and 

' An interference signal is defined as narrowband if it 
occupies less than a fraction of 2 MHz bandwidth for C/A 
code and 20 MHz bandwidth for F code operation. 
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wideband interference sources. The vulnerability of 
GPS to jamming was recently highlighted by a 
Defense Science Board (DSB) Task Force Study 
(Gilmore and Delaney, 1994 [2]) which identified 
the need for cost-eflfective solutions to both wideband 
and narrowband jamming threats, with particular 
emphasis on wideband jamming. 

Commercial aircraft GPS receivers are also 
susceptible to unintentional as well as intentional 
interference (Nisner and Owen, 1995 [3]), (Johnson 
and Erlandson, 1995 [4]). There are several 
potential sources of interference to GPS or a GNSS^ 
(Global Navigation Satellite System). These sources 
can come from RF transmitters, either onboard the 
aircraft, nearby aircraft, or from ground stations, and 
include in-band radio frequency interference (RFI), 
out-of-band RFI, and physical interference. Sources 
of such interferences, e.g., SATCOM (AMSS) 
Intermod, VHF Communications Harmonics and 
Mobile Satellite Service (MSS) have been studied 
and reported by many organizations and are 
currently being discussed under the auspices of 
RTCA SC-159, WG6: Interference Issues. The 
current ARINC specification for interference 
tolerance in a commercial GPS receiver is defined in 
terms of interference-to-signal power ratio (I/S) of 24 
dB for wideband interference and less than 24 dB for 
narrowband interference. In other words, if the 
interference power is more than 24 dB above the 
GPS signal power level (nominal value -130 dBm) 
then a commercial C/A code receiver may not be 
able to maintain signal tracking. With the above 
level of interference tolerance, a recent Lincoln 
Laboratory study (Gilmore and Delaney [2]) 
indicated that a modest I W in-band interference 
source may deny C/A code receiver operation up to a 
range of about 85 km. Therefore, the need to reduce 
the interference vulnerability of commercial GPS 
receivers by providing a low-cost interference 
cancellation capability is important for safety 
applications, such as air traffic control. 

This paper describes one such low-cost anti-jam 
technique and demonstrates its efficacy to mitigate 
SATCOM-induced interference to GPS. Section 2 of 
the paper discusses potential sources of unintentional 
interference to commercial aircraft. Section 3 
describes the specific ATF anti-jam technique and 
compares it with other anti-jam signal processing 
techniques. Section 4 discusses how this anti-jam 
capability can be provided for inside the receiver, 

' GNSS is defined to include, GPS and GLONASS. 

and Section 5 describes the test configuration used 
for the demonstration. The test results are 
summarized in Section 6. 

2,0     GPS INTERFERENCE SOURCES IN 
COMMERCIAL AIRCRAFT APPLICATIONS 

Several sources of potential unintentional RFI to 
GPS receivers onboard commercial aircraft have 
been identified [3,4]. Such sources range from RF 
transmitters onboard the aircraft, as well as onboard 
nearby aircraft and vehicles, to other RF 
transmitters, such as TV and FM stations in 
proximity to the aircraft. However, the immediate 
and highest degree of threat to GPS receivers comes 
from onboard RF transmitters that are used, or 
planned to be used, by the aircraft for Aeronautical 
Operational Control (AOC) and Air Traffic Control 
(ATC) communications, e.g., VHF radio and the 
satellite communications (SATCOM) equipment. 
The potential threat to GPS receivers by such devices 
must be evaluated and mitigated since fiiture Air 
Traffic Management (ATM) fimctions are relying on 
an integrated COMM/NAV system to meet the civil 
aviation demands into the next century. In the 
following, we present an overview of the SATCOM 
and VHF communication RFI to GPS. 

SATCOM Interference 

Mobile SATCOM service is currently being 
standardized by the International Civil Aviation 
Organization (ICAO). This effort is supported by 
the civil aviation authorities (CAAs) of several 
countries, including the US FAA, and national and 
international consortia, such as Airlines Electronics 
Engineering Committee (AEEC), RTCA, and 
Inmarsat. The ICAO Aeronautical Mobile Satellite 
Services (AMSS) Standards and Recommended 
Practices (SARPs) were recently approved by ICAO. 

AMSS safety service has been assigned the 
bandwidth 1646.5 to 1656.5 MHz within the entire 
Mobile Satellite Service (MSS) spectrum of 1626.5 
to 1660.5 MHz. SATCOM transmission of muftiple 
carriers has been shown to produce intermodulation 
(IM) products of 5th order and higher falling in the 
GPS LI C/A band (between 1574.42 MHz and 
1576.42 MHz). Analysis and test resufts have shown 
that the 5th and 7th order IM products have enough 
power to adversely impact GPS receiver performance 
on a commercial aircraft. Test data from Boeing, 
Honeywell, and Ball Aerospace have shown that IM 
RFI is narrowband interference with bandwidth of 
about 25 KHz [RTCA, 92].    Figure I shows tiie 
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functional diagram of an AES (Aircraft Earth 
Station) with a high gain antenna and a GPS 
receiver antenna to illustrate the potential generation 
of intermods in the GPS frequency band. These 
intermods are created when the AES uses multi- 
carriers. 

Mayflower Commimications has supported the 
investigation of the SATCOM interference problem 
to GPS for the FAA under the auspices of RTCA SC 
159 and 165. Several solutions to mitigate the 
interference effect have so far been proposed by 
RTCA SC 159 WG6 on GNSS interference. The 
proposed solutions, suggesting to impose constraints 
on SATCOM in order to completely avoid the 
generation of IM, would result in operational 
limitations on SATCOM^. In one of its deliberations 
on this subject, RTCA suggested to pursue signal 
processing techniques applicable to the GPS receiver 
as a solution to mitigate SATCOM interference 
effect (RTCA, 1994 [5]). 

VHF Communications Interference 

The VHF channels centered at 121.150, 121.175, 
and 121.200 MHz, have a 13th harmonic within the 
GPS bandwidth and, the VHF channels centered at 
131.200, 131.250, and 131.300 MHz have a 12th 
harmonic within the GPS bandwidth. These VHF 
channels are used for voice and data communications 
between the airplane and air traffic control centers. 
The VHF harmonics RFI is also a narrowband 
interference with bandwidth of about 25 kHz. 

Field test on the magnitude of the 13th harmonics, 
conducted by (Johannessen, Gale, and Asbury, 1990 
[6]) confirmed the existence of sufficiently strong 
interference to impact adversely GPS receiver 
performance. Field tests to measure the magnitude 
of the 12th harmonic are currently being conducted 
by ARINC on a GPS/ACARS testbed. 

This activity has caused the RTCA SC 159, dealing 
with the standardization of GPS receivers for civil 
aviation, to revise its Terms of Reference to include 
the preparation of guidelines and the identification of 
appropriate standards resulting from the identified 
potential for interference to GPS from the VHF 12th 
and 13th harmonics. 

' Inmarsat; - the AMSS Service Provider, - has agreed to 
screen the carrier frequencies in the GES prior to 
allocation to ensure that 3rd and 5th order intermod are 
not produced in the GPS band. GLONASS and higher 
than 5th order intermod in the GPS are still not protected. 

3.0 INTERFERENCE MITIGATION TECH- 
NIQUES 

Interference mitigation techniques for GPS can be 
classified in two broad categories: (1) pre- 
correlation signal processing, and (2) post- 
correlation signal/data processing. Pre-correlation 
signal processing techniques, as the name suggests, 
do not distinguish between the C/A code and P code. 
Examples of pre-correlation processing techniques 
are the well-known adaptive antenna control 
processing (also referred to as spatial processing) 
and temporal/spectral processing. The post- 
correlation signal/data processing refers to primarily 
data processing techniques inside the GPS receiver 
that are employed after code correlation and carrier 
Doppler removal functions. Examples of post- 
correlation processing are: adaptive aided code 
and/or carrier tracking loop design, multiple 
correlator processing for extended tracking, inertial 
aiding and integrated GPS/INS navigation filter 
designs. Pre-correlation processing techniques offer 
between 30 to 50 dB of jammer cancellation 
(depending on the number and types of jammers) 
while the post-correlation techniques offer between 
10 to 15 dB of jammer power cancellation. 

The traditional approach to mitigate jamming in 
military GPS receivers has been the provision of 
adaptive antenna to place nulls in the direction of 
jammers. However, the technology constraints of the 
existing adaptive antenna systems renders these 
systems unattractive for many military applications 
due to their high cost and large size. Adaptive 
antenna solutions to mitigate GPS interference 
concerns in commercial applications are also not 
desirable for the same reasons of high cost and large 
size. Therefore, alternate GPS interference 
mitigation approaches have been pursued by the 
Department of Defense, which either take advantage 
of special features of the jammer signal prior to code 
correlation (i.e., pre-correlation processing) or 
effectively reduce the tracking loop bandwidth (post- 
correlation processing) [9, 11], 

Temporal/Spectral filters are examples of pre- 
correlation GPS signal processing techniques that 
have been analyzed and successfully implemented to 
mitigate narrowband interference signals. 
Depending on the signal domain in which jammer 
features are sensed and excised (sometimes referred 
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Figure 1. Intermodulation Interference From Multi-Channel SATCOM 

to as 'excision' filters), tiie above pre-correlation 
techniques are classified as "time domain 
processing," "fi-equency domain processing," or 
"amplitude domain processing." 

Time-domain processing requires that the received 
signal be filtered through an adaptive transversal 
filter (ATF) or an adaptive lattice filter. The filer 
weights are updated to minimize the signal power at 
the filter output (Milstein 1988 [7], Dimos and 
Upadhyay, 1993 [8]), or to whiten effectively the 
input spectrum by using correlation information to 
fit an all-pole model to the input signal. Significant 
jammer suppression (exceeding 30 dB) is achieved 
when the ATF spectrum forms spectral notches at 
the locations of the jammers. Since two real weights 
(that is, one complex weight consisting of a real and 
an imaginary component) are required for each ATF 
spectral notch, this system needs at least twice as 
many weights (and filter taps) as the maximum 
number of narrowband jammers to be suppressed. 
Digital embodiment of ATF processing was 
demonstrated for the first time by Mayflower 
Communications under the Air Force Wright 
Laboratory AGR Program (Dimos, et. al, 1993 [9]) 
using an 8-bit digital processing. Recently 
Mayflower demonstiated the operation of the ATF 
embedded in a GPS receiver using a 10-bit 
processing under its IR&D program. 

Frequency Domain Processing requires that: (1) the 
received signal be converted into the frequency- 
domain by a real-time Fourier transform; (2) the 
spectral peaks be sensed and suppressed through an 
adaptive threshold power level and an adaptive notch 
filter; (3) and the signal be converted back to the 

time-domain through a real-time inverse Fourier 
ti-ansform (Milstein, 1988 [7]). Technical 
limitations associated with this method are related to 
the stability of the input spectral estimate, and issues 
related to implementation in a small size, power and 
weight. 

Amplitude-domain processing requires that the 
received signal be subjected to an adaptive nonlinear 
transformation to suppress peaks in the distribution 
of the signal amplitude. One simple such method is 
the adaptive A/D conversion (Amoroso 1983 [10]). 
This relatively simple technique can achieve 
processing gains between 5 to 10 dB against CW 
interference. A more powerfiil, and more 
complicated amplitude domain processing technique 
referred to as "Digital Density Detection", estimates 
the amplitude distribution [11] in a sequence of the 
input signal and then provides an optimal amplitude 
transform to suppress the jammer. The performance 
of time-domain amplitude diminishes rapidly as the 
number of jammers increases (even if they are at the 
same frequency), because of the rapid convergence of 
the combined amplitude distribution towards the 
thermal noise, i.e. Gaussian distribution. 

With the current state-of-the-art in digital 
VLSWHSIC technology, temporal/spectral filter 
processing (a pre-correlation anti-jam technique) are 
typically implemented with digital hardware at the 
receiver sampling rate, i.e., about 2 MHz for a C/A 
code receiver and 20 MHz for a P-code receiver. As 
a result, they are significantly less costiy than the 
antenna anti-jam techniques, which require multiple 
antenna elements, analog RF processing and digital 
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weight computation. Temporal/spectral anti-jam 
processing are also applicable to GLONASS 
interference concerns. It should be noted that 
GLONASS is potentially more vulnerable to in-band 
interference than the GPS because of its larger signal 
bandwidth (i.e., spectrum). Even though not folly 
discussed in this paper, Mayflower ATF temporal 
filter can be used to mitigate interference to 
GLONASS caused by SATCOM intermod, VHF 
harmonics or any other narrowband interference 
signal. 

While the benefits of a digital temporal anti-jam 
filter are numerous, it should be noted however, that 
the temporal/spectral filters are effective only against 
narrowband interferences while the antenna spatial 
filter techniques are effective against both 
narrowband and wideband interference. Temporal 
filters, in addition to providing excellent jammer 
power suppression capability for narrowband 
jammers, are also attractive because of their lower 
cost and ease of insertion in GPS receivers or 
antenna electronics. Insertion of temporal filter 
technology in a GPS receiver is discussed in Section 
4. 

4.0 INSERTION OF DIGITAL ATF INTER- 
FERENCE MITIGATION TECHNOLOGY IN 
THE GPS RECEFV^ER 

The adaptive temporal filter (ATF) has been 
implemented digitally for both the C/A code and P 
code operation. The C/A code ATF was recently 
implemented and tested on a chip as a multi-tap 
weighted delay line in which tap weights are 
digitally computed in the chip. The ATF is capable 
of mitigating multiple simultaneous interference 
signals. Insertion of this interference mitigation 
technique in a GPS receiver can be accomplished in 
one of the two ways described below. 

In the first method, a GPS receiver analog IF output 
is digitized in accordance with the ATF chip 
specification and the output of the ATF chip is 
provided to the GPS signal processor, shown in 
Figure 2., for performing standard GPS signal 
processing fonctions of code correlation and carrier 
Doppler. 

In this method, the interference canceller chip can be 
enabled or disabled digitally to evaluate the 
contribution of this technology. This approach is 
considered to be the most cost-effective and will offer 
the best performance. However, it does require some 
modification to existing GPS receivers. 
Alternatively, we have considered providing this 
technique as a stand-alone product where the input 
to the unit is the L-band antenna signal and the 
output of the unit is also an L-band signal in which 
the interference has been mitigated. The fonctional 
block diagram of the stand-alone unit, shown in 
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Figure 3, implements downconversion from L-band 
to IF, digitization of the IF signals which is 
processed by the ATF and the output of the ATF chip 
is fed to D/As and upconversion to Li frequency. 
The standalone interference canceller unit was buiU 
and tested. A photograph of the unit is shown in 
Figure 4. The figure shows the Antenna Jl 
connector (input), the Receiver J2 connector 
(output), and a connector for the 28 Volts D.C. 
power input to the unit. The stand-alone unit, as 
expected, does not require any modification to 
existing GPS receivers. It is used as an in-line 
module between the receiver and the antenna. 

In the next section we describe the test configuration. 
The performance test results with the ATF 
interference mitigation technique against the 
SATCOM intermod interference are described in 
Section 6. 

5.0 SATCOM INTERMOD INTERFERENCE 
TEST CONFIGURATION 

The test configuration to test SATCOM interference 
mitigation to GPS operation was based on a test plan 
developed jointly in consultation with RTCA, 
Inmarsat and FAA. The SATCOM intermod was 
implemented in RF as a narrowband FM with a 
bandwidth of about 25 KHz. The narrowband 
intermod signals were generated using a noise 
generator source whose output was passed to a Low 
Pass Filter and then modulated using HP FM signal 
generators (model number HP 8567). Three 
simultaneous intermod signals were generated at RF 
and combined together, along with live GPS satellite 
signal from a roof-top antenna, as shown in Figure 5. 

The combined SATCOM intermod interference plus 
GPS signals were provided to a C/A code GPS 
receiver, developed earlier by Mayflower for 
DOTA^NTSC under the MLG/GPS/RNAV program 
for the FAA. 

Figure 4. Stand-Alone GPS Adaptive Interference Canceller 
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The DOTAWrSC receiver was modified to insert 
the ATF circuits as shown in Figure 5. A HP 8560 
Spectrum Analyzer was used to observe and record 
the input L-band signals to the receiver. The digital 
signals, before and after the ATF interference 
canceller, were displayed and recorded on the HP 
1650 A Logic Analyzer. Finally, the status of the 
receiver, e.g., SV number, mode, elevation and 
azimuth, signal-to-noise power ratio, code and 
carrier measivements were displayed on a KCU568 
CDU and recorded on a PC. 

The test configurations consisted of up to three equal 
power SATCOM narrowband interference signals. 
In the case of three interference signals, one was 
centered at Li, the second was centered at Li+0.5 
MHz, and the third interference signal was centered 
at Li-0.5 MHz. Other test configurations have also 
been evaluated, e.g., vwth CW and with interference 
signal bandwidth larger than 25 KHz, up to 100 
Khz, and the results were consistent with our 
prediction. However, the test results described in the 
next section pertain only to the approved test plan for 
the CW and 25 KHz bandwidth interference signals. 

6.0 INTERFERENCE MITIGATION PER- 
FORMANCE: TEST RESULTS 

In this section we summarize the performance test 
results for the test configuration described in the 
previous section. The interference mitigation 
performance is measured in terms of additional 

interference power a receiver can tolerate when the 
ATF chip is inserted in the receiver (or equivalently 
ATF is used as a in-line stand-alone module - see 
Section 5). The performance was measured both in 
terms of signal tracking performance and signal 
acquisition/reaquisition performance. Table 1 
summarizes the results for tracking performance 
with one, two and three CW and 25 KHz 
narrowband interference signal sources. 

Test 
Number 

Interference 
Type 

ATF Gain (dB)         | 
Max Min Avg 

1 INB 35 32 33 
2 2NB 32 30 31 
3 3NB 29 22 25 
4 ICW 29 25 27 
5 2CW 32 26 30 
6 3CW 27 23 25 

Table L Phase I Test Results 

The performance results in Table 1 are documented 
in terms of ATF gain which is defined as additional 
interference power a commercial receiver can 
tolerate, before disrupting its operation, using the 
ATF technology. 

The data in Table 1 was collected over many tests 
that were performed and is presented in terms of 
maximum, minimum and average interference 
suppression power in dB.     The data indicates 
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between 25 to 33 dB (average) of additional 
interference protection that can be afforded to a 
commercial GPS receiver. 

7.0 CONCLUSIONS 

The performance test data presented in this paper 
was collected with a realistic SATCOM intermod 
interference signal. The data shows about 25 dB of 
additional interference protection that can be 
provided inside the receiver for the case of 3 
independent interferers and higher level of 
performance with fewer interference signals. This 
margin is adequate to mitigate SATCOM 
interference concerns to GPS operation on the same 
aircraft. Given the potential sources of unintentional 
interference to GPS, this level of margin allows FAA 
and the avionics equipment manufacturers to 
proceed confidently with the implementation of GPS 
as a primary navigation and landing system. 
Additional work is required to test the efficacy of the 
ATF technology for other potential interference 
sources, such as VHF, Mobile Satellite Service 
(MSS) and for other aeronautical navigation signals, 
such as GLONASS. 
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ABSTRACT 

The proposed Wide Area Augmentation System 
(WAAS) downlink data consists of 250 bits in each 
second, 2-to-l convolutionally encoded, yielding a 
500 Hz BPSK symbol rate. This higher symbol 
rate requires the use of a Viterbi decoder to re- 
cover the 250 Hz data and may require modifica- 
tion in receiver carrier tracking loop designs as well. 
Frequency-locked loops (FLLs) are used in many GPS 
receivers instead of Costas loops because of the supe- 
rior dynamic tracking capabilities of FLLs. However, 
the method of data demodulation commonly used in 
FLLs has a tendency to yield bursts of data bit errors, 
negating the coding gain offered by the Viterbi de- 
coder. Loss of the WAAS integrity data, even if only 

*e-inail:gamcgraw@cca.rockweIl.coin 
'e-mail:bas clinau@cca.rockwell.com 

for a few seconds, is clearly undesirable in many sit- 
uations. This paper discusses the problems that the 
WAAS data coding and modulation format present 
to current carrier loop designs. A modified FLL data 
demodulation process is proposed and simulation re- 
sults presented. The WAAS data error and cycle slip 
performance of this new FLL demodulation scheme 
is at least as good as a Costas loop, yet retains the 
other advantages of an FLL. 

1.    INTRODUCTION 

The proposed Wide Area Augmentation System 
(WAAS) [7] will greatly enhance the utility of GPS 
as an aircraft navigation aid. WAAS ground stations 
will monitor the status and accuracy of GPS satellites. 
GPS satellite integrity and wide-area differential cor- 
rections will be broadcast from geostationary satel- 
lites. The FAA intends that WAAS will enable sole- 
means GPS navigation for operations ranging from 
enroute to Category-I precision approaches. 

The WAAS signal structure is similar to that of 
GPS. The broadcast will be a CDMA spread spec- 
trum signal on GPS-Ll, also using length-1023 Gold 
codes. However instead of 50 Hz BPSK downlink GPS 
data, the WAAS data will be at 250 bps, 2-1 convolu- 
tionally encoded, yielding 500 Hz BPSK symbols [7]. 
The WAAS signal structure will require some signifi- 
cant changes in GPS receiver design: 

• Modified code generators will be needed to pro- 
duce the Gold codes used by WAAS. 

• Receiver carrier tracking loops must be able to 
demodulate 500 Hz symbols. 

• A Viterbi decoder (or similar technique) will be 
required to recover the convolutionally-encoded 
data. 

The higher WAAS symbol rate implies that the 
coherent pre-detection integration (PDI) interval for 
WAAS will be a tenth as long as the PDI interval 
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for GPS, yielding a 10 dB loss in the Eb/Na. How- 
ever the length-7, rate-1/2 convolutional coding yields 
about 5 dB of coding gain [6]. However this coding 
gain assumes a random distribution of bit errors. For 
a rate-1/2 code, a Viterbi decoder with 12 branches 
can correct any 3 errors in sequences of 24 symbols 
[6]. Correcting more than three errors is likely be- 
yond the capability of any reasonable decoder. The 
WAAS signal design protects against burst errors by 
incorporating 24 cyclic redundancy check (CRC) par- 
ity bits into each 250 bit field of data [7]. The CRC 
will permit the detection of any long bursts of bit 
errors within a second. 

Frequency-locked loops (FLLs) are used in some 
GPS receivers because they are particularly robust to 
jamming and host vehicle dynamics as compared to 
phase-locked or Costas loops. However the method 
typically used to demodulate BPSK data in a FLL 
gives rise to blocks of errors, instead of isolated bit 
errors. While these errors would be detected by the 
CRC, the coding gain offered by the Viterbi is es- 
sentially lost. This loss of downlink data in GPS is 
not a particular concern, because the signal levels are 
typically large enough to make the symbol error prob- 
ability very small and the loss of a subframe of data 
is not critical. 

In this paper we will discuss the two major carrier 
tracking loop designs used in GPS receivers, FLLs and 
Costas loops, considering the relative advantages and 
disadvantages of the two implementations. The data 
error mechanism described above will be discussed 
in greater detail. We will then propose an alterna- 
tive method for demodulating BPSK data in a FLL. 
Simulation results comparing this new method with 
a Costas loop will then be presented. 

2.     GPS CARRIER TRACKING 
LOOP OVERVIEW 
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Figure 1: WAAS Costas loop block diagram. 
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Figure 2: WAAS FLL block diagram. 

of the perhaps more standard dot product discrimi- 
nant for Costas loops or cross product discriminant 
for FLLs. The results presented here would likely 
be only slightly affected by use of the other discrimi- 
nants. Our experience is that the ARCTAN detector 
slightly outperforms these other discriminants. 

In this section we will compare two carrier tracking 
loops commonly used in GPS receivers: Costas loops 
and frequency-locked loops. The Costas loop is dis- 
cussed in numerous references; see Holmes, [2], for 
example. FLLs are less commonly discussed in the 
literature; two references are [1, 3]. Our discussion in 
this section will be fairly brief. Appendix A provides 
a more detailed presentation in conjunction with the 
development of mathematical models for simulation 
and analysis. 

Conceptual block diagrams for the WAAS imple- 
mentations of the two types of carrier tracking loops 
are shown in Figs. 1 and 2. A summary of the rela- 
tive advantages and disadvantages of these two mech- 
anizations is given in Table 1. Our discussion and sim- 
ulation results assume an ARCTAN detector instead 

Carrier Tracking Method 

As discussed in detail in Appendix A, the ARCTAN 
detector output is proportional to the phase and fre- 
quency error between the carrier and the numerically- 
controlled oscillator (NCO) over the PDI interval. Re- 
ferring to Fig. 1, we see that the ARCTAN output 
(corrected for data bits) is the input to the Costas 
loop filter; therefore the loop will act to null-out both 
the phase and the frequency error. In the case of 
the FLL shown in Fig. 2, successive differences of the 
ARCTAN detector outputs (also corrected for data) 
are used as the input to the loop filter. Therefore 
the loop will only act to null-out the frequency error. 
When a Costas loop is locked, the quadrature com- 
ponent will be small, but in the FLL there will be an 
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Table 1: Comparison of Costas and FLL carrier track- 
ing loops.  

Costas Loop Advantages: 
• Tracks carrier phase signal coherently. 
• Provides inherent data demodulation. 
• Excellent carrier phase measurement accuracy 

can be obtained in low dynamic environments. 

Costas Loop Disadvantages: 
• Requires high sampling rate and loop bandwidth 

for severe dynamic environments. 
• Sensitive to clock noise, clock vibration, and 

jamming. 
• Slow pull-in to initial phase and frequency errors. 

FLL Advantages: 
• Can operate at low sampling rate and loop band- 

width even in severe dynamic environments. 
• Rapid pull-in to initial phase and frequency 

errors. 
• Less sensitive to clock noise, clock vibration, 

and jamming. 

FLL Disadvantages: 
• Demodulates data by detecting phase 

transitions. 
• Carrier  phase  measurement  processing  more 

complex 
than Costas. 

arbitrary phase offset between the carrier and NCO. 

This difference in phase vs. frequency control be- 
tween the Costas loop and the FLL yields consider- 
able differences in loop response to errors such as line 
of sight (LOS) dynamics and receiver clock noise. Un- 
der extreme loop stress, the FLL can better tolerate 
cycle slips that occur, whereas the Costjis loop is more 
likely to lose lock completely. For our simulation eval- 
uation, the FLL had a 50 Hz loop update rate, with 
a third-order, 5 Hz loop filter. This design is able to 
withstand LOS accelerations of 10 G and LOS jerk 
of 10 G/s. In contrast, for the Costas loop we used 
a 100 Hz loop update rate, with a third-order, 10 Hz 
loop filter, which began to lose lock for an LOS jerk 
of 4 G/s. To achieve performance comparable to the 
FLL, a Costas loop update rate on the order of 250 Hz 
with loop bandwidth of 15 Hz would be required. We 
chose the Costas loop update rate and bandwidth as 
a compromise between dynamic tracking and noise. 
Most applications do not require the high dynamic 
capability that the FLL offers, and the Costas loop 
design we used would tolerate the LOS dynamics and 
clock errors seen in most situations. Note that due to 
the lower loop update requirements, the FLL design 
will require a less powerful real-time processor than 

the Costas loop, yielding benefits in terms of cost and 
power. 

Carrier Phase Measurements 

The measurement of carrier phase in the Costas loop 
is done by summing and appropriately scaling the 
NCO commands, as illustrated in Fig. 1. As shown 
in Appendix B this yields a lowpass filtered measure- 
ment of the actual carrier phase. 

It is a common misperception that an FLL is un- 
able to measure continuous carrier phase but is only 
able to measure delta range [5]. It turns out that 
continuous carrier phase measurements can be made 
with an FLL, although it is more difficult than with 
a Costas loop. For the FLL, the NCO sum will al- 
ways be in error from the true carrier phase, because 
there will be an arbitrary phase difference between 
the carrier and the NCO. However, while it is true 
that the FLL does not control the relative phase dif- 
ference between the carrier and the NCO, this differ- 
ence is measured. As illustrated in Fig. 2 and shown 
analytically in Appendix B, including the sum of A6 
measurements with the NCO command sum yields 
a wideband carrier phase meaisurement. There are 
a number of subtleties associated with this, the ma- 
jor ones being the offset in time between loop up- 
date times and the data epochs, and accounting for 
the initial phase error. However these issues can be 
addressed in the receiver software. Rockwell has sev- 
eral receiver designs which produce continuous carrier 
measurements from an FLL. 

Data Demodulation 

When the Costas loop is locked, the BPSK data can 
be determined by looking at the sign of the inphase 
PDI samples. (This assumes that the initial data po- 
larity has been established using parity checks.) In 
the FLL the data demodulation process is slightly 
more involved. As described in [4], when the phase 
change, AOk, is greater than a quarter cycle, a bit 
change is assumed to have occurred and an appropri- 
ate half cycle correction is made. Therefore in the 
FLL, the BPSK data is detected differentially. Once 
the initial data polarity has been established, this pro- 
cess will yield the same results under normal condi- 
tions as the Costas loop. 

The Costcis loop has two primary bit error mech- 
anisms. An isolated bit error occurs if there is an 
isolated error in demodulation of the 2 ms phase mea- 
surements, but the accompanying loop error is small 
enough that there is no cycle slip or loss of lock. This 
is illustrated in Fig. 3. In this ca.se, the isolated bit 
error will be detected and corrected by the Viterbi 
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Figure 3: Example of isolated Costas loop bit errors. 
Top: carrier phase error; bottom: bit error count. 

Figure 4: Example of a Costas loop phase reference 
inversion. Top: carrier phase error; bottom: bit error 
count. 

decoder. The other bit error mechanism we refer to 
as a "phase reference inversion". In this case, there 
is an error in the loop which induces the loop to set- 
tle onto a new lock point which i,« an odd multiple 
of half-cycles away from the original lock point. This 
is illustrated in Fig. 4. It can be seen that all sub- 
sequent bits are in error. This will be caught by the 
parity checks and the data demodulation will be re- 
initialized. 

The FLL has only one bit error mechanism, which 
is analogous to the phase reference inversion. This is 
because with the differential data demodulation used, 
a single demodulation error will lead to all subsequent 
bits being inverted. When this error occurs there will 
usually be a cycle slip, since the large A^ will drive the 
loop to a new lock point. Isolated bit errors can only 
occur in a FLL when there are consecutive differen- 
tial demodulation errors, which is a rare occurrence. 
Therefore the FLL will typically exhibit bursts of bit 
errors which negate the coding gain of the Viterbi 
decoder. The modified FLL which we discuss below 
addresses this problem. 

3.    MODIFIED FLL CONCEPT 

The block diagram of the Modified FLL (MFLL) is 
given in Fig. 5. This diagram is substantially similar 
to that of the FLL of Fig. 2. The two algorithms func- 
tion identically except for two key differences. First, 
for the MFLL the data is demodulated by comparing 
the ARCTAN output with a pre-computed phase ref- 
erence instead of sensing the magnitude of the A^^ 
signal. Second, the data sense corrections to the 
AOk samples is based on the new data demodulation 
method instead of using the magnitude of the indi- 
vidual AOk samples. For the sake of similarity to the 
original FLL algorithm, the data sense corrections are 
computed by calculating bit transitions based on the 
demodulated data stream. 

The pre-computed phase reference is calculated by 
averaging over a finite block of the L most recent I/Q 
PDI outputs. Since the PDI outputs retain the down- 
link data modulation, it is necessary to remove this 
modulation before the averaging is performed. This is 
accomplished by using the demodulated data stream 
and is represented in Fig. 5 by the uppermost signal 
flow line which feeds into the phase reference compu- 
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Figure 5: Modified FLL block diagram for WAAS. 

tation. The corrected I/Q samples are obtained by 
multiplying the input I/Q samples by the data polar- 
ity determined from the ARCTAN measurement from 
those samples. The corrected I/Q samples can then 
be used with the L — 1 previous I/Q samples to com- 
pute the phase reference for the next iteration. Note 
that the MFLL algorithm requires two length-L delay 
lines to store the corrected I/Q samples to be used in 
the phase reference computation. 

As might be expected the performance of the MFLL 
algorithm is dependent on the length of the block 
over which the phase reference is computed. Simu- 
lations were performed to determine the best delay 
line length for the WAAS symbol rate and an FLL 
with a 50 Hz update rate. The best value of L was 
found to be 16. This corresponds to a 32 ms averag- 
ing window for the phase reference, which is just less 
than two updates of the FLL. 

4.    SIMULATION PROCEDURE 

Clock Noise and LOS Dynamics 

In order to realistically assess and compare the per- 
formance of the WAAS Costas loop and FLL, our 
simulations included a model for VCO clock noise 
and representative LOS dynamics consistent with an 
aircraft during precision approach and landing. The 
clock noise model added to the NCO frequency and 
consists of two components: white noise to model os- 
cillator frequency jitter, and clock drift. The white 
noise variance was derived from crystal oscillator Al- 
lan variance measurements. An Allan variance of 
1 ppb over a 20 ms averaging interval was used. The 
clock drift component models the divergence of the 
oscillator frequency due to variations in temperature. 
A sinusoidal drift profile was used with a worst-case 

drift of 0.4 ppm/min, which represents a mediocre 
crystal oscillator under worse-case temperature vari- 
ations. Translating this value to LI yields a frequency 
ramp of 10.25 Hz/s. 

LOS dynamics were incorporated as changes in the 
carrier frequency. A coordinated aircraft turn model 
with a twenty degree bank angle was used to gener- 
ate the LOS dynamics. This model gives rise to a 
3.2 m/s^ sinusoidal acceleration, which is representa- 
tive of worst-case precision approach dynamics. 

Monte Carlo Simulation Procedure 

Monte Carlo simulations of the Costas loop and 
MFLL were performed to evaluate their performance. 
For each tracking loop, the cycle slip and phase refer- 
ence inversion rate statistics were generated by per- 
forming repeated runs of the tracking loop models. 
Each run was 50 sec in duration. For C/NQ values of 
29 dB-Hz and below, where the number of cycle slips 
and phase reference inversions in 50 sec are apprecia- 
ble, 40,000 independent runs were performed. For the 
higher C/No values, 100,000 independent runs were 
performed to accumulate significant statistics of the 
events of interest. 

At low C/NQ values, the loop could lose lock before 
50 seconds had elapsed. This would bias the compu- 
tation of the per second statistics if the length of each 
run wcis assumed to be 50 sec. To avoid this difficulty, 
runs in which lock was lost prior to 50 sec were not 
used to compute the average number of phase ref- 
erence inversions and cycle slips in 50 sec. This is 
described more fully in the next section. However, 
the number of runs that were initiated before the de- 
sired number of full length runs were completed was 
counted for the sake of computing the Mean Time to 
Loss of Lock (MTLL). 

Computation of the Statistics 

The cycle slip statistics were computed by processing 
the carrier phase error (CPE) signal, i.e., the differ- 
ence between the true carrier phase and the NCO 
phase, and counting the number of cycle slips of dif- 
ferent magnitudes that occurred in each run. The 
CPE signal for the Costas loop has 100 points per 
second since the loop update rate is 100 Hz, and the 
MFLL CPE has 50 points per second. The process- 
ing of the CPE for simulation statistics consisted of 
first filtering it with a block averaging filter and then 
quantizing the smoothed CPE to half cycle values. 
The smoothing filter is used to smooth noise which 
would give rise to false cycle slip counts. The CPE is 
then scanned point by point and a cycle slip identi- 
fied when the CPE remained at a new cycle level for 
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a period of time which was longer than the loop filter 
dynamics. With this method of counting cycle slips, 
no cycle slips are missed by the processing procedure. 
Once the cycle slips of various magnitudes for all the 
runs are counted, the average number of slips in 50 
seconds is computed by dividing by the number of 
runs. This average number of slips can be converted 
to a slip rate (per second) by dividing by 50. This, 
of course, assumes the independence of the different 
runs, which should be the case. 

For a Costas loop and the MFLL, the inversion 
of the phase reference (which is nominally zero for 
the Costas loop) results in a long block of consecu- 
tive data demodulation errors. Such a block of er- 
rors would result in errors in the 250 bit words in the 
WAAS downlink data which would be detected by 
the CRC. Hence, the phase reference inversion rate is 
closely related to the word error rate. In these sim- 
ulations we flag a phase reference inversion when a 
block of 18 consecutive data demodulation errors is 
detected. This number was chosen to ensure that a 
phase reference inversion actually occurred. For the 
sake of simplicity and since word boundaries are not 
imposed in the simulations, a phase reference inver- 
sion/word error can be detected only once in any 50 
second run of the CTL. Hence, the phase reference in- 
version simulation data represents an estimated lower 
bound of the average number of phase reference in- 
versions that occur in 50 sec. As the C/No increases, 
the probability that more than one phase reference 
inversion occurs in any 50 sec run decreases and the 
computed average approaches the actual average rate. 

5.    RESULTS 

The phase reference inversion rates for the Costas 
loop and the MFLL are plotted in Fig. 6. Below 
30 dB-Hz the Costas loop has an advantage over the 
MFLL. This is not particularly significant since high 
data demodulation integrity would not be expected 
at such low signal levels. Above 30 dB-Hz the MFLL 
out-performs the Costas loop and, in addition, im- 
proves at a greater rate than the Costas loop. This 
means that the MFLL would provide higher data in- 
tegrity than the Costas loop architecture. 

Figure 7 shows the cycle slip rate for the two algo- 
rithms. These curves represent the cumulative proba- 
bility of any size cycle slip. As for the phase reference 
inversion rate, the two curves cross at a particular sig- 
nal level and the MFLL improves more rapidly than 
the Costas loop. In this case the curves cross at just 
below 29 dB-Hz. This is near the lowest signal level 
at which GPS receivers will likely be required to op- 
erate in a commercial avionics environment without 
significant cycle slips, and the MFLL has lower cycle 

Phase Reference Inversion Rale for WAAS Data. 

C/No (dB-Hz) 

Figure 6: Probability of phase reference inversion for 
WAAS. 

slip rates than the Costas loop. 
A final, significant aspect of tracking loop perfor- 

mance is the MTLL. Loss of lock is the ultimate cycle 
slip catastrophe. Recall that the simulations of the 
previous two figures ignore this aspect by not includ- 
ing runs that lost lock prior to the 50 sec simula- 
tion interval. In order to quantify the MTLL perfor- 
mance measure of the two loops, we assumed a sim- 
ple Markov model which is discussed in Appendix C. 
Since the number of runs initiated in each Monte 
Carlo experiment was recorded, we can use this to 
determine the probability of loss of lock per second, 
p, whose reciprocal is the MTLL. A plot of MTLL 
vs. C/NQ for the two algorithms is given in Fig. 8. 
Note that the MFLL is almost an order of magnitude 
better than the Costas loop in this regard. The supe- 
rior tracking capability of FLLs is clearly seen here. 
Increasing the Costcis loop update rate and loop band- 
width would help the MTLL, but would adversely af- 
fect the phase reference inversion rate. 

6.     CONCLUSIONS 

We have proposed a modified FLL data demodulation 
scheme which simulation results show will provide ex- 
cellent WAAS bit error performance, in many cases 
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Figure 8: Mean time to loss of lock for WAAS. 

better than that offered by a Costas loop. These data 
demodulation improvements were done without sac- 
rificing the robustness of the FLL to LOS dynamics 
and clock errors. 
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Appendix A    CARRIER TRACKING LOOP 
MODELS 

This appendix develops mathematical models for car- 
rier tracking loops used in modern digital GPS re- 
ceivers, such as those illustrated in Figs. 1 and 2. 
See Holmes [2] for more details, especially for Costas 
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loops. These models form the basis for the simula- 
tions used for the evaluation of the MFLL. 

Coherent Integration Models 

Over the T = 2 ms predetection integration (PDI) 
period it is assumed that the numerically-controlled 
oscillator (NCO) frequency and the LOS Doppler of 
the carrier are constant. The assumption is also made 
that the NCO commands and the coherent integration 
are synchronized. In reality this would never be the 
case since the integration is done synchronous to the 
data epochs. However this approximation simplifies 
the simulation modeling considerably. The NCO is 
modeled as an integrator: the NCO phase is piece- 
wise linear, with a slope given by the commanded 
NCO frequency. 

The in-phase and quadrature carrier signals prior 
to final down-conversion can be written in complex 
form as: 

c{t)    =    \/2Cc/(0e-''^"'''+'^°^ + n{t) 

Ci{t)    =    Re{c(<)} 

CQH)    =    \m{c{t)} 

where t G [0, T], C is the carrier signal power, and 
d{t) = ±1 is the data sequence. The complex noise is 

nit) {nj{t) + jnQ{t))e- i(wo<+0o) 

where nj and UQ are independent white Gaussian 
noise (WGN) processes with spectral density A''o. We 
assume that the code tracking error is small enough 
to ignore for the purposes of carrier loop modeling. 
We also assume that we are perfectly synchronized to 
the data epoch, so that d(t) is constant over the PDI. 

The output of the NCO can be represented in com- 
plex form as: 

s{t) -j{wt+4,) 

These signal representations are true over each PDI; 
an arbitrary interval of length T can be translated to 
[0, T] by adjusting the initial phases (^o and ^. 

The incoming carrier signals are combined with the 
NCO signals in a complex mixer, which translates the 
carrier to baseband without a twice-frequency mod- 
ulation product. The resulting signal is coherently 
integrated over [0, T] to obtain the complex prompt 
sample. Assuming that WQ and LO are constant over 
the integration interval yields: 

P    = 

IP 

f 
Jo 

c{t)s{t)dt 

Re{P) 

(Al) 

=    ^ cos(Awr/2-I-A(/i)-f n/p 

QP   =    lm{P) 

=    A sin( Aa;T/2 + Acp) + nqp 

where A = \/2CTds\nc{Au}T/2), Aw = LOQ — u, and 

A<j> = ^0- <!>■ 
We now characterize the prompt noise samples nip 

and riQp. The complex prompt noise sample is given 

by 

Up    — n{t)s{t)dt 
Jo 

Jo 

Defining A( = Aut + A(f>, we have 

"/p    =     /    [ni{t) cos At — nQ{t) sin At] dt 
Jo 

nqp    =     I    [nj[t) sm At + nqii) cos At] dt 
Jo 

From this we can see that n/p and nqp are Gaussian, 
zero-mean RVs. The variance of n/p is: 

E{n]p]    = [E{nj{t)ni{T)} cos At cos Ar 
Jo Jo 

— E{nj(t)nq{T)} cos A; sin A^ 

— E{nj{T)nq{T)} cos A^ sin At 

+E{nq{t)nq{T)} sin Atsin Ar] dtdr 

The second and third terms are zero by the assumed 
independence of n/ and nq. Using £'{n/(i)n/(r)} = 
E{nq{t)nq{T)] = No6{t — T), and the sifting property 
of the delta function we have 

fT 
E{n}p}    =     /    No{cos'^ At + sin'^ At) dt 

Jo 
=    NoT. (A2) 

Using similar arguments it is straightforward to show 
E{n^qp} = NQT and E{nipnqp} - 0. 

Discriminant and Loop Filter 

The ARCTAN detector computes the phase track- 
ing error angle ^j; as a four quadrant arctan((5p, Ip), 
which from (Al) can be seen to be (neglecting noise): 

9k    =    Au;T/2 + A^ (A3) 

An approximate implementation of the ARCTAN dis- 
criminant suitable for fixed computer word length 
computation is discussed in [4]. In the classical Costas 
loop implementation [2], IP and QP are multiplied to- 
gether to yield a tracking error signal proportional to 
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isin(20ife). This form has the advantage of automat- 
ically compensating for data parity. The data parity 
must be eliminated from the ARCTAN discriminant 
by appropriately adding or subtracting a half cycle 
from 6k. The ARCTAN discriminant has a linear re- 
sponse, and signal strength variations are automat- 
ically accounted for. In the Costas loop, the 2 ms 
phase tracking error samples are averaged over the 
loop update interval (in our case, 10 ms), then passed 
to the loop filter. 

In the FLL, successive differences of the phase 
tracking error are first computed, i.e., A^^ =z 0^ — 
9k-i- Assuming that the carrier-NCO frequency dif- 
ference. Aw, is constant over the successive PDIs we 
have 

Ok-i    =    Au)T/2 + A<f>k-i 

=    A<pk - AOJT/2 

so that A6k « AuiT. The data changes are de- 
tected and removed, and these 2 ms A^jt samples 
are summed over the loop update interval (20 ms for 
the FLL) to produce a measurement of average fre- 
quency error over the update interval, which is input 
to the loop filter. In older implementations of FLLs 
[1, 3], a so-called cross-product discriminant of the 
form: IPk~\QPk — QPk-iIPk, is used which is propor- 
tional to the sine of the frequency error. Again, the 
ARCTAN detector has the advantage of producing a 
linear error signal. 

The Costas loop filter used in the simulations is 
based on the third-order "Wiener-optimal" loop filter 
[2]: 

bis) 2w„s2 + 2w2s -I- wl 

The cut-off frequency is given by w„ = 1.25„, where 
Bn is the desired noise equivalent bandwidth. The 
filter is implemented using a backwards-differenced 
discretization, i.e. s = (z — I)/AT, where AT is the 
loop update interval. 

For the FLL, an extra integrator is included to com- 
pensate for the A0 computation: 

b{s)    _    2w„s2 + 2UJIS + w^ 

phase measurements are constructed for the Costas 
loop and FLL. 

Linearized Models 

Figures 9 and 10 are block diagrams for the linearized 
carrier tracking models. Comparing with the detailed 
block diagrams, Fig. 1 and 2, it is seen that we have 
replaced the I/Q signals with the NCO and carrier 
phases. The functions of the complex mixer, PDI, 
and ARCTAN detector are combined into an overall 
transfer function for the coherent integration process: 

Hciis) 
,-sT 

sT 
(Bl) 

The loop filter is 6(s)/s^ for the Costas loop and 
b{s)/s^ for the FLL. The A^ computation in the FLL 
is approximated by a differentiation. We next demon- 
strate that the coherent integration model closely ap- 
proximates the exact model. 

Consider the ARCTAN detector output for the case 
of constant Doppler and no noise shown in Eqn. (A3), 
i.e.: 0 = Au)T/2 + A0. If we assume that the NCO 
command and carrier frequency are held constant over 
the PDI interval, [0, T], then the linear model phase 
signals are: 

(f)o{t)    =    u}ot + (f>o 

<f){t)     =     ujt+<f> 

Filtering (j>oii) - (f>{t) through Hciis), Eqn. (Bl) 
yields 9 = AwT/2 4- A(f>, identical to (A3). There- 
fore in the case of piece-wise constant Doppler, the 
linear model and the detailed model yield the same 
results. 

The phase error measurement noise shown in 
Figs. 9 and 10 is due to the noise in IP and QP 
when computing the ARCTAN output. Assuming 
large SNR and making a small angle approximation, 
it can be shown that the variance of the phase error 
measurement is 

1 
o-„    = 

2{C/No)T 

With this filter, the overall loop transfer function is 
approximately the same as the Costas loop. 

Appendix B    LINEARIZED CARRIER 
TRACKING LOOP MODEL 

In this appendix we develop an approximate linear 
carrier tracking loop model which is suitable for sta- 
bility and qualitative performance analyses. In par- 
ticular, we use the linear models to show how carrier 

Carrier Phase Measurement Transfer Func- 
tions 

We now discuss the formation of carrier phase mea- 
surements in the Costas loop and FLL. To sim- 
plify the discussion, we make the approximation that 
(1 — e~^^)/sT « 1 for frequencies below 1/T. 

Referring to Fig. 9 we see that by integrating the 
NCO frequency command we can recreate the NCO 
phase.   For the Costas loop, we will have <f> « (f>o, if 
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Figure 10: Linearized FLL block diagram. 

the loop is locked. This implies <j>m 
the transfer function from (j)o to <j)r. 

a <f>o- Computing 
in Fig. 9 yields: 

4>r, 6(. 
' + bis) 

This shows that the carrier phase measurement will 
be a lowpass filtered version of the true carrier phase. 

In the case of the FLL, there may be an arbitrary 
offset between the NCO phase, <j>, and the carrier 
phase, <^o, because the error signal is differenced prior 
to being sent to the loop filter. Therefore, the inte- 
gral of the NCO commands will not be equal to the 
carrier phase. However, adding the ARCTAN output 
to the NCO sum accounts for the error between 0 and 
(j)o. Computing the transfer function from (^o to (f>m 
in Fig. 10 yields: 

•/"o 

■ + bjs) 
' + b{s) 

=   1 

Therefore, the FLL can provide an accurate carrier 
phase measurement. However, the FLL carrier mea- 
surement will include more high frequency noise than 
the Costas loop measurement for this implementa- 

tion. 

Appendix C    MARKOV LOSS-OF-LOCK 
MODEL 

In this appendix we consider a Markov chain model 
for computing loss-of-lock statistics for carrier track- 
ing loops [2]. We assume that at time step n = 0, that 

the loop is locked. At each subsequent time there is 
a probability p that the state of the loop will tran- 
sition from locked to unlocked in the next second. 
Then there is a probability of 1 - p that the loop 
will remain locked. Once the loop is unlocked, it re- 
mains in that state. Given this model, the probability 
that the loop will become unlocked at step n > 0 is 

PLLin) = p{l-pr-'- ^     ,      , 
Our simulations were done over 50 sec. H a simula- 

tion failed to complete prior to 50 sec, a new one was 
started for the purposes of the bit error and cycle slip 
probability computations. Denote the fraction of the 
total runs which failed prior to 50 sec as P50. Then 

we have 

49 

n=0 

=      l-(l-p) 50 

This equation gives us a way to compute p based on 
value P50 estimated from our carrier tracking loop 
simulations. 

The mean time to loss-of-lock for the Markov chain 
model is given by: 

00 

MTLL    =    ^nPiLin) 
n = l 

00 

'^  n = 0 

P      1-P    _    1 
■"       1 - p    p2 p 
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Abstract 

This paper describes the unclassified characteristics of GPS 
antispoofing (A-S). First, the paper describes what A-S is 
and how it is mechanized to deny access to the two- 
frequency (LI and L2) precision codes (P codes) of the GPS 
satellites. Then, the paper describes the protection against 
enemy spoofing that is provided by A-S, including an 
explanation of GPS signal spoofing. The primary 
vulnerability of A-S, which is jamming, is explained and 
analyzed. The codeless techniques which have been 
developed to defeat A-S by commercial GPS manufacturers 
in order to gain access to two frequency measurements are 
also described. Given this background on A-S, a summary 
of the advantages and disadvantages of A-S is presented. 

Introduction 

There was no provision for antispoofing (A-S) or selective 
availability (SA) in the Block I GPS satellites. The Block I 
satellites were intended only for concept demonstration. 
These features were added to the operational GPS satellites 
starling with the Block II designs. A-S denies access to the 
precision codes (P-codes) while SA denies full navigation 
and timing accuracy to unauthorized GPS receivers. 
Unauthorized GPS receivers are called Standard Positioning 
Service (SPS) receivers. Authorized GPS receivers are 
called Precise Positioning Service (PPS) receivers. The 
basic differences between SPS and PPS receivers are that 
the SPS receivers contain no GPS crypto keys nor any 
capability to operate with such keys. 

The Control Segment controls the activation of A-S and S A 
and the level of SA-induced error in the Space Segment. 
The current Deparunent of Defense (DoD) policy is to 
activate A-S and SA on all operational GPS satellites. The 
National Research Council recently recommended 
immediate removal of SA, the addition of a second civilian 
user frequency and the continuation of A-S [1]. When the 
Control Segment activates A-S on a new GPS satellite, the 
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P-code becomes an encrypted Y-code. The DoD objective 
for A-S is to prevent an enemy from reproducing the 
precision codes on LI (1575.42 MHz primary carrier 
frequency) and L2 (1227.60 MHz secondary carrier 
frequency) for the purpose of "spoofing" a DoD GPS 
receiver. The primary reason for implementing two- 
frequency operation in the GPS satellites is to provide the 
User Segment the means for precisely measuring the 
ionospheric delay (which is proportional to frequency). 
This is essential for precise navigation accuracy. However, 
there are parameters broadcast in the GPS satellite 
navigation message which are used by single frequency 
receivers to model the ionospheric delay. This, of course, 
results in reduced navigation accuracy compared with the 
two-frequency receiver. 

Normally, the GPS coarse/acquisition-code (C/A-code), 
also called the clear/acquisition-code, is absent from the L2 
GPS frequency. Therefore, one consequence of A-S is the 
denial of two-frequency operation for the SPS user segment 
which has access only to C/A-code. As a result, the 
conventional SPS receiver becomes a single frequency LI 
C/A-code GPS receiver which must model the ionospheric 
delay. This does not seriously affect the accuracy of the 
stand-alone SPS user since the navigation error is 
dominated by SA.  However, the A-S denial of 
conventional two-frequency operation seriously affects the 
position accuracy for precise differential SPS users. For 
example, precision geodetic survey and kinematic GPS 
receivers require two-frequency measurements of the 
ionospheric delay correction. In the near future, the Federal 
Aviation Agency's Wide Area Augmentation System 
(WAAS) will require a precise two-frequency measurement 
of the ionospheric delay. Because A-S denies two- 
frequency access by the WAAS airborne GPS users, the 
precise ionospheric delay will be reconstructed by the 
WAAS ground segment and an accurate model 
retransmitted by the WAAS space segment. 

The only receivers capable of utilizing the two-frequency 
capability of GPS with conventional tracking loops are PPS 
receivers. PPS receivers require classified GPS crypto keys 
which are loaded into the receiver electronically with a fill 
device and which must be changed periodically before they 
expire. In addition to the keys, the PPS receivers have the 
algorithms and special Y-code hardware per channel, called 
the Auxiliary Output Chip (AOC), required to gain access 
to the Y-code. PPS receivers also contain special tamper- 
resistant hardware to hold the crypto keys, called a Precise 
Positioning Service - Security Module (PPS-SM). The 
PPS-SM also performs the classified SA decryption 
algorithms and part of the A-S function. The AOC and 
PPS-SM are unclassified hardware, but their manufacture 
and distribution are carefully controlled by the DoD. 
Working together, the keys, algorithms and special 
hardware can accurately replicate the Y-code, remove the 
SA dither on the LI and L2 carrier frequencies, and remove 

the epsilon error in the broadcast almanac and ephemeris 
data. The current DoD policy on A-S plus the strong 
commercial needs for two-frequency differential GPS 
ionospheric delay measurements has resulted in the 
development of "codeless" two-frequency SPS receivers. 
These receivers and their limitations will be described later 
in this paper. 

GPS satellite signal structure 

A block diagram which is representative of the GPS space 
vehicle (SV) signal structure for LI (154 f,,) and L2 (120 fp) 
is shown in Figure 1. Not shown in this figure is the signal 
structure for the L3 signal (135 fg) which is normally turned 
off and is assigned to the nuclear detonation (NUDET) 
detection system (NDS) payload on the Block II and higher 
model numbered SVs. The NDS payload on GPS is not 
affected by A-S and will not be further discussed. 

As noted earlier, the precision code is denied to SPS users 
when the A-S mode is activated. A-S combines the P-code 
with an encrypted code. The result is called Y-code. The 
Y-code has the same period and chipping rate as the P- 
code. Thus, the acronym often used for the precision code 
is P(Y)-code. As shown in Figure 1, both the C/A-code and 
the P(Y)-code as well as both carrier frequencies are 
subjected to the encrypted dither frequency of SA. This SA 
phase modulation effect creates a pseudo random Doppler 
error on both the pseudorange and delta pseudorange 
measurements. This SA error can be removed by the PPS 
user but cannot be corrected by the SPS user. In addition, 
SA encrypts an offset error into the satellite's broadcast 
ephemeris and almanac data. This causes a position error 
for the SPS user. Differential operation between a reference 
receiver of known location and a rover receiver removes all 
Control Segment and Space Segment common mode errors, 
including the effects of SA. As a result, the conventional 
SPS differential receivers operate with higher navigation 
accuracy (1 to 5 meters 1-sigma) than the stand alone PPS 
receivers (16 meters SEP). 

The LI frequency (154 Q is modulated by the C/A-code 
with data and the P(Y)-code with data. The L2 frequency 
(120 fo) is modulated by only one PRN code at a time, but 
there are three possible Control Segment selections: P(Y)- 
code with data modulation, P(Y)-code with no data 
modulation and C/A code with data modulation. The 
normal mode is P(Y)-code with data modulation on L2. 

The nominal reference frequency, fo, as it appears to an 
observer on the ground is 10.23 MHz. To compensate for 
relativistic effects, the output of the SVs frequency 
standard, as it appears from the S V, is 10.23 MHz offset by 
a Af/f of -4.467 X lO"'". This results in a Af of -4.57 X 10"' 
Hz and, excluding the effects of selective availability (SA), 
fo = 10.22999999543 MHz [2]. To the GPS receiver on the 
ground, the C/A-code has a chipping rate of 1.023 X 10' 
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chips/second (VIO = 1.023 MHz) and the P(Y)-code has a 
chipping rate of 10.23 X 10' chips/second (fo = 10.23 
MHz). (The term "chip" is used instead of "bit" to convey 
that no data information is in the PRN codes.) Note in 
Figure 1 that the 50 bits per second (bps) data is combined 
with both the C/A-code and the P(Y)-code prior to 
modulation with the LI carrier. This combination uses the 
exclusive-or process, denoted by ©. Since the C/A-code © 
data and P(Y)-code © data is a synchronous operation, the 
bit transition rate does not alter the chipping rate of the 
PRN codes. However, the data does cause the phase to 
change at every bit u-ansition. The exclusive-or process is 
equivalent to binary multiplication of two one-bit values. 
Therefore, each exclusive-or process is equivalent to a 
biphase shift key (BPSK) modulation process. Also note 
that BPSK modulation is used to modulate the LI and L2 
carrier signals.  There are 204,600 P(Y)-code epochs 
between data epochs and 20,460 C/A-code epochs between 
data epochs, so the number of times that the phase could 
change in the PRN code sequences due to data modulation 
is relatively infrequent. The P(Y)-code ffi data is modulated 
in phase quadrature with the C/A-code ffi data on LI. Thus, 
there is a 90-degree phase shift between the C/A-code © 

data modulation and the P(Y)-code ffi data modulation on 
these two combined LI carrier frequencies. This is 
illustrated by the vector phase diagram in Figure 2. 

From Figure 1 and the previous signal structure description, 
the typical GPS two-frequency signal transmitted from SVj 
can be described mathematically as follows: 

Si(t) = Li(w,t) + Li(<02t) (1) 

where: 
i 

0), 

(1)2 

fo 
and: 

= PRN number of the SV 
= 2Tcf Li = 2n 154 fj (radians/s) 
= 271 fL2 = 271120 fo (radians/s) 
= 10.23 X 10' - 0.00457 + SA dither (Hz) 

L,(a)it)  =A[Yi(t)©Di(t)]cos (co.t) 

+ V^A[Gi (t) © Di(t)] sin (oj,t) 

Li (WiO = :ll A[Yi (t) ffi Di (t)] cos (cjjt) 

(2) 
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Figure 1. GPS satellite signal structure. 
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where: 
A 
Yi(t) 

Di(t) 
Q(t) 

= amplitude of the LI P(Y)-code signal 
= spread-spectrum Y-code from SVj with fg 

chipping rate 
= 50 Hz navigation data message from SVj 
= spread-spectrum C/A-code from SVj with 0.1 f, 

chipping rate. 

E, (t)      = Encrypted code from SV^ 

Because the GPS P(Y)-code is periodic, it has a correlation 
interval which is periodic and its power spectrum is a line 
spectrum. Figure 3 depicts the autocorrelation function of a 
maximum length pseudo noise (PN) code and its line 
spectrum [3]. In this figure: 

Note in Equations 2 and 3 that the Y-code and data 
modulation on LI are identical to the Y-code and data 
modulation on L2. The GPS signal structure as 
implemented by a two-frequency PPS GPS receiver is 
summarized in Table 1. 

Mechanization of antispooHng 

The mechanization of the antispoofing code can be further 
described as: 

Yi(t)   =Pi(t)eEi(t) 

where: 
Pi (t)      = spread-specuaim P-code from SVj with f„ 

chipping rate 

(4) 

±A 
N 
Tc 
NT. 

2TT 

NT. 

= amplitude of the PN code 
= total number of chips in one PN code period 
= chip time of the PN code in seconds 
= correlation period of PN code in seconds 

= line spacing of the power spectrum 
of the PN code. 

The GPS PRN codes have periodic correlation triangles and 
a line spectrum which closely resemble the characteristics 
of maximum length shift register PN sequences. However, 
the GPS PRN codes are not shift register sequences of 
maximum length. Figure 4 is a plot of the power spectrum 
of the GPS P(Y)-code and C/A-code (plus 50 Hz data) PSK 

A 

A 
PCY) code phase 

1575.42 MHz = carrier frequency 
-^    ■{    1023 Mbps = clock rate 

50 bps = data rate { 

90^ 

C/A code phase 
-^s/lA 
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1.023 Mbps = clock rate 
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P(Y) code signal = tong secure code with 50 bps data 
C/A code signal = 1023 cWp Gold code with 50 bps data 

Figure 2. GPS signal structure for LI. 
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Table 1. GPS receiver signal structure. 

Signal Priority Primary Secondary 

Signal Designation LI L2 

Carrier Frequency (Hz) 1575.42X10' 1227.60X10' 

PRN Codes (chips/s) P(Y) = 10.23X10'and 
C/A = 1.023X10' 

P(Y) = 10.23X10'or 
C/A = 1.023X10' (Notel) 

Navigation Message 
Data Modulation (bps) 

50 50 (Note 2) 

Note 1:         The code usually selected by the Control Segment on L2 is P( Y)-code. 
Note 2:         The 50 Hz navigation data message is usually modulated on L2 P(Y)-code, but can be turned off 

by the Control Segment to improve jamming performance. There are three possibilities: P(Y)- 
code with data, P(Y)-code with no data and C/A-code with data. 

N 

-(N + 1)T, (N-1)T, 

RpN (-c) 

(N - 1)T, (N + 1)T, 

(a) Autocorrelation function of PN code with amplitude ± A and period NT^ 

unnnrcrtJ .crfftTllTIT^ 

Envelope = A ^ sinc^ 

67t.        _47t 271 

Line spacing = 

]IlIIlTTT>.J*d3l!IDTT>w| 
27t ^ ^ ^ 

6.1 
DC component - — 

27t 

(b) Line spectrum of PN code 

Figure 3. The Autocorrelation function of a maximum length PN code (a) and its line spectrum (b). 
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modulated onto the LI carrier. The signal was obtained 
from a GPS signal generator. The spectrum analyzer 
performed the plot using a 300 KHz resolution bandwidth. 
With this level of resolution, it is impossible to observe the 
line spectrum characteristics of either code. Therefore, the 
power spectrum appears to be continuous, but it is actually 
a line spectrum. The combined power spectra of C/A-code 
and P(Y)-codes are centered at the LI carrier frequency, 
1575.42 MHz. The first nulls of the C/A-code power 
spectrum are at ±L023 MHz from the center frequency and 
the first nulls of the P(Y)-code power spectrum are at 
±10.23 MHz from the center frequency. 

Figure 5 is a plot of the power spectrum of the GPS P(Y)- 
code (plus 50 Hz data) PSK modulated onto the L2 carrier. 
The plot is similar to Figure 4, except the center frequency 
is at the L2 carrier frequency, 1227.60 MHz, and the C/A- 
code modulation is removed. The first nulls of the P(Y)- 
code are at ±10.23 MHz from the center frequency. 

A-S protection against enemy spoofing 

A typical enemy spoofer would attempt to synthesize and 
transmit a stronger, but false emulation of the actual GPS 
pseudo random noise (PRN) signals. The ideal spoofing 
signal would "capture" an in-view GPS receiver's tracking 
loops by replicating exactly the same but stronger PRN 
signals at the same code phase and carrier Doppler 
frequency as the true GPS signals. It would then lead the 
navigation solution astray after capture with a low 
probability of detection of the deception. The capability to 
capture, then smoothly lead the navigation solution to an 
alternate destination, requires the spoofer to track the GPS 
receiver in real time. This information must then be used to 
synthesize the appropriate GPS signals to match the desired 
altemate trajectory in real time. These requirements result 
in an unrealistic spoofer system complexity and an 
impractical real time computational burden. A practical 
spoofer would be considerably less sophisticated. For 
example, a spoofer could be developed which can 
effectively jam the target GPS receiver with its spoofing 
signals and prevent it from capturing any signals during 
reacquisition except the stronger spoofing signals. 
However, the target GPS receiver using the stronger 
spoofing signals would compute an unrealistic navigation 
solution. These characteristics are detectable by a well- 
designed GPS receiver using a jamming-to-noise ratio 
meter [4] to detect spoofing signals which are above the 
thermal noise level or using the receiver's C/NQ meters to 
detect spoofing signals which are excessively strong in 
comparison to normal levels. Either of these conditions 
would lead to further "reasonableness" checking for 
excessive residuals in the GPS measurements, since the 
typical unsophisticated spoofer will produce an absurd 
navigation solution. However, even if the spoofer is caught 
in the act, it does succeed in effectively jamming the real 

GPS signals, even though the spoofer can be prevented 
from capturing and deceiving the receiver. 

Activating A-S theoretically denies an enemy the ability to 
synthesize a replica of the Y-code signals for spoofing 
purposes. In theory this prevents enemy spoofing of PPS 
Y-code receivers. A simple counter-example to this A-S 
theory is presented later. Since A-S denies access to LI and 
L2 Y-code, the enemy is relegated to single frequency LI 
C/A-code operation for navigation purposes. This is 
perhaps the greatest advantage of A-S, because it supports 
two alternative regional countermeasures against enemy use 
of LI C/A-code. First, the LI C/A-code can be disabled 
regionally with a 2-MHz spread spectrum jammer that does 
not disable the LI Y-code. This permits the PPS receivers 
to operate in the jamming region using both the LI and L2 
Y-code signals. Second, if a less sophisticated Gaussian 
(broadband white noise) jammer is used, this might disable 
the LI Y-code signals in some areas of the region. In this 
case, the PPS receivers would revert to single frequency L2 
Y-code operation and model the ionospheric delay 
correction. To support these strategies, the PPS receivers 
must have initially acquired Y-code with the assistance of 
LI C/A-code prior to entering the jamming 
countermeasures region. Most DoD PPS receivers have 
direct Y-code acquisition/reacquisition capability after the 
initial (cold-start) acquisition. There is an ongoing DoD 
effort to develop PPS receivers capable of direct Y-code 
acquisition after initial power turn-on. The major problem 
to solve is the initial time precision. 

Vulnerabilities of A-S 

The primary vulnerability of A-S is enemy jamming. One 
purpose of showing the power spectrum plots in Figures 4 
and 5 is to illustrate that there is no perceptible difference in 
the spread spectrum signals if the PN modulation were due 
to either P-code or Y-code. Since the autocorrelation 
periods are the same, the line spacings would be identical. 
Since the chipping rate would be the same, the null points 
would occur at the same frequencies. As a result, A-S 
neither increases nor decreases the jamming susceptibility 
of a PPS receiver. For example, a P-code spread spectrum 
jammer maps its jamming energy onto any Y-code spectrum 
just as effectively as it would onto any P-code spectrum. 

Although jamming is the expected threat, the DoD should 
not overlook the obvious A-S vulnerability to enemy 
spoofing. A determined enemy could track the GPS 
constellation using an array of high-gain, low noise, dish 
antennas. Each antenna in the array would track one GPS 
SV to obtain the Y-code signals. These GPS signals would 
be amplified and re-broadcast into the spoofing region at a 
much higher signal-to-noise ratio than the true GPS signals. 
A PPS receiver could be easily captured by this type of Y- 
code spoofer. The navigation solution would be the 
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Figure 4. Power spectrum of LI P(Y)-code and C/A-code from a GPS generator. 
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Figure 5, Power spectrum of L2 P(Y)-code from a GPS signal generator 
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translated location of the stationary antenna array plus other 
unbelievable answers. This type of spoofing is easily 
detected. However, if there is no antispoofing mitigation 
designed into the PPS receiver, then, when captured by this 
type of spoofer, the receiver would report very high signal 
strengths along with an absurd navigation solution. A 
wideband Gaussian or spread-spectrum jammer would be at 
least a hundred times less expensive than the least 
sophisticated spoofer of this type and probably more 
effective. Therefore, jamming is the expected threat to a 
PPS receiver. 

Codeless GPS receiver techniques 

As mentioned earlier, there is a broad class of precise 
differential SPS users who require two-frequency 
measurements of the ionospheric delay. As a result of AS, 
conventional single frequency SPS receivers must model the 
ionospheric delay instead of measuring it, which is less 
accurate. However, there are indirect "codeless" means of 
obtaining the two-frequency ionospheric measurements. 
The "codeless" designs operate at significantly reduced 
signal-to-noise ratios (20 dB or more). This greatly 
increases the "codeless" receiver vulnerability to RF 
interference (jamming). Successful operation requires the 
tracking loop bandwidths to be extremely narrow. The 
processing gain of the narrow tracking loop bandwidths 
compensates somewhat for the signal loss but this reduces 
the receiver's ability to operate in a high dynamic 
environment. 

The typical "codeless" receiver design uses a conventional 
C/A-code receiver to effectively remove the line-of-sight 
dynamics from the LI and L2 Y-code signals, then extracts 
the LI - L2 differential measurements by some variation of a 
signal squaring technique which does not require a 
knowledge of the replica Y-code. The L1-L2 differential 
signal typically contains low dynamics, except under 
scintillation conditions. The use of the conventional C/A- 
code receiver obtains the broadcast navigation message and 
identifies the SV being tracked in the "codeless" portion of 
the receiver. The "codeless" tracking cannot extract the 
message data or identify the SV being tracked. For 
example, two SVs with the same Doppler will interfere with 
each other in the "codeless" mode, therefore, the scheme 
fails for this temporary tracking condition. 

One "codeless" technique uses the information learned from 
its C/A-code U-acking loops to steer replicated P-codes so 
that they partially correlate with the incoming LI and L2 Y- 
code signals (see Equation 4). It then integrates and dumps 
the partially collapsed result to estimate the sign of each 
encrypted code chip based on the assumption that the 
encrypted code symbol rate is at the P-code chip rate 
divided by 20 [5]. This technique results in a reported loss 
of about 10 dB in the LI power and about 7 dB in the L2 

power for strong received signal-to-noise ratio conditions. 
These are substantial signal-to-noise ratio degradations, but 
they are smaller losses than the usual signal squaring 
techniques. Also, the use of the P-code replica code to 
partially correlate with the desired SV significantly reduces 
the interference from other SV signals at the same Doppler. 

Summary - Advantages and disadvantages of A-S 

ITie advantages of A-S to the DoD are that it greatly 
reduces the probability of enemy spoofing of PPS receivers 
and denies the enemy access to the precision codes of GPS. 
Limiting the enemy access only to LI C/A-code is perhaps 
the greatest benefit of A-S. This permits special regional 
jamming countermeasures which disable the enemy use of 
C/A-code for navigation purposes, but permits the 
continued use of LI and L2 Y-code. In cases where LI 
C/A-code jamming countermeasures also disable LI Y-code 
operation in a region, the PPS receiver can revert to single 
frequency operation in L2 Y-code.  If C/A-code jamming is 
used as a countermeasure, the DoD PPS receivers must 
have the ability to acquire the Y-code without depending on 
the C/A-code to perform handover in the jamming region. 
This countermeasure fails if the PPS receiver enters the 
C/A-code jamming region without the ability to perform 
direct Y-code acquisition.  From the DoD perspective, the 
disadvantages of A-S are that it does not improve the PPS 
receiver susceptibility to jamming (which is the greatest 
threat), does not totally prevent the possibility of enemy 
spoofing, and requires the DoD to solve a significant key- 
management logistics problem which could prevent some of 
its own PPS receiver resources from gaining access to the 
precision codes of GPS. 

There are disadvantages to the DoD for leaving A-S on 
continuously instead of only during a military threat. 
Denying commercial access to the LI and L2 P-codes in a 
conventional manner during peacetime prevents advances in 
P-code technology by commercial GPS receiver developers 
and keeps the cost of P-code technology high. Continuous 
A-S also provides an opportunity for a potential enemy to 
experiment with the encrypted Y-code signals to determine 
the best countermeasures. 

There are no advantages of A-S from the commercial user 
perspective because it denies access to two-frequency 
operation. The loss of two-frequency operation is so 
significant to a large class of commercial differential GPS 
users that this has prompted manufacturers to develop 
"codeless" two-frequency receivers. These receivers suffer 
from serious signal-to-noise ratio losses in comparison with 
conventional GPS receivers. This increases their 
vulnerability to both dynamic stress and to RF interference 
(jamming). This problem would be resolved by the addition 
of a second civilian C/A-code frequency as recommended 
by the National Research Council.[1 ]. Neither the 
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"codeless" receiver technology nor the second civilian C/A- 
code frequency pose a threat to the DoD because they are 
both very susceptible to jamming countermeasures. 
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Abstract 

This paper presents an overview of preliminary 
flight test results in a program to develop new 
standards and criteria for GPS terminal 
instrument procedures. The results presented here 
are being obtained in an ongoing test program at 
the University of Oklahoma for the evaluation of 
non-precision approaches using a GPS navigation 
system in category A and B aircraft. The OU 
program is a coordinated partner program with 
the category C and D programs ongoing at the 
FAA Technical Center in Atlantic City. This 
paper will present University of Oklahoma results 
of flight tests completed to date on the basic T', 
straight in, complex and long final non precision 
GPS approaches. The paper viill present 
preliminary results of isoprobability contours 
based on the limited data that has been obtained 
to date. In addition the paper will present initial 
pilot reactions to the pro(^ures using the GPS 
navigation systems. 

Introduction 

Implementation of GPS for instrument approach 
procedures is one of the final stages in the overall 
implementation of GPS for air navigation. 
Standards and criteria for the design of 
instrument approach procedures is contained in 
FAA Order 8260.3B, known as TERPS, and 
several additional orders uniquely applicable to 
GPS, including Order 8260.38 for civil GPS 
procedures to runways, and a draft order for civil 
GPS procedures to heliports. Other documents for 
procedures standards and criteria and guidance 
material  are  underway  as   are  test  projects 
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providing information vital to the design of these 
criteria. The final stage in the lengthy, involved 
process leading to the development of the criteria 
is a series of flight tests, and the analyses of data 
fi-om the flight tests, conducted with airborne 
equipment and pilots typical of that used in actual 
service. That set of flight tests is a kind of "bottom 
line" or "proof of pudding" step. Extensive 
research in many disciplines by many institutions 
- academic, industry, military, US and other 
governments and countless individuals - has been 
carried out that has contributed to the design of 
equipment and implementation methodology in 
the cockpit. The TERPS flight testing is a final 
data gafliering before designing the instrument 
procedure criteria. 

The discussion here is of the preliminary results 
of a Category A and Category B project being 
conducted by the University of Oklahoma 
departments of Engineering and Aviation, the 
FAA Satellite Program OflBce and the FAA Office 
of Flight Standards. The flight testing is being 
conducted at Norman Westheimer Field at the 
University of Oklahoma near the Mike Moruoney 
Aeronautical Center, Oklahoma City, OK. A 
parallel project for Category C and Category D is 
being conducted simultaneously at the FAA 
Technical Center at Atlantic City, NJ. Similar 
flight tests were conducted using helicopters and 
the analyses of those data are being conducted at 
this time for further development of instrument 
procedures standards and criteria for heliports. In 
addition, significant flight tests, which supports 
TERPS development as well as other areas, were 
conducted by the FAA Technical Center, 
Canadian Ministry of Transport and the US Air 
Force. Although these tests were conducted prior 
to the final development of airborne equipment 
for civil use, they are a valuable part of the 
foundation for current testing. 

It is also important to mention that the enormous 
amounts of more basic research leading to the 
implementation of GPS for air navigation, 
including TERPS, has resulted in a quantum leap 
across the board in air navigation capabilities. All 
areas, including ground equipment, airborne 
equipment, airborne operations, airspace design, 
procedures design, air traffic control and any 
other facet of conducting flight worldwide have 
the potential of undergoing tremendous change in 
a compressed time limited only by innovation and 
economics. The present system is the result of 
more than fifty years of evolved progress. The 

coming system must be the result of careful 
plarming and guided implementation if the 
technical and economic benefits are to be fully 
realized. Just as the types of flight testing 
supporting TERPS combines the results of other 
research, the results of these tests will feed back 
into those areas to assist in improvements in each 
area and the overall implemented system. 

Flight Test Program 

The procedures being used in this investigation 
are of four types: basic procedures; complex 
procedures; extended or long final procedures; 
and basic "T" procedures. The basic procedures 
are similar in configuration to conventional 
procedures that have been in use for VOR and 
other previously existing navaids. They have 
minimal complexity and have collinear initial, 
intermediate and final segments. The missed 
approach is a return to the final approach fix 
(FAF) for holding. The complex procedures are 
designed to take advantage of the fiill capabilities 
of GPS airborne equipment and have complex 
paths to a final approach segment. These consist 
of turns at the intermediate waypoint of up to 
120° and turns at the final approach waypoint of 
up to 30°. The missed approach procedure has 
turns and segments leading to a missed approach 
holding waypoint not coincident with a waypoint 
on the approach procedure. The complex 
procedures exercise the maximum capability of 
the airborne equipment and investigate the 
fimctions of the equipment in maintaining the 
aircraft on the approach path, particularly in turns 
and missed approach maneuvers, and the pilot's 
ability to comply with all required maneuvers and 
to maintain orientation along the approach path. 
The extended final approach procedures consist of 
long (25nm) final approach segments conducted 
in the approach navigation mode where the full 
scale sensitivity on the CDI is 0.3nm and the 
integrity limit is also 0.3iun. This implementation 
imposes a high workload for an extended time 
and investigates the use of GPS for parallel 
approaches to precision final segments, and other 
accurate terminal navigation applications. The 
basic "T" approaches are the investigation of a 
procedures design concept under which two or 
more initial waypoints are provided to common 
intermediate, final and missed approach 
segments. Under this application, aircraft arriving 
from diverse directions would select the initial 
waypoint (fix) most advantageous for their arrival 
direction and thereby fly the most expeditious 
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path for the approach procedure. The concept is 
intended to provide the most expeditious and 
economic route for the maximum number of 
aircraft arriving and minimize circuitous routing 
in terminal areas, whether at a controlled or 
uncontrolled location. 

Figure 1, Basic "T', Case 1, illustrates one of the 
test approaches for the basic T. It shows initial 
segments originating at CLEAN, requiring a 90 
degree turn to the intermediate segment, and at 
JEAN, which requires a turn of 120 degree 
(maximum permissible) to the intermediate 
segment. In the design of an actual procedure, one 
initial waypoint would be placed on the easterly 
side of the approach, as CLEAN, with the actual 

HOduw/UNlVERSITY OF WLAHOU* VESIHEllCR (OUN) 
GPS N21   RWY 21 iwrnuEMTin. "»"«• ou.m>u. 

Birr 

GPS RWY 21 Wmiull/UNlVERSlTr Of OKLAHOIU WESTHEIMER (OUNl 

Figure 1. Basic TCasel 

location and turn angle determined by obstacles 
and/or traffic flow requirements. A counterpart 
waypoint would be placed on the westerly side of 
the approach, in the actual location determined by 
obstacles or traffic flow. Aircraft approaching 
would select the waypoint most advantageous for 
the direction of flight, with aircraft approaching 
from NNE perhaps selecting DIRTY as the first 

waypoint in the procedure, once more, if obstacles 
and traffic flow permit. Thus approach paths are 
optimized and the need for course reversals by 
procedure turns or holding patterns is eliminated. 

Fig 2, Complex 2, illustrates a procedure of 
maximum complexity with a turn of 120 degree at 
the intermediate waypoint and a turn of 30 degree 
at the final approach waypoint. Also, the missed 
approach holding waypoint is not coincident with 
any waypoint on the approach part of the 
procedure. 
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Figure 2. Complex 2 

Fig 3, Extended Final 2, illustrates the 25nm final 
approach. This procedure imposes a high 
workload for an extended an period since the full 
scale CDI deflection is 0.3nm. This procedure is 
in support of development of criteria for parallel 
approaches and other terminal navigation 
requiring extremely accurate adherence to the 
approach path for extended distances. 

The results of this testing contribute data for use 
in development of procedures design standards 
and criteria. One of the most important factors is 
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the determination of the requirements for obstacle 
protection areas. Statistical analyses of data from 
individual tests, as well as from all tests 
combined, are used to determine the areas about 
the approach path which must be free of obstacles. 
Other design factors include: the required 
segment lengths vs. aircraft speed category; 
required segment length vs. turn angle entering 
ad exiting the segment; descent gradients vs. 
angle of turns and speed of aircraft; effects on size 
of aircraft and sophistication of other aircraft 
systems. 
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Figure 3. Extended Final 

Selected Test Aircraft 

In order to conduct the GPS evaluation a pair of 
test aircraft were chosen for instrumentation. The 
category A aircraft chosen is a Seneca TA-34-200. 
The Seneca was chosen for its wide range of 
category A speeds and could easily typify a large 
number of category A aircraft and pilot profiles. 
At the same time, the aircraft would be 
representative of the upper range of category A 
aircraft in complexity and speeds. The Aero 
Commander AC 68 was chosen to represent the 

category B aircraft. The AC 68 easily reaches the 
upper range of the category B and provides 
complexity typical of the category. In addition, 
each plane was easily instrumented by the 
research team and can carry the required 
instruments and crew during test missions. Both 
planes are converted from their normal passenger 
service mission to test aircraft by a set of versatile 
instrumentation that can be moved on or off" the 
aircraft in order to make maximum use of each 
aircraft as a research, teaching, or passenger 
vehicle by The University of Oklahoma. Both 
planes have worked extremely well and have 
easily performed test missions at category A 
through category C speeds. 

Each of the aircraft are equipped with two 
different GPS receivers for purpose of evaluation. 
The receivers are coupled into the aircraft's pilot 
instrumentation system by means of the analog 
outputs of each of the receivers. In each cases the 
receivers are also coupled to the aircraft's 
autopilot systems. Both receivers can be operated 
simultaneously in the aircraft; however, only a 
single receiver can be selected for the test 
navigation mission. Each of the receivers is 
loaded with the University test approaches in 
addition with the approaches normally 
accompanying each of the databases for use in 
normal service in the national airspace system 
(NAS). 

Instrumentation 

In order to measure the performance of the 
category A and B aircraft an instrumentation plan 
had to be developed. The instrumentation plan 
was different than that of the FAA technical flight 
center since the aircraft were to serve both a test 
mission and a passenger support mission for the 
University. In order to accomplish this a set of 
compact, easy to move instrumentation had to be 
installed in each of the aircraft. The data 
acquisition system mates to a group of connectors 
permanently mounted in each of the aircraft. 

The aircraft side of the connectors reaches out to 
the various monitored points in their respective 
aircraft and brings the monitored data to a central 
point for data acquisition. The self contained data 
acquisition system is interfaced to the individual 
aircraft by the onboard connectors when a flight 
test mission is ongoing. 
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The data acquisition system is easily moved on 
and off each of the test aircraft in about 5 minutes 
in order to allow the aircraft to easily slip from a 
test to a passenger mission. The data acquisition 
is entirely self powered thus making it immune 
from the normal problems associated with aircraft 
power. 

The data acquisition system is made up of the 
following group of instrumentation. A modified 
form of the Fluke Net-Daq data acquisition 
module is utilized to acquire all analog data, and 
some digital data generated onboard the aircraft. 
The modified Fluke module was chosen for a wide 
variety of reasons. The Fluke system is a highly 
modular and portable system that easily allows the 
expansion of the data acquisition system in 
increments of 21 channels at no hardware or 
software burden. The sample rates of the Net-Daq 
are fast enough to collect data for both the non- 
precision as well as WAAS precision approach 
applications (Sample rates of 1000 hertz per 
channel per module can be obtained). The output 
of the data acquisition system is presented in the 
form of TCPIP packets on an ethemet which is 
easily handled by on board 486 computers. The 
data acquisition system has a 160 dB common 
mode rejection on all input channels that prevents 
channel crosstalk and ground loop faults normally 
associated with common ground data acquisition 
systems. This particular characteristic was 
especially useful in the AC-68 due to the presence 
of power system ground loops and tremendous 
amounts of electrical noise. 

In flight the Net-Daq system is coupled to a 486 
laptop via a thin ethemet. The 486 laptop serves 
as a real time window on all channels of data 
being taken on the aircraft as well as a logging 
system for the acquired data. 

Some of the analog data that is collected includes 
but is not limited to, analog outputs of the GPS 
receivers, the signal that drives the pilot's CDI, 
roll and pitch. In addition, GPS time, altitude, 
airspeed, DME data and other parameters are 
monitored. Flight surfaces are to be monitored in 
fijture flights. These parameters are logged in 
engineering units in a standard CSV format. 

In addition to the analog data that is taken, all 
digital data provided by the individual GPS 
receivers on the RS 232 outputs are acquired. 
These include, but are not limited to, GPS 
position, GPS time, cross track error, ground 

speed, and satellite information. The data is taken 
on a per solution basis and is logged on a separate 
laptop computer, where the plane's current 
position and track are also plotted in real time. 

Truth System 

Each of the test missions is monitored by a 
position truth system. The system that has been 
chosen is a modified version of the Ashtech Z12 
differential GPS. This system consists of two 
modified Ashtech Z12 receivers operated in the 
differential GPS mode. The stationary receiver is 
placed on a reference position at Westheimer 
airport. The mobile receiver is placed on the test 
aircraft. The differential data is mission post 
processed, and time synchronized with the analog 
data. The Ashtech Prism software is used to 
produce differential ground data of each of the 
flight missions. 

The Ashtech Z12 system was chosen because it is 
a proven differential standard, and has the ability 
to provide solutions at a faster rate than the test 
GPS systems. In addition to the use of the Z12 for 
providing dynamic truth data, the system has been 
used to provide static survey information for the 
airfields where procedures are being flown. It was 
found, early in the testing, that database 
information did not accurately represent the 
position of chosen airfield thresholds, with errors 
as large as 940 feet found. Therefore, the Z12 has 
been used to accurately define all of the thresholds 
of the currently used airfields. 

Modifications to the ZI2 include the change of 
the solution rate that would be compatible with 
the WAAS solution rate, and the ability to 
produce a differential solution that can be 
conditioned by OU software to a pseudo WAAS 
correction signal for fiirther testing of the WAAS 
procedures. 

Flight Test Subject Pilot 

Each subject pilot is accompanied in the aircraft 
by a safety pilot, a procedure observer and a data 
acquisition specialist. The primary duties of the 
safety pilot are to observe how the pilot performs 
the procedures, provide the necessary VFR flight 
safety observer, and to provide some degree of 
physical relief to the subject pilot between 
individual approaches. The observer must be 
familiar with the sortie plan and all of the flight 
test procedures and provide coordination of the 
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approach under test and the data acquisition team 
and act as an additional safety observer. The 
observer keeps a log of each approach noting the 
ability of the pilot to operate the equipment, fly 
the plane, and perform the approach, and to 
record information on any anomalies that occur 
during a procedure. 

Each subject pilot, prior to making the test 
approach, spends 2 to 3 hours in simulator 
familiarization with one of the safety pilots. Here 
the pilot is acquainted with the GPS receiver and 
the use of the receiver in conjunction with flying 
the approach. He will then fly from 1.5 to 3 hours 
of aircraft familiarization flights using the 
receiver to make anywhere from 4 to 15 practice 
approaches. 

The individual test pilots are chosen from a 
voluntary, random pool of category A and B pilots 
of varying degrees of professional experience and 
airframe time. An effort was made to accurately 
reflect the cross section of pilots in each category. 

Flight Tests and Results 

In June of 1995 a flight test program was initiated 
by OU after the planes were equipped with data 
acquisition systems, and data collection/reduction 
software was developed. The flight test program 
called for flying the straight, basic 'T', complex 
and long approaches in both the category A and B 
aircraft. The flight test program called for the use 
of three GPS navigation systems in the two 
aircraft to determine the ability of the pilots to 
make a prescribed non precision approach using a 
variety of equipment. Approximately 1/2 (one 
half) of the missions have been completed. A 
total of 323 approaches and 156 departures have 
been flown in both the category A and B aircraft. 
194 approaches and 90 departures have been 
flown category A, and 129 approaches and 66 
departures have been flown category B. In 
addition 34 high -speed approaches have been 
flown simulating category C aircraft for special 
evaluations. 

For each of the approaches and departures flown, 
data were developed to reflect true path along the 
approach, flight technical error (Kit) analog 
(GDI needle position), cross track error, vertical 
profile of approach, ground speed, total system 
error, and navigation system error. In addition 
satellite data, altitude data, airspeed, roll and 
pitch are logged. A typical set of data for a flight 

sortie is shown in figures 4,5,6,7,8,9 and 10. This 
sortie depicts a representative approach on a 
single sortie. Figure 4 is a plot of the truth track 
of the category A aircraft over the intended flight 
path, as determined by the differential GPS 
measurement. Figure 5 is a situational plot of the 
pilots GDI needle. This measurement is analog 
and is made from the back of the GDI. Figure 6 is 
the cross track error produced by the GPS receiver 
and is gathered firom the RS-232 port of the unit 
under test. Both plots 5 and 6 are plotted as 
cumulative distance along the track. Figure 7 is 
the ground speed, as measured by the differential 
truth system (Z12). Figure 8 is a plot of the truth 
system altitude of the aircraft along the track of 
figure 4. Figiu-e 9 is a plot of total system error 
(TSE) and is the measured perpendicular distance 
from the aircraft's actual track position to the 
corresponding position on the true track. Finally 
figure 10 is the Navigational System Error and is 
the difference between the GPS receivers 
computed position and the differential truth 
position at the same GPS time. 
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Figure 4. Aircraft Track (zl2) 

One of the goals of this flight test program is to 
determine the approach flight space required for 
each one of the types of basic "T" approaches. In 
order to determine, or begin to determine, what 
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the approaches flight space requirements are, the 
individual sorties can be combined in order to 
obtain some statistical significance to the 
collection of individual flight envelopes. With the 
data that has been gathered to date the following 
surfaces can begin to be observed. It is important 
to note that the experiment is only partially 
finished, and that at this point that only 1/2 of 
the flight tests have been completed, and not all 
GPS systems have been fully evaluated, so the 
data shown here represents only a preview of 
what the composite approach spaces may be. 

In order for the reader to get some idea of what 
the tests are targeted to, some typical data will be 
shown. The data shown here only represents a 
small part of the data that has been taken to date, 
but is representative of the body of data. 

Sample approaches and departures will be shown 
and both categories A and B. A three mile basic 
T approach is shown in figure 11 the approach 
envelopes are shown in figures 12 and 13. Figure 
12 shows a 90 degree approach to the 
intermediate, while figure 13 shows a 120 degree 
approach to the intermediate. Figure 12a and 13a 
are category A results, while 12b and 13b are 
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category B results. The outer envelope represents 
the 6 sigma envelope, the center envelope is the 2 
sigma zone and the line in the center is the mean 
path for all of the sortie data. 
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Figure 12a Category A 90 Degree Approach 
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Figure 13b. Category B 120 Degree Approach 
Basic T 

Another approach that was evaluated was the 
longer 4 mile basic T. This approach was 
evaluated as were the longer basic Ts. In each 
case the approach was evaluated for both category 
A and B aircraft. In addition to the 4 mile basic T 
the 4 mile straigh approach could be evaluated 
with the pattern. 

Figure 14 is the approach plate for the 4 mile 
basic T and Figures 15 and 16 show flight 
envelopes for the chosen approach. Figures 15a, 
and 16a represent category A response, while 15b 
and 16b are the category B response. Once again 
the outer envelope is 6 sigma, the inner is 2 sigma 
and the center path is the mean path. 
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Figure 14. 4 mile Basic T Approach 
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In addition to the short basic T approach and the 
straight in approach, the long approach is being 
evaluated, lie 25 mile straight approach is being 
evelauated in order to determine the envelope 
associated with the long final. 

Figures 17a and 17b show the preliminary flight 
envelopes for the 25 mile approach. 
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Figure 17a. Category A 25 Mile Approach 

In addition to approaches the project test team is 
also evaluating GPS departures. Again, fewer 
departures have been completed than approaches 
so the data presented on departures is only a draft 
preview of the final test results. 

A nimiber of simple and complex departures are 
being tested. However, unlike the approaches the 
departures are much more subject to air traffic 
control and are therefore often interupted or 
terminated prior to completion. 

Figure 18 depicts the departure plate and figure 
19 depects the staticical envelopes associated 
with the category A and B aircraft for the 
departure. 
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Figure 17b. Category B 25 Mile Straight 
Approach 

Pilot Evaluation 

No data analysis or subjective evaluations will be 
made fi'om these tests which identifies any 
preferences for one receiver over another, or 
which identifies any perceived inadequacies in a 
specific receiver. However, results from this and 
similar test projects, must identify general 
operating characteristics of receivers which must 
be accommodated in procedures design and 
terminal operations. Features which are 
considered essential to sole means or primary 
means equipment of the future must also be 
identified and provided to those developing 
performance specifications for such equipment. 
Therefore, a synopsis of some of the initial pilot 
reactions is appropriate here. 

Using GPS as a primary means of navigation 
requires that the units be extremely user friendly. 
Once the particular approach has been selected for 
the unit, the pilot currently is capable of flying the 
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Figure 18. Sample 90 Degree Departure 

Figure 19a. Category A Departure Envelope 

entire published procedure. Unfortunately ATC 
procedures frequently require the pilot to fly only 
part of the published approach. In many cases an 
aircraft entering the TCA is given radar vectors to 
intercept a final approach course, and then cleared 
for the approach. When this happens several 
actions are required on the part of the pilot to set 
up the GPS receivers. The pilot has then is 
required to set up the unit to navigate to the 
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Figure 19b. Category B 90 Departure Envelope 

waypoint It is easy for a pilot to become 
situationally confused about where the aircraft is 
on the approach. Some pilots indicated that it 
would be of great benefit if GPS receivers should 
include some type of moving map display that is 
within the basic "T" scan of the pilot. The display 
should be capable of letting the pilot know where 
the aircraft is in relationship to the FAF and /or 
the airport, and to the active waypoint. 

The receiver should be situated in the cockpit so 
that it is easy for the single pilot operation 
fimctions to be performed with the pilot not 
having to look away from the basic "T' scan. This 
might include mounting the receiver either above 
or below the DG or HSI unit in the aircraft. 

The button and knob fimctions on the unit should 
be designed so that their positions are easily 
recognized and activated from unit to unit. It 
would be better to have the buttons farther apart 
and the knobs be made larger and in some 
standard positions. In addition to the outside 
ergonomics the individual menu and menu pages 
need to be made more user friendly and/or be 
standardized. 

The work load for the single pilot operation is 
extremely high in the terminal area. A pilot is 
required to speed up, slow down, climb, descend, 
and navigate at the same time. Requiring the pilot 
to find different directories and to change a 
routing during this critical phase of flight is very 
difficult. Because the GPS system is difficult for 
the ordinary pilot and is still a new approach 
method, it will take some getting used to. The 
subject pilots and test crews felt that some form of 
formal or certified training be required of the pilot 
before using the GPS for instrument approach 
procedures. 
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Conclusions 

Since the major objective of this project is to 
provide data to support design of GPS criteria and 
that can only be accomplished after extensive 
analysis of these data and combinations with other 
data, it is impossible to conclude the results at this 
point or to formulate specific recommendations. 
However, it comes as no surprise at this point in 
the implementation process for GPS that approach 
procedures designed generally in conformance 
with previous RNAV standards and in 
conformance with the existing criteria for GPS 
supplemental systems, are fully flyable by general 
aviation pilots, as well as commercially rated 
pilots, with short periods of indoctrination and 
instruction. At this point in the project, the 
recommendations that are developing are to 
simplify actions needed to operate equipment, 
particularly in single pilot use, for aids in 
maintaining situational awareness and for 
increased flexibility in terminal navigation. Given 
the capability of GPS, providing greater flexibilify 
and simplifying equipment operation will be an 
ambitious objective. The basic operations and 
procedures configm^tions seem also to meet the 
requirements for terminal navigation, and 
recommendations will likely be for enhancements, 
not principal changes. The accuracy of GPS, 
although well established and not part of this test, 
lives up to full expectations as indicated by the 
data, and there are, so far, no surprises in the pilot 
performance in maintaining acceptable FTE. 
Establishing an operational accuracy figure for 
GPS for each phase of operation seems to be one 
of difficulfy/cost vs. benefit. The primary 
consideration, based on initial data from this test, 
is allowing maximum availability vnthout giving 
up benefits of increased accuracy. This is indeed 
the subject of considerable analyses and 
discussions in industry, special committees and 
among FAA specialists. Data from this test is also 
proving to be valuable in investigating possible 
enhancements for WAAS airborne equipment and 
in procedures designed to be conducted using that 
equipment. Data from this project is being 
supplied to the FAA as the test progresses and 
will be available in a full report at the completion 
of the project. 
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ABSTRACT 

At the Institute of Geodesy and Navigation', an advanced 
attitude DGPS/INS based guidance system for high 
precision kinematic airborne sensor positioning and 
orientation in real-time is under development. 
The objective of this airborne system is to support the 
customer through all phases of flight with a reliable 
multifiinctional navigation system. From take off over 
enroute navigation to remote sensing and back in real- 
time with high precision and maximum integrity. 

The navigation system has a flexible architecture. The 
kernel is a 'Intel' based multiprocessor system with 
scalable performance according the necessary 
requirements. Through the 'Peripheral Component 
Interface' up to three colour LC-Displays, a robust 
memory subsystem and other FO interfaces as 
RS232/422, PC-Card and MilStd 1553B are connected to 
the system. This I/O interfaces enable it to connect nearly 
every navigation or remote sensor to the system to achieve 
the desired functionality. The main flight guidance 
program is responsible of time synchronization and 
control of the different program threads, parallel executed 
on the different processors, and the processing of the 
waypoint based flight plan. The onboard geographic and 
navigation database is used for optimal visualization of 
the actual flight situation and decision supporting of the 
flight crew. 

Two main conclusions can be summarized: At first, flie 
integration of attitude, position and velocity information 
from the different navigation sensors inaeases precision 
and integrity for enroute navigation and complete 
airborne positioning of different remote sensors. Second, 
the flexible system architecture witii it's high performance 
multiprocessor kernel and dpen system interfaces enables 
easy application dependant integration of the desired 
navigation and/or remote sensors. 
The new aspects of tills airborne application system can 
be summarized as foflows: 
• Scalable performance, open interfaces, easy integration, 

advanced visualization 
• High positioning precision and flight execution integrity 
• Complete navigation sensor integration of position, 

attitude and velocity in realtime 
• Easy remote sensor integration, monitoring and control- 

INTRODUCTION 

The system described on the following pages is only a 
part of a bigger 'complete production system'. The 
relationship   between   the   different   parts   of  this 
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'production cycle' and their logical interaction are 
shown in Fig. 1. 

set up new data, to update old data or to combine it 
with other data inside the database. This database can 
then be used for data analysis for many applications. 

This 'production cycle' is divided into two logical 
sequences and will consist of four parts in the final 
development stage. 

At first a short description of the 'sequence view' of 
the production cycle. 

The first sequence is the 'Mission' sequence. This 
means the logical steps from 'Mission Preparation' 
over 'Mission Planning' to 'Mission Execution'. The- 
se are the steps necessary to obtain new data. 'Mission 
Preparation' is the step to decide what kind of data are 
desired, what accuracies are required and what kind of 
sensors are necessary to obtain these data. 'Mission 
Planning' is the planning part of the 'Mission Cycle'. 
It' s responsible to generate a concrete execution plan, 
usually a flight plan, out of the requirements and re- 
striction from the 'Mission Preparation'. This flight 
'execution' plan is then used by the pilot/mission spe- 
cialist of the airborne sensor platform during 'Mission 
Execution'. The pilot has to position the aircraft at the 
waypoints generated in the 'Mission Planning' using 
the different navigation sensors, while the mission 
specialist has to control the parameters and the functi- 
on of the different remote sensors. 

The second sequence is the 'Data' sequence. The 
'Data' sequence starts with 'Data Acquisition' using 
the different remote sensors onboard the sensor plat- 
form, usually an aircraft. These data are then used 
during the 'Data Processing' sequence, where the 
measured raw data of the remote sensors are proces- 
sed, usually using the logged raw data of the navigati- 
on sensors to obtain the desired data outputs. In aero- 
photogrammetry, this process normally includes 
bundle block adjustment using aerotriangulation, ge- 
nerating orthophotos and so on. Once these data are 
processed, they have to included into the database 
during 'Data Integration'. These data can be used to 

This database is the starting point and the endpoint of 
the whole producfion cycle. 

The 'Database' is one of the four parts of the 
'Development cycle'. This Database includes the two 
sequence parts 'Data Integration' and 'Mission Prepa- 
ration'. Mission preparation is only one of many 
applications of the data in the database. It's a special 
use of these data, because it's used to obtain new data, 
to generate a better model and understanding of the 
real world. Seen the 'production cycle' form a 'time 
view', this part is ihe permanent part, because the data 
are stored permanently inside the base and can be used 
by many different users for many different applicati- 
ons. A small database engine was implemented now to 
test the object-oriented 'data-and-model' approach to a 
'Model of the World' database. Investigations of desi- 
gning a full featured GIS-system are going on. 

The mission planning system ('VAMP') is the second 
part. At the moment, this program is implemented at a 
Windows 3.1 user-interface. It will be updated to Win- 
dows 95 during the next months. Until now it supports 
planning only for aerial cameras, but it will be upgra- 
ded to laser scanners at the end of the year. 

The third part of the 'production cycle' is the 'SANC 
navigation system. This navigation system includes 
the two sequences 'Mission Execution' and 'Data 
Acquistion'. It has the task to guide the sensor plat- 
form to the planned remote points and to trigger the 
remote sensors at these points and to log the time-tags 
generated at the moment of exposure by the different 
sensors. The navigation system is based on different 
navigation sensors like GPS and inertial measurement 
systems. The actually flown navigation sensors depend 
on the navigation data, necessary for data post proces- 
sing ( accuracy, position and/or attitude ). From the 
'time view', this system acts in real-time and has only 

1590 



two tasks, flight guidance and data acquisition. This 
system is under permanent development at a Windows 
NT operating system to include new navigation sen- 
sors and remote sensors to the system and to enhance 
postion/attitude real-time processing and flight visua- 
lization capabilities. 

The last part is data processing. Until now, there's no 
own software development in this area. Instead this 
work is done by other institutes. 

On the following pages, after a short presentation of 
the planning system 'VAMP', the main topic is the 
'SANC navigation system. 

project. The 'Testflight 1' on the left side consists here 
of 9 flight tasks, including three photo block areas. 
On of these photo blocks, 'Vaihingen' is also shown 
on the right side of the screenshot. Here the block area 
is already planned, using the task editor for aerial 
cameras, which enables the visual selection of a block 
area for a photo flight on an underlying geographical 
grid. The user only has to click on the desired edge 
points of the block area. The system always shows the 
actual distance and azimuth from the last set point to 
the actual mouse position. The system can plan block 
areas, stripes or single point pictures, ft has the capa- 
bility to zoom in and out in a true three-dimensional 
visualization environment about an order of 10^ and to 
rotate in all directions. 

PLANNING PROGRAM 'VAMP' 

The mission planning 'VAMP' consists mainly of two 
working levels, which can be seen in Figure 2. 

In the final system, every task type on the left side will 
have it's on task editor, which enables then planning 
of starts, landings, enroute navigation and so on. This 
means that every task planned on the project level 
starts the dedicated task editor on the task editor level 
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Fig. 2 VAMP Screenshot 

On the left side of the screen shot, the 'Project Mana- 
gement Level' shows two planned testflights of one 

when it's selected. 
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To edit a photo block area for an aerial camera, 
VAMP offers the capability to modify the different 
photo parameters inside a dialog, see Figure 3, and to 

Bildflugparameter 

In the next sections, the following topics will be 
discussed. The SANC overall flight configuration, the 
hardware system, the system software with deeper 

focus on navigation sensor 
handling and remote sen- 
sor handling. 
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Fig. 3 Parameter Dialog for Photo Task Editor 

view the changes immediately on the screen. 

This dialog box contains the usual parameter, 
necessary to plan a photo block for an aerial camera 
and the actual block extension, as selected in the task 
editor. On the left side of the dialog are the input pa- 
rameters like photo scale/flying height, end lap, side 
lap, flying speed/exposure interval and flying height 
above sea level. On the right side are the computed 
parameters like negative side on the ground, length of 
base, distance between side laps, number of stripes per 
block, number of photos in block stripes and the length 
and photo number of selected stripes. 

The camera parameters negative side and focal length 
are set in a different dialog box. 

The computed waypoints and other parameters like 
flying height and stripe direction are saved together in 
a 'flight plan' file. Every column in the project level 
corresponds to one flight mission and therefore to one 
flight plan. 

NAVIGATION SYSTEM 'SANC 

This flight plan is transfered to the SANC navigation 
system via disk. The SANC system reads the following 
waypoints including the command to trigger an expo- 
sure to the dedicated sensor. 

Overall Configuration 

The real-time navigation 
system SANC consists of 
flight computer and the on- 
board SANC software. It's 
able to control different 
remote and navigation 
sensors in real-fime. 

A typical system configu- 
ration for a flight mission 
is shown in figure 4. 

The system is designed to 
meet many diverse de- 
mands. Therefore it was 
necessary to develop a 
flexible hard- and software 
system, which can be con- 

figured according the requirements. 

On the low-cost/low-requirements edge this is a cheap 
dualprocessor flight computer with only one pilot 
display/interface and the capability to log data from 
one or two remote sensors and to display the position, 
delivererd from the GPS-processor, on the navigation 
display. On the high-cost/high-requirements edge this 
is a true multiprocessor system with multiple displays, 
remote sensors, navigaton sensors and the capability to 
process DGPS/INS raw data in real-time and to guide 
the pilot according the flight plan to the desired way- 
points using position and attitude data. 

SANC always is a combination of kernel components 
and other external devices, which are added to the 
kernel system as necessary. 

The kernel elements are the flight computer with at 
least one command and display unit (the blue parts in 
figure 4). The various hardware interfaces enable it to 
connect diverse external devices, as described in the 
'hardware configuration' section. The capabilities of 
the kernel system to work together with different sen- 
sors are described in the chapters 'navigation sensors' 
and 'remote sensors'. 

In figure 4 there are three navigation sensor types 
connected to the SANC kernel. Type 1 in figure 4 is 
usually a Trimble 4000SSE, an Ashtech Z-12 and as 
soon as available a NovAtel 6000 GPS receiver.  Type 
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2 is normally a Trimble TANS Vector GPS attitude 
receiver. Type 3 is an 3-d inertial measurement unit. 
Normally this is a Motion Pak. 

The data of the differrent sensors can be used by 
SANC in a precomputed form or it can process the raw 
data of the different sensors itself in real-time. Further 
details are describend in the 'navigation sensors' 
chapter. 

Hardware configuration 

The hardware configuration of SANC is the heart of 

Database 
Harddisk Pixel-Bus 

3D-ACC 
Up to three —" 
LC-DisplayS" 

Flight Guidance-<— 
Fig. 5 SANC Hardware Configuration 

EISA-Bus 

the whole system. As shown in figure 5, the SANC 
hardware offers four kernel features. 

First it's multiproces- 
sing capability. SANC 
can be equipped with 
up to eight Intel 133 
MHz-Pentium proces- 
sors. The processors 
are connected together 
and to the RAM via a 
64-bit C-bus II. The 
minimal configuration 
are two processors. 

The second feature is 
its multiple 'com- 
mand and display 
feature', which en- 
ables the system to use 
three active LC-dis- 
plays, equipped with 
a touch screen, simul- 
taneously. Every dis- 
play has its own gra- 
phics card with inte- 
grated 3d-hard-ware 
acceleration capability 

with up to 300 000 polygons per second. This enables 
a 3 dimensional 'highway-in -the -sky' visualization of 
the flight path if desired. 

The third feature are the extended interface capabili- 
ties, which are necessary to connect to the different 
sensors and handle the data streams between sensors, 
processors and harddisks. Elementary to handle the 
huge data stream from the GIS/NAV-database two the 

graphic cards and from the 
sensors to the log-data hard- 
disk are the two completely 
independant PCI buses with 
four slots on each bus. The 
EISA bus is the connection to 
the different I/O interfaces. 
At the moment, SANC sup- 
ports three interface types: 
• 8 intelligent serial I/O ports 
• 4 PC-Card slots 
• Mil-Bus 1553B interface 

SCSI II 

Datalog 
Harddisk 

11 i I 

TTTT 

i I 

- Mil-Bus 1553B 
mps 4 X Event-TTG 

4 X PC-Card 
TTTi 8 X Serial I/O 
Sensor-Interface 

1—f 

The fourth kernel feature is a 
real-time event/counter card. 
This card is the central ele- 
ment to synchronize SANC 
to GPS time via the Ipps 
pulse and provide a highly 
stable real-time clock to the 
system. 
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The advantage of this architecture is the possibility to 
add sensors as desired and processors as necessary. 

The hardware is housed in an EMC 19" case with the 
capability to bridge a power failure from the 28VDC 
or 220VAC power supply for at least 6 minutes. 

Software architecture 

The overall software capabilities of SANC can be 
divided into three levels.   These levels are visualized 

SANC Capability Levels 

Q:\   Nav-Display + Data-Logging + Sensor-Contro 

low cost / requirements 

be entered manually via the user-interface ). The se- 
cond processor is necessary, if a high precision positi- 
on and/or attitude determination is necessary during 
the flight in real-time. This processing of navigation 
raw data depends on the available sensors ( GPS-code, 
L1/L2 phase, availablity of attitude GPS raw data, 
inertial accelerations ). Depending on these data and 
the required accuracy/real-time/update-rate require- 
ments, the appropriate 'Kalman-Filter' processing 
scheme is selected. It's also possible to run different 
processing schemes at the same time. Depending on 

the required processing time, this means 
to add another pocessor(s) to the system. 

Level 3 is not implemented yet, but it's 
planned extend SANC'c capability to 
these feature. The first is to add a 3- 
dimensional 'tunnel-in-the-sky' flight 
path visualization to the system. The 
second is to add an interface for direct 
aircraft navigation control and the third 
part is a kind of decision support system. 
This means that SANC proposes the pilot 
another flight route, if the planned route 
can't be flown. 

Fig. 6 SANC Capabilities Levels 

in figure 6. 

The base level 0 represents the minimum configura- 
tion and runs with two processors. This level meets 
the basic requirements to an airborne sensor posi- 
tioning system. It can control all navigation and remo- 
te sensors, e.g. start, stop operating and setting opera- 
tion parameters. Especially for remote sensors this 
means that the system is able to synchronize events 
from the sensor to GPS time. The second capability is 
to log raw data from the GPS/INS sensors and to log a 
'time-log', including the real-time of the different 
navigation and remote sensors for later postprocessing. 
This time synchronization is indispensable for post- 
processing. The precomputed positions ( computed by 
the GPS/INS on-board processors ) are displayed on a 
standard navigation display. 

The capability level 1 requires another two processors. 
One is necessary for the second screen, where the 
attitude of the aircraft is displayed on a so called 
'Primary-Flight' display. This level adds the capabili- 
ty to compute deviations from the actual flown flight 
path with a preplanned ( with VAMP ) flight plan. 
Tlie deviations are shown on the navigation display. 
This feature enables the system to automatically start 
and stop remote sensor operation at the preplanned 
waypoints ( on level 0, remote sensor start/stop must 

The software architecture is based on the 
multiprocessing capability of the SANC 
hardware. The software is based on two 
principal paradigmas. 

• Message driven user-interface 
• Event driven muUithreading 

The message driven user-interface shows the same 
behaviour as 
every Windows 
based programm. 
The user-inter- 
face in figure 7 
shows a typical 
situation. 
The soft buttons 
on the right side 
are static base 
options, which 
the pilot can 
always select via 
finger touch. The 
actual selection is 
'SYSTEM' sen- 
sors. The senssor 
soft buttons in 
the middle co- 
lumn are added 
dynamically from 
the SANC pro- 
gram during start 
up.    When    the 
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Fig. 7 SANC User-Interface 
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SANC program starts, it checks the hardware automa- 
tically for all available interfaces. The interfaces can 
be seen under the button 'SYSTEM interfaces'. Then 
SANC searches remote and navigation sensors on all 
interfaces. If it detects a sensor, a button is added to 
the sensor column. The left column shows the options 
available, if the sensor button '3151R' was touched. 
Every button touch causes a message to the system, 
which is mapped to the appropriate function according 
the selected buttons. 

Usually there are at most two button columns visible at 
the same time, because the rest of the display will be 
reserved for the navigation display. 

The event driven multithreading process model en- 
ables the optimal use of the available processing po- 
wer, independant whether there's only one or eight 
processors in the system. The multithreading process 
model is shown in figure 8. 

Hardware 

Software- 
WorkerThread 

This secondary threads are responsible for the com- 
plete interaction with the sensors via the interfaces. 
So, every sensor has it's own thread. 

After this detection process, SANC starts the 
'NavigationControl/FlightLog' secondary thread, 
which is responsible for the control of the different 
sensor threads and the navigation control by perma- 
nently comparing the fligth plan with the actual com- 
puted or precomputed (delivered from the sensors) 
position. This thread also controls the remote sensors 
by creating an 'trigger' event, which causes the appro- 
priate 'remote sensor' thread to execute an 'exposure 
command' to the sensor hardware. Normally the 
'NavigationControl/FlightLog' thread receives then a 
'timetag' event from the real-time event/counter card, 
which causes the thread read the time tag and write it 
to the flight log. 

The fourth kind of secondary thread is the 'Display' 
thread. Every dis- 
play has it's own 
thread, which is 
responsible for cal- 
culating and rende- 
ring the actual 
image. The system 
can be configured 
with up to three 
LC-display or alter- 
natively with one 
LG-display and a 
stereoscopic viewing 
'Head-mounted' dis- 
play. This HMD is 
especially useful for 
the 3-d 'tunnel-in- 
the-sky' path view. 

IRawData 

Kalman-Fllter 1 

Fig. 8 SANC Event Driven Multithreading Model 

Kalman-Filter 2 LogData 
Harddisk 

Every circle in figure corresponds to a thread, which 
can run on a seperate processor simultaneously. In 
SANC there are five different kind of threads. 

The primary thread, the SANC main process is res- 
ponsible for the detection of all system interfaces and 
remote or navigation sensors. After this detection 
process, the primary thread starts the appropriate 
'SensorControl/RawDataLog' secondary threads. 

The fifth kind of 
thread is the 'Data 
Processing' thread. 
This thread receives 
the raw data from 
the navigation sen- 
sors for computing 

the actual position and/or attitude with the appropriate 
kalman-filter model. This thread is especially im- 
portant if there are requirements for high positioning 
accuracies in real-time ( normally a phase ambiguity 
algorithm 'on-the-fly') or for an integrated CJPS/INS 

position, veloctiy and/or attitude determination. 

The advantage of this event driven model is, that the 
complete SANC software system can be divided into 
small independant threads, which only interact 
through well defined interfaces, the so called events. 
This enables a clear system design and implementing 
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strategy and avoids the usual complexity problem of 
big systems. Furthermore this threads only consume 
processing power if needed. But the biggest advantage 
is that the system processing power can be upgraded 
by simply adding new processors to the hardware. 
Therefore a situation, where a new added sensor 
overloads the system should never occur. 

Navigation Sensors 

A typical example for a secondary thread is a 'GPS- 
Sensor' navigation thread, which is created by SANC 
after detecting a GPS sensor, for a example on a cer- 
tain serial port. This worker thread, as all secondary 
threads, runs in a endless loop. . The activity of this 
thread is controlled by the so called 'events'. The 
secondary thread waits for an event to occur. If there's 
no event set, the thread sleeps and doesn't need any 
processor time. Than the processor can be used by 
another thread. 

A 'GPS-Sensor' thread typically knows three events. 
The first event a 'kill event', which causes the thread 
to exit the endless loop, followed by the automatic 
destruction of the thread. The second event for this 
thread is a 'send command' thread. If the thread recei- 
ves this message, the thread starts and trys to send the 
command from the serial port command buffer. If the 
command is sent, the thread resets the event and goes 
into sleep status waiting for other events to occur. The 
third and most important event is the 'waitcomm' 
event. This event is set, if the serial port has received a 
byte from the sensor. Once again the thread starts and 
reads the bytes from the serial port input buffer. Then 
it can start decoding this data or sending this data 
directly to a kalman-filter based 'data-processing' 
thread which does the position/attitude calculation. If 
the 'GPS-sensor' thread has read all bytes from the 
input buffer, the thread resets he event and the thread 
sleeps again. 

The big advantage with this event driven model is, 
that it's not necessary to poll_the serial port continous- 
ly or to implement an interrupt handler. Therefore, if 
there's no communication from/to the sensor, there's 
no processing time occupied by the thread. 

Remote Sensors 

Remote sensor threads are a little different to the navi- 
gation sensors, because additional to the navigation 
sensors, remote sensors also have a direct signal con- 
nection to the realtime SANC hardware part. This is 
necessary, because usual data connections like RS232 
have no realtime capability. But this is essential for 
remote sensors, both for triggering an exposure in 

real-time and for getting the moment of exposure with 
the highest possible time accuracy. 

Therefore SANC has a stable (Ippm) real-time clock 
with l|J.sec resolution, which is initialized at the be- 
ginning with the actual GPS time and than updated 
using the Ipps output. Trigger events and time-tags 
from the remote sensors can be sent or received with 
0.4 [isec accuracy. This time accuracy is about two 
orders better than the usual time accuracy of the expo- 
sure event sent from remote sensors. For our 'RMK 
TOP' aerial camera, this accuracy is about 100 fisec. 
Therefore the system accuracy does not degrade the 
exposure signal accuracy. 

CONCLUSIONS 

Two main conclusions can be summarized: At first, the 
integration of attitude, position and velocity information 
from the different navigation sensors increases precision 
and integrity for enroute navigation and complete 
airborne positioning of different remote sensors. Second, 
the flexible system architecture with it's high performance 
multiprocessor kernel and open system interfaces enables 
easy application dependant integration of the desired 
navigation and/or remote sensors. 
The new aspects of this airborne application system can 
be summarized as follows: 
• Scalable performance, open interfaces, easy integration, 

advanced visualization 
• High positioning precision and flight execution integrity 
• Complete navigation sensor integration of position, 

attittude and velocity in realtime 
• Easy remote sensor integration, monitoring and control 
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ABSTRACT 

Multispectrai scanners are valuable for environmental 
monitoring, but they suffer from severe geometric distor- 
tions and errors. We describe an approach to geocorrec- 
tion of multispectrai scanner imagery that uses GPS 
position and attitude along with digital terrain data. An 
analysis of contributions of errors from various error 
sources is presented. Our approach to collection of data 
for post-processing geocorrection is discussed: We collect 
GPS attitude and three-dimensional positions (which are 
later differentially corrected), and derive and store 
accurate time information for each scan line. The 
hardware to accomplish this integration is explained. 
Later, attitude and position, along with digital terrain 
models, are used to calculate best estimates of pixel 

positions.  Geocorrection  mathematics  and processing 
algorithms are given, and experimental results are shown. 

INTRODUCTION 

Lockheed Environmental Systems and Technologies 
Company (LESAT) has maintained and operated a 
Daedalus Enterprises Model 1260 airborne multispectrai 
scanner (MSS) for the U.S. Enviroimiental Protection 
Agency (EPA) at its Las Vegas, Nevada laboratory since 
the 1970s. This instrument uses a rotating mirror to 
collect radiant energy in 11 spectral bands including 
ultraviolet, visible, near infrared, and either thermal or 
mid-infrared. Its instantaneous field of view is 2.5 
milliradians, producing a pixel size of 2.5 meters per 
1,000 meters of height, and it digitizes its information 
into 714 pixels per scan line over an 86° field of view. It 
has been used for a wide variety of environmental moni- 
toring applications including land use, ecological process- 
es, thermal monitoring, and water quality. 

Multispectrai scaimers can sense wavelengths beyond the 
limits of conventional aerial photography, which gives 
them advantages for many environmental monitoring 
applications. However, they have historically suffered 
from geometric limitations: Any variation in aircraft 
height or attitude, or any change in surface topography, 
introduced serious geometric distortions. 

In 1990, LESAT designed and installed GPS-based hard- 
ware to collect position and height information to accom- 
pany the MSS ■''''"'. Software was developed that incorpo- 
rated this information along with digital elevation model 
(DEM) data for geocorrection of imagery. The major 
drawback of this initial GPS integration was inability to 
account for aircraft attitude. Roll correction was achieved 
within the MSS by using an internal gyroscope to advance 
or retard the start of digitizing for each scan line, but 
headings could only be inferred by interpolating GPS 
positions. If any cross winds were present, requiring that 
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the aircraft be crabbed, very significant positional errors 
occurred. Variations in pitch angle caused lesser, but still 
serious, errors. Budgetary limitations prevented the use of 
an inertial navigation system, so other approaches were 
required. This paper describes the hardware and software 
system that was developed, and discusses results. 

ERROR SOURCES 

There are several 
sources of error 
which affect geo- 
correction accu- 
racy: 

• Errors in 
scanner position 

• Height error 
• Roll error 
• Pitch error 
• Heading error 

To evaluate the 
contributions of 
each of these, a 
typical scenario 
was selected. 
Height    above 
terrain was assumed to be 2000 meters. It was assimied 
that position errors were 3 meters, height errors were 10 
meters, and that roll, pitch and heading errors were each 
0.1° (1.57 
milliradians). The 
height and position 
errors are typical 
of what is possible 
with C/A code 
differentially-cor- 
rected GPS data. 
The assumed atti- 
tude errors are 
comparable to 
those achievable by 
several technolo- 
gies. 

Height Error 
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Figure 1: Contributions to Posi- 
tional Error Due to Height Errors 

Heading Error 

"e    dY 

e: Heading Error 
X: Cross-iyadc Distance 
dY: Along-TVadc Error 
IfHisHdghtand a isScanAngle,. 
dY-Xe(^or small e) 
X-H'nui(a) 

|SodY-He'Kii(a)| 

HH - 2000 M, a. 43 degrees, 
and e - 0.1 degree, 

I then dY-2.2 Ml 

Height    Error. 
Pixel displacement 
due to height error 
(Figure 1) mostly 
affects the across- 
scan component of 
the geometry, and is proportional to height error and the 
tangent of the scan angle, a. Height error is produced by 

Figure 2: Error Contributions 
Due to Heading Error 

a combination of imcertainties about GPS-measured height 
and about terrain height above sea level. 

Heading Error. Heading errors cause pixel misregis- 
tration in a direction that is largely along the direction of 
flight; pixels are rotated by the heading angle error as 
illustrated in Figure 2. The error is zero at nadir and in- 
creases linearly with the distance across the scan line, 
which in turn is proportional to the tangent of the scan 
angle. 

Ron Error 
(Corrected TOthin MSS Using Gyro) 

a: Scan Angle 
H: Height 
L-HSec(o) 
da: Ron Error 
dX: Across-Scan Error 
dX-dLSec(a) 

^dX-LSec'(a)da 

Roll Error. Roll is 
monitored by a 
mechanical gyro on 
the MSS, and the 
system corrects for 
it by advancing or 
retarding the mir- 
ror angle where 
digitizing begins. 
The gyro probably 
has an error mag- 
nitude of about 
0.1°, which is the 
estimate assumed 
for this analysis. 
Uncorrected roll 
error mispositions 
pixels in the 
across-scan direc- 
tion, and it affects all pixels. The amoimt of the error is 
proportional to the length of line "L" in Figure 3, and is 
greatest at scan edges. 

Figure 3: Errors Due to Uncom- 
pensated Roll 

Pitch Error. Un- 
corrected pitch 
(Figure 4) affects 
all pixels in a scan 
line equally. If the 
aircraft is pitched 
up, the scanner is 
seeing pixels that 
are ahead of the 
instrument; without 
correction, these 
would be placed in 
a geocorrected file 
too early in the 
flight line. The 
opposite is true if 
the instrument is 
pitched down. 

Pitch Error 
Affects all pixels 
essmtJally equally 

dp: Pitch Error 
H: Hdght 
dYAlong-IVwi Error 

For small dp, 

|dY-Hdp 

dP^ IfH-2000M 
and dp-0.1°, 

then dY-3.5M 

dY 

Figure 4: 
Error 

Error Due to Pitch 

A small second-order effect is also present: If the instr- 
ment is not looking straight down at nadir, the "scan ray" 
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for the center pixel is the dashed diagonal line in Figure 
4, not the true nadir line. This line is longer than the true 
nadir line, and this has the effect of slightly widening the 
portion of the ground that is viewed, just as if the aircraft 
was higher. For small pitch angles this is negligible. 

Horizsontal Positional Error. In addition to height and 
attitude errors, there will also be errors in the GPS- 
derived horizontal position. With proper differential 
correction, we can expect position errors to be about 3 
meters using C/A code GPS. Lower errors could be 
achieved with dual-frequency carrier phase units. Due to 
differences in signal delay through the troposphere at 
different heights, there probably would be errors on the 
order of one meter even with carrier phase units. 

Combined Errors. Figure 5 summarizes the effects on 
pixel position produced by these error sources, showing 
them as functions of scan angle. Some of the error 
sources affect pixel positions across the scan line; others 
predominantly affect along-flight line directions. Since it 
is unlikely the individual errors would add linearly, the 
estimate of overall error assumes that they accumulate 
according to the square root of the sum of the squares of 
the individual errors. This is referred to in Figure 5 as 
Root Sum Squares (RSS) error. 

Pixel Errors Due to 
Position.   Height,   and Attitude Errors 

5     10    IS    20    25    30    3S    40   45 

Scan Angle (Degrees) 

RSS 

Position 

Heigt^t: 2000 M; Height Error: 10 M 
Position Error; 3 M; Attitude Error: 0.1 Degree 

Figure 5: Positional Errors as a Function of Scan 
Angle 

As can be seen from Figure 5, height error becomes the 
dominant source of positional error as scan angle increas- 
es. Uncorrected roll error is the next most significant. 

For the scenario, the pixel size would vary from about 5 
meters at nadir to about twice that value at the scan edge. 
Given the assumed height and levels of error, RSS 
positional errors varied from 6 meters at nadir to about 13 
meters at scan edge. Therefore we conclude that it should 
be possible to geometrically correct MSS imagery to 
approximately one to two pixels at the 1-sigma level. 

HARDWARE 

A tightly coupled system combining GPS with a high- 
quality inertial navigation system would be our first 
choice, since it can provide accurate attitude information 
at rapid update rates. However, the budget precluded this 
approach. Instead, a GPS-only approach was chosen. 

The GPS receiver selected for the MSS is an Ashtech 
3DF, which is a 24-channel receiver with connections for 
feedlines from four antennas '"• '*i''"'. In its usual con- 
figuration, each antenna is allocated six channels, allow- 
ing tracking of LI carrier phase and C/A code from six 
satellites. Data from all 24 channels are logged internally 
in 6 Mbytes of memory and are later downloaded to a 
laptop computer. The raw data can be corrected with 
postprocessing DGPS methods. (Real-time corrections are 
possible but were logistically impractical for this applica- 
tion.) Attitude information is calculated internally, using 
relative carrier phases of signals arriving at the four 
antennas from multiple satellites. An accurate survey of 
the relative locations of the four antennas is necessary 
before this can be done; this survey is part of the installa- 
tion procedure for the receiver. The receiver provides a 
"pulse per second" (PPS) signal that is synchronized 
within one microsecond to Coordinated Universal Time 
(UTC). Front panel controls provide access to 12 different 
control screens. Some of these display system status such 
as present position and attitude, satellites being tracked, 
course, distance and time to a destination way point, etc. 
Other screens allow entry of parameters such as update 
rate, minimum satellite elevation angle, control of mes- 
sages, and so on. The 3DF receiver is not used for 
piloting; a separate GPS receiver is available for that 
purpose. 

The 3DF can operate at a 1/2-second update rate. How- 
ever, we have used it only at 1-second rates to extend 
mission endurance before filling memory. At a 1- second 
rate, it can log data for about 3 hours. 

After a flight is completed, receiver data are downloaded 
into a notebook computer. Carrier and code phase data, 
time, and some other ancillary information, are placed 
into a binary "B-File"; a similarly named "E-File" stores 
satellite ephemeris data. Attitude information, in ASCII 
format, is placed into a "site file" and includes time, 
heading, pitch, roll, estimates of errors, and a validity 

GPS-MSS Int^ration. The GPS receiver can record 
position, height, and attitude information every second, 
but the MSS scans at a faster rate (6.25 to 1(X) scans per 
second). To integrate the two systems, accurate time is 
placed in the limited space for user-supplied data that the 
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MSS can record 
for each scan line. 
Figure 6 shows a 
block diagram of 
system compo- 
nents. The GPS 
receiver, with its 
four antennas, is at 
the top. Time 
information and the 
PPS signal from 
the receiver control 
an electronic coun- 
ter subsystem 
called the GPS 
Time Monitor, 
which counts time 
in seconds into the 
week and millisec- 
onds past the 
second. 

Antennas 

FOTTTOd r^  starijoard 
PortQ J Q 

lAft 
4 

Computer 
(Uaedontsr 
to MdaUze 

 ^ dectronks) 
UTCTIme 
(NMEAFomuO 

Figure 6: Block Diagram of GPS- 
MSS Integration Components 

ignored by GPS time, and sends information 8, 8, and 4 
bits at a time to initialize the counters. The process takes 
several seconds; when it is completed, the computer can 
be disconnected and set aside. 

A second counter, 10 bits wide, counts milliseconds. It is 
clocked by a 1 KHz signal derived from a 1 MHz crystal 
oscillator, and is cleared to zero when PPS occurs. The 
crystal oscillator is fairly accurate and stable (probably to 
about one part in 10^). The count just before PPS may be 
998 or 1000 instead of 999, but this difference is negligi- 
ble. 

The final signal that is applied to the integrated system is 
NADIR, from the MSS digitizer. This is a brief pulse that 
occurs when the MSS mirror is looking directly down. 
This signal is used to lock the nadir time into a holding 
latch until the MSS can record the time information, 
sometime later in the mirror rotation cycle. Time informa- 
tion is passed to the MSS digitizer, which accepts and 
records it for each scan line. 

A more detailed 
block diagram of 
the GPS Time 
Monitor is shown 
in Figure 7. A 20- 
bit counter is used 
to store GPS Sec- 
onds of the Week. 
The seconds begin 
with 0 at midnight 
Sunday (GPS 
Time). The largest 
time, on Saturday 
just before mid- 
night, is 604,799. 
The largest number 
that can be stored 
in 20 bits is 2^-1, 
or 1,048,575, so 
20 bits is both sufficient and necessary. 

Block Diagram 
GPS Time Monitor 
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Figure 7: Block Diagram: GPS 
Time Monitor 

The seconds counter must be initialized when power is 
first applied to the assembly. To accomplish this, the GPS 
receiver is set up to emit a National Marine Electronics 
Association (NMEA) time and position message from one 
of its RS-232 ports once every second, soon after the PPS 
event occurs. This message is received through the serial 
port of a computer whose parallel (printer) port is con- 
nected to the GPS Time Monitor. Software on the com- 
puter decodes the time messages, converts UTC time to 
GPS time by applying the proper number of "leap sec- 
onds" that are occasionally introduced into UTC to keep 
its time tied closely to the Earth's rotation but that are 

GPS Differential Corrections. Differential GPS cor- 
rections are needed to achieve the few-meter accuracy 
positional accuracy levels needed. This requires a 
suitable source of fixed-position GPS data and appropriate 
software. An Ashtech M-XII single frequency LI C/A 
code and carrier receiver, designed for survey applica- 
tions, was available for use as a base station. To use it, 
the 2-person flight crew or cooperators would need to 
locate suitable control (preferably within 100 km of the 
flight lines), and set up, tend, and download the base 
station. Except in special circumstances, the logistics 
promised to be daunting. Fortunately, we learned of the 
possibility of post-processing services using the John 
Chance and Associates "Starfix" wide-area GPS network 
ra, [8] Although its emphasis is primarily high-accuracy 
real time correction, we were able to provide data for 
individual flight lines in RINEX format, which were 
subsequently corrected. The base station receiver was 
therefore used only for special missions where adequate 
support staff was available to mitigate logistical problems. 

There were some opportunities to compare differential 
corrections from "Starfix" with those using locally 
obtained base station data. During a 10-minute portion of 
a test flight over western Las Vegas which involved three 
180° turns, aircraft positions were determined using 
Ashtech's PNAV Kalman filter DGPS software with base 
station data obtained about 15 km away, and with the 
"Starfix" system. Figure 8 shows the differences between 
the two. Heights agreed within three meters, and hori- 
zontal differences were less than two meters. Both 
systems used LI C/A code pseudo-ranges and LI carrier- 
phase data. 
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Figure 8: Comparison of John Chance "Starfix" 
and Ashtech "PNAV" Positions 

Coordinate Systems. Geocorrection is a computation- 
intensive process that is performed on the largest and 
fcistest computer available. Before it is performed, GPS 
positions must be projected into the required coordinate 
system and datum. This is typically Universal Transverse 
Mercator (UTM) based on the North American Datum of 
1927 (NAD-27), its counterpart using the newer 1983 
datum (NAD-83), or a local State Plane system, usually 
based on NAD-83. A portable ASCII file called the 
Flight Line Profile is constructed giving projected posi- 
tions, attitude, and attitude validity for time periods for 
data to be geocorrected. 

GEOCORRECTION GEOMETRY 

Interpolation between infrequent GPS positions and 
attitudes uses "cubic B-splines" •". These are sequences 
of cubic polynomials in X (easting), Y (northing), and Z 
(height) that closely approximate "control points" in X, Y, 
and Z supplied by GPS. Each segment of the polynomials 
is valid for the interval from one control point to the next, 
and is defined over four consecutive control points 
including the points before and after the region of validi- 
ty. To maintain sufficient smoothness at the point of 
transition from one polynomial to its successor, they are 
compelled to be continuous and to have continuous first 
and second derivatives. 

To place this into a well-defined mathematical context, let 
the sequence of X-Y-Z control points be P(l), 
P(2) P(n) where P(i) = [x(i), y(i), z(i)]. The interpo- 
lating functions are cubics of the form Fi(t) = [Xj, Yj, 
ZJ(t) where t is a dimensionless parameter that ranges 
from 0 to 1. That is, 

for suitable a,, &2> ^i> and a©. Yi(t) and Zi(t) are similar. 
Each fimction Fi(t) is valid for an interval in the control 
point sequence between P(i) and P(i+1). 

The continuity constraints, which are called c°, c', and c' 
continuity, are expressed in this equation: 

c«: F^1)=F,„(0) c' 
dFf,l)  dF,,i(0)    j d^Fjjl) _ d%,(0) 

dt dt dt'' dt'' 

This system of cubics will satisfy the constraints if and 
only if 

[X^,Y^^^ = k pVV,l] 

where k is a constant. Any value of k is acceptable, but 
most values have little merit. The case of k = 0, for 
example, leads to constant-zero functions, which are c' 
continuous for all i, but are trivial. The particular value 
k = 1/6 leads to the definition of a B-spline, and evalu- 
ates to 

■1 3 -3   l\ [''O-l)] 
3 -6 3    0 m 
■3 0 3    0 P(i*l) 
1 4 1   oj lP(i+2)J 

FjitMX,(0,Yff)^,m- 

f'[P(i+2)-3i'(i+l)+3P(0-P(J-l)] 

■••r^[3P(i+l)-6P(0+3P(i-l)] 

+<[3P(i+l)-3P(i-l)] 

+P(i+l)+4P(j)+P(i-l) 

The B-spline function valid for interval i to i+1 depends 
on control points P(i-l) and P(i+2) as well as control 
points P(i) and P(i+1). Therefore the Flight Line Profile 
must include at least two points before the beginning of 
the flight line, and must extend at least two points after 
the end of the line. 

Heading. Attitude information is calculated and recorded 
by the GPS receiver. Heading and pitch components are 
included in the Flight Line Profile. Roll information is not 
included because roll compensation is performed internal- 
ly in the scanner, using gyro-derived roll angles to 
advance or retard the start of digitizing for each scan line. 

The 3DF attitude data include a "validity flag" that tells 
whether attitude data are valid. This flag is also included 
in the Flight Line Profile. If valid attitudes are available, 
then heading and pitch are interpolated using B-spline 
methods identical to those used for position and height. If 
attitudes are invalid for some reason then pitch informa- 
tion is taken from the MSS gyro, recorded on the MSS 
data tape, and heading is taken from an estimate of the 
Course Over Groimd (COG). This is determined by 
differentiating the B-spline functions Xi(t)and Yi(t). The 
Course Over Ground is the arc tangent of the ratio of 
these. 
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COG = Tan 

Xfi)'Y,af'andYff)^Y>bf' 
i-O j-0 

3 3 

'303^^ + 202^ + a, ' , r^^/ Z'*! 
[dYJdt] 

Tan' 
^ 3V^ + 2V + *i ^ 

local gravity. Geoid heights vary slowly in most areas, so 
the geocorrection software assumes that the value is 
constant for a given flight line. It can be determined for 
any point m the United States and its territories using the 
GEOID93 data set and software from NGS'^'''"". Typical 
values are -30 m. The final equation for HAT is 

HAT = Z„ DEM - GH 

Determining SIcanner Position and Height. GPS accura- 
cies are sufficiently good that separation between the 
antenna and the scaimer must be taken into account. The 
scan mirror was determined to be about 2.8 meters 
forward of Antenna 1 and about 1.6 meters below it. 
Thwartships offsets were negligible. These offsets are 
used to calculate scanner coordinates, 

= X„ A Sin (6) 
Y. = y_..„ +ACOS (6) scamer 

= z_ D 

where 6 is the heading angle, A is the "Along" offset (2.8 
m), and D is the "Down" offeet (1.6 m). 

Digital Elevation Models. Digital terrain modelling is an 
important component of the geometric correction process. 
The DEM coordinate system may be different from the 
user-chosen coordinates for a project, so a conformal 
coordinate transformation is defined using two or more 
match points giving DEM and user coordinates. If more 
than two match points are supplied, the transformation is 
calculated using a least squares process. 

Many DEMs use NAD-27 UTM coordinates. If a user 
coordinate system is based on NAD-83, the match points 
must take conversions between datums into account. This 
can be done using NADCON software and data sets from 
the National Geodetic Survey (NGS) '^'. The datum 
conversion is non-linear, because of distortions and 
inconsistencies in NAD-27. However, for a local area 
such as an individual flight line, the non-linearities are 
small (certainly no worse than a few centimeters), and the 
linear transformation is completely adequate. 

To determine height above terrain (HAT), the sub-aircraft 
point orthometric height, or height above the geoid, is 
found from the DEM using coordinates [X„,„„^ Y,„„„] 
after these are transformed to the DEM coordinate 
system. (If there is no DEM, or if the sub-aircraft point 
is beyond the DEM bounds, an "Off-DEM" height is 
used.) The GPS-derived scanner height, however, is a 
height above the WGS-84 ellipsoid used by GPS. The 
difference between geoid and ellipsoid is the "geoid 
height", which varies from place to place, depending on 

where Z,o„„ is the scaimer height above ellipsoid, DEM 
is the orthometric height of the sub-aircraft point, and GH 
is the geoid height. 

Figures 9 and 10 show 
the basic scanner geome- 
try, assuming, for the 
moment, flat terrain and 
ignoring roll angle, which 
is compensated for within 
the MSS. In Figure 9, the 
height above terrain at the 
sub-aircraft point S is h. 
If the scanner was not 
pitched, it would scan 
vertically at right angles 
to the heading vector, 
scanning triangle OPQ. 
If, however, the aircraft 
and  the  instrument  are 
pitched up at angle B (the usual case, due to angle of 
attack), then the actual scanned area is displaced forward, 
and the scanned area is 
the tilted triangle OP'Q'. 
At any pixel, the "scan 
ray" is the vector from 
the MSS mirror to the 
center of the instantaneous 
field of view. It is located 
somewhere in triangle 
OP'Q', depending on 
scan angle a. 

Figure 9: Perspective View 
of Scanner Geometry 

Plan View 
of Geometry 

*^V 

No rth          A 

■ e -.. j 

s. \ "^>C * 
^ />Vk^ 

^rv^ 
Figure 10: Plan View of 
Geometry 

The first part of the geo- 
metric correction process 
seeks to determine the 
length and angle of vector 
V (Figures 9 and 10) 
joining the sub-aircraft 
point S to the intersection 
P' of the scan ray and the (flat) surface. The length of V 
is determined by angles a and B and HAT h. The vector's 
angle, 5, is determined by angle (f>, which depends on d 
and V, and heading angle 6. d, in turn, is a function of B 
and h. The equations are 
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L =J Tan (a) 
d = hTan (p) 

* = ^--' (1) 
6 = <|) + 0 

Terrain Correction. Corrections for terrain variations are 
accomplished by forming short "slope models", derived 
from the DEM, and intersecting them with the scan ray. 
The process begins with the pixel nearest nadir, and 
progresses to first the rightmost pixel, and then to the 
leftmost. 

Near nadir, assuming the usual situation of nose-high 
pitch angle, the initial intersection P' of the scan ray and 
the sub-aircraft plane will occur some distance forward, 
and nearly in line with the heading vector. The initial 
slope model is constructed by starting at the sub-aircraft 
point whose height has been determined earlier. Then a 
line is constructed along angle 6 in Figure 10 (which, for 
the moment, is very nearly equal to heading angle ©) with 
a length equal to the DEM spacing. (This is 30 meters for 
7.5 minute DEMs from the U.S. Geological Survey). 

Terrain Correction 
for Nadir Pixel 

DEM — 
Interval 

The DEM is interrogated 
at that point to obtain a 
new height at the end of 
the line, forming the 
initial slope model, S to 
"/" in Figure 11. This 
line, in plane OSP' (Fig- 
ures 9 and 10), is inter- 
sected with the nadir scan 
ray, O to P'. If this inter- 
section does not occur in 
the interior of the slope 
model, then a new slope 
model is constructed 
starting at "/ " and extend- 
ing to "2". This process is 
repeated until the intersection occurs in the interior of the 
current slope model. In Figure 11, this occurs with slope 
model "¥" to "5". 

The point of intersection defines a new distance V from 
the sub-aircraft point S. Together with the angle 6, this, 
when resolved to rectangular coordinates, determines the 
best estimate of the position of that pixel. 

Once the nadir pixel coordinates are foimd, other pixels 
in that scan line are processed. For positive scan angles, 

Figure 11: Construction of 
Slope Models at Nadir 

^)edal Provisions 
to Deal 'With Slope Models 

Steeper Tlian Scan Rays 

j»xx..»    -Improper 
■^•*\X      Intersection 

Adjusted 

Model 
ftoper 
Litersection 

we start with Pixel 357 and work down to pixel 1. Then 
the process repeats for negative scan angles, starting at 
pixel 358 and progressing to pixel 714. For each pixel, 
the current slope model is retained until the scan ray 
intersection goes beyond the model. In that case, the 
current slope model end point becomes the new one's 
beginning, and a new point is calculated along angle 5. 5 
changes slightly from pixel to pixel, so the plane OSP' 
changes. Because of this change, the slope model is 
slightly non-coplanar with plane OSP' from pixel to pixel. 
The difference, however, is negligibly small. 

A Special Case. A special situation can arise if the slope 
of the   slope   model   is 
steeper than that of the 
scan ray, either because 
of extreme topography or 
DEM flaws. This situa- 
tion is illustrated in Fig- 
ure 12. In this case. Scan 
Ray "n" intersects slope 
model "1" to "2" normal- 
ly, but Scan Ray "n+l" 
misses. The normal pro- 
cess   is  to  replace   the 
slope   model   with   that 
from "2" to "3". Because 
the slope of this slope    Figure 12: A Special Case: 
model is too steep, the    Terrain Steeper than Scan 
intersection of scan ray    R^y 
and slope model occurs at 
the point marked with a star, closer to nadir than point 
"2". This is impossible and incorrect. To deal with this 
case, an adjusted slope model is constructed. Point "1" 
replaces Point "2", and the slope model becomes "1" to 
"3". This produces an intersection too far out, so the 
slope model becomes "3" to "4", and then "4" to "5". At 
this point, the final intersection is calculated, as shown. 

A related situation can occur occasionally: The slope 
model may be parallel (or very close to parallel) to the 
scan ray. In this case, the intersection subroutine returns 
a "singular case" flag to say that no intersection can be 
found. Recovery from the singular case is exactly the 
same as the "slope too steep" case described. 

Operation of the Geocorrection Program During an 
initial pass through the data, easting and northing coordi- 
nates of leftmost and rightmost pixels of all scan lines of 
interest are calculated and stored, using the scanner and 
terrain geometry described above. Global extreme 
positions are used to determine output file dimensions; 
this file is created and initialized. Although only end 
pixel coordinates are needed at this stage, coordinates of 
all pixels are calculated during this process, which is 
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computationally intensive but which assures that identical 
geometry is applied during this pass and during the final 
processing pass. 

The processing pass calculates estimated positions of all - 
pixels and places them in a memory array called the 
Processing Block that is figuratively moved as needed 
over the extent of the output file and which is eventually 
written to disk. This array is 2,048 rows by 2,048 
columns in size and has 12 layers, one per MSS channel. 
A 16-bit halfword is reserved for each 12-bit pixel, so the 
total size is 96 Mbytes. 

The first step in managing the Processing Block is to 
determine the range of scan lines that can be processed 
before a geocorrected pixel passes beyond the block's 
limits. Since flight lines can be oriented in any direction, 
a "region growing" process is used. Starting at leftmost 
and rightmost pixels for the earliest desired scan line, 
minimum and maximum eastings and northings are 
calculated. This continues for successive scan lines until 
either the easting or northing differences reach Processing 
Block limits or until the end of the data of interest is 
reached. Left, right, top, and bottom coordinates of the 
Processing Block are then assigned to these limiting 
coordinates. 

Column 2047 

Repositioned 
Memory Block   Row 

2047 

RowO 
Initial Position 
of Memory Block 

^ Column 0 

 Output File limits. 
(Calculated During Initial Fiiss) 

Figure 13: Repositioning the Processing Block 

If necessary, the Processing Block is repositioned one or 
more times to complete processing of a flight line. If this 
occurs, any "holes", or unfilled pixels, are filled (details 
are given below), the contents of the Processing Block are 
written to disk, and the region growing process repeats, 
starting a few scan lines before the scan that terminated 
the earlier process. This allows a small amoimt of overlap 
to account for unusual geometries. The repositioned 
Processing Block is filled from disk as necessary. 
Processing then continues. These steps are repeated as 
needed imtil the last scan line of interest has been pro- 

cessed. The "hole filling" and file updating processes end 
the procedure. Figure 13 shows an example with two 
positionings of the Processing Block. 

When filling of the Processing Block is finished, either by 
a "fault" when a pixel falls outside the Processing Block, 
or by reaching the last scan line of interest, there may be 
many pixels into which no data have been deposited. 
Some of these will be pixels outside the scanned area; it 
is appropriate that these remain unfilled (at zero values). 
Others, however, will be in the scanned area. The number 
and distribution of unfilled pixels depend on many 
variables, including output pixel size and local terrain 
variations. 

"Hole Filling" is done by locating unfilled pixels which 
have filled neighbors, and calculating an average value 
from those neighbors. The process is somewhat compli- 
cated, however, because the search for unfilled pixels 
must be limited to the extent of the scanned area. The 
scan-end coordinates that were calculated and stored 
during the initial geometry-setting phase of the program 
are used to define this. 

Row 2047 

A Bounding Pobvgon is Formed 
to Define Portions of Memory Block 
 Inade the Image Area 

Rown 

RowO 

Unused Portion 
of Memoiy Block 

Interior Pixels Lie Between 
Odd and Even "Hits" 

CohinmO Column 2047 

Figure 14: Image Area Polygon in Processing 
Block for Hole Filling 

The coordinates of the Processing Block are row and 
column numbers ranging from 0 to 2,047. A polygon is 
constructed by searching the scan-end coordinates for all 
scan lines involved in the Processing Block and transform- 
ing user [easting, northing] coordinates to Processing 
Block integers. This polygon is built in a clockwise direc- 
tion, following the leftmost edge from earliest to latest 
scan line involved in the Processing Block, and then 
continuing with the rightmost edge from last scan line to 
first. Care is taken to add vertices to the polygon only if 
they are "genuine" apexes: Duplicate points are eliminat- 
ed, and, if a new apex is directly in line with a predeces- 
sor, the predecessor is omitted. 
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A typical polygon is shown in Figure 14. In this case, the 
polygon begins at the top left comer of the shaded "Image 
Area", extends to the top right, and continues from lower 
right to lower left. 

With the polygon defined, a search begins for imfiUed 
pixels within the Image Area. During the filling of the 
Processing Block, bits in a 2,048 by 2,048 bit map were 
set to 1 whenever pixels were deposited. At this phase, 
the bit map is searched for cleared (0) bits. If such a bit 
is found, and if it is in the image area, its nine neighbors 
are inspected. If the bit map indicates that any of these 
are filled pixels, an average of all filled neighbors is 
calculated, that value is placed in the Processing Block, 
and the appropriate bit in the bit map is set. This process 
iterates until no further unfilled pixels are located inside 
the Image Area. Usually two or three iterations are 
required. 

To determine whether pixels are inside the image area, a 
"polygon hit" procedure is used. For each row in the 
Processing Block from the lowest to the highest that is 
involved in the polygon, "hits" are determined where that 
row intersects the polygon. Often there are only two hits; 
this would be the case for most rows in the Image Area 
in Figure 14. However, there may be multiple hits. In the 
example, at row "n", there are six hits. Points lie inside 
the Image Area if they lie between odd and even hits. 

EXPERIMENTAL RESULTS 

Two examples of georeferenced imagery are shown in 
Figures 15 and 16. The first covers a desert mountain 
range south of Las Vegas. Height above terrain averages 
about 2,000 meters; terrain variation exceeds 300 meters 
across the image. A secondary road crosses the image 
from southwest to northeast, and another road climbs 
steeply westward to a radio relay facility. C/A code GPS 
positions obtained from a surface vehicle overlay the MSS 
imagery. Georeferenced positions agree to about the 
width of the road. 

Figure 16 shows a portion of a southboimd flightline over 
Durango Avenue in western Las Vegas. Height above 
terrain was about 800 meters. Terrain variation is 
minimal, with a general slope trending downward from 
west to east. "Nibbles" in the east edge of the image 
show MSS roll compensation at work; there were strong 
southwest winds that afternoon. GPS positions are also 
plotted. For unknown reasons, attitude calculations were 
invalid during part of the flight line (perhaps due to signal 
blockage due to aircraft roll), but the geocorrection 
procedures were able to interpolate across these periods 
with reasonable success. 

ELDORADO MOUNTAINS,  NV: 04-22-94 
Vehicle GPS Points from 0B-27-B4 

Image Scale: 1:46,000 

METERS ***>U-' 

b^i 

wim 
Figure 15: Test Flight in Mountainous Terrain 
With Surface GPS Points 

GPS Poeitlons 
^  Valid Attitude          -   Invalid Attitude 

0 BOO 1000 

Image Scale-Meten 
25        0 2B       50 

Error Vectors-Meters 

Figure 16: Urban Area Georeferencing Accuracy: 
Durango Avenue, Las Vegas, NV 
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Coordinates of 24 selected street intersections were mea- 
sured using survey-grade GPS, with accuracies estimated 
to be 50 cm or better, and the corresponding 
georeferenced image coordinates were interpreted with 
image processing software to accuracies of one to two 
meters. These positions and their associated error vectors 
(exaggerated ten-fold) overlay the image. Positional errors 
for these 24 control points (12 of which are shown in Fig- 
ure 16) range from 0 to 21 meters, with standard devia- 
tions of 7.4 meters east-west and 4.8 meters north-south. 

Some puzzling unanswered questions remain. The same 
area was flown northbound a few minutes earlier. This 
time, georeferenced positions for the southern portion of 
the flightline showed a consistent western offset of 30 
meters or more, although errors in the northern part of 
the line were small. But the GPS positions were differen- 
tially corrected by two independent methods (John Chance 
"Starfix" and Ashtech PNAV) and agreed with each other 
to within 3 meters. (This period is part of the first half of 
the plot of Figure 8.) 

SUMMARY AND CONCLUSIONS 
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InterferometPic Flight Inspoctlon Systems: 
Development and Hlght Test Results 

D. Stratton 
Parker Hannifin Corporation 

Abstract 

New flight inspection systems fh)m Parlier Gull use 
simple but very accurate positioning. The new systems 
satisfy unique flight inspection requirements using the 
Global Positionmg System (GPS) as a source for 
interferometry. An airborne inspection console with an 
autonomous ground unit analyzes a full range of radio 
navigation systems automatically fai flight Parker GuU 
validated this new technology in flight tests with Ohio 
University Avionics Engfaieering Center. Results of over 
fifty approaches prove the system achieves Category ID 
capability on a par with automatic systems used by the 
United States Federal Aviation Administration (FAA). 
With procedures and software designed especially for 
flight inspection, robust accuracy is attained even when 
satellite geometry and supporting measurements are sub- 
optimaL This latest technology has been integrated with 
systems and software matured over two decades of FAA 
support Gull is producing the first of these systems for 
FAA certification of GPS helicopter approaches 
throughout the United States. 

Introduction 

Fligjit inspection assures the iidegrity of radio navigation aids 
through direct measurement of their signals in space. 
International Civil Aviation Organizaticm (ICAO) standards 
mandate flight inspection of navigation aids when com- 
missioned and periodically thereafter [1]. The increased 
number and types of aids have lead to development of 
automated flight inspection systems with integrated avionics 
and high-accuracy tracking. A modem flight inspection 
system may be classified either as a semi-automatic system 
using ground tracking equipment, <»- as an Automatic Flight 
hispection System (APIS) requiring no ground equipment 
Over several years, Parker Gull APIS computers have 
performed over 300,000 hours of automatic and semi- 
automatic fli^t in^)ection on over fifty FAA and international 
aircraft [2-6]. As acceptance of Differential GPS (DGPS) as 

a tool fcH- aircraft tracking widens [7-11], satellite navigation 
is finding a number of uses in flight inspection [12-15]. 

High accuracy is obtained from DGPS by tracking the 
interference fringes obtained when GPS carriers received at 
two locations are superimposed. By doing this, Paiker Gull's 
new systems can project an exact azimuth, elevation, and 
distance outward fiom a known baseline. This capability was 
used to develop InterFix™, a unique procedure enabling the 
baseline to be determined automatically while in flight. The 
tedmology is implemented using an autonomous ground unit 
placed at the facility under inspection. The unit telemeters 
digitized GPS receptions to a GPS-embedded airborne system 
where aircraft position is derived (Fig. 1). Over fiffy 
approaches have been flown to confirm that with biterFix™, 
DGPS technology meets demanding Category III fli^t 
inspection requironents, as detailed below. Integration of this 
tedmology with established flight inspection systems provides 
the ultimate in performance and reliability. 

Tons 

Figure 1. Interferometric Flight Inspection Positioning 
Con^nents. 

Flight Inspection Positioning Requirements 

ICAO standards mandate precise aircraft positionmg for the 
measurements of Table 1 (from [1], [16]). The right column 
of Table 1 contains a single flight inspection positional 
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aocuracy requiretnent derived for each navigaticm aid based aa 
the most stringent criterion. These values are derived 
assuming that the flight inspecticHi system should be at least 
three times better than the navigation aid acceptance 
specifications (per [l],Vol. H, Paragraph 6.1.8). Allowances 
are made far avioiics error on a root-sum-squared basis based 
on [1] for ILS and [16] for MLS. The maximum range 
(distance fi-om threshold) over which precise positioning is 
required is also indicated in the right column of Table 1. 

The accuracy requirements of Table 1 apply at the threshold 
for all cases except ILS glide slope, where the required 
positiraial accuracy applies fi-om Pt. A (4 nm. fi-om thrediold) 
to Pt. B (3500 ft. fi-om threshold). While MLS accuracy 
thresholds ino^ease linear^ fi°om the threshold to the coverage 
limit, precise positioning is required to determine PFE, a 
filtered enxtc metric including alignment bias, to the coverage 
limit. For ILS, some means of evaluating structure to the 
coverage limit is required. Because structure as defined by 

ICAO [1] is the deviation of course or glide slope fi-om its 
mean value, structure requirements place a repeatable 
accuracy or drift requirement on the position reference system. 
The case is similar fcr PFN and CMN, which are filtered error 
metrics quantifying induced flight path variations and induced 
control motion. 

Category m Capability 

Three types of positioiiing technology meet Category III 
requirements, as summarized in Table 2. Each technology 
meets the requirements on its own, although integrating 
multiple systems provides fiirther benefits. Trackers and 
APIS have been used for several years, while use of GPS 
interfercxnetiy is just beginning. Each of these technologies is 
described below. 

Navigation Aid Acceptance Spec Location Where 
1                                  il 

Derived Positioning 
Spec. Applied System Requirement 

ILS Locahzer (Category HI): 
Front-Course Alignment 10 ft threshold Accuracy: 0.014° 
Front-Course Structure 30uA-5uA cov. limit - R E Drift: 0.03 °/min 
Back-Course Alignment 200 ft 1 nm fi'om threshold Range: 1 nm 
Back-Course Structure 20 uA 1 nm fi-om threshold (structure to 20 nm) 

ILS GUde Slope (Category IE): Accuracy: 0.036° 
Alignment 0.12° (3° G/S) RAtoRB Drift: 0.015 °/min 
Height tolerance 10 ft high, 3 ft low Threshold Range: 4 nm 
Structure 30uA-20uA cov. hmit - threshold (structure to 20 nm) 

MLS Azimuth: 
Path-Following Error (PFE) 20 ft, 13.5 ft preferred threshold Accuracy: 0.019° 

0.1°-0.08° cov. limit - threshold Drift: 0.05°/min 
Path-Following Noise (PFN) 11.5 ft threshold Range: 20 nm 

0.09°-0.07° cov. limit - threshold (PFE reqt. relaxed 
Control-Motion Noise (CMN) 10.5 ft threshold beyond 6 nm) 

0.1°-0.06° cov. limit - threshold 

MLS Elevation: Accuracy: 0.04° 
PFE 0.16°-0.133° cov. limit - threshold Drift: 0.06°/min 
PFN 0.10°-0.087° cov. limit - threshold Range: 20 nm 
CMN 0.1°-0.05° cov. limit - threshold (PFE reqt. relaxed 

beyond 6 nm) 

Table 1. Summary of Requirements fcM- Category III Fhght Inspection Capability. 
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Technologies Meeting 
Cat ni Requirements 

Required Ground Equipment Range Capability 
(High Accuracy) 

Radio Telemeby Theodolites and 
Laser Trackers 

RTT or tracker and telemetry unit 5 nm (typical conditions) 
20 nm (ideal)              || 

APIS: INS with Precision Update None High-precision to S nm. 
(structure to 20 nm) 

GPS Interferometry GPS ground reference/telemetry unit High-precision to 5 nm 
(PFE & structure to 20 nm) 

Table 2. Summary of Precise Positioning Alternatives for Flight Inspection. 

Radio Telemetry Theodolite 

Since the early days of ILS, government agencies have used 
manual optical theodoUtes for precise aircraft positioning. 
Manual theodolites require the operator to keep the aircraft 
centered within the graticule. Visual contact must be 
maintained at all times, which makes weather an significant 
q^eraticmal ccxisideraticm. With the addition of a data Unk, the 
Radio Telemetry Theodolite (RTT) provides a2dmuth or glide 
path measurements for real-time comparison with the 
navigation aid. The RTT must be positioned near each 
antenna, necessitating re-location for separate localizer and 
glide slope evaluations. An optional ranging system can be 
employed to provide distance data to correlate observed 
features (e.g., structure) over multiple runs. 

Although the practical use of RTT is limited to periods of 
good visibility, it is still considered acceptable as a low cost 
positioning source. Because of the tight manual tracking 
required, overall accuracy is highly dependent on operator 
performance. In practice, a skilled operator can maintain an 
accuracy within 0.02 °. With increasing acceptance of newer 
technologies, RTT may retain limited utility as a back-up 
system or for consistency with established procedures. 

Laser Traclcers 

Several varieties of three-dimensional automatic tracking 
systems have been built based on optical, infra-red, and laser 
technologies [1]. Auto-tracking provides operational and 
accuracy benefits over manual tracking. Modem laser- 
trackers that track an aircraft-mounted reflector are somewhat 
simpler and more portable than earlier systems. However, 
automatic trackers still retain many of the limitations of RTT, 
and they are many times more expensive. Fcff example, 
weather dependence is still an issue, and localizer and glide 
slope evaluations are done separately. Dynamic tracking 
performance involves considerations beyond the laser's static 
angular accuracy of 0.01 °, so achieved accuracy in the field is 

difficult to determine. Precise positioning and leveling of the 
unit is critical to maintain accuracy levels of all measurements. 
The laser tracker includes an automatic acquisition feature, in 
wiiidi ccnputed aircraft position is telemetered to the ground 
to steer the unit to acquire the reflector. 

APIS: Inertia! Navigation With Precision Update 

With requirements to inspect thousands of radio navigation 
facilities world-wide, the FAA abandoned RTT in 1973 in 
favor of Automatic FUght Inspection Systems (AFIS). AFIS 
uses on-board Inertial Navigation Systems (INS) and other 
airborne sensors for positioning, thereby eliminating weather 
dependency, visibility limitations, and ground equipment. 
Integrated GPS/INS is the present standard for automatic 
flight inspection [17]. Parker Gull AFIS in service with the 
FAA perform the bulk of all flight inspection in the U.S. 
today, and Parker Gull AFIS are used by several international 
governments including the Japan Civil Aviation Bureau. 
AFIS has several significant operational advantages over 
RTT, including all-weather 24-hour operations, automated 
tuning and positioning, analysis and alert logic, long-range 
navigation and positioning, flight management ftinctions and 
autopilot interface fcs" en-route guidance. For example, during 
ILS or MLS evaluations, localizer, glide slope and marker 
beacon are evaluated simultaneously. 

At the present time INS is the only means to meet flight 
inspection accuracy levels without ground equipment. The 
error characteristics of ring-laser gyro INS and GPS/INS are 
quite stable, making in-flight error correction highly accurate. 
The best INS error estimates are made fi-om position fixes 
made during low-altitude passes over surveyed runway 
threshold markings. Two such fixes can be obtained as the 
aircraft is flown over each end of the runway following an ILS 
^proach. Vertical position bias is determined to an accuracy 
of one ft using a radio altimeter, while similar accuracy is 
obtained in the horizontal plane using a camera positioning 
system (or a manual procedure that provides somewhat less 
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accuracy) [3]. A second fix enables deteiminatiori of drift rate 
to approximately two ft per minute. These corrections are 
used to provide the measurements of Table I out to 5 rnn 
immediately following the approach. Real-time results are 
uncorrected outside of 5 nm. 

Using conservative assumptions, APIS accuracy is compared 
to an ideal tracker with 0.02° accuraqr (Fig.2-3). APIS 
adiieves accuracy comparable to automatic trackers. APIS is 
routinely used for flight inspection of Category HI ILS in the 
U.S. 

APIS 

TRACKER 

Figure 2. Comparison of APIS and ideal 0.02° tracker for 
localizer evaluations. Angles are exaggerated to highlight 
relative accuracy. 

TRACKER 

Pigure 3. Comparison of APIS and ideal 0.02° tracker for 
glide slope evaluations. Angles have been exaggerated to 
highlight relative accuracy. 

GPS Interferometry 

GPS interferometiy is the latest technology to meet Category 
in flight iospecticai accuracy criteria. Parker Gull's new flight 
inspecticm ^proadi retains nearly eveiy feature of APIS (e.g., 
system automation, simultaneous analysis of localizer and 
^de slope) while using a simple ground unit in place of the 
INS. Unlike standard DGPS. GPS interferometry makes use 
of 1575 MHZ carrier transmissions recovered by high-quahty 
axnmercial receivers. Noise levels on the carriers are a small 
firaction of the 19-cm carrier wavelength, while residual 
vertical position biases of 2-5 ft are removed using a custom 
in-flight procedure. As with a tracker or theodolite, flight 
inspection is preceded by a landing to set up the ground unit. 
While the GPS antenna must be carefiilly positioned relative 
to facili^ antennas, thoe are no critical aUgnment procedures. 
Moreover, there is no need to re-locate flie unit for separate 
glide slope and localizer evaluations. Once the unit is 
operational, it can be left unattended until the inspection is 
complete. 

Use of DGPS begins with real-time navigation at the limit of 
data link coverage, which is 20 nm. when within line of sight 
(GPS is available outside of data link coverage.) Real-time 
carrier interferometry incorporates filtered GPS 
Coarse/Acquisition codes used in conventional GPS. 
Navigation continues in-bound until reaching the threshold, 
where a single position fix is obtained during threshold 
overflight. A corrected InterPix'™ analysis is generated to 
produce hi^-accuracy results as the aircraft heads out-boimd 
for the next run. Corrected results are required only within 5 
nm of the threshold since the system's real-time accuracy 
meets all other requirements (including PFE evaluation out to 
20 nm, which is a capability unique to DGPS technology). 

The accuracy of this procedure depends on the quality of the 
position fix itself ~ an error in the fix effectively causes a 
cOTresp<Miding bias in the corrected solution. Solution drift is 
negli^ble over the two-minute period of the corrected 
analysis. A stand-alone interferometric system uses the real- 
time DGPS solution to establish horizontal position, and a 
radio altimeter is used for the vertical. Table 3 presents the 
overall 2o RMS accuracy of InterPix""* in a stand-alone 
system; accuracy is stated as a fixed bias plus a small growth 
term proportional to the separation of the aircraft fi'om the 
ground imit (i.e., the "baseline"). These values are based on 
a flight test verification program described below. In 
conjunction with a camera positioning system, InterFix"™ 
cross-track accuracy improves to 1 ft + 5 ppm. In fact, 
because the fix corrections are actually a set of integer values, 
future versicms of the system will determine the exact integers, 
which will remove the fix biases altogether to achieve 
centimeter-level accuracy. More detailed descriptions are 
presented in [12,13]. Pigure 4 depicts the relative vertical 
accuracy of real-time and corrected InterPix'™ position. 
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Position Component Real-Time Accuracy Fix Accuracy InterFix'™ Accuracy       || 

Vertical 4 ft + 35 ppm baseline 1ft (Radio Alt.) 1 ft+ 20 ppm baseline 

Cross-Track 2 ft + 15 ppm baseline 2ft(DGPS) 2 ft + 5 ppm baseline 

Along-Track 2 ft + 15 ppm baseline 2ft(DGPS) 2 ft + 5 ppm baseline 

Table 3. Summary of DGPS Accuracy. 

4 FT+35 PPM 

20 NM 

Figure 4.  Vertical Accuracy of GPS Interferometry. 

Development oflnterferometric Flight Inspection 

Following fli^t evaluaticms of GPS interferometry by several 
research groins, Paiko- Gull pursued an independently-fiinded 
program to adapt this technology to flight inspection. This 
program addressed the fact that commercial off-the-shelf 
DGPS technology will not meet the vertical accuracy required 
fo'fti^t inq)ecti(»i (except marginally under ideal conditions 
of satellite geometry and multipalh). To solve this problem, 
Parker Gull developed the InterFix™ procedure to provide 
robust accuracy even undo" sub-optimal conditions of satellite 
geometry and multipath [12]. Analysis and laboratory tests 
showed that Category III capabiUties could be achieved 
without INS, trackers, military GPS signals, or pseudo-lites. 
A flight test program was initiated to vahdate the approach. 

FUght Test Results 

A flight test program was conducted with the assistance of 
Ohio University Avionics Engineering Center [12,13]. The 
results below are from the second round of flight tests, which 
involved over forty approaches with various forms of 
precision and non-precision guidance. Data Unk equipment 
fa- the prototype was provided by GLB Electronics, Inc., and 
GPS receivers from NovAtel Communications, Ltd. were 
used. The Avionics Engineering Center was contracted to 
provide an aircraft, pilot, truth systems, and technical 
assistance. The Center has a twenty-year history of research, 
development, installation, and flight inspection of navigation 
aids and avionics systems. 
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Two indqjendent truth systems were used to validate the 
Parka- Gull syston, a flieodolite tracker with a ranging system, 
and dual AshtediZ-12 systems which have achieved accuracy 
sq)eria- to the NASA Wallops Island laser tracker according 
to NASA researchers [19]. The following results were 
obtained from Ashtech PNAV post-processing DGPS 
software. Figure 5 and 6 present the composite residuals of 
real-time DGPS solutions in cross-track and vertical 
directions, which verify the real-time accuracy of Table 3. 

Sensitivity to Altimeter Performance 

Calibrated radio altimeter performance of 1 ft has been 
verified throu^ several years of q)erational use by FAA flight 
inspecticHi, so the flight tests did not include a radio altimeter. 
Instead, the truth data was used to simulate the radio altimeter 
for InterFix'"' analyses. Previous results showed that with 
enOT-free altimeter performance, solution drift is less than 20 
ppm baseline [12,13]. To provide a more conservative 
analysis, a set often approaches was randomly selected for a 
sensitivity analysis. A simulated radio altimeter bias of 1 
meter was introduced, and the real-time DGPS solution was 
used for the horizontal fix component. Cross-track position 
error of the composite results for 10 approaches is presented 
as Figure 7, while Figure 8 contains a vertical position error 

composite. While the one-meter bias appears in the vertical 
solutions, the vertical error grows by less than 20 ppm 
baseline ~ this means that the altimeter bias does not afiect 
stability. In fact, the alignment error introduced by this 
unexpectedly-large altimeter error is only 0.015°— still well 
within Category III requirements. Horizontal position error 
remains within the quoted la RMS accuracy of 2 ft plus 5 
ppm baseline. 

Absence of Cycle Slips 

Figure 7 contains an interestmg result with regard to cycle- 
slips ~ there are none. Cycle slips are a potential error 
source in GPS interferometry. If one of the GPS receivers 
temporarily loses lock on a satellite, but does not correctly 
indicate this, the vertical position error will jump by an integer 
multiple of 19 cm ~ a cycle slip. The smooth degradation of 
these solutions indicates that no cycle slips were seen on any 
of the ^proaches. Loss in carrier lock often does occur while 
turning onto final approach due to temporary blockage by the 
wings. This does not present an operational problem for the 
system, because the InterFix™ solutions actually "begin" at 
the threshold and propagate backwards in time out the 
approach. High-quality receivers such as the NovAtel units 
provide reliable warnings if carrier lock is lost. 

41 APPROACHES 
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Figure 5. Cross-Track ErrOTS of Real-Time DGPS Solutions. 
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Figure 6. Vertical Errors of Real-Time DGPS Solutions. 

Figure 7. InterFix'™ cross-track accuracy including the 
effect of 1 -meter altimeter error. 
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Figure 8. Vertical accuracy of InterFix'™ including the 
effect of a 1-meter altimeter error. 
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Interferometric Flight Inspection Systemi 

GPS FUght Inspection System 

The Federal Aviation Administration is using the first 
production version of Gull's DGPS for flight inspection of 
GPS helicopter q>proaches. The GPS FUght Inspection 
System (GFIS) consists of a portable ground unit and an 
airborne unit designed for temporary installation in a 
helicopto". The GFIS performs positioning, analysis, and data 
collection fiinctions similar to tiie FAA AFIS, which is being 
used to commission new GPS approaches throughout the 
United States [18]. GFIS enables the FAA to flight inspect 
nai-precisicm ^jproadies that would be difficult or impossible 
to ^ with fixed-wing aircraft. Growth capabiUties are being 
provided for precision-approach radar inspecticm. 

Integration with Inertial Navigation 

Additional cqjabihties are provided by integration of INS with 
DGPS. INS can provide short-term continuity of positioning 
in case of a brief loss in telemetry. Cycle-slip detection is 
possible by comparison with stabilized integrated vertical 
acceleration. When integrated with an existing AFIS, DGPS 
can be used for dynamic estimation of horizontal drift rate, 
eliminating the requirement fcff a second position-fix [14]. 
This cqjability becomes somewhat more useful if an existing 
source of differential corections is available so that landing of 
the aircraft is not necessary. 

Integration with RTTand Tracker 

DGPS can be combined with RTT or laser trackers to support 
existing semi-automatic operations. Combining DGPS with 
a tracker provides a complete solution in real time with 
excellent coverage and accuracy [15]. Figure 9 compares the 
real-time accuracy and coverage of DGPS and a laser tracker 
(static tracker accuracy of 0.01° is shown, which is 
optimistic). Because the tracker accuracy characteristic is 
primarily angular, the positional accuracy of DGPS is better 
at long range. As the aircraft passes through the acquisition 
zone, real-time DGPS and laser-tracker accuracy are 
equivalent. Upon acquisition by the tracker, positioning and 
inspection continues based on the tracker until the tracker 
loses lock ca the reflector. Continuity of the inspecti<m results 
can be used to compare DGPS and laser agreement. 

On the other hand, the flight-test results above would raise the 
question ~ why use the tracker at all? We expect that field 
eqierience wifli integrated DGPS/tracker systems eventually 
will settle this question. 

4FT+; 

DGPS (REAL-TIME) 

ACQUISITION ZONE 

20 NM 

Figure 9. Cooparison of Real-Time DGPS and Laser Tracker 
Accuracy and Coverage. Laser tracker accuracy based on 
static results. 

Conclusions 

Flight inspection has traditionally involved a choice between 
advanced automatic systems with inertial referencing and 
semi-automatic systems with limited, cumbersome ground 
positioiing. Parker Gull has introduced a new choice: a semi- 
automatic system with a ground component so simple that it 
is virtually automatic. Now that the robust, high-accuracy of 
InterFix^M has been verified in flight, operational experience 
with its stand-alone Category III capability can begin in 
earnest. The system's compatibility with existing tools and 
procedures provides a means for a smooth transition from 
older technologies. Meanwhile, fiill integration of GPS 
interferometry into advanced flight inspection systems will 
elevate the standard for rehability and integrity of flight 
inspection in the near future. 
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ABSTRACT 

A display that takes advantage of the three- 
dimensional positioning data available from differential 
GPS has been flight tested on a general aviation aircraft. 
This glass-cockpit instrument provides a natural, "out the 
window" view of the world, making the horizon, runway, 
and desired flight path visible to the pilot in instrument 
flight conditions. The flight path is depicted as a series of 
symbols through which the pilot flies the airplane. 
Altitude, heading, and airspeed are presented along with 
lateral and vertical glidepath deviations. Particular 
attention was given to demonstrating a system satisfying 

the budget, power, and form-factor constraints of light 
aircraft. 

Simulator tests and flight trials on a Piper Dakota 
aircraft showed that the tunnel display allows the pilot to 
hand fly straight-in approaches with equivalent or better 
flight technical error than with a typical Instrument 
Landing System (ILS) needle display. Additionally, the 
tunnel display provides lateral and vertical guidance on 
curving missed approach procedures, for which ILS cannot 
provide positive course guidance. The results demonstrate 
that GPS-based displays can improve navigation along 
straight and curving flight paths in light aircraft by 
enhancing pilot situational awareness. Better path- 
following accuracy will benefit future Air Traffic Control 
schemes and a variety of specialized applications. 

INTRODUCTION 

Today's light aircraft typically fly with cockpit 
display technology that is 50 years old, in the form of a 
loosely-integrated set of dials, gauges, and indicators. 
New opportunities for making flying safer and easier are 
offered by the accurate 3-D positioning (down to meter and 
even centimeter accuracy levels) possible with differential 
GPS. However, even the most accurate information is of 
no use without a means of displaying it to the pilot. To 
date, GPS-derived positioning data has typically been 
displayed in conventional bearing/distance formats, or at 
best with a small moving map. In this sense, commercial 
avionics have barely begun to take advantage of the full 3- 
D positioning capability offered by GPS. 

To address this need, a display was developed that 
allows the pilot of a light aircraft to see a three- 
dimensional (3-D) picture of the outside world, including 
the desired flight path and runway environment, even in 
low visibility conditions. This display has been tested in 
piloted simulations and flight trials, and offers significant 
benefits over conventional displays. 
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BACKGROUND 

Instrument Landing System 

Most light aircraft equipped for instrument flying 
carry an Instrument Landing System (ILS) receiver and 
display. The ILS is the most accurate landing system 
normally used in light aircraft and permits approaches 
down to decision heights of as little as 200 ft above the 
runway before the pilot must see the ground or abort the 
approach [1]. The ILS display shown in Figure 1 consists 
of two needles that indicate lateral and vertical angular 
deviations from the straight-in approach path (normally 
having a slope of 3 deg) down to the runway. If the 
aircraft is significantly off the glidepath, one or both of 
the needles will "peg" at full deflection at the edge of the 
display. Beyond this point, the ILS provides no 
indication of the magnitude of the lateral or vertical 
deviation. A significant amount of training and skill is 
required to smoothly fly an ILS approach by hand. The 
pilot must integrate information from many sources 
(artificial horizon, airspeed indicator, altimeter, vertical 
speed indicator, ILS needles) and mentally differentiate the 
ILS signal to derive phase lead for the desired damped 
behavior. 

on glidepath below and left of glidepath 

Figure 1:    ILS Needle Display 

If the pilot cannot see the runway at the decision 
height or if the approach must be terminated for any other 
reason, a missed approach is executed. This procedure is 
designed to maneuver the aircraft back into position to 
make another approach and therefore typically includes 
curving segments. Because the missed approach leads the 
aircraft away from the straight-in approach path, the ILS 
is of no use during this procedure. The pilot without 
positive course guidance during one of the most critical 
phases of the flight. Due to varying aircraft performance, 
pilot performance, and wind conditions, large obstacle-free 
areas must exist around the approach and missed approach 
paths [2]. Local terrain determines how much clearance is 
available, which influences the minimum decision height. 
This ultimately limits the utility of the instrument 
approach. 

The limitations of the ILS and its cockpit display 
may be summarized as follows: 

1. A high level of pilot skill is required to fly an ILS 
approach smoothly. 

2. The ILS only provides a straight-in approach to a 
runway. Curving approaches are not possible. 

3. If the aircraft is not near the desired glidepath, the ILS 
needle indicator yields only very coarse information as 
to where the pilot should fly. 

4. The missed approach segment of the ILS approach 
normally has no positive course guidance. 

These characteristics all contribute to a more 
fundamental problem: that it is easy to lose situational 
awareness when using an ILS needle indicator. Unless the 
aircraft is already nearly on course, it is very difficult to 
tell from instrument indications where the desired flight 
path is and how to maneuver to get there. Situational 
awareness is critical in a demanding phase of flight such 
as instrument approach, motivating the need for better 
display technologies. 

Tunnel-in-the-Sky 

The problems associated with conventional displays 
has led to work on displays to provide pilots with 
increased situational awareness. Since flight 
fundamentally takes place in three dimensions, much of 
this work has centered on providing a 3-D perspective 
view of the outside world. Integrating this 3-D view with 
the many data sources needed for flight results in a single 
display from which the pilot can obtain all primary flight 
data. Enhanced vision systems augment the outside view 
with this 3-D information using a head-up display (HUD) 
[3]. A common goal of all systems to date has been to 
give the pilot a natural representation of the outside world. 

A logical extension to the perspective-view display 
concept is an intuitive depiction of the desired flight path. 
Previous work has used analogies to roads and tunnels 
familiar to motorists and has used such terminology as 
"highway-in-the-sky", "pathway-in-the-sky", and "tunnel" 
[3-5]. With this scheme, the desired flight path is depicted 
as a tunnel or series of symbols for the aircraft to fly 
through. The intent is to inform the pilot where the 
aircraft is relative to the desired flight path and what action 
needs to be taken to stay on this trajectory. 

Most of the work on 3-D perspective displays has 
centered on laboratory simulation involving large aircraft 
models [5, 7]. Most previous work has also focused on 
HUD technology. However, a computer screen in the 
instrument panel is a more likely candidate for 
implementation of a perspective display in light aircraft 
due to the expense and installation requirements of a 
HUD. The transition from instrument references to visual 
references may or may not be complicated by using a 
perspective display in the instrument panel instead of a 
HUD. These factors indicate a need for flight testing to 
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assess operational issues involved with perspective 
displays, especially those related to general aviation. 

SYSTEM   DESCRIPTION 

To satisfy this flight test requirement, a tunnel 
display system was developed that addresses the budget, 
power, and form-factor constraints of light aircraft. This 
was made possible by a number of enabling technologies 
that could make a production system possible at the low 
prices demanded by general aviation. Several of these are 
outlined here. 

Enabling   Technologies 

The advent of the Global Positioning System has 
made accurate 3-D worldwide navigation data available in 
light aircraft for the first time. With differential GPS 
techniques, accuracy can be brought down to meter or even 
centimeter levels while providing the integrity needed for 
critical flight operations such as precision approach. 
Accuracy is good enough that a scene reconstructed from a 
3-D database very closely matches the actual view out the 
cockpit window. 

As the personal computer has become a commodity 
product, prices have dropped and computational power has 
increased. The personal computer is finding increasing 
use in embedded and industrial applications and is now 
available in ruggedized and low-power versions. The 
rising floating-point math performance of new 
microprocessors allows these devices to perform the 
computationally-intensive graphics functions available 
only in expensive workstations a few years ago. A new 
generation of rendering chips, developed for the mass 
multimedia and game-player markets, are making 
sophisticated 3-D graphics possible at favorable 
price/performance levels. 

Active-matrix liquid crystal display (AMLCD) screens 
are the leading choice for cockpit computer screens. 
Without modification, consumer displays are not suitable 
for use in aircraft due to sunlight-readability 
considerations. Temperature variations at the surface of 
the display can also render them unusable. For these 
reasons, aviation AMLCDs are typically fitted with 
backlights and heaters to make them practical as primary 
flight displays. Availability of reasonably-priced flat 
panel displays has traditionally been a barrier to putting 
computer displays in light aircraft. Fortunately, the 
growing popularity of laptop computers is now rapidly 
bringing down the price of AMLCDs. 

Hardware and Software Setup 

System hardware consisted of a ruggedized 90 MHz 
Pentium personal computer with a 64-bit graphics 
accelerator card. The computer drove a 320x234 pixel 5.5 
inch diagonal AMLCD attached to the instrument panel 
glareshield.  The 3-D graphics rendering functions were 

based on a low-level library intended for computer game 
development. The flight hardware communicated through 
a serial interface with various positioning sources 
including the Wide Area Differential GPS System [8, 9] 
and Integrity Beacon Landing System [10], both developed 
at Stanford University. The display was also interfaced to 
a simulator for ground-based testing and rapid prototyping. 

Tunnel  Display 

The tunnel display, shown in Figure 2, was kept 
simple to minimize computational requirements and 
enhance ease of use. The background consisted of the 
ground in brown, the sky in blue, and a white horizon line 
to provide the information found on a standard artificial 
horizon. The field of view represented was 40 deg vertical 
by 50 deg horizontal and included the runway and control 
tower depicted in correct perspective. (Other features could 
have been added, such as taxiways, roads, and water, but at 
some computational expense.) The approach path was 
depicted as a series of green "hoops" and the missed 
approach path as a series of magenta hoops whose 
pentagonal shape gave an up/down cue to the pilot. The 
hoops were 100m wide with a spacing of 500m on 
straight segments. On curving segments the spacing was 
reduced to 200m to allow the pilot to better see the 
tunnel, which curved out the side of the display when the 
aircraft was in a turn. Superimposed on this 3-D scene 
were a triangular yellow "own aircraft" symbol at the 
center of the display, as well as speed, heading, and 
altitude information. Small tapes at the bottom and right 
of the display presented the same data shown by standard 
ILS needles. The sensitivity of these tapes was typically 
6 deg full-scale laterally and 1.4 deg full-scale vertically. 
The 3-D scene could be replaced by a full-screen ILS 
needle display for comparative testing. Views of the 3-D 
display on final approach and in a climbing right turn are 
shown in Figures 3 and 4, respectively. 

SIMULATOR  TESTS 

A high-quality personal IFR procedures simulator was 
used to evaluate display performance. The simulator ran 
on an IBM-compatible personal computer and was 
modified to produce serial output in a packet format 
identical to that of the GPS equipment used in flight 
testing. A control yoke and a console with switches and 
knobs were used to control power, trim, flaps, and landing 
gear, so that keyboard use was unnecessary. The flight 
dynamics emulated those of a high-performance single- 
engine aircraft. The landing gear of the simulator was left 
down during these tests to closely parallel operation of the 
fixed-gear Piper Dakota flight test aircraft. Since the 
runway database used by the simulator was constructed 
from real-world information in leppesen-Sanderson's 
NavData database, the display looked and functioned 
exactly as it did in flight using GPS data. The simulator 
pilot was a 700 hour private pilot with approximately 50 
hours flying on instruments. 

1617 



Approach Tunnel (Green) Runway (Gray) Missed Approach Tunnel (Magenta) 

Sky 
(Blue) 

Ground 
(Brown) 

Airspeed 

Source of 
Navigation 

Data 

Altitude 
Above 
Ground 

Vertical 
Deviation 
Indicator 

Distance 
From 

Aimpoint 

Horizontal Deviation Indicator Aircraft Symbol (Yellow) 

Figure 2:     Tunnel Display 

Figure 3:    Tunnel Display on Final Approach 

Procedure 

Simulator tests consisted of approach and missed 
approach procedures for runway 25R at Livermore, 
California. The pilot flew six runs using the tunnel 
display and six using the ILS needle display.  A "light" 

Figure 4:    Tunnel Display in Climbing Turn 

turbulence setting was selected and six different wind 
conditions were used as shown in Table 1. The order of 
display type and wind condition was randomized to 
mitigate systematic learning effects. A one-hour training 
session was given on the use of the simulator and 
displays. 
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Table 1:    Wind Conditions for Simulator Tests Results 

Wind Direction 
[deg magneticl 

Wind Speed 
[knots] 

Condition 

256 0 Calm 

166 15 90° Left 
Crosswind 

211 15 45° Left 
Crosswind 

256 15 Wind Down 
Runway 

301 15 45° Right 
Crosswind 

346 15 90° Right 
Crosswind 

A bird's eye view of the procedures conceived for this 
test is shown in Figure 5. Each run started with the 
aircraft 11 km from the runway, 2 km to the left of 
centerline, and below the 2.9 deg glideslope. (This 
glideslope angle was determined through flight testing at 
Livermore airport and is expressed relative to local vertical 
determined from the WGS-84 ellipsoid.) The initial 
aircraft heading was 285 deg magnetic to make 
approximately a 30 deg intercept with the runway heading 
of 256 deg magnetic. The pilot flew straight ahead to 
intercept the runway centerline and then turned left towards 
the runway. When the vertical glideslope was intercepted, 
a descent was commenced to stay on the glideslope. At 
the decision height of 200 ft above ground level, the pilot 
was instructed that the runway was not in sight and to 
execute a missed approach. This consisted of climbing 
straight ahead to 700 ft, at which point a climbing right 
turn was initiated. The turn was stopped on a heading of 
060 deg magnetic. 

Start 

runway 25R 

10 km 

Figure 5:    Bird's Eye View of 
Simulator Test Procedure 

Figure 6 shows vertical flight technical error (FTE: 
the difference between sensed position and desired 
position) on the straight-in portion of the twelve 
approaches from 3.5 nautical miles to 1 nautical mile 
from touchdown The aircraft moves from left to right on 
the plot. The tunnel display approaches (represented by 
solid curves) show generally smaller path following error 
than the ILS needle display runs (represented by dashed 
curves). Root-mean-square (RMS) FTE for the tunnel 
display was 14.2 m compared to 27.5 m for the ILS 
needle display. At the left side of the plot, the ILS needle 
runs show a trend towards being low. Since the runs 
began with the aircraft below the glidepath, this suggests 
that the pilot was often slow in completing the vertical 
glideslope intercept. 
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Figure 6:    Simulator Test Vertical FTE 

Lateral or cross track FTE on final approach is 
presented in Figure 7. Again, the pilot was able to 
maintain a smaller lateral RMS FTE during the approach. 
The tunnel runs had an average of 37.1 m RMS FTE 
compared with 85.9 m RMS FTE for the ILS needle runs. 
The ILS needle runs exhibit more oscillation or "hunting" 
for the correct horizontal path, while the tunnel runs seem 
to be smoother. 

Figure 8 shows a bird's eye view of the lateral 
intercept made to the runway centerline and reveals some 
interesting behavior associated with this inbound turn 
maneuver. The ILS needle runs exhibit overshoot and 
undershoot as the pilot tried to smoothly intercept the 
localizer. After intercept, additional hunting for the lateral 
path is evident. The tunnel runs exhibit less tendency 
towards overshoot and undershoot, and show that the pilot 
achieved smoother lateral intercepts when confronted with 
varying wind conditions. 
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Figure 7:    Simulator Test Lateral FTE 
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Figure 8:    Simulator Test Lateral 
Flight Path Intercept 

A bird's eye view of all twelve approaches is shown 
in Figure 9. On such a large scale, lateral deviations on 
the approach are difficult to see; however, the missed 
approach segments look quite different. The curving 
missed approaches using the tunnel display collapse onto 
one thick trace, showing that the pilot was able to repeat 
the curving flight path with each of the varying wind 
conditions. The missed approaches flown in the 
conventional manner show scatter due to different wind 
conditions. Since the pilot consistently ended the right 
turn at 060 deg magnetic, the varying winds caused 
different ground tracks for each run. This illustrates the 
reason for setting aside large obstacle clearance areas when 
setting up conventional missed approach procedures [2]. 
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Figure 9:    Simulator Test Bird's Eye View 

Discussion 

On approach, lateral and vertical FTE using the 
tunnel display were approximately half as large as those 
using the ILS needle display. When flying with the 
tunnel display, the pilot commented that he had more 
difficulty assessing vertical errors than lateral ones. This 
suggests that a display of raw position error (more 
prominent than the vertical deviation indicator used) would 
be desirable. 

The tunnel display appeared to allow smoother 
transitions between flight conditions than the ILS needle 
display with conventional memorized missed approach 
instructions. For example, the runway centerline intercept 
was performed smoothly without overshoot or undershoot. 
On the curving missed approach, altitude and heading were 
simultaneously changing, and the pilot was able to easily 
follow cues on starting and finishing these maneuvers. 
Climbs and descents were also a good example, where the 
pilot needed cues on capturing and maintaining an altitude 
or climb/descent gradient. Of more importance than 
reducing FTE, it appears that the tunnel display gave the 
pilot the situational awareness needed to accomplish these 
tasks accurately and smoothly. 

FLIGHT TESTS 

Testing was performed in a four-seat Piper Dakota 
aircraft as an initial flight evaluation of the system. GPS 
positioning data was provided by the Stanford Wide Area 
Differential GPS system and had a 2 m 95% vertical 
accuracy [9]. The test pilot was the same pilot used for 
the simulator tests. 

Procedure 

Data was taken on straight-in approaches made to 
runway 25R at Livermore, California. Primary reference 
to the glidepath was the GPS-based display with both the 

1620 



tunnel and ILS needle formats used. The pilot 
occasionally looked outside the cockpit to spot nearby 
aircraft called out by the control tower. A safety pilot 
flew in the right seat, and all testing was done in visual 
meteorological conditions. Winds at Livermore during the 
flight tests were reported as being from 240 deg magnetic 
at 16 knots. 

The aircraft began each approach approximately 10 
km from the runway, 3 km to the right of centerline, and 
2000 ft above ground level. The pilot then turned onto 
final approach so as to intercept the 2.9 deg glideslope 
from below. Upon intercepting the glideslope, the pilot 
began a descent which continued down to, or slightly 
below, the decision height of 200 ft. Four approaches are 
documented here, two flown using the tunnel display and 
two flown with the ILS needle display. 

Results 

Figure 10 shows vertical FTE on the four approaches 
from left to right. The vertical RMS FTE has the same 
order of magnitude for both displays (13.2 m for the 
tunnel display; 19.4 m for the ILS needle display). One 
of the ILS needle runs exhibits a vertical deviation of 
more than 50 m above the glideslope. 
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Figure 10:    Flight Test Vertical FTE 

Lateral FTE is shown in Figure 11. These are 
similar to the vertical FTE plots, and the RMS FTE has a 
comparable order of magnitude (28.0 m for the tunnel 
display; 33.0 m for the ILS needle display). 

Figure 12 presents a bird's eye view of part of the 
approach where runway centerline intercepts were 
completed. One of the ILS needle runs exhibits an 
overshoot of the runway centerline of almost 0.5 km. 
This is noted here because of its relatively large 
magnitude. 
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Figure 11:    Flight Test Lateral FTE 
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Figure 12:    Flight Test Lateral 
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Discussion 

Since there are only two runs per display type, the 
data is more useful for a qualitative evaluation of the 
displays than quantitative statistical analysis. The FTE 
histories do not suggest any reason to believe that path- 
following performance was markedly different for the two 
displays. The pilot remarked that vertical deviations were 
more difficult to assess than lateral ones, a result also seen 
in the piloted simulations. 

It seems that large deviations were more likely to 
occur with the ILS needle display than with the tunnel 
display. Examples of this included the vertical FTE 
deviation and lateral intercept overshoot evident in the 
data. The tunnel display appeared to allow intuitive 
recognition of incipient deviations and enabled the pilot to 
correct for these conditions. As in the simulator tests, the 
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tunnel display enhanced situational awareness during 
maneuvers with changing flight conditions. 

CONCLUSIONS 

The results of piloted simulation and flight testing 
may be summarized as follows: 

1. Piloted simulation indicated that the tunnel display 
could improve FTE over that provided by an ILS 
needle display on a straight-in approach, while limited 
flight data suggested that path-following error 
characteristics were similar for the two displays. 

2. The pilot reported that perception and control was 
most difficult in the vertical dimension, a result 
which agrees with [5]. Enhanced depiction of vertical 
error is necessary to give the pilot better vertical 
control. 

3. Experiments showed that lateral and vertical flight 
path intercepts could be executed more smoothly with 
the tunnel display than with the ILS needle display. 

4. In piloted simulation, the tunnel display allowed 
repeatable ground tracks on the curving missed 
approach, even in the presence of varying wind 
conditions. 

5. Large flight path deviations were more easily 
recognized with the tunnel display, allowing the pilot 
to make corrections sooner. 

In summary, the natural 3-D display format allowed 
intuitive recognition of the aircraft's relation to the desired 
flight path. These results show that the tunnel display 
can increase pilot situational awareness and make flying 
safer and easier. 

The piloted simulations and flight tests demonstrate 
how GPS-based displays can enable accurate navigation 
along straight and curving flight paths in light aircraft. 
Greater VFR and IFR path-following accuracy for all 
classes of aircraft would result in greater utilization and 
safety in the National Airspace System. Future Air 
Traffic Management schemes such as the recently- 
introduced Free Flight concept [11] will most likely 
demand such improved accuracy. Additionally, the tunnel 
display has potential benefits in specialized applications 
such as aerial fire fighting, agriculture, search and rescue, 
military operations, flight test, photogrammetry, and 
medical evacuation. 

ACKNOWLEDGMENTS 

The authors would like to gratefully acknowledge the 
support of the FAA Satellite Program Office AND-510 in 
carrying out this work. The opinions expressed in this 
paper are the authors' and do not necessarily reflect those 
of the FAA. The contributions of Awele Ndili and 
members of the Wide Area Differential GPS and Integrity 

Beacon Landing System groups at Stanford are also 
sincerely appreciated. 

REFERENCES 

1. Department of Transportation, Federal Aviation 
Administration, Airman's Information Manual, 1990. 

2. Department of Transportafion, Federal Aviation 
Administration, United States Standard for Terminal 
Instrument Procedures (TERPS), Third Edition, U.S. 
Government Printing Office, Aug., 1993. 

3. Yang, L.C. and Hansman, R.J., "A Human 
Performance Evaluation of Enhanced Vision Systems 
for Approach and Landing," SPIE Image Sensing, 
Processing, and Understanding for Control and 
Guidance of Aerospace Vehicles, Orlando, Florida, 
USA, April, 1994. 

4. Wiener, E.L., and Nagel, D.C., Human Factors in 
Aviation, Academic Press, 1988. 

5. Grunwald, A.J., "Tunnel Display for Four- 
Dimensional Fixed-Wing Approaches," AIAA Journal 
of Guidance, Control, and Dynamics, Vol. 7, No. 3, 
May-June, 1984, pp. 369-377. 

6. Moller, H. and Sachs, G., "Synthetic Vision for 
Enhancing Poor Visibility Flight Operations," IEEE 
Aerospace and Electronic Systems, Vol. 9, No. 3, 
March, 1994, pp. 27-33. 

7. Bray, R.S., and Scott, B.C., "A Head-up Display for 
Low Visibility Approach and Landing," AIAA 19th 
Aerospace Sciences Meeting, St. Louis, Missouri, 
USA, Jan. 12-15, 1981. 

8. Walter, T., Kee, C, Chao, Y.C., et. al., "Flight 
Trials of the Wide Area Augmentation System 
(WAAS)," ION GPS-94, Salt Lake City, Utah, USA, 
Sept. 20-23, 1994. 

9. Tsai, Y.J., Enge, P., Chao, Y.C., et. al., "Validation 
of the RTCA Message Format for WAAS," ION 
GPS-95, Palm Springs, California, USA, Sept. 12- 
15, 1995. 

10. Cohen, C.E., Lawrence, D.G., Pervan, B.S., Cobb, 
H.S., et. al., "Flight Test Results of Autocoupled 
Approaches Using GPS and Integrity Beacons," ION 
GPS-94, Salt Lake City, Utah, USA, Sept. 20-23, 
1994. 

11. Nordwall, B.D., "Filter Center," Aviation Week & 
Space Technology, March 20, 1995. 

1622 



An Evaluation of Procise Kinematic On-Tiio-Hy 
GPS Positioning witii Respect to a Moving Aircraft 

Alan Evans, Bruce Hermann, and Christopher Law 
Naval Surface Warfare Center 

Benjamin Remondi 
The XYZ's of GPS, Inc. 

Thomas Briggs and Thomas Nelson 
Naval Air Warfare Center 

BIOGRAPHIES 

Alan G. Evans has been working in Global Positioning 
System (GPS) applications at the Naval Surface Warfare 
Center, Dahlgren Division since 1981. He received a 
B.S.E.E. degree from Widener University in 1964 and M.S. 
and Ph.D. degrees in Electrical Engineering from Drexel 
University in 1967 and 1972, respectively. 

Bruce R. Hermann received his B.S.E.E. degree from 
Bradley University in 1965, his M.S. in 1966 from Colorado 
State University, and his Ph.D. in Electrical Engineering 
from the University of Illinois in 1972. Dr. Hermann has 
been employed at Naval Surface Warfare Center, Dahlgren 
Division since 1972 and has been working on various 
aspects of the Global Positioning System since 1978. 

Christopher S. Law received a B.S. degree in Photographic 
Science from the Rochester Institute of Technology in 1970. 
He has been employed at Naval Surface Warfare Center, 
Dahlgren Division as a Photographic Technologist in Range 
Instrumentation since 1970, 

Benjamin W. Remondi earned his B.S.E.E. and M.S. 
degrees in Mathematics from the University of Delaware 
and his Ph.D. in Aerospace Engineering from the University 
of Texas at Austin. He has retired recently from the National 
Oceanographic and Atmospheric Adminisfration and started 
a company - The XYZ's of GPS, Incorporated. 

Thomas H. Briggs has a B.S. in Aerospace Engineering 
from Penn State University. He has worked in Air Traffic 
Control and Landing Systems for the Naval Air Test Center 
and Naval Air Warfare Center, Aircraft Division for five 
years, the last three of which have been concerned with 
Research Development Test and Evaluation of Global 
Positioning System based landing systems. 

Thomas E. Nelson has worked at the Naval Air Warfare 
Center, Aircraft Division since he received his B.S. in 
Aerospace and Ocean Engineering from Virginia Tech in 
1984. In 1994, he received his M.S. in Mechanical 
Engineering from the University of Maryland. 

ABSTRACT 

This paper evaluates the use of the Global Positioning 
System (GPS) to perform precise kinematic relative 
positioning when the reference antenna is located on a 
moving aircraft. This capability can be applied to the precise 
relative position of a number of vehicles that are within 
30 km of each other but far from a land reference site. These 
applications include aircraft carrier landing, enhanced 
processing of dual aircraft radar or photogrammetric data, 
and testing of interceptor and target missiles. 

Test results are presented that use the kinematic On-The-Fly 
relative positioning procedure. The procedure uses L, and 
L2 frequency pseudorange and phase measurements of the 
GPS to precisely determine dynamic relative position. This 
particular algorithm is capable of subdecimeter positioning 
accuracy with respect to a moving platform. 

Positioning is obtained with respect to both a fixed reference 
and a moving reference. The position of a fixed antenna 
located next to an aircraft runway is determined relative to 
an aircraft flying low over the runway. Alternately, the 
moving aircraft is also positioned with respect to the fixed 
site. Videometric truth data, obtained from the time-tagged 
images from two video cameras located near the runway, are 
used for relative positioning vector comparisons. 

INTRODUCTION 

Over the past few years, Dr. Remondi [1] and others [2], 

[3], [4], [5], have proposed, implemented, and documented 
several precise differential positioning techniques that 
exploit Global Positioning System (GPS) signals. These 
include static and dynamic khematic positioning [6], [7], 
[8], [9], antenna swapping, and pseudokinematic positioning 
[10]. Over the past couple of years, the capability of the 
techniques has steadily improved to the point where the 
static initialization step for integer cycle ambiguity 
resolution is no longer necessary. Given at least four 
satellites in view and a period, typically seconds or minutes, 
of  high-quality  uninterrupted   data,   the   integer  cycle 
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ambiguity can be determined automatically over short and 
medium length baselines to 30 km and beyond. Once found, 
the integers can be used to obtain precise position solutions 
to the centimeter level. This technique is designed to 
determine precisely the position of moving antennas with 
respect to a static antenna. This advance is called On-The- 
Fly (OTF) kinematic positioning. 

An extension of OTF is presented for the more general case 
where all sites are in motion Vidth respect to the Earth and to 
each other - a procedure referred to as OTF kinematic 
relative positioning [11]. There are applications for which 
precise relative positioning between two sites both in motion 
and far enough from fixed land based sites that OTF, as 
described, is not feasible. These applications include: (1) 
aircraft carrier landing, (2) precise miss distance 
determination for interceptor missile lethality testing, (3) 
controlled aircraft refueling and (4) spacecraft rendezvous. 

This paper is the result of a joint test between the Naval 
Surface Warfare Center, Dahlgren Division (NSWCDD), 
Dahlgren, Virginia, and the Naval Air Warfare Center, 
Aircraft Division (NAWCAD), Patuxent River, Maryland. 
Data was collected concurrently during flight test programs 
sponsored in part by the Federal Aviation Administration 
(FAA), and the Theater Ballistic Missile Defense program 
at NSWCDD. 

The next section summarizes the relative OTF method. The 
test equipment and test are described and the results are 
presented for both the air-to-ground and the ground-to-air 
positioning. The paper is then summarized. 

RELATIVE OTF 

The changes necessary to extend the static-reference OTF 
algorithm into a dynamic-reference OTF algorithm were 
identified by Dr. Remondi. In the case of the static-reference 
OTF algorithm, the reference site is fixed and its position is 
known a priori. The reference antenna is normally set up 
over a geodetic marker. The rover site's approximate 
dynamic track is determined from a preliminary differential 
GPS solution. This step is needed to bound the integer cycle 
possibihties. Trials of integers within an error volume 
narrows the selection to a set that is consistent with the 
phase observations throughout the desired time interval. 
Once the integers are determined, a double difference 
solution provides the precise kinematic trajectory of the 
rover with respect to the reference. 

The change from a static reference to a dynamic one still 
requires an absolute position for the reference site at each 
time step. Instead of being known a priori, it must be found 
by anotiier method. A navigation solution found from 
smoothed pseudoranges is adequate for most short baseline 
applications, even when the effects of Selective Availability 
(SA) are considered. Longer baselines may require Precise 
Positioning Service (PPS) or differential quality solutions. 
In this relative mode, the rover is found with respect to the 

dynamic reference instead of with respect to a fixed absolute 
reference. This does not change the rest of the OTF 
processing nor does it significantly change the final 
kinematic relative solution. The vector joining the two sites 
will have centimeter level accuracy. Although possible in 
principle, real-time processing was not performed during the 
test evaluations. 

TEST EQUIPMENT 

An NAWCAD EA-6B Prowler aircraft was instrumented for 
the test with an Ashtech Z-XII GPS receiver and a laptop 
personal computer (PC). The aircraft was surveyed for the 
videometric positioning. 

The EA-6B Prowler is a four-seat, twin engine aircraft 
manufactured by Grumman Aerospace Corporation. The 
aircraft is used for the carrier-based electronic jamming and 
counter measures mission. The EA-6B is powered by Pratt 
and Whitney turbojet engines and is capable of speeds 
exceeding 500 knots indicated air speed in level flight. The 
GPS antenna and preamplifier were mounted behind the aft 
canopy on the top of the fuselage. The GPS receiver and the 
PC were placed in the port and starboard cheek panels, 
respectively. The PC was encased in a custom metal 
container, which included a heating element to maintain the 
PC above its low-end temperature specification. 

Figure 1 shows a picture of a video camera image of the 
EA-6B as it approached the runway. The GPS antenna is 
denoted in the picture and can barely be seen above the 
surface of the aircraft. A black blade communications 
antenna, located 1.137 m aft of the GPS antenna, is also 
denoted in the picture. The upper forward point of this black 
blade antenna was used for the videometric positioning 
point of the aircraft due to its distinguishability. The height 
of this videometric positioning point was approximately the 
same as that of the GPS antenna during the approaches due 
to the pitch of the aircraft. The videometric positioning point 
was assumed to fly through the same minimum range point 

GF3 DIack ^\ade 

Antenna   Antenna 

Figure 1. EA-6B Flyby As Seen In A Video Frame From 
Camera 1. 
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as the GPS antenna, only slightly later. For the aircraft 
flying at 140 kn (72 m/s) this delay would be about 0.016 s. 
Variations in roll, pitch, and yaw and additional lever arm 
effects are ignored. Consequently, the videometric 
positioning was approximate. 

Two additional Ashtech Z-XII receivers were used during 
the test. One was located just over 100 ft from the centerline 
of the runway, as shown in Figure 2, at a temporary ground 
reference site named PHOTO. The other receiver was located 
at an absolute ground reference site named GND about 641 m 
from the PHOTO site. 

ljK> Antenna^. j .EA-6B Aircraft 

(Runway 32) 

± ^^ GPS Antennas 
V        Photo Reference Site 

\ Camera-1 
(tracking) 

Camera-2 
(fixed) 

Figure 2. Diagram of Air-to-Ground Test 

Also shown in the configuration diagram of Figure 2 are two 
videometric ground stations placed alongside the aircraft 
runway. The video cameras produced synchronous and 
time-tagged frames at 60 frames per second. An independent 
GPS receiver was used to time tag the video frames. Since 
all events were recorded with GPS time, receiver latency 
was not observable. The accuracy of the time tag was about 
1 ms. 

Camera 1 tracked the approaching aircraft and recorded on 
each frame the day and time-of-day and the azimuth and 
elevation of the center of the camera image as shown on the 
bottom of the image of Figure 1. Camera 1 was located 
about 8.3 m behind and 0.78 m above the GPS antenna at 
the PHOTO site, on a line perpendicular to the centerline of 
the runway as seen in Figure 3. Camera 2 was fixed and 
located about 161m away from Camera 1. 

TEST DESCRIPTION 

Aircraft testing of the relative OTF algorithm was performed 
at NAWCAD, Patuxent River, Maryland. The test involved 
establishing the accuracy with which an aircraft's distance 
and height above the runway could be determined. Data was 
collected on 31 March 1995 while the EA-6B was 
conducting  3.5-deg  approaches  to  Naval  Air  Station, 

Figure 3. Picture of the Camera 1 Video Equipment and 
the Reference GPS Antenna Alongside the Runway 

Patuxent River's Runway 32 during EA-6B flight technical 
error characterization tests being conducted by NAWCAD 
for the FAA. 

GPS data was collected both in the aircraft and at the two 
surveyed ground station locations. The GPS receivers were 
set up to record L, and Lj pseudorange and phase data each 
second. The data from the aircraft was downloaded post- 
flight for processing through the OTF algorithm. 
Videometric truth data was recorded as the aircraft began 
its waveoflf at the end of each approach. 

Both range and height values obtained from videometric 
measurements were compared to GPS values. In addition, 
vector differences between the two OTF solutions for 
differential GPS (fixed PHOTO site reference) and for 
relative GPS (moving aircraft reference) were determined. 

AIR-TO-GROUND POSITIONING 

GPS data was recorded for the aircraft takeoff and the 
subsequent five low passes. The flyby circuit is shown in 
Figure 4. The OTF solutions allowed the aircraft velocity 
components and altitude profiles to be accurately 
determined. These results are illustrated in Figure 5 for the 
fifth flyby. 

For each pass through the view from the PHOTO site, the 
time of closest approach was determined from the OTF 
kinematic solutions. Four solutions bracketing this time 
were used to fit a cubic polynomial to each of the three x, y, 
z components. An additional polynomial was used for a fit 
to the ellipsoid height. The polynomials were evaluated each 
0.001 s and the minimum range and height determined. 
Figure 6 shows the cubic fits to the four OTF solutions for 
the three components. They are nearly straight lines. 
Figure 7 shows the fit to the ellipsoid height. In this case, 
the fit is smooth, but probably not representative of the true 
height outside of the times bracketed by the middle two 
solutions. The range was computed from the interpolated 
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Table 1. Ranges and Ellipsoid Heights from OTF 
Interpolated Solutions 

Event GPS Time 
(s) 

Range 
(m) 

Height 
(m) 

Takeoff 494209.901 100.717 -26.267 

Flyby 1 494590.848 100.209 -22.667 

Flyby 2 494897.299 101.303 -21.307 

Flyby 3 495192.343 101.282 -19.693 

Flyby 4 495527.999 101.571 -18.932 

Flyby 5 495913.419 101.174 -16.499 

Figure 6. Interpolation Cubics for the Three Components 
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components and is shown in Figure 8. The ellipsoid height 
interpolation cubic is also included in this figure. The time 
of closest approach, the range at closest approach, and the 
ellipsoid height can be read fi-om the plot. The results fi-om 
each pass are Usted in Table 1. 

The truth solutions for these passes were obtained from 
interpretation of the measurements obtained from the video 
frames with respect to site PHOTO. Figure 9 presents both the 
GPS and videometric determined values of range from the 
aircraft to the PHOTO site for flyby 2. Similarly, Figure 10 is 
a comparison of GPS and videometric determined heights 
for the aircraft GPS antenna above the antenna at site photo. 
GPS/videometric differences were obtained for measure- 
ments in a 0.2 s window about the minimum distance time 
as determined by GPS. These results are Usted in Table 2. 

GROUND-TO-AIR POSITIONING 

The kinematic solutions between the fixed PHOTO site and 
the EA-6B aircraft were compared with the solutions from 
the relative algorithm between the same two sites for 1118 

Table 2. Ranges and Ellipsoid Height Differences Between 
OTF and Videometric Truth Measurements 

GPS AND VIDEOMETRIC DETERMINED RANGE 
TO GROUND REFERENCE - FLYBY 2 
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Figure 9. GPS Range and Videometric Truth 
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Event Time Error 
(s) 

Range Error 
(m) 

Height 
Error (m) 

Takeoff No Video - - 

Flyby 1 -0.014 -0.289 -0.206 

Flyby 2 -0.003 0.006 0.022 

Flyby 3 -0.019 0.077 -0.020 

Flyby 4 -0.081 0.067 0.139 

Flyby 5 0.021 0.104 0.082 

Mean -0.009 -0.007 -0.003 

Standard 
Deviation 

0.018 0.145 0.118 

noncontinuous seconds. The differences between the 
solutions are hsted in Table 3. The mean difference in range 
was found to be 1.7 cm. As a further test of the relative OTF 
algorithm, it was used to position the fixed PHOTO site 
antenna with respect to the moving aircraft antenna and vice 
versa. In this case, 1063 noncontinuous seconds were 
processed. The x, y, and z components of the vector 
between the PHOTO site and the aircraft were compared with 
the vector between the aircraft and the PHOTO site to 
illustrate the dependence of the algorithm on the reference 
site selection. The mean difference in range was 0.6 cm. A 
conclusion based upon this experience may not be warranted 
because the satellite selection and other variables were not 
controlled. Statistics on these differences are presented in 
Table 4. 

Table 3. Difference Between the Kinematic and Relative 
OTF Algorithms for 1118 s 

X 
(m) 

Y 
(m) 

z 
(m) 

Range 
(m) 

Mean -0.002 -0.002 0.000 0.017 

Standard 
Deviation 

0,012 0.015 0.010 0.013 

Maximum 0.037 0.050 0.015 0.058 

Figure 10. GPS Height and Videometric Truth 

SUMMARY 

This paper evaluates the use of GPS to determine precisely 
the vector difference in position between two antennas in a 
dynamic environment. Two OTF algorithms, differential 
positioning with respect to a fixed antenna and relative 
positioning with respect to a moving antenna, were 
compared. 
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Table 4. Relative OTF Algorithm Dependance Upon 
Choice of the Reference Site 

X 
(m) 

Y 
(m) 

Z 
(m) 

Range 
(m) 

Mean -0.003 -0.000 0.003 0.006 

Standard 
Deviation 

0.005 0.004 0.004 0.007 

Maximum 0.021 0.024 0.047 0.080 

2. Euler, H.-J. and Landau, H., Fast GPS Ambiguity 
Resolution On-The-Fly For Real-Time Applications, 
Proceedings of the Sixth International Geodetic 
Symposium on Satellite Positioning, Columbus, Ohio, 
Mar 1992, pp. 650-659. 

3. Euler, H.-J. and Goad, C, On Optimal Filtering of GPS 
Dual Frequency Observations Without Orbit 
Information, Bulletin Geodesique, Vol. 65, No. 2,1991, 
pp. 130-143. 

Videometric truth data was used to also obtain the three- 
dimensional difference in position vector. Comparisons 
were made over a short ±0.2 s interval as the aircraft 
approached minimum range. Videometric positioning of the 
aircraft ti-aveling about 72 m/s as it approached the runway 
had a standard error of about 10 to 15 cm per component. 
This is somewhat higher than the expected subdecimeter 
standard error of the GPS OTF computed position. The test 
results suggest that both the differential and relative GPS 
positioning error were within the truth measurement 
accuracy. 

Further testing and demonstrations are anticipated for the 
relative positioning OTF procedure. Applications include 
higher velocity missile lethality (precise miss distance 
evaluation), aiding for aircraft carrier landings, and real-time 
radar and camera calibrations. 

PRODUCT DISCLAIMER 

The mention of a commercial company or product does not 
constitute an endorsement by NSWCDD or NAWCAD. The 
information in this paper is not authorized for use for 
publicity or advertisements. 
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Abstract 

The German Air Rescue Service operates more 
than 20 helicopters and 3 Learjets in order to 
provide the tasks of primary air rescue services 
and inter-hospital transportation. An alarm centre 
is operated for planning and coordination of more 
than 12.000 worldwide missions per year. 

Actually, the alarm centre and all helicopters and 
aircraft are undergoing an improvement 
programme in order to optimize the operation of 
the fleet. After completion of the programme the 
functions listed below will be realized in the alarm 
centre: 

• display   of   position   and   status   of   each 
helicopter; 

• automatic   generation   of   flight   logs   and 
invoices; 

• transmission and  reporting  of health  usage 
monitoring system data (HUMS). 

The navigation systems on board the helicopters 
are based on integrated GPS/inertial navigation 
systems including a half-duplex data 
communication based on the INMARSAT satellite 
system as well as terrestric mobil phone networks. 

Due to the open system concept, the service of 
the alarm centre are open to other users in the 
fields of airborne, maritime, and land vehicle 
applications. All activities for system development 
and implementation are concentrated within the 
German Air Rescue under the project title 
Z.E.U.S. 

1 Introduction 

Since the introduction of air rescue services in 
Germany more than 580.000 rescue missions 
have been flown [1J. Typically, the helicopters 
providing the helicopter emergency medical 
service (HEMS) are used for 500 to 1000 missions 
per year. Two different mission types are 
accomplished by the rescue helicopters: 

• During a primary mission the helicopter 
transports an emergency physician to the 
scene of accident and provides transportation 
for the emergency patient to the nearest 
hospital. Primary missions are normally 
performed under visual meteorological 
conditions (VMC) only with a maximum 
distance of 50 kilometers. 

• The transportation of a patient from the initial 
hospital to a specialized hospital is defined as 
transfer or secondary mission. They may be 
accomplished both under VMC and instrument 
meteorological conditions (IMC) for distances 
up to 150 km. 

One of the largest HEMS operators is the German 
Air Rescue (Deutsche Rettungsflugwacht) owning 
more than 20 helicopters and 3 Learjets. The 
German Air Rescue operates an alarm center for 
planning and coordination of more than 12.000 
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planning and coordination of more than 12.000 
missions per year. The alarm center and the 
helicopter fleet are actually modernized in order 
to optimize the organization and the operation of 
the helicopter and aircraft fleet. The main goals 
for this program are: 

• improvement   of  the   helicopter  navigation 
capabilities, 

• provision   of two-way  data   communication 
between alarm center and helicopter, 

• display of helicopter status and position at the 
alarm center, 

• information and position display on board the 
helicopter, 

• automatic flight log and invoice generation, 

• transmission and reporting of health usage 
monitoring system data (HUMS). 

2 System Description 

The final stage of the overall system is shown in 
fig. 1. It comprises the alarm center, local alarm 
centers, rescue helicopter fleet, and the 
ambulance cars. Data and voice communication 
on the ground is achieved by the telephone 
network and mobile phones. For communication 
with the helicopter fleet, data transmission is 
accomplished by satellite communication. 
Depending on the accident, the alarm for the 
rescue helicopter is either raised by the local or 
the main alarm center. Helicopter status and 
position information is transmitted regularly to the 
main alarm center, which provides these data via 
phone network to the local centers. 

User 

\ 
mmi 
J 

Regional 
Emergency 
Central 
Station 

Status auto / request 
Flight management data 

Voice 

Modem 
Data     |Tej!ej}f)ohi/j 

^<-^^^i->|M<)tJ6m! ' 

Air 
Rescue 
Centre 

ISDN 

[Operational Data | 
Technical Data 
Post Flight Data 

Communication 
Link     : 

German Air 
Rescue- 
Master Control 
Station 

Operational Data / Status • ISDN 

Figure 1 Block diagram of German Air Rescue Service communication system 
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The kernel of the onboard system is a navigation 
and communication unit (NCU) [2] providing 
interfaces to the INI\/!ARSAT transceiver, medical 
devices including chip card reader, health usage 
monitoring system, digital map display with 
storage medium, and a printer; see fig. 2. A 
control and display unit (CDU) is used for pilot 
operation. One further serial interface is 
available for data base update, differential GPS 
correction input, and other data transfer tasks 
from and to the NCU. 

Further navigation sensors are connected to the 
NCU. With the devices connected to the NCU, 
the following functions are realized: 

navigation and flight management, 
communication with the alarm center, 
acquisition and storage of medical data as well 
as health insurance data of the emergency 
patient, 
acquisition and storage of HUMS, 
generation   of  print-outs  of  medical   data, 
HUMS data, flight planning data transmitted 
from the alarm center. 

INMARSAT/GPS 

CDU 
Optional 
medical 
devices/ 
card reader 

Optional 
Technical 
Data/HUMS 

Fig. 2 Block diagram of helicopter navigation and communication system 
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2.1 Communication and Data 
Storage 

2.2 Navigation and Flight 
Management 

The bidirectional infonnatlon exchange between 
the alami center and the helicopter is a base for 
the improvement of the helicopter fleet 
management. As a standard, the helicopter 
generates periodic position and status reports, 
which are transmitted to the alarm center by 
INMARSAT, if the helicopter is airborne or by 
mobile phone, if the helicopter is on the ground. 
The data uplink provides alarm Information to the 
helicopter crew; e.g. location and type of 
accidents. Even the uploading of flight planning 
information, which may be used directly by the 
crew, is realized. 

In addition to the position and status reporting, the 
system stores this information with a higher rate 
in a non-volatile memory. Upon completion of a 
mission, these data are transferred to the alarm 
center for the generation of an invoice. 

The navigation software of the NCU integrates 
built-in sensors with complementary 
characteristics. A GPS receiver provides good 
long-term stability and accuracy, a 6-DF (degrees 
of freedom) inertlal sensor package provides 
attitude information and short time accuracy 
under dynamic conditions. On-line estimation 
and compensation of the inertial sensor errors 
using the accurate position information in form of 
pseudoranges Improves the perfomance of the 
inertial sensors, see fig. 3. As GPS and inertial 
measurements are combined in a synergetic 
manner using a Kalman filter, the navigation 
package is able to provide position, velocity and 
attitude information during all phases of flight, 
even if the reception of GPS signals is disturbed 
by jamming or shading. A further enhancement 
of the system integrity is achieved by the 
integration of barometric altitude and directional 
gyro information. 

Sensor Processing 
 1. 

Ij 
PPS 

DGPS Data via 
telemetry 

GPS Airborne 

GLONASS 
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^(J' 
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Correction 

Range 
Synchronisation 
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POS.VEL 
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Position 
Calculation 
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Integrity 
Monitoring 

Integrity 
Information 

POS/VEL/Ace/Time 
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Fig. 3 Navigation Sensor Processing 
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As the system integrity is dominating airborne 
navigation tasks, different methods are part of the 
navigation software. RAIM (receiver autonomous 
integrity monitoring) techniques allow the 
identification and isolation of faulty satellite 
measurements. A further improvement of the 
failure detection is achieved by AAIM (airborne 
autonomous integrity monitoring), which uses all 
available sensor information for failure detection. 

Another software package of the NCU provides 
flight management functions to the cockpit crew 
very similar to a standard flight management 
system. This includes steering information, which 
is displayed on the CDU. One element of the 
flight management is the data base consisting of 
fixed data and user-defined waypoints, which 
form a flight plan. Both data bases may be 
uploaded or downloaded via a serial data link. 
Map data, user waypoints and steering 
information are presented on a digital map 
display. It includes a planning mode, which 
allows for the graphical input of flight plans. 

2.3 Acquisition and Processing of 
IVIedical and Technical Data 

onboard medical equipment as well as the 
patient's health insurance data, stored on a chip 
card, are read into the system. They are made 
available to the hospital together with the injured 
person, thus improving information exchange 
between the helicopter crew and the surgeons of 
the hospital. The technical data are usually 
downloaded with a laptop at the local alarm 
center. 

3 Test Results 

The navigation and communication system was 
integrated into the Dornier 128 turboprop aircraft 
of the Technical University Braunschweig in order 
to demonstrate the perfomnance of the navigation 
package, especially under high dynamic 
conditions. Severe GPS failures have been 
simulated. Fig. 4 depicts a typical result, which 
was produced during an approach to 
Braunschweig airport. For a period of more than 
200 seconds any GPS information was missing 
resulting in a position drift of about 500 meters. 
As a reference, a differential GPS solution was 
used. 

Further technical and medical data are acquired 
by the onboard system.    The data from the 
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4 Summaiy 

The development of an integrated navigation and 
communication system significantly improves the 
operation of the German Air Rescue helicopter 
fleet. As the onboard system integrates different 
navigation sensors, a maximum integrity for the 
position determination is achieved. The data 
communication to the alarm centers and the 
electronic data exchange with the hospitals 
reduce the workload of the helicopter crew, thus 
increasing the safety of the helicopter operation. 
As the system design is flexible, the fleet 
management and data link service may be 
provided also to other helicopter operators. 
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ABSTRACT 

In response to increasingly stringent flight test 
requirements of GPS integrated navigation systems, the 
746th Test Squadron (746 TS), also known as the Central 
Inertial Guidance Test Facility (CIGTF), has developed a 
high-rate Differential GPS (HR-DGPS) Time-Space- 
Positioning-Information (TSPI) truth reference system. 
This system provides high-rate (20 Hz) TSPI without 
significant platform modifications or implementation of 
costly range reference trackers. The HR-DGPS reference 
has been developed for aircraft weapon delivery testing 
which has a requirement for high-rate, high accuracy 
TSPI.     The HR-DGPS  utilizes  Space  and  Control 

Segment Observed Range Errors (ORE) produced from 
the 746 TS Test Support Network (TSN) DGPS ground 
stations. The HR-DGPS algorithm processes GPS- 
corrected Inertial Navigation System (INS) data to attain 
the high-rate. Validation and flight test results 
demonstrate both the accuracy and independence of the 
HR-DGPS system. The development of HR-DGPS TSPI 
is a large step forward in matching the quality and low- 
cost of differential GPS reference technology to the 
stringent requirements of military aircraft flight testing. 

INTRODUCTION 

Modem GPS technology has introduced a new 
generation of integrated navigation equipment. New 
avionics systems exploit the benefits of both GPS and 
INS technology to provide a superior blended navigation 
solution. The new integrated systems have retained the 
high-dynamic robust performance of an INS while 
adding the daunting accuracy of GPS technology. These 
INS/GPS systems are rapidly redefining the standards for 
military navigation. Throughout the Air Force, aircraft 
platforms are moving to upgrade their avionics with this 
new technology in response to the Congressional 
mandate to implement GPS by the year 2000, also known 
as Project 2000. 

The improvement in navigation technology has 
equally affected military test agencies. As the accuracy 
of DSTS/GPS systems improves, the accuracy of the 
reference systems must also improve. Advanced 
technology has been developed to meet the new test 
requirements for integrated GPS navigation equipment. 
These advanced reference systems exploit the precise 
accuracy of DGPS. The DGPS reference systems are not 
only extremely accurate, but also require a minimal 
amount of aircraft test instrumentation. 

This paper describes a new advancement in DGPS 
reference technology made by the 746 TS. The 
advancement allows DGPS TSPI to be provided at a far 
higher data rate than previously available. This new 
technology has been driven by a customer requirement to 
provide a DGPS TSPI data rate of 20 Hz or greater. 
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DGPS TSPI had previously been provided at a 1 Hz 
reference data rate by the 746 TS. The new algorithm 
exploits the availability of INS data to increase the 
frequency of the reference TSPI data. This development 
allows test programs to implement HR-DGPS reference 
technology in place of Cine-Theodolite (Cine-T) trackers 
when high-rate reference data is a test requirement. This 
replacement can greatly reduce the cost of testing without 
degrading reference data accuracy. 

This paper will present background on the 746 TS 
DGPS TSPI TSN reference system followed by an 
explanation of the recent HR-DGPS advancements. 
Following the HR-DGPS algorithm explanation, data is 
presented which illustrates the position accuracy of the 
system against Cine-T trackers. The paper finishes with 
sample flight test data showing HR-DGPS TSPI used to 
verify the performance of an integrated INS/GPS 
navigation system. 

required for DGPS is a GPS receiver and a data 
collection buffer box. The DGPS data collection systems 
are currently designed to work with the following 
military GPS receivers, the Receiver 3A (RCVR-3A) and 
Miniaturized Airborne GPS Receiver (MAGR). The 
second system component is the TSN reference network. 
There are currently six SRSs in the TSN to support 
continental U.S. (CONUS) flight test operations: China 
Lake CA, Edwards AFB CA, Holloman AFB NM, Eglin 
AFB FL, Whiteman AFB MO, and Atlantic City NJ. 
The TSN reference stations collect the satellite data and 
generate the differential corrections used in TSPI 
generation. The third major portion of the system is the 
post-processing software which creates the highly 
accurate reference solution. 

The standard TSN DGPS TSPI product is a 1 Hz 
reference trajectory. Table 1 is a listing of the data 
generated for each TSPI record. 

BACKGROUND 

The 746 TS has developed Differential GPS as a cost 
efficient TSPI reference to evaluate system navigation 
performance during flight tests. DGPS incorporates 
information from a ground based differential reference 
network with on-board information available from the 
GPS receiver to generate a highly accurate truth 
reference solution during flight tests. 

The process of generating the DGPS reference 
trajectory is based on two principles. First, the raw GPS 
measurements collected on-board the aircraft are not 
affected by the system-under-test (SUT). This allows the 
airborne GPS receiver to be used as a source of reference 
data. The raw GPS measurements consist of state 5 
pseudoranges (PR) and delta ranges. The second 
principle is that GPS receivers in a localized area 
experience common space and control segment errors 
which are constant or slowly varying. By establishing a 
stationary reference receiver at a precisely surveyed 
benchmark, the GPS ORE can be measured. By applying 
these ground-calculated corrections to the raw PR 
measurements made aboard the test vehicle, a more 
accurate DGPS navigation solution (TSPI) is obtained. 
The errors in the navigation solution of the SUT are then 
obtained as the difference between the SUT navigation 
solution and the reference solution produced by DGPS 
post-processed calculations. 

There are three major components to the DGPS 
reference: aircraft instrumentation, the ground-based 
TSN satellite reference station (SRS), and post- 
processing  equipment.     The  aircraft  instrumentation 

Table 1. TSPI Reference Data Produced by DGPS 

UTC Time & PS Time Velocity (E,N,U) 
Position (Lat, Lon) Acceleration (E,N,U) 
Altitude (Absolute, MSL) ECEF Position (X,Y,Z) 
Ground Speed ECEF Velocity (X,Y,Z) 
Flight Path Angle ECEF Accel. (X,Y,Z) 
Roll Satellite PRN ID's 
Ground Track Angle DOPS (X,Y,Z,T) 

The original system verification of the DGPS 
reference was conducted at the Yuma Proving Grounds 
(YPG) to benchmark the accuracy of the reference 
against the Real Time Estimate (RTE) system which uses 
laser trackers. YPG flight data was processed and 
analyzed and statistical positioning accuracy estimates 
were generated for Tow and moderate levels of vehicle 
dynamics. Flights were conducted on two aircraft, a T- 
39 and a C-141. Table 2 is the accuracy of the DGPS 
reference TSPI based upon the Yuma flight tests and 
follow-on verification testing. The accuracy of the 
reference is dependent upon the satellite coverage during 
the flight test and, even more importantly, the distance 
between the SUT and the TSN reference station. 

Table 2. 1 Hz DGPS TSPI Reference Accuracy 

3D RMS Position 2-4 meters 
3D RMS Velocity 0.1 meters/second 

The 1 Hz DGPS reference has been a highly effective 
asset used in flight tests across the country. Yet recent 
flight test programs have levied new test requirements 
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beyond the capabilities of the 1 Hz DGPS TSPI, which 
has lead to the development of the HR-DGPS TSPI. 

SYSTEM REQUIREMENTS 

The fundamental requirement for the new algorithm 
is an increased data rate of the reference TSPI. Previous 
DGPS post-processing reference algorithms provided 
data at 1 Hz. The HR-DGPS TSPI must be available at 
20 Hz. There is a secondary requirement to make the 
HR-DGPS reference TSPI robust with respect to vehicle 
dynamics. The goal is to "coast" through momentary 
outages in GPS availability caused by acceleration. 
Along with the new system requirements, the HR-DGPS 
TSPI accuracy must not be degraded with respect to the 
original 1 Hz DGPS. 

To fulfill the high-rate data requirements, the post- 
processing software required additional INS data from 
the test platform. The required data is the INS aiding 
data normally transmitted to the GPS MAGR or RCVR- 
3A receiver. The INS data is available via either the 
MIL-STD-1553 or RS-422 data bus. Table 3 is the actual 
information utilized in the high-rate DGPS algorithm. 

Table 3. Required INS Data for High-Rate DGPS TSPI 

ICD-GPS-0591-6 (or equivalent) 
GPS-ICD-150 Block 25 (or equivalent) 

Velocity X Acceleration X 
Velocity Y Acceleration Y 
Velocity Z Acceleration Z 
Platform Azimuth Time Tag 
Cxx, Direction Cosine HV Roll 
Cxy, Direction Cosine HV Pitch 
Cxz, Direction Cosine HV True Heading 

The new requirement does not increase the required 
instrumentation onboard the test platform. The 
instrumentation needed to collect the aircraft GPS data 
can also collect the required INS data. The ability to 
produce the HR-DGPS TSPI without additional platform 
instrumentation is perhaps the greatest asset of the HR- 
DGPS algorithm, as it maintains the low cost of the 
reference system. 

HIGH-RATE DGPS TSPI ALGORITHM 

The HR-DGPS processing uses the aircraft INS data 
in conjunction with 1 Hz DGPS data to estimate position 
and velocity between the 1 Hz DGPS TSPI points. The 
process uses the 1 Hz DGPS TSPI data as one of two 
inputs. The 1 Hz DGPS TSPI exists uncorrupted within 
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Figure 1. High-Rate/1 Hz DGPS TSPI Relationship 

the high-rate TSPI data stream (see Figure 1) and 
"anchors" flie accuracy of the HR-DGPS TSPI. The 
second input to the HR-DGPS processing is the INS 
velocity and acceleration data. 

The HR-DGPS accuracy between 1 Hz DGPS data 
points relies on the estimation of INS velocity errors. To 
maintain the reference accuracy of the HR-DGPS, the 
INS velocity data error characteristics must be removed. 
To effectively estimate and remove this error the 
following INS error model is used. 

INS ERROR MODEL 

To model and remove the INS velocity error, the INS 
acceleration is assumed to be correlated over a short 
interval. A short interval is defined as the length 
between two 1 Hz DGPS TSPI data points. Over the 
short interval the estimator can remove the correlated 
portion of the acceleration error. The uncorrelated 
portion, induced by large jerk, cannot be removed. The 
HR-DGPS estimator is not applied to portions of the 
vehicle trajectory containing significant jerk components. 

As an example of slowly varying INS acceleration 
error, consider the dynamics of the INS attitude 
reference (tilt) error. The tilt error is modeled between 
INS resets as 

where 
g is the gravity acceleration 
<t) is the error in INS indicated attitude 

(1) 

The acceleration error from Equation (1) varies as a 
function of tilt error. The tilt error varies from the 84 
minute Schuler oscillation of the INS attitude reference 
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error.  Thus the tih error is seen to change slowly over 
the intervals we wish to model the INS acceleration error. 

To maintain the validity of our assumption 
concerning INS acceleration error, the interval over 
which the high-rate algorithm can fill-in data gaps must 
be small. The algorithm design goal for the interval is 5 
seconds. A 5 second interval will allow the high-rate 
algorithm to fill in DGPS reference drop-outs caused by 
vehicle dynamics. Normally the interval will only be the 
1 second interval between 1 Hz DGPS TSPI data points. 

The velocity and acceleration errors for the INS are 
modeled in a local level East-North-Up (ENU) system. 
The aircraft INS may be either aided by the receiver or 
the INS may be in unaided operation. In the aided 
operation, the INS solution is regularly reset as the INS 
updates its solution with GPS foreground solution 
information. The INS velocity error estimation must 
compensate for the resets without knowledge of the INS 
reset vector (the reset vector is not available in the 
standard INS input to the MAGR receiver). 

THE HR-DGPS TSPI ESTIMATOR 

"INS 
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V 

. '     INS. P       V 

P     V 
^b '  ^ 

"iNSb' 

3 

V 

ta tl t2                   ti      t„            tb 

P    V   • 
'^a.b' ^a,b ' 1 Hz DGPS position & velocity at ta, tb 

^INS, ' ^INS : the i* INS data set between ta, tb 

n : the number of data points between ta & tb 

Figure 2. HR-DGPS Data Line between ta and tb 

A second velocity estimate is similarly computed using a 
backward integral of the INS accelerations from the 
DGPS solution at tb, 

y; =%-jm = %-(Y^,^-Y^,,^)   (3) 

The HR-DGPS estimator derived below utilizes 
forward and backward INS acceleration information to 
fill in the aircraft position, velocity, and time between the 
1 Hz DGPS data points. To estimate the reference 
velocities between 1 Hz DGPS TSPI points, the 1 Hz 
DGPS velocities of the two end points are defined as, 

V^ is the 1 Hz DGPS Velocity at time ta 

V^ is the 1 Hz DGPS Velocity at time tb 

Figure 2 shows the relationship of the 1 Hz DGPS data 
and the INS data between times ta and tb. For time ti, 
between times ta and tb. Equation (2) is the derived 
velocity estimate. Equation (2) uses a forward integral of 
INS acceleration from time ta. 

where 

where 

(2) 

Vj'*' is the forward estimate of velocity at time ti 

Vg is the DGPS velocity vector at time tg 

Vjj^s   is the INS velocity vector at time ta 

Vjf^j   is the INS velocity vector at time ti 

Vj" is the backward estimate of velocity at time ti 

V^ is the DGPS velocity vector at time tb 

'INS. is the INS velocity vector at time tb 

Vjj^s   is the INS velocity vector at time ti 

Given our assumption of constant acceleration error over 
the interval, ta < ti < tb, the velocity error of the forward 
integration is estimated as, 

^V = JKoA = KccAU-K) (4) 
>. 

Similarly the velocity error of the backward integration is 
estimated as, 

'b 

eV;=-jea,ee,^t = -£,,,„ (t,-t.) (5) 

We blend the two solutions of velocity, V,^ and V,", to 

minimize the error in Equations (4) and (5) in our final 
velocity estimate for time ti. Our final velocity estimate 
is defined as. 
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Vj = KV,*+(1-K)V: (6) 

where Vj is defined as the HR-DGPS estimate of velocity 

at time ti. The blending constant, K, is dependent on ti, 
relative to ta and tb, and defined as, 

K 
(tb-ta) 

(7) 

This gain reduces the effect of slowly varying INS 
acceleration error, such as INS reference tilt error, on the 
estimated HR-DGPS velocity at time t^ 

Now we have a time series of HR-DGPS velocity 
estimates between times ta and tb. We use these estimates 
of velocity to calculate our estimate of HR-DGPS position 
over the same time interval. The following equation is 
used to produce the position estimates between times ta 
and tb. 

^i=Pa+J^i„.^t = P,+j;Vj(tj-t,,)       (8) 
j=l 

where 

Pj is the HR-DGPS position estimate at tj 

P3 is the 1 Hz DGPS position at ta 

Vjj,, is the theoretical continuous HR-DGPS 

velocity estimate over the interval (ta, ti] 

Vj   are the HR-DGPS velocity estimates over the 

interval (ta, ti ] 
j is the summation index over the interval (ta, ti ] 
i is the time index between ta and tb 
to is defined as ta 

The position estimate is the position at time ta varied by 
our knowledge of velocity over the interval ta to ti. This 
gives a highly accurate HR-DGPS estimate of position. 
The next section describes the verification of the HR- 
DGPS algorithm. 

REFERENCE VERIFICATION 

The best way to verify the accuracy of a reference 
system is to test it against previously calibrated reference 
systems. The accuracy was verified against a variety of 
reference sources. During the development of the 
system, the 1 Hz DGPS TSPI was utilized as a constant 

cross-check for the validity of the HR-DGPS. Once the 
HR-DGPS processing software was operational, the HR- 
DGPS TSPI was verified against two independent 
reference systems: the Holloman Test Track and Cine-T 
trackers. Since the Cine-T validation data demonstrates 
the HR-DGPS performance during flight test, this data is 
presented below. 

Both Cine-T reference TSPI and high-rate DGPS 
TSPI were available for two flight tests. The use of the 
Cine-T data allows the comparison of the high-rate 
DGPS against an equally high-rate TSPI source. The 
Cine-T TSPI was available at 20 Hz. Another benefit of 
Cine-T data comparison is the independence of the two 
systems. The error sources of a DGPS reference system 
are entirely different than those of a Cine-T tracker 
system. The Cine-T TSPI contains only position 
information, thus only the position accuracy of the high- 
rate DGPS TSPI is compared against the Cine-T data. 

Five data samples were evaluated from each of the 
two missions. A sample is defined as an aircraft pass of 
the Cine-T tracker. Cine-T TSPI is only available during 
aircraft passes of the tracker field. The two tests were 
flown on different days to ensure different satellite 
geometry and GPS OREs. Table 4 provides summary 
statistics for all ten sample sets from the two flights. The 
test statistics are calculated from the position differences 
between the two systems. 

The comparison of the two systems shows both the 
Cine-T and the HR-DGPS position solutions to be 
extremely stable. The standard deviation of the 
difference values across all ten samples is on the order of 
tenths of a meter. The 2DRMS difference is consistent 
with previous comparisons of DGPS references and Cine- 
T trackers. 

There is an apparent 3.5 meter bias in the vertical 
difference between DGPS and Cine-T. This difference is 
not a reference accuracy error, but a mean sea level 
(MSL) to height above the ellipsoid (HAE) conversion 
discontinuity in the comparison of the two systems. The 
DGPS and Cine-T processing use different conversions 
between the two vertical coordinates, MSL and HAE. 
This points out the importance in not only using WGS-84 
reference datums, but to also ensure the HAE-to-MSL 
conversion algorithms are identical. The high precision 
of modem reference systems make seemingly 
inconsequential processing differences significant with 
respect to system accuracy. 

A data availability anomaly is seen in sample run 4. 
For this run there is less HR-DGPS data available than 
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the other nine samples. This is caused by a satellite 
constellation switch during the ten second sample 
window. Due to DGPS error transients, HR-DGPS data 
is momentarily unavailable after a constellation switch. 
For sample run 4, HR-DGPS data is unavailable for 6 
seconds after the constellation switch. 

Table 5 shows summary statistics for the 1 Hz DGPS 
TSPI differenced against the Cine-T TSPI. The table is 
similar in structure to Table 4. There are two things to 
note from the comparison of the tables. First, the amount 
of data from the 1 Hz DGPS is much less than from the 
HR-DGPS. The increased rate of data is the primary 
design goal for the HR-DGPS algorithm. The second 
point to note is the consistency in the mean and standard 
deviation values of the Table 4 and Table 5. The 
accuracy and the stability of the HR-DGPS TSPI is 
unchanged with respect to the original 1 Hz DGPS. 

Figure 3 visually shows the HR-DGPS performance 
for sample run 1. The horizontal and three dimensional 
(3D)  differences between HR-DGPS  and  Cine-T  is 

plotted versus time. Figure 4 shows the same difference 
information for sample run 9. 

TEST ITEM PERFORMANCE 

The purpose of HR-DGPS TSPI is to test state-of- 
the-art integrated navigation systems. The following 
section shows how the HR-DGPS has been used to test 
system performance. The HR-DGPS reference allows the 
navigation performance of the aircraft navigation system 
to be characterized against a proven system. 

To analyze navigation system performance, it is 
required to have the aircraft navigation solution (position 
and velocity). This solution must be provided with an 
accurate time tag. For comparison with the HR-DGPS 
reference, it is best to have integrated system solution 
time-tagged with either GPS time or Universal Time 
Coordinated (UTC) time. 

Figure 5 shows the position accuracy of a stand- 
alone GPS receiver against the HR-DGPS TSPI.   The 

Table 4. High-Rate DGPS, Cine-T Difference Statistics 

Run 
# 

Data 
Points 

RMS-2D 
(m) 

RMS-3D 
(m) 

Mean 
East (m) 

Mean 
North (m) 

Mean 
Up(m) 

Std Dev 
East (m) 

Std Dev 
North (m) 

Std Dev 
Up(m) 

Average 
PDOP 

1 193 0.63 5.44 0.52 0.30 5.41 0.06 0.19 0.05 1.90 

2 244 1.23 1.33 -0.99 -0.70 -0.50 0.10 0.15 0.08 2.60 

3 198 1.24 3.86 1.21 -0.28 3.65 0.08 0.07 0.05 3.40 

4 121 0.80 5.53 0.590 -0.03   J 5.46 0.54 0.03 0.66 3.03 

5 193 0.65 4.15 -0.266 -0.55 4.10 0.18 0.10 0.08 2.20 

6 191 1.05 2.99 -0.97 -0.39 2.80 0.09 0.09 0.06 2.00 

7 185 3.53 4.12 -3.30 1.24 2.12 0.09 0.12 0.08 2.10 

8 209 0.46 5.19 -0.36 0.26 5.17 0.06 0.10 0.11 2.20 

9 236 1.20 5.03 0.29 -1.16 4.88 0.07 0.08 0.13 4.00 

10 231 1.01 5.31 -0.58 0.80 5.22 0.15 0.08 0.04 3.20 

Table 5. DGPS (1 Hz), Cine-T Difference Statistics 

Run 
# 

Data 
Points 

RMS-2D 
(m) 

RMS-3D 
(m) 

Mean 
East (m) 

Mean 
North (m) 

Mean 
Up(m) 

Std Dev 
East (m) 

Std Dev 
North (m) 

Std Dev 
Up(m) 

Average 
PDOP 

1 10 0.97 5.57 0.48 0.80 5.49 0.10 0.21 0.06 1.90 

2 10 1.06 1.12 -1.01 -0.26 -0.36 0.12 0.16 0.09 2.60 

3 10 1.19 3.97 1.17 0.17 3.78 0.09 0.09 0.05 3.40 

4 6 1.56- 5.39 1.03 0.15 4.99 1.07 0.69 1.43 2.85 

5 10 0.33 4.21 -0.27 -0.08 4.20 0.17 0.08 0.09 2.20 

6 10 .97 3.10 -0.96 -0.03 2.95 0.07 0.10 0.06 2.00 

7 10 3.67 4.30 -3.28 1.64 2.23 0.11 0.12 0.08 2.10 

8 10 0.72 5.37 -0.31 0.64 5.32 0.06 0.11 0.14 2.20 

9 10 0.85 5.08 0.31 -0.77 5.01 0.08 0.09 0.14 4.00 

10 10 1.33 5.50 -0.58 1.18 5.33 0.15 0.09 0.05 3.20 

1642 



h 
S2 

—1 r- 

 2Dpos (m) 
— 3Dpos (m) 

0.0 1.0 2.0 3.0 4.0 6.0 6.0 7.0 8.0 
Seconds of the Week 

6.5 

6 

4.6 

?    4 
£ 

I 3.6 
Q. 

X 

S2.5 
O 

2 

1.6 

---_ 

■ 

 2Dpos (m) 
- - 3Dpos (m) ■ 

_--—r"      ,        ,        ,        ,   '     , ■ 

Figure 3. Run 1, HR-DGPS and Cine-T Comparison 
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Figure 4. Run 9, HR-DGPS and Cine-T Comparison 

GPS receiver is performing well within the requirement 
for PPS military navigation (16m Spherical Error 
Probable). Figure 6 displays the velocity performance of 
the GPS receiver over the complete flight profile. 

Figure 7 shows the position performance of the 
integrated INS/GPS receiver integration. The data 
displays system performance over a 90 second window 
during the flight profile. The integrated equipment 
tested during the flight did not integrate the vertical 
channel, thus only horizontal position accuracy is 
presented. Figure 8 displays the velocity performance of 
the INS/GPS integration. The benefits of INS/GPS 
integration can be clearly seen in the stability of the 
E^S/GPS velocity performance as compared to the GPS 
stand-alone performance. Figure 8 shows a velocity error 
transient. While this transient does occur, the more 
significant issue is the ability of INS/GPS filter to rapidly 
recover from the velocity problem. This shows the robust 
nature of INS/GPS integrations. 

The data from the GPS stand-alone and INS/GPS 
integrated equipment was collected via RS-422 
instrumentation port of the GPS receiver. Both the flight 
data from the SUT and the HR-DGPS data can be 
collected through this instrumentation port. This allows 
for a single data collection unit to be used for system 
navigation accuracy verification. 

SUMMARY 

The HR-DGPS algorithm is another generation in 
the development of differential GPS reference 
technology. The prime purpose of the new algorithm is 
to increase the data rate without decreasing accuracy. By 
using INS data in conjunction with the 1 Hz DGPS data, 
a forward-backward blending filter produces 20 Hz 
reference TSPI with proven accuracy. 

The accuracy of HR-DGPS was tested against its 
predecessor (1 Hz DGPS), the HoUoman Sled Track, and 
Cine-Theodolite Trackers.     The  quality  performance 

- - 3d GPS position error 
 2d GPS position error 

1000 2000 3000 4000 SOOO 60CC 
UTC Time (Sees), relative to sample start time 

Figure 5. Stand-Alone GPS Position Performance 
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- 2d GPS VekJcity Error 
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Figure 6. Stand-Alone GPS Velocity Performance 
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Figure 7. Integrated INS/GPS Position Performance 

against all three systems shows HR-DGPS to be stable, 
precise, and within required TSPI accuracy criteria. 

The real benefit of the algorithm is its ability to test 
high dynamic field aircraft. The implementation of the 
reference requires minimal onboard instrumentation and 
the cost of testing is much less than traditional ground 
tracking systems. The high rate of the data and the low 
cost make the HR-DGPS algorithm ideal for high 
dynamic aircraft and weapon delivery testing. HR-DGPS 
is a proven technology which provides high 
accuracy/high-rate TSPI reference for flight test. 
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ABSTRACT 

The GPS Test Standards Working Group (WG) was or- 
ganized in early 1994 to develop a set of performance 
test standards applicable to marine, vehicular, and 
handheld commercial GPS receivers. The need for such 
a standard arose from the inconsistencies seen in the 
specifications of various GPS receivers and the confu- 
sion among GPS users in comparing the attributes of 
these products. ION has sponsored the WG through its 
Satellite Division and has provided meeting facilities 
at major ION meetings. 

This paper summarizes the initial ION STD-101 docu- 
ment produced by the WG. Each of the key tests de- 
veloped within the document is described along with 
the rationale for selecting the tests and the methodolo- 
gies. 

An independent validation of the test procedures, data 
analysis techniques, and data presentation formats of 
ION STD-101 has been accomplished using the GPS 
test facilities at the YPG. The results of this validation 
process are presented along with recommended modifi- 
cations to the test standard document based on the 
tests. 

Plans to enhance the standard through the addition of 
specific test limits for marine, vehicular, and handheld 
applications of GPS are outlined. The future activities 
of the WG and its relationships with other industry or- 
ganizations are also discussed. 

BACKGROUND AND INTRODUCTION 

By 1993 the GPS community recognized the need to 
develop uniform test standards for GPS equipment. As 
the GPS system has been used in ever widening com- 
mercial markets, the designers of end equipment prod- 
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ucts tend to have a more user-oriented and less techni- 
cal GPS knowledge base. In some cases, these users of 
GPS systems have been confused by conflicting and of- 
ten inconsistent specifications from the various re- 
ceiver manufacturers. By infusing GPS users with the 
tools to execute or judge performance tests using uni- 
form test standards, it was felt that the acceptance of 
GPS by the general public would be improved. 

Although the need was recognized to initiate a test 
standardization process, the structure and organiza- 
tional links of such a process were not obvious. A num- 
ber of organizations such as the IEEE, the Electronic 
Industries Association (EIA), the Radio Technical 
Commission for Maritime (RTCM), and the Radio 
Technical Commission for Aviation (RTCA) have ac- 
tive committee structures and routinely publish specifi- 
cations and standards. 

ION has emerged as the center of expertise on GPS but 
had no prior experience developing test standards. After 
some deliberation in 1993, the WG was established by 
ION to develop a set of test standards for commercial 
GPS receivers. 

The WG is guided by a Terms of Reference Document 
approved by ION. In this document the responsibilities 
of the WG are delineated including the marine, land 
vehicular, and handheld GPS applications that are to 
be addressed. 

The Terms of Reference Document specifically ex- 
cludes aviation and survey applications of GPS. ION 
felt that test standards for these applications were ade- 
quately addressed in documents produced by other or- 
ganizations. 

The Terms of Reference Document also specifies the 
desired composition of the WG. The development of 
any standard necessitates a broad-based membership so 
the results are not biased to benefit any particular or- 
ganization. To that end, the Terms of Reference 
Document states that the WG membership should in- 
clude representation from the following organizations: 

• GPS receiver manufacturers. 
• Manufacturers of systems that incorporate GPS 

receivers. 
• GPS test equipment manufacturers. 
• Test laboratories or other related groups. 
• Others with a special interest in GPS test stan- 

dards. 

The membership of the WG includes representatives 
from all of the above organizations. A complete list of 
the WG membership is provided at the end of this pa- 
per. 

WORKING GROUP ACTIVITIES TO DATE 

The WG began its serious technical deliberations in 
January 1994 during lON's Technical Meeting. The 
early meetings focused on gathering relevant technical 
information and determining an appropriate set of tests 
that could be applied to GPS receivers used in marine, 
land vehicular, and handheld applications. The WG has 
been fortunate to have several members from test or- 
ganizations who have made important contributions in 
developing the test suite and test methodology. 

The set of tests defined for the initial release of ION 
STD-101 includes the following: 

• Initialized Time-To-First-Fix (TTFF). 
• Warm start TTFF. 
• Reacquisition time. 
• Static navigation accuracy. 
• Dynamic navigation accuracy. 
• Radio Frequency (RF) interference. 

These tests were thought to be important to all of the 
applications that the WG planned to address. Once the 
set of tests was defined, the WG began to actually 
write and then review the document at each of the 
group's meetings. A summary of the early WG activi- 
ties is contained in the Initial Report of Activities of 
GPS Test Standards Working Group (ref. 1). 

In 1994, the Global Positioning System (GPS) Standard 
Positioning Service (SPS) Signal Specification (ref. 2) 
was released by the Department of Transportation and 
was found to contain several definitions and method- 
ologies directly relevant to the activities of the WG. 
Since this publication provided a clear statement of the 
GPS capabilities that would be made available to the 
commercial user segment, it was used as both a refer- 
ence document and a direct source for some definitions 
and test methodologies. 

In 1995, the WG began to perform a detailed review of 
the completed test standard until the proposed draft 
was felt to be of adequate quality for circulation out- 
side the WG. At the time of preparation of this paper, 
copies of the draft standard have been provided to 
North American GPS receiver manufacturers for their 
review and comments, and to all members of the Test 
Standards WG. In addition, there have been notices 
published in GPS World Newsletter and Global Posi- 
tioning & Navigation News stating the availability of 
the draft standard at lON's national office. Any person 
or group interested in reviewing the document before 
its initial publication have been invited to do so 
through the open press. 

The ION Council has the responsibility to approve any 
document before it can be published under the ION 
umbrella. The Council has expressed a desire to pub- 
lish the initial version of ION STD-101 in 1996 subject 
to review and disposition of comments from all inter- 

1646 



ested parties. Following publication of the standard, it 
is hoped that it will be adopted on a voluntary basis by 
GPS receiver manufacturers. 

OUTLINE AND STRUCTURE OF ION STD-101 

ION STD-101 has been structured to define a set of six 
generic tests and to provide a standard presentation 
format for the results of those tests. It is envisioned that 
user class appendices will be added to the document in 
the future. These appendices will define specific as- 
pects of the test conditions and provide limits to be 
met by equipment validated in each of the categories. 
The initial draft of ION STD-101 contains no user class 
appendices, but still provides a framework in which 
standard tests can be executed and results specified. 

Section 1 of ION STD-101 contains a statement of 
scope and overall intent of the document. Section 2 
contains a list of key definitions and other general 
terms that are used throughout the document. Within 
this section are the required levels of GPS service that 
are necessary to support the tests and a description of 
the requirements to run the tests in Differential GPS 
(DGPS) mode. 

Section 3 is the first of the sections defining the six 
generic tests that are the primary subject of the stan- 
dard. The format of Section 3 is explained, but this ex- 
planation is not repeated for the other sections since 
the format is common among them. This format in- 
cludes the following subsections: 

• Test concept. 
• Precise definition. 
• Test conditions and setup. 
• Detailed test methodology. 
• Test analysis. 
• Test data presentation. 

The test concept subsection is a short description of the 
test written in simple terms. The purpose of this subsec- 
tion is to convey a basic understanding of the test to a 
person who has no familiarity with GPS. 

The precise definition subsection provides a technical 
definition of the test and the mathematical basis for in- 
terpreting the results. The purpose of this subsection is 
to provide the technical basis for an informed evaluator 
to understand and interpret the test results. This subsec- 
tion also lists those aspects of the test which might be 
modified by the user class appendices. 

In the test conditions and test setup subsection, the en- 
vironment required to support the test is described. The 
purpose of this subsection is to give test personnel 
some organizational flexibility and to specify the con- 
ditions under which the test should be conducted. 

The detailed methodology subsection provides the test 
procedure. The test analysis subsection describes the 

mathematical basis for analyzing the results of the test. 
This subsection specifies how the raw recorded data is 
to be sorted and how the performance measurement pa- 
rameters are to be computed. The last subsection pro- 
vides the graphical format in which the test data, as 
computed using the information in the previous subsec- 
tion, is to be presented. A specific example is provided 
to clarify the format. 

TEST DESCRIPTIONS 

1. Initialized TTFF. This test establishes the time re- 
quired to obtain GPS navigation data at the specified 
accuracy after the receiver has been off for several 
hours. This test can also be thought of as the time re- 
quired to obtain the first fix after the receiver has been 
turned off overnight. This test is important to most 
commercial users of GPS since it quantifies the "dead 
time" that the user will encounter when the receiver is 
first turned on. 

One of the requirements of this test is that the receiver 
does not contain currently valid GPS ephemeris data. 
Therefore, the receiver must collect this data from the 
satellite signals that it acquires after the start of each 
test sample. Another requirement of this test is that the 
samples are spaced randomly so that the acquisition 
does not line up optimally with the GPS data frame 
which can make the TTFF appear to be 6 to 12 sec- 
onds better than it actually is. 

The issue of receiver initialization was considered from 
two perspectives. Some WG members felt that a delib- 
erate error at initialization should be introduced to 
eliminate the possibility of the receiver beginning the 
test with "the correct answer." However, since some 
receivers do not allow user-supplied initialization data, 
this requirement was not imposed in the general test 
definition. If initialization errors are needed to satisfy 
the requirements of some user classes, the errors can 
be specified in the user class appendices. This means 
that if a receiver is certified to a user class that re- 
quires initialization errors, the receiver must have pro- 
visions for user-supplied initialization data. 

The other issue with initialization errors concerns the 
fact that if a receiver knows the "correct answer" it 
can echo this value out even if it is not tracking satel- 
lites. Specific language was added to Section 2 of the 
test standard to ensure that a valid navigation data 
point must be derived from satellite signals being con- 
currently tracked. 

The required minimum number of samples for this test 
is 20. This number was selected as a compromise be- 
tween the desire for a large number and the practical 
limitation of some receivers which requires them to be 
inoperative for four hours to ensure that they do not 
contain valid ephemeris data. With a larger sample 
size the confidence interval associated with the final 
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data is smaller and the difference between the meas- 
ured TTFF and the true TTFF is smaller. Collection 
time for 20 samples by a receiver that does not have a 
method to "purge" ephemeris data is three days, which 
was judged to be a practical limit. 

2. Warm Start TTFF. This test is similar to the Ini- 
tialized TTFF test except that the receiver is inopera- 
tive for a shorter period of time and still contains valid 
ephemeris data from its previous navigation session. 
This test is important for many applications where the 
receiver may be turned off for short times to conserve 
battery energy. This parameter is also important for 
automotive users where the vehicle might be shut down 
for brief periods and a quick resumption of navigation 
is desired at power-up. 

In both TTFF tests, consideration was given to the 
quality of navigation data that should be required for 
the valid navigation point that signals the completion 
of a TTFF sample. Although some felt that the solution 
should be required to be within 100 meters of true posi- 
tion, the SPS signal specification (ref. 2) allows the 
accuracy to be as large as 300 meters 5 percent of the 
time. Therefore, the value of 300 meters was selected 
even though any receiver would be expected generally 
to navigate with much better accuracy. 

For this test it was practical to require a higher number 
of test samples since there is no specific time spacing 
between tests. Therefore, a minimum number of 50 test 
samples was chosen. Because of the higher number of 
samples, the 95 percent confidence level in this test is 
0.284 times the sample deviation compared with 0.467 
times the sample deviation for the Initialized TTFF 
test. 

3. Reacquisition Time. This test establishes the time 
required to resume navigation following a short block- 
age of GPS signals during normal operation. This test is 
important to all GPS users who operate receivers in ar- 
eas of signal blockage such as under bridges or around 
buildings. The test differs from the TTFF tests in that 
power is maintained to the receiver throughout the test. 

There are two independent dimensions to this test: 
blockage time and the number of satellite signals that 
are actually blocked. It was decided to structure the 
generic tests with no specific limits for either of these 
parameters, but to require that these parameters are 
stated with the test results. It is expected that as the 
user class requirements are defined, certain blockage 
conditions will be developed and specified. Therefore, 
a receiver would then have to meet these specific re- 
quirements to satisfy the general requirements of a par- 
ticular user class. 

A minimum number of 50 samples is required for the 
Reacquisition Time test. As with other test parameters, 
the quantity of test samples may be specified differ- 
ently for any user class. 

Unless this test is configured for blockage of all visible 
signals, it is best accomplished with simulated GPS 
signals where individual signals may be attenuated to 
simulate blockage. The test standard allows for tests to 
be conducted with live or simulated signals, but if 
simulated signals are used, they must be presented to 
the receiver at the minimum level specified for the 
SPS signals in the SPS signal specification (ref. 2). 

4. Static Positioning Accuracy. This test establishes 
the accuracy to which a receiver can determine its po- 
sition with respect to a known location. This is proba- 
bly the most frequently asked question among users of 
GPS receivers and is also the question which is likely 
to generate the most confusing answers. 

Receiver accuracies are currently specified with and 
without Selective Availability (SA), with varying per- 
centile levels, and with little definition of the test con- 
ditions. Yet it is the technical parameter often consid- 
ered most important by the ultimate user of the re- 
ceiver. 

The SPS signal specification (ref. 2) describes exten- 
sive procedures for measuring GPS navigation accu- 
racy and for specifying the GPS signal-in-space condi- 
tions necessary to support these measurements. ION 
STD-101 invokes these procedures and conditions in its 
definition of the positioning accuracy test. The standard 
then derives certain additional data items and requires 
various specific percentile levels to be displayed. This 
test requires the data to be collected at a surveyed 
benchmark. 

ION STD-101 requires a 24-hour test period as speci- 
fied in the SPS signal specification (ref. 2). Although 
this requirement may appear troublesome to some test- 
ers, it allows for the receiver to be tested across all 
satellite visibility conditions and geometric constraints 
that may exist in a 24-hour period. This requirement 
also ensures that there is adequate decorrelation of the 
measured errors so as to give an accurate assessment 
of receiver performance. 

As with other ION STD-101 tests, data may be col- 
lected while DGPS corrections are used as long as this 
condition is noted in the test results. ION STD-101 does 
not deal with the specific DGPS setup requirements 
other than to specify the required correction update rate 
of six seconds. Other issues such as the implementation 
of Type 2 messages are left to the tester to determine. 
Failure to deal properly with these issues will likely 
degrade the measured accuracy of the GPS receiver. 

5. Dynamic Navigation Accuracy. This test estab- 
lishes the accuracy to which a GPS receiver can de- 
termine its position in a moving vehicle. Although this 
parameter is not important to all users, it is critical to 
such applications as those mapping the position of a 
moving vehicle. In some cases, poor dynamic accuracy 
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can make a vehicle appear to be on the wrong street of 
a map. 

A key issue with this test definition was to ensure that 
the test could be accomplished with a satellite simula- 
tor. Very few test facilities have the ability to deter- 
mine the true trajectory of a test vehicle to the accura- 
cies necessary to determine GPS accuracy. While test- 
ing with a simulator is the preferred test mode, the test 
definition does allow for live tests in a moving vehicle. 

Accuracy is determined using the same techniques 
used in the Static Positioning Accuracy test except 
that the truth reference is a trajectory file rather than a 
surveyed position. Obviously, the accuracy of the truth 
trajectory has a direct effect on the final test results, 
but no provision is made to reduce the final error based 
on known errors in the truth source. The final accuracy 
number must absorb all errors in the testing process. 

This test also requires a description of the vehicle dy- 
namics used during the test. Summary parameters are 
presented with the test results to indicate the general 
scope of the test conditions. It is expected that certain 
vehicle dynamics will be specified for the user classes. 

6. Radio Frequency Interference. This test estab- 
lishes the ability of the receiver to operate in the pres- 
ence of interfering signals that may be received 
through its antenna. Although there are many commer- 
cial GPS applications that aren't concerned with this 
test, the immunity to signal interference is an impor- 
tant issue for others. 

This test specifies the techniques that are used to 
measure the interfering signal levels at which the re- 
ceiver first loses a satellite signal and the level at 
which it completely drops out of navigation mode. As 
with the other tests, this test may be run with live or 
simulated signals. Some of the required measurements 
to support the data analysis, however, make testing 
with live signals difficult. Clearly, this test is best ac- 
complished with a satellite simulator where signal lev- 
els are known precisely. 

INDEPENDENT VALIDATION OF ION STD-101 

An independent, preliminary evaluation of the test pro- 
cedures outlined in the draft version of ION STD-101 
(5 July 1995) was conducted at the YPG's GPS test fa- 
cility in Arizona. The purpose of the evaluation was to 
generate recommended changes to the draft document 
by exercising the procedures on typical GPS receivers 
in an operational environment. 

YPG's GPS test facility is located on the Cibola test 
range in a building isolated from other buildings and 
test structures. A 1x2 meter aluminum platform is lo- 
cated approximately 16 inches above the highest por- 
tion of the test facility and was used as a mounting sur- 
face for the test receiver antenna as well as the an- 

tenna for a reference receiver. The absolute accuracy 
of this antenna is known to 2 meters. 

The antenna cables were routed into the building to a 
test bench used to hold the GPS receivers and the test 
equipment during the evaluation. This installation pro- 
vided an unobstructed view of all satellites above the 
horizon, and the remote location of the test facility en- 
sured that the evaluation was conducted with a mini- 
mum of GPS signal interference. 

Three commercial GPS receivers from different manu- 
facturers were used during the evaluation. An addi- 
tional commercial receiver was used to generate the 
differential corrections used during some of the tests. 
Each receiver was delivered with an antenna and this 
antenna was used whenever the receiver was being 
tested. The receivers were also delivered with evalua- 
tion software that provided a man/machine interface 
and made it possible to acquire and record data from 
the system. The evaluation software and laptop com- 
puters were used as a data acquisition system when the 
respective receiver was being used in the evaluation. 
Because of time constraints, the six procedures out- 
lined in the draft standard were not performed on all 
three receivers. The Radio Frequency Interference test 
was not performed on any receiver during this evalua- 
tion. 

Initialized TTFF. This test was performed for all three 
test receivers. Each receiver was attached to a laptop 
computer running the evaluation software for that re- 
ceiver. Differential corrections were applied to two of 
the three receivers using an RS-232C connection from 
the differential receiver processor. 

Upon power-up, the power-on time was recorded. Each 
receiver's output was monitored using the respective 
manufacturer's evaluation software until the operator 
was notified by the receiver that the acquisition se- 
quence had been completed and the device was navi- 
gating in 3-D mode. Data recording continued subse- 
quent to the report of 3-D navigation until all available 
satellites were being tracked. 

After the specified 20 samples were acquired (8 sam- 
ples on one receiver), software was generated to de- 
termine and record the difference between power-on 
time recorded at the beginning of each run and the 
time the set was in 3-D navigation with a total error 
less than 20 meters as determined from the recorded 
data. 

Spherical Earth assumptions, as delineated in Annex C 
of the SPS signal specification (ref. 2), were used to 
assess the navigation error as a function of time. The 
statistics required by the procedures were also gener- 
ated. Due to time constraints, the tests were not spread 
over 24 hours. However, the samples were not synchro- 
nized to any UTC boundaries or the GPS 30 second 
data collection interval and the almanac was current. 
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Warm Start TTFF ("Warm TTFF). The procedures for 
this test were evaluated on two receivers. One was 
used to collect only 20 samples. The time that this re- 
ceiver was turned off before beginning the test varied 
from 1 minute to 4 hours. 

Fifty samples were collected on the other receiver with 
a fixed two minute interval between test samples dur- 
ing which the receiver power was off. The receiver 
time was initialized up to five minutes ahead or five 
minutes behind the actual time that power was restored 
and the receiver was provided differential corrections 
throughout the test. 

For each test sample, the power-on time was recorded 
and the receiver navigation output was monitored by 
the operator and recorded on a laptop computer. The 
time at which the receiver reported a valid 3-D solution 
was also noted. After the 50 samples were recorded, 
the data was processed and the time for which the re- 
ceiver reported 3-D navigation with a total error of 20 
meters or less was determined. This time was com- 
pared with the time the acquisition started, and the 
specified statistics on the time differences were com- 
puted. 

Forty six samples of the 50 tests conducted were in- 
cluded in the analysis, since the data collection proc- 
ess concluded before the receiver had converged suffi- 
ciently to meet the 20-meter error criteria for four of 
the tests. These four anomalies were due to a signifi- 
cant difference in the receiver performance rather than 
an inadvertent truncation of the recording time subse- 
quent to the receiver reporting 3-D navigation. The 
cause of the different receiver performance requires 
more analysis. 

As in the Initialized TTFF evaluation, the Warm TTFF 
trials were not spread over a 24-hour period. However, 
the other procedural constraints were followed. 

Reacquisition Time rREAC). The definition of this test 
in the draft standard allows for as few as one signal to 
be removed from the receiver. However, it was felt that 
blocking all signals was probably a more severe test 
and was certainly a very realistic scenario. 

The evaluation was performed using three receivers. 
One of them had an active antenna powered cofitinu- 
ously from a regulated laboratory power supply through 
a bias-T arrangement. Twenty samples were collected 
from two of the receivers. Fifty samples were collected 
from the remaining system. 

A 0 to 70 dB variable attenuator was connected be- 
tween each receiver and its corresponding antenna. For 
each sample, the receiver was allowed to track for a 
few minutes to ensure a current ephemeris and good 
navigation. The attenuator was then switched from 0 to 
70 dB and left at 70 dB for 3 minutes. Then the at- 

tenuator was switched back to 0 and the receiver was 
allowed to reacquire the signals. 

The time at which the attenuator was switched from 70 
dB to 0 dB was recorded. Data was recorded on the 
laptop computer through the 3-minute signal blockage 
interval, during the reacquisition interval, and for a 
short period subsequent to the receiver reporting 3-D 
navigation. 

Each of the test samples was analyzed to determine 
the time between the 70 to 0 dB switchover and 3-D 
navigation with a total navigation error of 20 meters or 
less. During this evaluation, there were no significant 
deviations from the published procedures. 

Static Positioning Accuracy. Two receivers were used 
to evaluate the procedures for this test. The antenna for 
each receiver was placed at a known location on the 
antenna platform above the roof of the GPS test facil- 
ity. Each receiver was allowed to navigate for a 24- 
hour period with differential corrections applied. The 
data acquisition system recorded the navigation output 
of each receiver at the normal receiver output rate. At 
the conclusion of the 24-hour navigation period, the 
data was analyzed to provide the statistics required by 
the procedure. 

Dynamic Navigation Accuracy. The evaluation of the 
procedures for this test was conducted at the YPG dy- 
namometer course. Two receivers were mounted in an 
Army "Humvee" wheeled vehicle. The antenna for 
each of the receivers was mounted on the upper surface 
of the vehicle. No differential data was provided to the 
receivers for this preliminary dynamic evaluation. 

Truth data for the evaluation was provided by one of 
YPG's laser trackers which tracked an optical reflector 
also mounted on the upper surface of the "Humvee." 
An additional truth trajectory was provided by a DGPS- 
based tracking system mounted in the vehicle. 

The "Humvee" was driven around the course at a 
nearly constant 30 mph. Six 10-minute circuits were 
completed in the 1-hour test. Preliminary horizontal er- 
ror data from the receivers for one of the circuits has 
been compared with the GPS-based vehicle tracking 
system. 

VALIDATION TEST RESULTS 

Tables I through V summarize the results of the valida- 
tion tests. Since the purpose of these tests was to per- 
form a preliminary evaluation of the test procedures, 
only representative samples are provided here and the 
identity of the receiver which provided the data is not 
revealed. 
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Table I. Initialized TTFF Test Results 

MEAN 
TTFF 

MIN TTFF MAX 
TTFF 

SAMPLE 
DEV 

SIGNAL NAV 
MODE 

AVAIL 
ACCY 

DGPS 

66 sec 59 sec 78 sec 5.03 live 3-D SPS Y 

Table II. Warm Start TTFF Test Results 

MEAN 
TTFF 

MIN TTFF MAX 
TTFF 

SAMPLE 
DEV 

SIGNAL NAV 
MODE 

AVAIL 
ACCY 

DGPS 

41.4 sec 28 sec 94 sec 12.87 live 3-D SPS Y 

Table III. Reacquisition Time Test Results 

MEAN 
REAQ 

BLOCK- 
AGE 

AVAIL 
SVs 

MIN 
REAQ 

MAX 
REAQ 

SAMPLE 
DEV 

SIGNAL NAV 
MODE 

AVAIL 
ACCY 

DGPS 

6.92 sec All SVs@ 
3 min 

*** 4 sec 11 sec 1.5 live 3-D SPS Y 

"* Since live signals were used, this was not a fixed number. 

Table IV. Static Positioning Accuracy Test Results 

Accuracy In Meters At Stated Percentile 
Level 

ACCY 
MEAS 

95% 99.99 
% 

100%: 
Max 

0%: 
Min 

50% 68% % 
VALID 

SIGNAL NAV 
MODE 

AVAIL 
ACCY 

DGPS 

AHPRE 1.60 3.51 3.82 0 0.67 0.92 100 live 3-D SPS Y 
AUPRE 3.18 5.72 6.09 0 1.21 1.72 100 live 3-D SPS Y 
APPRE 3.32 5.89 6.25 0 1.54 1.97 100 live 3-D SPS Y 

Table V. Dynamic Navigation Accuracy Test Results 

TEST TIME 
(sec): 

VELOCITY 
(m/sec): 

ACCELERATION (m/sec^) JERK (m/sec^) 

TEST 
CONDITIONS: 

MAXIMUM/ 
AVERAGE 

3600 13.4 minimal not available 

Accuracy In Meters At 
Stated Percentile Level 

ACCURACY 
MEAS 

95% 100%: 
Max 

0%: 
Min 

% 
VALID 

SIGNAL NAV 
MODE 

AVAIL 
ACCY 

DGPS 

AHPRE 31.4 43.4 0.4 99 live 3-D SPS N 
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CONCLUSIONS FROM VALIDATION TESTING 

The ION STD-101 procedures evaluated in this effort 
are comprehensive and provide good insight into the 
major performance issues of concern to the commercial 
GPS community. Potential commercial receiver cus- 
tomers can be assured of the performance integrity of 
GPS receivers and systems they .purchase if they have 
been subjected to testing according to these proce- 
dures. To make the procedures even more comprehen- 
sive, the following changes to the draft standards are 
recommended: 

1. Provisions should be made to account for anoma- 
lies during testing. For example, during one of the 
REAQ tests, one of the receivers indicated that it 
had locked on to all of the satellite signals, but it 
would not complete the process to 3-D even 
though the recording continued for many minutes. 
Also, time was reported as a large negative num- 
ber during the period. The cause of this is not yet 
known, but a special case for reporting such an 
anomaly should be provided. Such performance 
should not become a part of the 50 samples used 
to determine typical performance, but neither 
should such performance go unreported. 

2. Some method of reporting the number of satellites 
available should be devised for tests requiring 
many samples spread over the course of 24 hours. 
The number of satellites at a location varies con- 
siderably over a 24-hour period. 

3. Provisions should be made to require recording 
differential corrections when they are being used 
in a test. This will provide a more complete rec- 
ord of the conditions affecting a test and will al- 
low a more complete investigation into any 
anomalous performance. 

4. Differential corrections should be required during 
dynamic testing in the presence of SA to help 
separate the effects of SA on navigation perform- 
ance from navigation errors induced by dynamics. 

FUTURE PLANS OF THE WORKING GROUP 

The next activity of the WG will be to review all of the 
comments received from the GPS community regarding 
the draft ION STD-101 (dated 5 July 1995) currently in 
circulation. The WG will reach a consensus and pres- 
ent the final document to ION early in 1996. It is an- 
ticipated that the test standard will be published essen- 
tially in its current form in 1996. 

Following publication, the WG will shift its focus to 
the definition of performance requirements for user 
classes of GPS. This work will involve cooperative ac- 
tivities with other committees and organizations who 
are more oriented toward these specific groups. As user 

class requirements are defined, they will be released as 
appendices to ION STD-101 or released as separate 
standalone documents. The WG will continue to re- 
ceive and review written comments to ION STD-101 on 
an ongoing basis. 
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ABSTRACT 

With the Congressional mandate to integrate Global 
Positioning System (GPS) user equipment into all 
Department of Defense (DOD) platforms by the year 
2000, a significant number of military platforms 
integrating GPS have entered the laboratory and field test 
phase for the GPS/avionics upgrade. The number of 
platforms requiring precise and cost efficient testing and 
analytical support have yielded an increasing number of 
integrated GPS test support requirements for the 746th 
Test Squadron (746 TS). In response to the amount of 
platforms requiring test support, the 746 TS, also known 
as the Central Inertial Guidance Test Facility (CIGTF), 

has developed the Navigation Test and Evaluation 
Laboratory (NavTEL), the Test Support Network (TSN), 
and the Portable Field Jamming System (PFJS) to 
provide an all-inclusive test and evaluation facility for 
both military and civilian users integrating GPS. The 
NavTEL is designed to test integrated GPS architectures 
in a controlled static or dynamic simulated environment 
by generating highly accurate time synchronized GPS RF 
signals, Inertial Navigation System (INS) models, and 
various navigation aiding sensors to provide a 
configuration for fiill integrated navigation performance 
testing. The TSN, which is used to support field testing 
and performance evaluation of integrated GPS 
architectures, consists of a series of six imique 
Differential GPS (DGPS) ground reference stations that 
provide continuous Time-Space-Position-Information 
(TSPI) truth reference data throughout the greater 
continental United States (CONUS). Finally, to assess 
interference associated with GPS signals, the 746 TS has 
developed the PFJS to provide a mobile resource for GPS 
interference testing. With these imique test capabilities, 
the 746 TS can provide a "standard" test and evaluation 
resource for integrated GPS user equipment through the 
year 2000 and beyond. 

EVTRODUCTION 

The outstanding success of GPS during the Persian 
Gulf War and its operational effectiveness in the world's 
cormnercial surveying and transportation systems has 
resulted in an extraordinary increase in military and 
commercial GPS user equipment (UE) development, 
integration, and test activity. As a result of the 
outstanding performance provided by well developed, 
integrated, and tested GPS architectures. Congressional 
language has specifically stated that all DOD weapon 
systems must be equipped with GPS UE no later than 
fiscal year 2000 or risk reduction or elimination of 
procurement/modification fimding. For commercial 
applications, integration of GPS UE is also moving very 
rapidly due to the potential decommissioning of existing 
ground based navigation aids such as TACAN, VOR, 
DME, ILS, etc. Witii the proliferation of GPS UE, a 
substantial    increase    in    integrated    GPS    system 
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performance testing has become profoundly evident and 
as a result has taxed both the militaiy and commercial 
testing commxmities significantiy. As budgets shrink 
and as the year 2000 approaches, reducing the effects of 
integrated systems cost and schedules has become the 
driving factor for cost efficient and effective system 
testing. 

Recognizing the enormous task of testing and 
evaluating GPS integrated architectures, the 746th Test 
Squadron (746 TS), the Responsible Test Organization 
(RTO) for GPS UE, has strengthened existing and 
developed new capabilities necessary to properly test and 
evaluate integrated GPS/avionics systems. With proven 
resources for laboratory and field testing, the 746 TS has 
become a "standard" test and evaluation facility for 
integrated system testing. 

In order to mitigate cost, schedule, and installation 
risks associated with integrated GPS architectures, the 
746 TS utilizes several advanced testing resources. For 
performance risk reduction in a laboratory environment, 
the Navigation Test and Evaluation Laboratory was 
developed to accurately simulate integrated UE/avionics 
mission scenarios to determine fimctional and 
performance characteristics for a particular platform. 
Following laboratory testing, field testing is conducted to 
further characterize system performance. In support of 
field testing, CIGTF has developed the Test Support 
Network and the Portable Field Jamming System. These 
test assets provide unique resources for truth reference 
and characterizing system performance in both a "clean" 
and "challenged" GPS signal environment. With the 
development of these test resources and over 25 years of 
proven experience in navigation system test and 
performance evaluation, the 746 TS can meet the 
challenges that GPS brings into the world of navigation. 

This paper highlights the proven standard resources 
utilized by the 746 TS in the test and evaluation of 
integrated GPS/avionics architectures. 

NAVIGATION TEST AND EVALUATION LAB 

The 746 TS Navigation Test and Evaluation 
Laboratory (NavTEL) supports GPS integrators working 
to meet the Project 2000 deadline by evaluating entire 
integrated navigation systems rather than looking at 
individual system subcomponents. The integrated system 
under test consists of multiple subcomponents feeding 
data to a flight management system or mission computer 
which processes subsystem data, interfaces with the flight 
crew, and drives the flight instruments. NavTEL allows 

Dynamic Flight Profile 
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1553 
Bus Catii(Met/ 
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Figure 1. NavTEL Hardware Test Environment 

integrators to characterize and troubleshoot integrated 
systems in a controlled environment. 

The NavTEL Concept 

The purpose of NavTEL is to "fly" tiie integrated 
system in the laboratory. NavTEL stimulates actual 
system hardware to test both fimctionality and 
performance. Precise subsystem modeling is used to 
recreate navigation hardware components that cannot be 
dynamically driven in a laboratory environment. 

Figure 1 illustiates the NavTEL interfaces with the 
integration. The flight profile is generated analytically or 
from actual fiight data collected via NDL-STD-1553 or 
RS-422 data buses. To help in the development of 
realistic flight profiles, the 746 TS implements aircraft 
flight models for the F-15 and C-130, as well as a 
"tunable" generic aircraft profile model. The flight 
profile is the absolute truth reference used to generate the 
navigation signals which interface and dynamically drive 
the hardware integration in the laboratory. 

To test the integrated hardware in the laboratory, 
line replaceable units (LRUs) used in the integration are 
driven with simulated dynamic signals. These time 
synchronous signals are created real-time in the 
laboratory to assist in creating a standard fiight profile. 
NavTEL's benefit to the integrator is its processing power 
and flexibility to generate all the signals and bus traffic 
the integrated hardware is designed to receive. The 
distributed architecture of NavTEL can synchronously 
create real-time representations of the GPS RF signal and 
inertial navigation systems (INS), as well as all other 
expected navigation information: central air data 
computer (CADC), Doppler-Radar, attitude-heading 
reference system (AHRS), etc. 
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The GPS signal is generated by a GPS signal 
simulator and controlled by NavTEL to maintain 
accurate time-tagging with the other test elements. 
Within the GPS simulator, it is possible to vary and 
control all the GPS Space and Control Segment error 
sources: ionospheric delay, tropospheric delay, discrete 
signal errors, and C/No power levels. The simulator also 
generates "clean" and "challenged" GPS signal 
environments in order to evaluate the effects of signal 
interfence on the integrated system. This allows the GPS 
sensor within the integration to be exercised throughout 
its defined mission flight profile environment. 

NavTEL generates precise data traffic models for 
integrated navigation subcomponents which cannot be 
dynamically "flown" in the laboratory. The most 
important of these navigation models is the inertial 
navigation system. The INS data traffic is generated by 
combining the flight profile truth data with a highly 
characterized and verified INS error state model. The 
746 TS has verified INS error models for the ENAC-77, 
SNU-84, and FNU-85 INSs. The NavTEL development 
staff has also generated a 77-parameter generic INS 
model that can be modified to represent a myriad of 
different INSs. The INS data is formatted and 
transmitted across the data bus which the integrated 
navigation system is expecting to receive. ARINC-429, 
ARINC-575, and MIL-STD-1553 are examples of 
interface buses on which INS data messages are 
transmitted. 

The power of NavTEL lies not in its ability to 
generate a single error model (like the INS), but to 
generate all the required models real-time to stimulate 
the complete navigation system. NavTEL generates and 
drives the system with all supporting subcomponent data 
(CADC, Doppler-Radar, AHRS, etc.). This supporting 
navigation data is formatted into the expected data 
messages and transmitted on the applicable data bus. 

Expandable modeling resoiu-ces, synchronous 
parallel processing control, and real-time system 
interaction make NavTEL a flexible, effective resource 
for integration test. The overriding goal of NavTEL is to 
generate a dynamic signal test enviromnent to ftdly 
stimulate system hardware in a controlled laboratory 
setting. The hardware units receive the GPS, INS, 
CADC, AHRS, and other navigation data as they would 
during flight test. This ability to dynamically evalxiate 
the complete integrated system allows NavTEL to 
conduct testing that had previously been the exclusive 
domain of flight test. 

NavTEL Test Capabilities 

During integration test programs, NavTEL has 
shown itself to be invaluable to integrators in two specific 
test areas: failure identification and performance 
characterization. 

Failure Identification 

One of the greatest assets of new integrated systems 
is their ability to incorporate information from a variety 
of sensors. The integrated systems blend the sensor data 
together into a single information source to drive the 
flight instruments and aircrew displays. Unfortunately, 
the complexity of the integrated system can make error 
source isolation difficult when system-level anomalies are 
detected. System integrations consistentiy contain 
subcomponents fiom different manufacturers with 
different interfaces, all linked together and e^qwcted to 
work as a single system. NavTEL provides a controlled 
environment to conduct diagnostics and answer the 
question: What is causing the problem? 

Integrators have utilized NavTEL to identify system- 
level performance anomalies down to a single error 
source. This ability to characterize and isolate errors has 
allowed integrators to correct the problems early in test 
programs. NavTEL is often used on-the-fly during flight 
and van testing to characterize errors seen during field 
testing. If a problem is seen in a van or flight test, the 
equipment is brought into NavTEL, and the test scenario 
is recreated in the laboratory. The system analysts can 
take fidl advantage of the NavTEL test environment; the 
controlled nature of laboratory testing, the ability to rerun 
scenario segments, and the real-time NavTEL test 
interface to isolate and replicate error sources. 

An example of NavTEL's failure identification 
capability was demonstiated during a MAGR/INS test 
program conducted at the 746 TS. A problem was seen 
in the GPS velocity measurements to the integrating 
Kalman filter. The problem induced a velocity estimate 
bias from which the filter would not recover. NavTEL 
was able to recreate the exact velocity error using 
simulated GPS signals. The problem was identified as a 
time lag between the occurrence of a subsystem 
performance degradation and the notification of that 
degradation. Thus the integrating filter accepted 
degraded subsystem data with too great of a confidence 
weighting. By characterizing and documenting the error 
source in a government laboratory setting, the test 
program was able to maintain schedule. 
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While troubleshooting is always a difficult and 
trying task, NavTEL strives to identify and isolate system 
failures easily. The point is to give the analyst the 
support and the tools necessary to answer the questions 
that arise: What is making the system fail? Is the 
problem interface cabling or data latency? Is it the GPS 
figure of merit or the INS gyro drift? Testers can quickly 
answer these questions using NavTEL and narrow the 
problem down to a single source. NavTEL becomes the 
analysis tool to debug the problem and give the integrator 
the answer needed. 

Integration Performance Testing 

Like most acquisition programs, GPS integration test 
programs are being asked to do more with less. The 
increasing capabilities of the integrated systems call for 
longer and more extensive test programs. Unfortunately, 
budget and schedule constraints force integrators toward 
aggressive test schedules and shorter flight test programs. 

1 
GPS Sensor 1 

UNS-IB 
FMS 

GPS Sensor 2 
CDU 

DME 

DataNavIV 

Flight 
Instruments 

VLF/Omega 

Dir. Gyro 

Fuel Flow 

1 

Figure 2. C-21 Proposed Integrated Navigation System 

NavTEL, as a standard testbed, is used to mitigate 
schedule risk and augment the flight test program. 
NavTEL's ability to recreate flying conditions in the 
laboratory allows integrators greater flexibility in the 
design of their test programs. Fimctional and 
performance characterization that could previously only 
be conducted in flight test can now be characterized in 
the laboratory. 

The C-21 integration test program is an example of 
NavTEL testing used to document system performance. 
The testing is being conducted on the proposed 
integration architecture for the C-21 aircraft. The 
integration consists of a two GPS sensors, a flight 
management system (FMS), and a variety of other 
na\dgation sensors/aids. The FMS integrates all the 
information together and drives a control display imit 
and flight instruments (Figure 2). 

C-21 NavTEL testing will take place before 
prototype installation is complete. NavTEL will test the 
flight management fimctions, the system interfaces, and 
the performance of the P(Y) Code GPS sensor proposed 
for the integration. By completing NavTEL testing 
before flight test begins, laboratory test results can be 
used to guide and fiirther define the flight test plan. 

NavTEL Architecture and Validation 

The NavTEL architecture is modular and object 
oriented for fiiture expansion. The main processing 
horsepower is provided by Motorola 68040 processors on 
VME single board computers. Three SPARCstation 
10^^ workstations are used for sensor model 
development, real-time test interface, and data display. 
Shared data/conflict issues are resolved through the use 
of a real-time shared memory network. Process 
synchronization is maintained via the Distributed Ada 
Real-Time Executive (DARTE). The executive is 
synchronized with a 1 pulse-per-second signal from the 
GPS simulator, a Northern Telecom (NT) STR2760. The 
simxilator generates radio frequency (RF) for up to 10 
satellites with LI and L2 signals. 

NavTEL, as a GPS Joint Program Office (3P0) 
developed test and evaluation asset, has taken part in the 
GPS laboratory validation program. The NT simulator 
has been certified to the highest level by the Satellite 
Simulator Control Working Group (SSCWG), which is a 
GPS JPO sponsored consortiimi of government agencies. 
This consortium consists of various government agencies 
with a wealth of experience in GPS simulation. 

NavTEL is a test asset designed to exploit modem 
simulator technology and parallel computer processing 
horsepower to aid in the development and test of modem 
integrated navigation systems. NavTEL is used both as a 
troubleshooting analysis tool and as a performance 
characterization testbed. Implemented in conjunction 
with GPS flight test assets, NavTEL provides a high 
degree of confidence in the performance of GPS 
integrated systems. 

TEST SUPPORT NETWORK 

The primary objective of the TSN is to provide a 
"wide area," standard, validated Time-Space-Position- 
Information (TSPI) tmth reference resource for field 
testing (van/flight) GPS architectures throughout the 
CONUS. Since the major expenses in any field test 
program include range support, system evaluation, and 
the costs associated with moving program test resources 
(hardware and personnel) to an obscure test staging area. 
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the TSN support capabilities provide a new perspective to 
the art of system testing. With the TSN, cost effective 
and efficient testing is available virtually throughout the 
entire CONUS without the cumbersome logistics of 
moving or reconfiguring a TSPI resource. 

The TSN consists of a series of unique military 
DGPS ground stations called Satellite Reference Stations 
(SRS) strategically deployed at military installations 
throughout the United States. Figure 3 shows the current 
locations for the network stations. The 500 nautical mile 
radius circles around each station represent the basic area 
of coverage for mission operations. With special mission 
planning, extended coverage can be attained (1). Upon 
request by the customer, mobile SRS's can be deployed to 
specific operating locations to support programs in areas 
not currently covered by an existing TSN station. During 
a test mission, the SRS collects all-in-view Precise 
Positioning Service (PPS) GPS data, while a data 
acquisition system on board the test platform records raw 
GPS measurements as well as the integrated navigation 
solution. Once the mission is complete, an on-site team 
transmits the data via an electronic link or courier 
services to the 746 TS data processing facility at 
HoUoman AFB. The data processing team processes the 
raw platform GPS measurements with the SRS data to 
generate a highly accurate reference TSPI. Accuracy of 
the TSN is 2-4 m (position) and O.lm/s (velocity) 3d 
RMS at 1 Hz. Higher rate data (20 Hz) can be attained 

with special on-board INS instrumentation. The test 
team uses this product plus other recorded GPS, INS, and 
integrated system data to evaluate the integrated GPS 
architecture. 

Satellite Reference Station (SRS) 

The SRS is a self-contained PPS GPS ground 
reference station designed to support two primary 
fimctions. It monitors the GPS Space and Control 
Segment by tracking all-in-view GPS satellites to detect 
performance anomalies which affect GPS navigation. 
This quality control monitoring function is required to 
isolate space and control segment errors fi-om user 
equipment errors. Secondly, the SRS tracks all satellites 
in view and computes pseudorange and deltarange 
corrections in real time to produce DGPS TSPI in 
support of test programs. All data is recorded and 
processed post-mission. 

Figure 4 shows the SRS hardware configuration. 
The GPS receiver is a modified military Collins Receiver 
(RCVR) 3A; a five channel, two-fiequency, P/Y code 
receiver modified to track all visible satellites. The raw 
pseudorange and delta range measurements firom up to 
12 satellites are processed in real time to compute 
pseudorange and delta range corrections. These cor- 
rections are recorded for post processing along with all 
raw measiu-ements.    The antenna is a standard fixed 
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Figures. TSN SRS Locations 
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Figure 4. SRS Hardware Configuration 

reception pattern antenna (FRPA) which is placed near 
the receiver to maintain signal integrity. Extreme 
caution is taken for proper antenna placement in order to 
eliminate antenna/signal multi-path effects. An external 
atomic frequency standard provides an extremely stable 
time source for maintaining system integrity. 

A ircraft Instrumentation 

The TSN is built around the use of the military 
Collins RCVR 3A or Miniaturized Airborne GPS Re- 
ceiver (MAGR) on the test platform. Raw pseudorange 
and delta-range measmements fi'om the front end of the 
receiver along with other GPS and sensor data such as 
INS are recorded on-board the test platform for post- 
processing. The primary data interface for on-board 
recording is the RS-422 Instrumentation Port (IP) or 
MIL-STD-1553B data bus. 

Data recording is provided by one of two techniques. 
Depending on available space, a PC Buffer Box can be 
interfaced to the IP and digitally recorded in a PC format. 
If space is limited, RS-422 data can be recorded on one 
channel of an existing on-board instrumented analog re- 
corder. The analog tape is then replayed through a 
PCBB on the ground after the mission and recorded. If 
the platform is not integrated with a Collins 3A or 
MAGR, or does not have a compatible ICD-GPS-150 
interface, a data acquisition instrumentation system can 

be installed for raw measurement and navigation data 
collection. 

The test team uses the data products produced by the 
SRS, test platform, and 746 TS data processing facility to 
evaluate the integrated GPS navigation solution as well 
as the GPS and INS sensor data. Data products inclwde 
an extensive number of table and error plots for any of 
the recorded parameters. The SRS pseudorange and delta 
range measurements are processed to generate a "ground 
truth" which is used as a baseline to compare with the 
test item and isolate potential anomalies. 

Integration Analysis 

Table 1 highlights the "basic" evaluation data 
provided by the data processing facility. Evaluation of 
the integration is performed using data from four sources 
when available. These are SRS ground truth, GPS 
receiver, INS, and integrated navigation solutions. The 
reference station data helps to isolate any GPS problems 
or errors. The INS data can be plotted and evaluated to 
show any ESTS anomalies. Using all the available data, 
746 TS evaluation team analyzes each mission to 
evaluate the performance of the system, identify 
problems, and compare the results to the objectives. At 
the conclusion of the test program, the 746 TS 
summarizes the results and prepares a final report for 
submittal to the integrating agency. 
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The 746 TS DGPS capability has been used for 
several years to support such programs as the B-2 
avionics test program (for both local and wide-area 
testing), the T-39 Non-Precision and Precision Approach 
test programs, the B-52G, F-16C, A-lOA, C-130 SCNS, 
AV-8B, F/RF-lllC, F-lllA/E, and F-lllF integrated 
GPS test programs, including a myriad of stand-alone 
GPS UE test programs. Its use and effectiveness has 
been very well received and has provided a military 
standard for system integration testing. 

PORTABLE FIELD JAMMING SYSTEM 

Following the fimctional and performance evaluation 
that NavTEL and the TSN provides, the Portable Field 
Jamming System (PFJS) is a 746 TS test asset that 
supports si^ial interference field testing of GPS receivers 
and integrated systems. Through the use of portable 
signal generators, the system provides a known 
interference environment for integrated systems to pass 
through. The PFJS allows users to characterize system 
performance in a challenged signal environment. 

The PFJS consists of several vans equipped to 
transmit interference signals to the system under test 
(Figure 5). The vans are equipped with an antenna on an 
extendable mast, a control personal computer (PC), a 
spectrum analyzer, and a power meter. A trailer- 
moimted generator provides the power needed to run the 
system. The system was characterized by the Joint 
Communications Control Warfare Center (JC2WC), MIT 
Lincoln Laboratories, and the 46th Test Group Radar 
Target Scatter Facility (RATSCAT) in March of 1994. 

Through strategic placement of the vans, a variable- 
strength interference environment is produced. The 
signal generators are controlled through in-house 
developed software (SkySync) run on the control PC. 
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Analyzer 
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Figures. Portable Field Januning System 

Figure 6. PFJS Block Diagram 

The generated signal is filtered and amplified, and finally 
sent through a coupler to a spectrum analyzer and power 
meter, and transmitted (Figure 6). Data is collected from 
the Control PC, the spectrum analyzer and power meter 
for post-processing. With advanced data processing 
tools, quick look analysis of the testing is produced in a 
minimal amount of time. 

There are many advantages the PFJS can provide to 
the test community. Coupled with NavTEL, the PFJS 
can verify the simulated results with actual field testing. 
The portability of the system allows testing at a customer 
desired location. PFJS allows the flexibility to produce a 
range of interference effects to test a variety of GPS 
stand-alone and integrated systems. 

ANALYSIS 

GPS stand-alone and integrated navigation 
technology has been developed to improve the accuracy 
and reliability of aircraft navigation systems. The 
analysis of these systems focuses on characterizing this 
performance. While any test report will incorporate a 
variety of variables or test points, three of the most 
important of these are position estimation performance, 
velocity estimation performance, and the 
availability/reliability of these estimates. The 746 TS has 
developed standard analysis packages that document 
these variables. Standardization of data representation 
allows integrators to compare results between programs 
and increase the cross-flow of information/lessons 
learned. 

Table 1 shows a listing of typical plots generated in a 
standard data package. The data is represented as 
difference data between the system-imder-test and the 
truth reference (either the NavTEL simulated flight 
profile or tiie TSN DGPS reference TSPI). The data 
plots show the time history of the system performance 
over the simulation/flight test as well as summary 
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Figure 10. User Equipment Health Plot 
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Table 1. Standard Performance Plots 

1                PiXJT mm^^mB^msmm^i^^ 
GPS-DGPS-Ground Truth Authorized Ground Truth: 

ORE Fits, Benchmark Difference 
ORE Ground Truth Receiver GPS User Ground Truth from the 

SRS ORE'S 
GPS-DGPS Position Position Error 

GPS-DGPS Velocity Velocity Error 

INS-DGPS Position INS Position Error Plot 

INS-DGPS Velocity INS Velocity Error Plot 

GPS Status GPS Receiver Status 
(FOM, EPE, EHE, EVE, Status Bits) 

UE Health User Equipment Health (Channel Status) 

GPSXvsY,ZvsY Racetrack from GPS Receiver 

GPS Position vs Time GPS Receiver Position 

GPS Velocity vs Time GPS Receiver Velocity 

DGPS Quality Assurance Validation of Post Processed Products 

Statistics for the mission (mean difference,  standard 
deviation. Root Mean Square Error). 

Figures 7 and 8 are standard plots for docmnenting 
position and velocity performance. Figure 7 shows the 
system position performance against DGPS TSPI as 
pioduced via the TSN. The plot is divided into four 
separate horizontally cascaded sections. The top three 
sections show system performance (system position 
difference against DGPS TSPI) in its three degrees of 
freedom in space: East(X), North(Y), and Vertical(Z). 
The fourth section shows a radial difference in the 
horizontal plane (2D) and in space (3D). Figure 8 
portrays the same information for the system velocity 
performance. The system velocities VNorth, Vsast, and 
Vverticai 316 differcnccd with the DGPS TSPI velocities. 
Radial velocity performance (2D and 3D) is documented 
in the same maimer as radial system position 
performance. 

Figures 9 and 10 show summary information 
regarding GPS/system availability and rehability. These 
plots show system status information collected via the 
GPS RCVR RS-422 instrumentation port. The data 
encompasses everything from individual GPS RCVR 
channel C/NQ levels to INS data availability. These plots 
are essential analysis tools in determining the 
performance of integrated as well as stand-alone GPS 
svstems. 

The 746 TS has developed the standardized analysis 
tools and packages to increase a common test database 
and cross-flow of information between test programs. By 
utilizing pre-existing data products, integrators can 
benefit from the efforts and results of past GPS test 
programs. The goal is to retain Air Force corporate test 
knowledge to better support aircraft driving towards the 
Project 2000 deadline. 

SUMMARY 

Integrating GPS into over 200 DOD aircraft and 
completing all laboratory and field testing by the year 
2000 is a major undertaking. As the RTO for GPS UE, 
the 746 TS (CIGTF) has developed the Navigation Test 
and Evaluation Laboratory, the Test Support Network, 
and the Portable Field Jamming System as standard, 
military test resource for integrated GPS test and 
evaluation. Each test resource was developed with a 
primary emphasis in mind: provide a test capability that 
results in tests conducted and reported accurately, 
eflficientiy, and cost effectively. While the challenge to 
integrate GPS into every military system by the year 2000 
remains great, the expected laboratory and field test 
support can be met through the proper plaiming and 
utilization of existing proven resources. 
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ABSTRACT 

Accuracy is the attribute that usually comes to mind 
when discussing GPS. For navigation using either PPS 
or SPS, however, accuracy is not often a major 
distingushing characteristic for GPS equipment. Users 

more often consider physical attributes, cost and 
availability of features to make buying decisions. Yet 
one other aspect of GPS is critical: Time to First Fix 
(TTFF). How long after power-on does it take a GPS 
receiver to compute a position? This paper discusses the 
meaning of TTFF and its implications for the user. It 
describes the limitations of GPS that create lower Umits 
for TTFF. The paper recommends a method to test 
receivers for TTFF and presents the results of tests 
conducted using the recommended method. 

INTRODUCTION 

If a word association game were played and "GPS" was 
the first word, it's likely that "accuracy" would be the 
response. The world has been conditioned to beUeve that 
GPS equipment provides very accurate answers. Even to 
those for whom SPS accuracy levels are acceptable, 
"accuracy" is the knee-jerk response when GPS is 
mentioned. 

Accuracy, however, is only one feature of the 
performance of a navigation system. There are several 
items which describe and distinguish the behavior of 
different navigation systems. The Federal 
Radionavigation Plan [Reference 1] describes navigation 
system parameters such as coverage (global versus local), 
availability (24 hours versus part time), fix dimensions 
(2D versus 3D) and fix rate. Tune to First Fix is not 
specifically included in the FRP's Ust of system 
parameters. Yet, in many situations, the time a user 
must spend waiting for the GPS receiver to obtain its first 
fix after power-on is the most frustrating part of GPS. 

There are different TTFF-type terms to cover different 
starting conditions for the receiver. Unfortunately, there 
has been no one-to-one correspondence between a TTFF- 
term and a set of starting conditions. The consequence is 
that manufacturers' data sheets and evaluations by 
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testing agencies provide results that make it difficult to 
evaluate receiver capabilities. 

The GPS Test Standards Working Group was established 
to put some order to GPS equipment evaluation by 
creating standard definitions and by recommending test 
conditions for several performance traits. The Test 
Standards Working Group document [Reference 2] 
covers more than TTFF but TTFF is the focus of this 
paper. 

In this paper, we will briefly discuss the confusion 
surrounding TTFF and describe the scenarios to which 
TTFF terms apply. We recommend three TTFF related 
terms and we suggest test procedures to evaluate the INIT 
TTFF. We close by providing results of INIT TTFF 
testing of three different GPS receivers. 

A RECEIVER SURVEY 

The confusion fliat surrounds TTFF is exempUfied in a 
receiver survey conducted by GPS World. GPS World 
tabulated statistics on 275 receivers from 54 
manufacturers [Reference 3]. Three TTFF columns were 
Usted. A "Cold Start" TTFF was defined as the case 
when "ephemeris, almanac, and initial position and time 
are unknown." For a "Warm Start" TTFF, tiie receiver 
has a recent almanac, current time and initial position, 
but no current ephemeris. And a "Reacquisition" is 
based on the loss of signal for at least one minute. In 
some cases, tiie Cold Start TTFF was shorter than die 
Warm Start TTFF! Note: The Cold Start and Warm 
Start columns were switched in tiie magazine. 

Cold Start TTFFs ranged from <35 seconds to 25 
minutes. Warm Start TTFF's ranged from 5 seconds to 
20 minutes. Reacquisition times ranged from 
"immediately" and 1 second to 2 minutes. Figures 1 and 
2 depict the TTFFs quoted for 121 receivers from 11 
different manufacturers. Figure 1 is tiie Warm Start 
TTFF and is arranged in order. Figure 2 depicts die Cold 
Start TTFFs for the corresponding receivers. Witii such 
a wide range of values, it would seem that some receivers 
are very, very good and some are very, very bad. We 
believe that the wide range of values is caused more by a 
lack of testing and a lack of a clear definition for the 
parameter than by any significant receiver deficiency. 

THE TESTS STANDARDS EFFORT 
Teasley and Abby described the general purpose of the 
ION Test Standards effort in Reference 4. The Working 
Group's charter limits the scope of flie effort to marine, 
land and handheld and excludes aviation, military and 

survey. There are bodies within the excluded areas tiiat 
have already established themselves in a role to set 
standards and/or evaluate equipment. There is no reason 
why the excluded applications could not use the Working 
Group's suggestions. 

The current draft of the Test Standard [Reference 2] is 
dated 5 July 1995 and is available for review. Some 
comments in this paper do not align tiiemselves exactiy 
with the draft. Interested parties should provide 
comments to the Institute of Navigation. 

The Test Standard defines an environment tiiat should 
exist prior to testing. It requires that GPS coverage exist 
during tiie test. Coverage is defined to include a mask 
angle of 10° and a four satellite PDOP of 6 or less for 3D 
tests and tiiree satellite HDOP of 4 or less for 2D tests. If 
GPS coverage does not exist, then there is no test. For 
the TTFF testing discussed here, the definition of 
coverage was modified to allow PDOP up to 12. The 
rationale for this modification is that the first fix need not 
be die most accurate; simply one to indicate fliat the 
receiver has locked onto sufficient satellites to give a 
reasonably accurate position fix. If applications require 
more stringent conditions, the test methodology still 
applies only the numbers change. 

TIME TO FIRST FIX 

The terminology "Time To First Fix" has had more flian 
one description and more than one explanatory footnote. 
Ratiier dian discuss the history of tiie terminology, we 
propose to focus on a literal definition and how the 
definition applies to users. The goal is to describe a 
situation that applies to everyone - not just to unusual 
circumstances. 

Literally, "Time To Fu-st Fix" should mean just what it 
says: the length of time it takes to get a first fix from the 
receiver? But this simple definition is complicated by 
different answers to die "When" and "Where" questions: 
How long has it been since my last fix? Where was I 
when I got flie fix? : 

Of the various combinations of answers to the "When" 
and "Where" questions, three most common situations 
occur. The following table lists the different responses to 
the "When" and "Where" questions and provides a 
sample situation for each combination of responses. The 
draft standards document defines three TTFFs to match 
the three most common situations. 
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Table 1 
Situations Associated with Various "When" and "Where" Responses 

A few seconds ago 

About an hour ago 

Last night 

A long time ago 

Close to last use 
Temporary blockage (passed 
through a tunnel) 
Turned off to go to lunch (to 
preserve power) 
Use GPS daily (relates to the 
first turn on of the day 
Use GPS infrequently and the 
almanac may be very old 

Far away 
If you are here, you are speeding 

Maybe not quite as fast but 
you're still moving 
Use GPS daily but just got off an 
intercontinental flight 
Almanac and position are very 
old 

Table 2 
TTFF Definitions Associated with Various "When" and "Where" Responses 

A few seconds ago 
About an hour ago 

Last night 

A long time ago 

Close to last use 
Reacquisition Time (REAQ) 
Warm Start Time to First Fix 
(WARM TTFF) 
Initialized Time to First Fix 
(CSHTTTFF)  
Not covered 

REAQ, applying to the temporary blockage condition, is 
identical to "Reacquisition" in the GPS World survey. 
WARM TTFF is not covered in the GPS World survey. 
The INIT TTFF is identical to the "Warm Start" in the 
survey. 

COLD START TTFF AND MEMORY 

Many earlier defmitions of TTFF used such terms as 
"Cold Start" and "Warm Start." The terms referred to 
issues such as the presence of time, last position and an 
ahnanac in memory and die stabiUty of an oscillator. 
Cold Start was created to cover die situation where flie 
receiver had no memory and its oscillator was cold. 

Today, virtually all receivers have battery backed-up 
memory and will save almanac data as well as last 
position. They also have a real time clock. The result is 
tiiat, at turn on, the receiver can make an excellent 
estimate of which satelUtes are visible. The stability of 
oscillators has proven to be a minor issue when 
evaluating TTFF. The Test Standards Working Group 
did not address "Cold Start TTFF" and we will not 
discuss Cold Start in tiiis paper. If the receiver under test 
has no battery backed-up memory, tiien die test procedure 
described here can still be used and will clearly show die 
difficulties related to such a receiver. 

Far away 
Not an event 
Not an event 

Rare event 

Not covered 

GPS DATA STREAM IMPACT ON TTFF 

Before moving on to test mefliods and results, it's 
important to know what to expect from a receiver. The 
GPS data stieam determines a lower limit to INIT TTFF 
because INIT TTFF applies to situations when die 
receiver must collect ephemerides from die satellites. 
The Working Group did not address the situation where 
ephemerides could be provided by oflier sources such as a 
differential link. Ephemeris and clock information is 
contained in die first 18 seconds (subframes 1, 2 and 3) 
of a satellite's 30 second frame of data. If die receiver 
was turned on at a 30 second boundary and if die receiver 
could instantaneously lock on to die signal and begin 
collecting die data, and if die receiver could unmediately 
process die data, dien an 18 second TTFF would be 
achieved. 

If a receiver is turned on at any point during die 
tiansmission of die 18 seconds of ephemeris data, dien it 
will have to wait until die next 30 second frame to collect 
die first part of die data. In diis case, die minimum 
TTFF will be greater dian 30 seconds. If die receiver is 
turned on during die 12 seconds when subframes 4 and 5 
are being ti-ansmitted, dien it is possible to get a TTFF 
between 18 seconds and 30 seconds. 

1667 



But the lock on and processing requirements require 
some time. Van Dierendonck [Reference 5] concluded 
that the shortest achievable INIT TTFF is 21 seconds. 
Our sample test results support this conclusion and also 
clearly show the impact of the 30 second data frame 
length on TTFF. 

The impact of the GPS data stream on the test conditions 
is that the user must collect data without synchronizing 
within a 30 second interval. A tester can skew the data 
by turning the receiver on during the broadcast of 
subframe 5. This would allow the receiver time to lock to 
the signals prior to transmission of subframe 1 (the first 
subframe of epehemeris data). There would be no 
penalty caused by the need to wait for a second 
transmission of the ephemeris data. Although we could 
argue that this is not a receiver issue, it certainly is a user 
concern. The reported TTFF should reflect what the user 
can expect. 

TEST CONDUCT 

Equipment tested 
Three GPS receivers were tested. The first is a three- 
channel receiver that must sequence measurements to get 
a complete fix. The second receiver is a twelve channel 
receiver which tracks satelUtes in parallel. The third 
receiver is a three-channel, handheld receiver. 

All receivers use a start-up satellite selection algorithm 
which assumes that the user has not moved significantly 
from the last recorded position. All receivers have real- 
time clocks that keep time when the receiver is off. And 
all receivers maintain an almanac in memory. These are 
common characteristics of a majority of GPS receivers 
including low-cost receivers. 

Manual Test Method 
The test method used is similar to that described for 
Initialized Time to Fu-st Fix (INIT TTFF) in the 5 July 
1995 version of the test standards document [Reference 
2]. The INIT TTFF procedure requires that the receiver 
must not contain current ephemeris data, that the 
receiver have time to within 5 minutes of truth and 
position within 15 kilometers horizontal and 1 kilometer 
vertical. For 2D operation, vertical must be within 50 
meters. The 2D requirement is discussed below. 

In the manual test method, the Standard specifies that a 
minimum of 20 samples be collected. With some 
assumptions (Gaussian distribution, for example), the 

mean can be computed with a 95% confidence level. For 
20 samples, we can be 95% confident that the mean is 
within the sample average plus/minus 0.438 times the 
sample deviation. (Note: the specfic value for the 
confidence interval is subject to revision.) The difficulty 
with the manual test method is that it requires at least six 
hours between samples to gurantee that the ephemerides 
are old. Also, the manual method would lead to a small 
number of points. With a small number of points, 
computations of the standard deviation can be 
significantly distorted by outliers. 

Automatic Testing 
The Standard allows for automatic testing to facilitate the 
gathering of a large sample size. For this exercise, we 
created a program that collects the ephemeris data from 
the receiver and modifies the recent ephemerides so that 
the receiver believes that the ephemerides are not current. 
When the modified ephemerides are loaded into the 
receiver, a reset command is sent. The reset command is 
equivalent to a power on. The receiver, recognizing that 
the stored ephemeirs is old, will then collect the 
ephemeris prior to using the satellite in a position fix. 

The data collection program uses the time provided by 
the receiver to time the position fix events. For the 
receivers tested, a time message is output within about 
one second of turn-on (or reset). This starts the data 
collection timing. 

The receiver was allowed to collect either 2D or 3D fixes 
with PDOP up to 12. The data collection program, 
however, estabUshed events at 2D with a PDOP between 
6 and 12; 2D with a PDOP less than 6; 3D with a PDOP 
between 6 and 12; and 3D with a PDOP less than 6. A 
receiver did not have to go through each of these events. 
It could jump straight to the good PDOP, 3D position fix. 
The "Best TTFF' reported in the following is the earliest 
time of any of the events 

Comments about 2D 
The Standard has a tighter requirement for knowledge of 
altitude for a 2D fix (50 meters versus 1 kilometer). This 
difference is related to the requirement that a horizontal 
position be within 300 meters for a navigation data point 
to be considered valid. GPS is a three-dimensional 
system. When operating in 2D mode, the user provides 
an altitude. This is equivalent to providing an additional 
sateUite measurement. An error in the altitude will show 
up in the horizontal position. It's possible for a one 
meter altitude error to cause more than one meter of 
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horizontal error. Thus, if the receiver had an altitude 
error of one kilometer, the horizontal position in 2D 
mode could easily be off by more than 300 meters. Yet 
this is not the fault of the receiver. Hence, the test 
Standard requires a 50 meter accuracy in altitude. 

Because of the impact of an input altitude error on 
horizontal position accuracy, one might disallow the use 
of 2D fixes. The Working Group decided, however, that 
when a user evaluates TTFF, she is more concerned with 
obtaining a reasonable fix within the shortest time. 
Hence a TTFF may be quoted based on the provision of a 
2D or 3D fix. 

TEST RESULTS 

Receiver #1 
Receiver #1 is a six channel receiver using older 
acquisition algorithms. Although the receiver has the 
capability to use overdetermined solutions, it was 
commanded to use a "Best Four" solution method. This 
selects the four satellites that provide the lowest PDOP. 
The receiver wUl track up to eight satellites by tracking 
either six in parallel or five in parallel while sequencing 
the sixth, seventh and eighth satellites on one channel. 

Figure 3 displays the TTFF for Receiver #1 in order of 
the data collection. There were 209 data points collected 
during the 497 minute data collection period. The 
average TTFF was 40.28 seconds and the sample 
standard deviation was 7.65 seconds. TTFFs ranged 
from 24.64 seconds to 80.14 seconds. 

Receiver #2 
Receiver #2 is a 12-channel receiver using newer 
acquisition algorithms. It was commanded to use 
overdetermined solutions. The use of the overdetermined 
method will yield lower PDOPs thus allowing the 
receiver to skip into the 3D, good PDOP event more 
quickly than with the Best Four method. 

Figure 4 displays the TTFF for Receiver #2 in order of 
the data collection. There were 509 data points collected 
during the 553 minute data collection period. The 
average TTFF was 27.31 seconds and the sample 
standard deviation was 5.96 seconds. TTFFs ranged 
from 23.25 seconds to 43.25 seconds. This receiver 
always reached a 3D position fix with a PIXDP less than 6 
without going through any intermediate position events. 
The minimum TTFF of 23.25 seconds is close to the 

minimum of 21 seconds as described by Van 
Dierendonck. 

Receiver #3 

Receiver #3 is a three channel receiver. Although this 
particular receiver has the capability for overdetermined 
solutions, the receiver was placed in a Best Four mode to 
demonsu-ate the performance that one might expect from 
lower end handheld receivers. The results clearly 
identify tiie receiver as having the slowest TTFF. 

Figure 5 displays the TTFF for Receiver #3 in order of 
the data collection. There were 333 data points collected 
during the data collection period. The average TTFF was 
75.47 seconds and the sample standard deviation was 
12.39 seconds. TTFFs ranged from 52.81 seconds to 
122.75 seconds. 

Summary 

The following tables summarize the INIT TTFF 
performance of the three receivers. The "95% 
Confidence Mean" row is the range of values witiiin 
which the population mean is expected to be, with 95% 
confidence. The "Computed 95%-ile" row is computed 
by taking die high side of flie 95% confidence level mean 
plus 1.645 times flie standard deviation. The 1.645 value 
represents the number of standard deviations where the 
upper tail has 5% of die points, assuming a Normal 
distiibution. The "Sample 95%-ile" is tiie actual 95% 
point of the samples. Ideally, flie "Sample 95%-ile" will 
be larger than flie "Computed 95%-ile" by an amount 
equal to flie confidence interval for the mean. As a 
matter of interest, the value given in the GPS World 
[Reference 3] survey is also shown. 

Table 3 summarizes flie results of flie first fix, whether 
2D or 3D and wifli a PDOP less flian 12. Table 4 
requires that flie receiver achieve a 3D fix with a PDOP 
less flian 6. The presence of a few long TTFFs for 
Receiver #1 distorted the computed statistics such fliat 
flie computed 95%-ile value is significantly different flian 
flie actual 95% point. The Test Standards Working 
Group discussed various ways to handle outUers at its 12 
September 1995 meeting. No final decision has been 
made. 
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Note: Units are in seconds. 

Table 3 
INITTTFF 

2D/3D,PDOP<12 

Receiver #1 Receiver #2 Receiver #3 
Sample Average 40.28 27.31 75.47 
Sample Deviation 7.65 5.96 12.39 
Minimum 24.64 23.25 52.81 
Maximum 80.14 43.25 122.75 
Number of Samples 209 509 333 
95% Confidence Mean 40.28±1.04 27.31±0.52 75.47±1.33 
Computed 95%-ile 53.89 37.63 97.19 
Sample 95%-ile 45.19 42.25 99.22 
GPS World quote 1 minute 1 minute <2 minutes 

Table 4 
INITTTFF 

3D, PD0P<6 

Receiver #1 Receiver #2 Receiver #3 
Sample Average 73.37 27.31 104.94 
Sample Deviation 63.75 5.96 38.94 
Minimum 24.64 23.25 59.72 
Maximum 679.64 43.25 344.66 
Number of Samples 209 509 333 
95% Confidence Mean 73.37±8.64 27.31±0.52 104.94±4.183 
Computed 95%-ile 186.89 37.63 173.19 
Sample 95%-ile 76.42 42.25 163.73 
GPS World qaote 1 minute 1 minute <2 minutes 

Note: Units are in seconds. 

RECOMMENDATIONS 
As a result of on-going Working Group efforts and the 
tests conducted for this paper, we offer the following 
recommendations: 

• Manufacturers should use the terminology of INIT 
TTFF, WARM TTFF or REAQ; 

• Use of TTFF without a qualifier is equivalent to 
INITTTFF; 

• Automated testing is strongly recommended in order 
to obtain a large sample size; and 

• For data sheets, manufacturers should provide 
computed 95%-ile values when the sample size is 
small and atual 95%-ile values when the sample size 
is large. 

The current draft version of ION STD 101 does not 
precisely match these recommendations. In a review of 
the Standard on 12 September 1995, the reporting table 
was modified to include the actual sample size. With this 
modification, there is sufficient data in the table for the 
evaluator to create confidence levels as required. The 
Test Standards Working Group is actively soliciting 
comments to the Standard. 
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CONCLUSIONS 
Any attempt at establishing standards must achieve a 
balance among good use of the language, applicability to 
many users and situations, complete test guidelines 
(although the words "complete" and "guidelines" may be 
conflicting) and a relatively simple presentation of the 
results. Time to First Fix fits these criteria. Every user 
must undergo TTFF. The test guidelines given in the 
Standard and those utilized by the tests described here 
are sufficient to provide data so that a meaningful value 
can be attached to INIT TTFF. 

Although the Standard provides guidelines for manual 
testing, the testing can usually be automated so that a 
much larger sample size can be provided. If TTFF (or 
any performance characteristic) is especially important to 
a particular user, then that user would have to seek more 
detailed data from the manufacturers or would have to 
aeate his or her own set of test conditions. Our tests 
show that TTFF should be expected to vary from about 
30 seconds for a high performance, multi-channel 
receiver to 2 minutes for receivers with less than four 
channels. 
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Figure 1 
Warm Start TTFFs 

Source! GPS Worid, Ju. 1995 

Figure 2 
Cold Start TTFFs 
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Figure 3 
Receiver #1 INIT TTFF (2D/3D, PD0P<12) 

1671 



45 

40 

35 
^ 
m M 

V 7,5 
C( 

^ 2U 
•£. 

r- 15 

♦«♦»♦•*«♦♦***«♦««%*%%*«•« «»^%«*««^«»« 

>*«♦«♦♦♦♦♦♦♦♦»>*♦»♦«♦♦♦♦♦ ♦♦♦*♦♦%*»♦«> 

iiHMMMra|i 

120 240 3«0 480 «00 

Time from Test Start (minutes) Receiver #2 

Figure 4 
Receiver #2INIT TTFF (2D/3D, PD0P<12) 

140 

120 

^   100 » 

I     80 
10 

r*     60 

~     40 

20 

 . i^ i 

* «»*«*%. ♦>»**♦♦ ♦•   » *♦ «• ^»*^ >^   ♦ • 

240 480        720        9«0        1200       1440       1680 

Time from Test Start (minutes)       Receiver #3 

Figure 5 
Receiver #3 INIT TTFF (2D/3D, PD0P<12) 

1672 



Cappier Phase GPS Time, Space, Position Infopmation 
Demonstpation (CAPTiDE) 

Gregg Costable 
Elgin AFB 

BIOGRAPHY 

Gregg Costabile began his career as an Aerospace 
Test Engineer at Eglin AFB, FL in 1985. Wiiile 
completing his Masters of Engineering degree from the 
University of Florida in 1992, he became the lead test 
and integration engineer on the Operational Concept 
Demonstration, the first INS/GPS guided weapon 
dropped from an aircraft. In June, 1994 the 46th Test 
Wing appointed him Test Program Manager for the 
Exploitation of Differential GPS for Guidance 
Enhancement (EDGE) program. 

ABSTRACT 

This paper presents a discussion and results of a flight 
test to obtain Time, Space, Position Information (TSPI) 
using carrier phase (or kinematic) GPS. A carrier phase 
capable GPS receiver was installed on board an F-16 
aircraft and flown in conjunction with an INS/differential 
GPS guided weapon test program. The carrier phase 
TSPI data was compared to the position solution from 
existing test range TSPI sources, including: four high- 
dynamic Contraves cinetheodilites operated at 30 frames 
per second, two FPS-I6 radars, the aircraft position 
system solution, an INS/GPS position measurement pod 
on board the aircraft, and a post-mission Kalman 
smoother based software algorithm called "test data 
optimal processor". The carrier phase and test range 
solutions were also compared to the INS/DGPS test 
items. A series of aircraft manuevers were conducted to 
collect truth data to compare the carrier phase GPS 
position with the "truth" position. This was the first 
experiment known to the authors which utilized the 
carrier phase observable in an aircraft environment 
where high accuracy TSPI was available to evaluate the 
accuracy of the carrier phase technology. 

INTRODUCTION 

When determining the accuracy performance of any 
item under test, an analyst desires truth source accuracy 
an order of magnitude better than the test item to assess 
its performance. Determining the accuracy of 

navigational systems operating in a dynamic 
environment is becoming more difficult as technology 
evolves. Current inertial navigation / differential GPS 
systems are capable of navigating to within one meter of 
an intended position. A scoring system capable of 
determining position to within 10 centimeters is therefore 
required to quantify such a test item's navigational 
performance. This presents significant challenges for 
current scoring systems. 

To quantify the accuracy of a carrier phase GPS 
system, truth accuracies an order of magnitude better 
than the carrier phase system are required. Overall 
carrier phase position accuracy is on the order of 1 to 4 
centimeters'. This means a truth source capable of 
determining position to within 1 and 4 millimeters is 
required to quantify carrier phase position accuracies in 
high-dynamic applications. Imagine tracking a point on 
a high performance aircraft performing a high-g turn, or 
even an airliner on final approach to within 1 and 4 
millimeters! Clearly we have approached the state of the 
art in position determination using existing technologies. 
The best the CAPTIDE test could hope to do was qualify 
carrier phase performance to conclude such a system was 
at least as good as existing position determination 
technologies. This was the goal of the CAPTIDE 
program. 

BACKGROUND 

The Carrier Phase GPS TSPI Demonstration 
(CAPTIDE) was conducted under the auspices of the 
Exploitation of Differential GPS for Guidance 
Enhancement (EDGE) program^ As a result, CAPTIDE 
was not permitted to influence the test method or 
schedule of EDGE. Aircraft manuevers or data 
collection efforts specific to evaluating CAPTIDE were 
not possible. 

The EDGE test program at Eglin AFB, FL provided 
the means to assess the performance of a carrier phase 
GPS system employed in a dynamic environment. The 
EDGE weapon was an inertially guided, differential GPS 
(INS/DGPS) aided weapon which was employed from an 
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F-16, Block SOD aircraft. The expected accuracy for this 
weapon system was between one and three meters. 
Time-Space-Position Information (TSPI) resources were 
used on the EDGE program to measure the test item's 
position accuracy. These resources included four 
Contraves cinetheodilite cameras, two FPS-16 radars, 
aircraft INS and aircraft system position solutions, and 
INS/DGPS TSPI pods which were carried on aircraft 
stations 2 and 8 (see figure 1). On one of the test 
missions (captive carry 4), data collected from the four 
cinetheodilite cameras, two FPS-16 radars, and the 
aircraft system solution were processed by a Kalman 
smoother software algorithm called the test data optimal 
processor (TDOP). The TDOP TSPI solution was the 
most accurate TSPI solution available at Eglin AFB. Its 
accuracy was quoted to be between one and three feet^ 
and was better than any of the TSPI solutions 
(cinetheodilites, FPS-16 radar, etc.) used independently. 

    300 Gal 

Figure 1 - F-16 Aircraft External Stores 
Configuration 

After successful integration of the system into the F- 
16 aircraft, the CAPTIDE system was flown on six 
subsequent EDGE captive carry flight test missions. 
These captive carry missions were test sorties which did 
not release the EDGE test item from the aircraft, but 
were specifically designed to evaluate weapon system 
performance and function prior to the drop missions. 
Data analysis efforts for CAPTIDE were focused on three 
of the six captive carry missions. 

TEST ITEM DESCRIPTION 

The CAPTIDE system consisted of the carrier F-16 
aircraft, an Ashtec Z-I2 GPS receiver with 6 megabytes 
of extended memory with associated antenna, preamp, 
and cabling, a laptop PC to communicate with the 
receiver under an autonomous power source and to 
extract data post-mission, and an Ashtec Z-12 ground 
reference receiver with associated cabling, power source, 
and antenna located directly over a surveyed location. 
The receiver occupied 385 cubic inches of volume and 
required 800 milliamps of 28 volt dc power. 

The CAPTIDE data reduction software consisted of 
an off-the-shelf Ashtec product. Precise Differential GPS 
Navigation (PNAV), and various MATLAB routines 
written by EDGE personnel. The PNAV software was 
used to resolve the carrier phase integer ambiguities and 
provided the carrier phase solution. Default PNAV filter 
values were used for all carrier phase data reduction; 
forward and backward data smoothing was used for all 
data reduction. 

Carrier Aircraft 

The test aircraft used for this program was an F-16D, 
Block 50 aircraft with block 50D avionics. The carrier 
phase receiver was installed in the ammo bay just aft of 
the cockpit. The 30 millimeter gun and ammunition 
barrel were removed to provide adequate space for test 
instrumentation. F-16 flight test vibration data were 
analyzed to choose the most suitable location for the 
commercial receiver hardware. This commercially 
available receiver was intended for ground use and not 
specifically designed for an airborne environment. The 
ammo bay area was chosen because it provided lower 
vibration levels throughout most of the aircraft's flight 
regime with respect to any other suitable location on the 
aircraft. Additionally, the receiver was mounted in a 
fixture which in turn was shock mounted to the aircraft 
fuselage. A bracket mounted on the fixture provided 
stress relief for the power and communications cabling. 
A cable was run from the receiver to an access panel 
under the left leading edge wing strake. This 
arrangement provided a convenient method to insure the 
system was functioning properly prior to takeoff, and to 
extract data after the aircraft landed. A laptop PC was 
used to interface with the receiver via an RS-232 
connector at the access panel. The receiver's antenna 
was mounted on the turtle deck directly above the ammo 
bay and directly behind the aircraft canopy. 

TEST METHODOLOGY, ANALYSIS, AND 
RESULTS 

The following data analysis methodology was used to 
assess the performance and accuracy of CAPTIDE. The 
reported filter values from the CAPTIDE system were 
qualified via the truth data (TDOP) generated on the 
fourth captive carry mission. From this baseline, 
confidence was gained in the CAPTIDE receiver values. 
CAPTIDE data from the first captive carry mission were 
used to evaluate the system in a high-dynamic 
environment. This evaluation investigated filter settling 
times after the receiver was shielded from the GPS 
satellite vehicles by the host aircraft (during rolls and 
wind-up turns), and investigated system performance at 
extended reference receiver / test receiver baseline 
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separations. Captive carry six generated the data to 
evaluate the system in a medium dynamic environment 
and showed the utility of carrier phase GPS for this 
particular application. The flight profiles and test 
resources for these missions provided the data to qualify 
the performance of the carrier phase GPS system for 
TSPI applications. Data from the INS/DGPS TSPI pods 
were not of sufficient accuracy to qualify carrier phase 
GPS performance. 

Captive Carry 1 (CCl) 

EDGE captive carry 1 (CCl) was a limited 
compatibility flight profile mission designed to 
demonstrate the flight-worthiness of the EDGE weapon 
system hardware. The test points executed on this test 
mission are shown in Table 1. 

POINT ALT 
(ft) 

MACH REMARKS 

1 15 K 0.80 3g WUT", WLSS", 

Og Pushover, 2g 
L&R 180 deg rolls 

2 15 K 0.80 4g WUT, WLSS, - 
.5g Pushover, 2.5g 
L&R 180 deg rolls 

3 5K 0.85 Same as Point 2 
4 9K 0.95 Same as Point 2 
5 <1K 0.90 Speed Soak, 30 

minutes 

Table 1 - Captive Carry 1 Test Points 

* WUT - Wind up turn 
** WLSS - Wings level side-slip 

This mission was conducted to insure EDGE test item 
structural and electrical integrity throughout the expected 
test program flight envelope. The results showed both 
EDGE weapons and the CAPTIDE system maintained 
structual and electrical integrity. However, the 
CAPTIDE receiver's circuit breaker tripped prior to 
takeoff on all test missions after captive carry six. 
Subsequently, CAPTIDE data were available for six 
missions only. 

The TDOP position solution was not generated for the 
first test mission. The aircraft flew over the W151 test 
range located south of Eglin AFB over the Gulf of 
Mexico. Filter sigmas, phase residulas, and chi-squared 
values generated in the receiver were used to investigate 

the navigation solution quality of the carrier phase 
system. 

The baseline separation of the receiver on board the 
aircraft and the reference receiver was 30 to 100 statute 
miles (26 to 87 nautical miles) for most of the 
compatibility flight (top plot. Figure 2). Notice just 
before the 79,000 second time epoch the CAPTIDE 
radial sigma was less than 2 feet for baseline separation 
distances approaching 100 miles. The aircraft began a 
series of roll manuevers just after the 79,000 time epoch 
(Figure 3); the receiver lost lock and the radial sigmas 
increased significantly. The latter segment of figure 2 
reveals that separation distances less than 20 miles 
produced filter sigmas to less than one foot. 

The receiver manufacturer recommends baseline 
separation distances be kept to less than 10km to 
maintain carrier phase level accuracies. Since no 
submeter (level of accuracy), independent TSPI resource 
was available at 30-100 mile baseline sparations, the 
reported radial sigma values could not be qualified (see 
conclusions). The sudden decrease in the radial sigma 
value just after the 82,000 time epoch was a result of the 
post-mission data processing software fixing the carrier 
phase integer ambiguities for about three minutes. 

The use of dual frequency receivers, to allow for 
measurement and compensation for ionospheric delays, 
and the incorporation of higher order terms in the double 
difference algorithm baseline estimation to account for 
geometric errors, should allow a carrier phase based 
scoring system to achieve < 1 foot accuracy at the 
baseline distances experienced during CCl''. 

Compatibility FitBtit - aircraft to reference receiver distance 

Figure 2 - Compatibility Flight - CAPTIDE 
separation distance and sigma vs time 
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Figure 3 - Compatibility Flight - Aircraft Pitch, Roll, 
and Heading vs time 

Figure 3 is the pitch, roll, and heading dynamics for 
the aircraft during selected portions of the compatibility 
flight. Examination of Figure 3, in conjunction with the 
bottom plot of Figure 2, illustrate the effect of dynamics 
on the carrier phase solution. The pilot performed a 
wind-up turn and a 180 degree loaded roll just after the 
79,000 time epoch (see the roll and pitch channels of 
Figure 3). The receiver lost lock at this time due to the 
aircraft sheilding the CAPTIDE antenna from 
appropriate GPS satellite vehicles. The corresponding 
time in Figure 2 gives an indication of CAPTIDE filter 
settling time after the manuever was completed. The 
other discontinuities in Figure 2 indicate loaded rolls or 
wind-up turns and provide additional insight into 
CAPTIDE filter settling times. 

Captive Carry 4 (CC4) 

The objective of the fourth captive carry (CC4) 
mission was to quantify the accuracy of the EDGE 
weapon system by collecting the most accurate possible 
TSPI data available from range truth resources (the 
TDOP solution) and comparing that data with the 
weapon's navigation solution. Additionally, the TDOP 
data and the test item data were used to assess the 
performance of the CAPTIDE system in a low dynamic 
environment. Twenty-five passes were accomplished. 
Data reduction and analysis showed twenty passes 
yielded useful data. The flight path geometry was chosen 
to optimize the accuracy of the TDOP solution. The test 
aircraft flew each pass between 260 and 325 knots 
indicated airspeed (KIAS), straight and level, at 
approximately 7,000 feet above ground level (AGL). 

The aircraft flew a right turn, oval "racetrack" pattern 
during CC4. Bank angles in the turns were limited to 30 
degrees to prevent the CAPTIDE receiver from losing 
lock on any GPS satellite vehicle. This maneuver 

limitation was acceptable to the EDGE test program. A 
typical CC4 data run is illustrated by Figure 4, which is 
typical of all runs. The aircraft flew over Eglin test range 
B70' on a 237 degree heading. The top plot of Figure 4 
shows the locations of the Contraves cinetheodilite 
camera sites (B-141, B-120A, etc.) with repect to the 
aircraft ground track. The separation distance between 
adjacent camera sites was about two miles. The bottom 
plot shows a typical altitude profile. The baseline 
separation between the ground reference receiver and the 
aircraft never exceeded 25 miles during this mission. 

8000 

;   7500 

t 7000 ■ 

' 6500 ■ 

7609 7.61 7,611 7.612 7.613 7.614 7.615 7,616 7,617 
lime (seconds) ^ IQ' 

Figure 4: CC4 pass 14 - Ground Track / Altitude vs 
time 

Figure 5 is a comparison of the TDOP and CAPTIDE 
north, east, and altitude position differences for pass 1. 
This data is typical of all passes. The upper plot in 
Figure 5 indicates close agreement in the latitude 
measurement between TDOP and CAPTIDE. The 
middle plot shows a periodic oscillation between TDOP 
and CAPTIDE in the longitude measurement, which is 
discussed below. The bottom plot shows a bias in the 
altitude measurement between TDOP and CAPTflDE. 
The altitude bias changed rather significantly between 
passes (see Table 2). Based on the collected data, the 
source of the altitude bias was not conclusively 
determined. 
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Figure 5 - CC4 TDOP/CAPTIDE 
Position Differences (pass 1) 

Table 2 contains the average position differences 
between the TDOP and CAPTIDE position solutions for 
each pass that yielded valid data. The average north 
position differences were as expected but the variation in 
east position differences, and the magnitude of the 
differences in altitude required additional analysis. 

Pass# North East Altitude Radial 

1 0.237 -0.177 -3.824 3,836 

2 0.107 -0.631 -2.476 2.557 

4 0.232 -0.915 -3.607 3.729 

6 0.112 -0.925 -3.677 3.793 

7 -0.180 -0.968 -3.667 3.797 

8 0.422 -0.277 -1.715 1.787 

9 -2.790 -0.026 -9.008 9.431 

10 -2.350 0.284 -10.060 10.335 

14 -0.603 -2.386 -8.664 9.007 

15 -0.115 -3.073 -8.534 9.071 

16 0.180 -3.594 -8.164 8.922 

17 0.441 -0.581 -4.771 4.826 

18 0.665 0.085 -4.805 4.852 

19 0.226 -0.498 -4.675 4.707 

20 0.384 -0.539 -4.125 4.178 

21 0.473 -0.601 -4.401 4.467 

22 0.340 -0.466 -4.310 4.348 

23 0.885 -0.691 -4.339 4.482 

24 0.114 -0.893 -4.254 4.348 

25 0.045 -0.835 -3.498 3.596 

Avg. -0.059 -0.885 -5.129 5.304 

Table 2 - CC4 TDOP/CAPTIDE Average Position 
Differences (ft) 

Figure 6 further illustrates the discrepancy between 
the TDOP and CAPTIDE longitude measurements. The 
upper plot in Figure 6 shows the difference in position 
(in feet) between successive CAPTIDE measurements 
and the corresponding TDOP measurements. CAPTIDE 
data was available at a 1 Hz data rate, TDOP was 
available at 25 Hz. The middle and bottom plots are the 
first difference in east position (x[t] - x[t-l]) for 
CAPTIDE and TDOP respectively. Notice at time 70491 
the top plot indicates agreement between CAPTIDE and 
TDOP. At the next time epoch, CAPTIDE (middle plot) 
senses that the magnitude of the first difference in east 
position changes by about 2 feet.   TDOP (bottom plot) 
does not sense this change and as indicated by the top 
plot the solutions disagree by about 2 feet. At the next 
epoch, 70493, TDOP "catches up" and compensates for 
changes at both epochs, and as indicated by the upper 
plot the solutions are in close agreement. The data in 
Figure 6 is typical of all the data generated during CC4. 

TDOP/CAPTIDE East Position Differences 
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Figure 6 - CC4 pass 1 TDOP/CAPTIDE east position 
differences / CAPTIDE east 1st difference /TDOP east 

1st Difference 

Figure 7 illustrates the separation distance, the radial 
sigma, and the Kalman flag values for pass nine. Notice 
the radial sigmas reported by the receiver (middle plot) 
were between. 1 and .3 feet for this pass; this was typical 
data for all passes. The Kalman flag indicated if the 
receiver solution fixed integer ambiguities. A value of 
zero indicated an integer-free solution, a value of one 
indicated an integer-free solution. 
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Figure 7 - CC4 Pass 9 - Baseline separation (top plot), 
Radial sigma (middle plot), and Kalman flag (bottom 

plot) Vs time 

A statistical analysis was conducted on the data to 
further qualify the CC4 CAPTIDE performance and 
show biases between TDOP and CAPTIDE. The 
difference between the CAPTIDE and TDOP position for 
each data point was determined (for north, east, and 
altitude). From this data, circular error probable (CEP), 
CEP RMS, spherical error probable (SEP), and SEP 
RMS were computed. The CEP shows the 50% data 
circle centered on the mean of the data set, which in this 
case is the North-East position deltas between TDOP and 
CAPTIDE. That is, on the average, 50% of all the data 
will lie within this circle. The radius of this circle is an 
indication of randomness in the data set. The CEP RMS 
is a statistical representation of the data set about the 
origin, not the mean. The CEP RMS plot is also a 50% 
circle. That is, on the average, 50% of the data lies 
wdthin this circle. CEP combined with CEP RMS gives 
an indication of the biases in the systems. If the system 
had no biases, the mean of the data set would be zero, 
and the CEP and CEP RMS circles would be identical. If 
a system bias exists, then the difference in the CEP and 
CEP RMS numbers give an indication of the bias. Figure 
8 shows the difference in CAPTIDE and TDOP north- 
east position for the entire CC4 data set and depicts the 
total CEP and CEP RMS probability circles. The radius 
of this CEP circle was 1.44 feet with the origin located at 
-.929 feet east, -.119 feet north. The radius of the CEP 
RMS circle is 1.61 feet (origin at 0 feet east, 0 feet 
north). These values, as well as the SEP values, are 
reflected in the Table 3 totals. 

-2 0 
east position deltas (ft) 

Figure 8 : Total CEP/CEP RMS Statistics 

SEP and SEP RMS are similar to CEP and CEP RMS, 
but include the altitude channel as well. Table 3 contains 
the circular error probable (CEP) and spherical error 
probable (SEP) statistics for each of the valid CC4 data 
passes as well as the total for all data points. 

Pass# CEP SEP CEP RMS SEP RMS 
1 0.726 0.713 0.784 2.644 
2 0.707 0.750 0.841 2.008 
4 0.928 0.999 1.148 2.858 
6 0.804 0.900 1.035 2.796 
7 0.834 0.883 1.079 2.825 
8 0.896 0.871 1.011 1.764 
9 0.853 0.868 2.278 6.601 
10 0.761 0.748 1.994 6.893 
14 0.834 0.818 1.948 6.138 
15 0.857 0.846 2.126 6.225 
16 0.710 0.691 2.414 6.286 
17 1.044 1.099 1.215 3.510 
18 0.798 0.773 0.996 3.331 
19 1.070 1.133 1.152 3.407 
20 0.884 0.953 1.038 3.026 
21 0.743 0.906 0.988 3.131 
22 0.886 1.009 1.014 3.104 
23 0.635 0.649 1.174 3.247 
24 1.018 1.182 1.212 3.255 
25 1.060 1.200 1.229 2.884 

Total 1.442 2.450 1.607 4.292 

Table 3 - CC4 TDOP/CAPTIDE Statistics (ft) 
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Captive Carry 6 (CC6) 

The sixth EDGE captive carry mission (CC6) was 
designed to evaluate the guidance function and assess 
overall system performance of the EDGE test item. The 
aircraft flew trajectories on this mission which mimicked 
the EDGE weapon flight path of an actual weapon free- 
flight. The weapon impact angle terminal constraint 
dictated the weapon trajectory. Three different flight 
profiles were accomplished on this test flight as shown in 
Table 4. 

POINT ALT 
(ft) 

MACH REMARKS 

I 30 K 0.80 88,000' simulated 
release, 14 deg at 
5.92 nm, 46 deg 
at 2.30 nm, 15K' 
target altitude 

2 25K 0.80 88,000' simulated 
release, 14 deg at 
8.4 nm, 35 deg at 
3.1nm, 8K' 
target altitude 

3 20 K 0.80 88,000' simulated 
release, 30 deg at 
8.4 nm, then 
shallow out dive 
to pass over target 
at 10 deg, 5K' 
target altitude 

Table 4 - Captive Carry 6 Flight Profiles 

The first point was accomplished twice, the second 
point three times, and the fourth point four times. The 
first two points were designed to simulate a horizontal 
attack, or an attack against a bunker type target. For 
instance, on the first test point the aircraft ingressed at 
30,000 feet altitude and 0.80 Mach. At 88,000 feet 
downrange from the target the EDGE weapon was 
(simulated) launched, the weapon acquired GPS satellites 
and began navigating without influence from the host 
aircraft. At 5.9 nautical miles downrange from the 
target, the host aircraft pitched over to 14 degrees nose 
low. At 2.3 nautical miles downrange from the target the 
host aircraft pitched over to 46 degrees nose low. The 
pilot then attempted to fly directly "through" the target 
located at 15,000 feet altitude, which was directly over an 
actual target on the ground. Similar actions were 
accomplished on points two and three. 

Figure 9 illustrates typical dynamics encountered 
during this flight in the pitch, roll, and heading axes. 

CC6 provided an excellent opportunity to ascertain 
CAPTIDE performance under the dynamics expected for 
INS/GPS weapons. 
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Figure 9 : CC6 pass 1 - Roll, pitch, and heading Vs 
time 

As in the compatibility flight, TDOP data was not 
generated for comparison with CAPTIDE; therefore, the 
filter's radial sigma value is presented as an indication of 
CAPTIDE performance. 

Figure 10 presents the radial sigmas and number of 
tracked satellites for a typical CC6 pass. Comparison of 
the CC6 (Figure 10, top plot) and CC4 (Figure 7, middle 
plot) radial sigma values indicates the uncertainty in the 
radial sigma value is higher for CC6 than it was for CC4. 
The aircraft banked up to and beyond 60 degrees a 
number of times during this mission, which resulted in 
loss of satellite track. The carrier phase integer 
ambiguities were not fixed at any point during CC6. 
This is likely the cause of the higher radial sigma values 
reported in CC6 with respect to CC4. 
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The position data from the CAPTIDE system helped 
to uncover a navigational issue in the EDGE test item. 
Comparison of CAPTIDE and EDGE position solutions 
helped to reveal a discrepancy in the EDGE navigation 
solution. 

CONCLUSIONS AND RECOMMENDATIONS 

The reported radial sigmas in CCl at long baseline 
separation ranges could not be qualified. Truth source 
data of sufficient accuracy was not available to allow a 
reasonable assessment of the carrier phase position 
solution. Review of the receiver's filter sigmas and phase 
residuals, comparison with the available INS/DGPS TSPI 
pod information, and comparison with the EDGE test 
item showed the carrier phase solution was not 
completely erroneous; it agreed with the other navigation 
sources to within 5 meters. The test aircraft returned to 
the same location it left; the carrier phase solution 
showed this was the case. A more specific and controlled 
experiment is required to better qualify carrier phase 
performance at baseline separations greater than 15 
miles. 

CAPTIDE appeared to provide data as good as TDOP 
in the horizontal (north-east) plane. However, the 
vertical plane contained unresolved biases. If these 
vertical biases can be resolved, it appears a CAPTIDE 
type system can provide TDOP TSPI accuracy levels as 
long as the test item antenna can maintain line-of-sight 
to the GPS satellite vehicles. 

CAPTIDE presented a viable and useful alternative to 
classical test range TSPI methods for this program. 
Position data from CAPTIDE was available within hours 
after the aircraft landed. The high accuracy TDOP data 
required the following processing: developed 17,000 feet 
of film, read each film frame with a data reader, 
processed the raw cinetheodilite data through a 
smoothing algorithm, integrated data from the 
cinetheodilites, FPS-16 radars, and aircraft to provide the 
final TDOP solution. This process, rushed, took 10 days. 
Data analysis and comparison of the CAPTIDE solution 
with other positioning instruments (EDGE weapons, 
TDOP, INS/DGPS TSPI pods, etc.) indicated the carrier 
phase data is of sufficient accuracy to score INS/DGPS 
type weapon systems. The cost of the carrier phase 
system for this type of application was also attractive. 

The advantages of the CAPTIDE system included the 
following: fast data reduction time, accuracy, all weather 
capable, and it was not limited by the placement of range 
TSPI resources. The limitations of the CAPTIDE system 
included: requires power and space on board the test 
item, not currently suitable for aircraft control and 

vectoring purposes, and not currently suitable for flight 
safety purposes (flight termination system purposes). 
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ABSTRACT 

When operating in an airborne environment, test results 
have shown that ambiguity resolution is particularly 
sensitive to errors in the tropospheric delay models 
applied to the carrier phase observations. Since the 
aircraft is at a higher altitude than the ground-based 
reference station, the model must accurately represent the 
relative tropospheric delay caused by the altitude 
difference. In kinematic applications, the zenith 
tropospheric delay can be determined with prediction 
models such as Saastamoinen's using pressure, 
temperature, and humidity measurements. This zenith 
delay is then mapped to other elevation angles using 
mapping functions such as those of Ifadis or Niell. 

This paper highlights the performance of several widely 
used tropospheric delay models, including the model 
currently proposed for the FAA's WAAS. The accuracy 
of this model is assessed by (1) comparisons with ray 
tracing through an extensive set of radiosonde data, 
covering different latitudes, and (2) analyzing position 
solutions and the carrier phase observation residuals of 
GPS flight tests. We conclude that (1) the tropospheric 
delay error is mainly due to the inaccuracy of the zenith 
delay determination, and (2) a combination of a zenith 
delay model with the Niell or Ifadis mapping functions 
yields improved solutions, as compared to the currently 
proposed WAAS model. 

INTRODUCTION 

The need for accurate navigation with GPS lead to the 
implementation of various differential GPS (DGPS) 
techniques. In DGPS, corrections are broadcast to a user 
from a known reference station or stations, in order to 
eliminate or minimize different range measurement 
errors. Different implementations of DGPS techniques 
are mainly conditioned by the area over which the system 
is intended to cover. Local area differential GPS 
(LADGPS) and wide area differential GPS (WADGPS) 
are the two general categories under which most systems 
fall. 
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The Wide Area Augmentation System (WAAS), 
proposed by the Federal Aviation Administration (FAA), 
is perhaps the most important WADGPS currently 
planned. It is intended to provide GPS navigation for 
aircraft across North America and, eventually, 
worldwide. Recent literature (e.g. Shaw et al., [1995]) 
indicates that WAAS will be used for in-flight navigation 
and CAT-I precision approaches. Additionally, a 
supplemental LADGPS, possibly using carrier phase 
positioning, will eventually be used for CAT-II and CAT- 
III precision approaches. The system contract has 
recently been awarded with the intention of having 
WAAS fully operational by the year 2001 [Johns, 1995]. 

Actually WAAS is more than just a GPS differential 
correction service because of the planned employment of 
INMARSAT geostationary satellites to not only broadcast 
differential corrections, but also GPS-like signals on the 
LI frequency and integrity data. This augmentation of 
GPS will help to provide improved positioning accuracy, 
availability, and integrity. 

One important residual error source that will contribute 
to the overall error budget of WAAS is any mismodeling 
of the tropospheric delay experienced by the GPS signals 
propagating through the electrically-neutral atmosphere. 
In this paper, the accuracy of the proposed WAAS 
[DeCleene, 1995] tropospheric model is assessed. 

TROPOSPHERIC DELAY 

A radio signal traveling through the neutral atmosphere 
suffers a delay (mostly due to the lowest-most region of 
the atmosphere - the troposphere), which can be defined 
at the zenith (zenith tropospheric delay) as: 

'Irop ■dl  mufe^-Hd' •m, ,(£)> 

'nop J[n(r)-l]dr = 10"^|N dr, 

where n is the refractive index, N is the refractivity, rs is 
the station geocentric radius and ra the radius of the top 
of the neutral atmosphere (for more details, see, for 
example, Mendes and Langley [1994]). The zenith 
tropospheric delay is usually divided into two 
components, designated as hydrostatic (or dry) and wet. 
The hydrostatic component of the zenith delay can be 
modeled very accurately provided good station pressure 
measurements are available. The wet component is 
spatially and temporally highly variable and poorly 
predicted by models (see Mendes and Langley [1995]). 

The zenith delay can be related to the delay that the 
signal would experience at other elevation angles through 
the use of mapping functions. If the mapping functions 
are determined separately for the hydrostatic and the wet 
component, the tropospheric delay can be expressed as: 

where d^ is the zenith delay due to mostly dry gases, d^ 
is the zenith delay due to water vapor, mh is the 
hydrostatic component mapping function, mw is the wet 
component mapping function, and e is the non-refracted 
elevation angle at the ground station. In the early years 
of space geodesy, the tropospheric delay models had no 
explicit separation of zenith delay and mapping function. 
We will designate such models as tropospheric delay 
models. 

The number of available tropospheric delay models, 
zenith delay models and mapping functions is very large. 
The performance of fifteen mapping functions was 
assessed by Mendes and Langley [1994] and the impact 
on station coordinates of the use of these mapping 
functions was analyzed by Santerre et al. [1995]. The 
assessment of four of "the best" zenith wet delay models 
can be found in Mendes and Langley [1995]. Besides the 
WAAS tropospheric delay model, we have selected for 
comparison purposes: (1) two tropospheric delay models 
widely used in navigation applications, designated 
Altshuler [Altshuler and Kalaghan, 1974] and NATO 
[1993]; (2) the Ifadis [1986] global hydrostatic and wet 
mapping functions; (3) the Niell [1995] hydrostatic and 
wet mapping functions, also designated as NMF. The 
Ifadis and NMF mapping functions are both coupled with 
the Saastamoinen [1973] zenith hydrostatic delay model 
and the Ifadis [1986] global zenith wet delay model. For 
the sake of simplicity we hereafter will designate these 
combinations as Ifadis and NMF, unless stated otherwise. 

Both the Altshuler model and the WAAS model, which 
is derived from Altshuler's [DeCleene, 1995] are driven 
by the station's height above sea level, station latitude, 
and day of year. The NATO model uses a reference 
value for the surface refractivity and the height above sea 
level for the determination of the zenith total delay. This 
delay is then mapped using the Chao [1972] dry mapping 
function. The NMF and Ifadis mapping functions 
represent different philosophies in modeling the elevation 
angle dependence of the tropospheric delay. The Ifadis 
mapping function is parameterized by pressure, 
temperature and water vapor pressure (both for the 
hydrostatic and wet mapping functions), whilst the NMF 
is parameterized by day of year, station latitude and 
station height (hydrostatic mapping function), and station 
latitude only (wet mapping function). Despite the 
different approaches, these mapping functions show 
comparable accuracy (see Mendes and Langley [1994]). 
The Saastamoinen zenith hydrostatic delay model is a 
function of the surface pressure, station height and 
latitude, and the Ifadis zenith wet delay model is a 
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function of pressure, temperature and water vapor 
pressure. 

MODEL ASSESSMENT 

For the accuracy assessment, we used ray-tracing results 
as benchmark values, for different sites (for details see 
Mendes and Langley [1994, 1995]). The results of this 
comparison are listed in Tables 1 and 2. In general, 
NMF and Ifadis show a low bias, as compared with the 
other models, and the scatter about the mean is 
consistently smaller. The performance of these two 
models is very similar, as expected. Overall, the WAAS 
model has a larger bias than the Altshuler model, but a 
lower scatter. The NATO model performs the worst. 

The logical next step in model assessment would be the 
confirmation of these results in a kinematic environment. 
The availability of reliable meteorological data is an 
important issue. If the meteorological data is not 
available, standard atmospheric profiles to take into 
account the lapse rate of the meteorological parameters 
with altitude have to be introduced and may lead to 
incorrect zenith delay determinations. The models which 
do not rely on meteorological parameters will apparently 
have an advantage over the others, unless the modeling 
of the elevation angle dependence of the delay is poor. 
From Mendes and Langley [1994] we know that NMF 
and Ifadis mapping functions have very small biases, and 
the larger biases seen in the results presented here are 
nothing other than the amplification of the errors in the 
zenith delay determination. For the WAAS model, it is 
difficult to separate the zenith delay error from the 
mapping function error. Due to the advantage of not 
relying on meteorological data, we chose NMF as the 
reference mapping functions for testing against WAAS in 
the analysis of a set of kinematic GPS data, taken aboard 
a Convair-580 aircraft. To avoid the propagation of 
errors in the zenith wet delay determination, due to 
uncertainties in the measurement of the meteorological 
parameters, we used the Saastamoinen [1973] zenith wet 
model, which uses the partial pressure due to water vapor 
only. In the absence of errors, Ifadis and Saastamoinen 
zenith wet models have comparable accuracy [Mendes 
and Langley, 1995]. 

FLIGHT DATA DESCRIPTION 

The flight data processed for our study was part of a data 
set collected by the National Research Council, Canada, 
at and around St. John's, Newfoundland, in March 1995. 
The campaign (denominated Frizzle '95) was primarily 
conducted between the latitudes of 45°N and 52°N and 
longitudes 57°W to 47°W. 

The main objectives of the campaign included: 

studying stratiform drizzle formation, particularly 
over sea ice; 
studying drizzle formation from frontal lifting; 
measurement   of   ice   accretion   and   testing   of 
measurement systems; 
testing of a de-icing scheme; 
studying the change in aircraft performance with ice 
accretion. 

The flight paths consisted of repeated horizontal and 
vertical profiles through cloud layers up to heights of 
approximately 8 km. Frontal zones and temperature 
inversions are often associated with potential causes of 
freezing precipitation and therefore provide highly 
unpredictable conditions for tropospheric delay 
modeling. 

The GPS data consists of 14 days of dual-frequency 
pseudorange and carrier phase measurements recorded at 
two second intervals. Data were simultaneously recorded 
by an Ashtech Z-12 receiver and NovAtel GPSCard 
single-frequency receiver, both on the aircraft and at a 
ground reference station in St. John's. Range corrections 
were transmitted from the reference station to the aircraft 
for real-time positioning. The data from each day 
generally consists of one three-to-five hour flight. 
Meteorological parameters were recorded at both the 
ground station and the aircraft. The ground 
meteorological data is available at one minute intervals 
and the airborne data every second. 

A subset of the data has been analyzed using the 
Kinematic and Rapid Static (KARS) software developed 
by Dr. Gerald. Mader at the National Geodetic Survey, 
NOAA. It uses the ambiguity function method [Mader, 
1992] for resolving the carrier phase ambiguities. The 
generous provision of the source code has allowed the 
implementation of most of the currentiy available 
tropospheric delay models. However, due to the nature of 
the processing software, which requires dual-frequency 
GPS observations, we have limited our data analysis thus 
far to the Ashtech Z-12 receiver observations. It is 
intended to process the single-frequency data in the 
future, along with similar data provided as part of the 
Beaufort Arctic Storms Experiment, undertaken at 
Inuvik, N.W.T., in October, 1994. Because of the 
geographic location and nature of these projects it is 
expected that the data will provide a good test of the 
currentiy available tropospheric delay models. 

We are using carrier phase data to test the WAAS 
tropospheric delay model because of the greater accuracy 
they provide over pseudoranges. The lower noise and 
multipath components should allow us to more accurately 
determine any residual tropospheric delay errors induced 
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STATION eO AL NATO WAAS IFADIS NMF 

Alert 
15 -7 47 -21 -2 -2 
10 -2 69 -21 -3 -4 

5 9 137 81 -6 -10 

Denver 
15 -35 -50 -51 -2 -2 
10 -43 -72 -64 -3 -3 

5 -74 -117 15 -4 -4 

Frobisher 
15 11 45 -6 -3 -3 
10 24 66 1 -5 -5 

5 57 132 126 -9 -12 

Grand Junction 
15 -59 4 -44 4 4 
10 -79 6 -56 6 6 

5 -127 21 -2 11 11 

Guam 
15 -57 4 -28 1 1 
10 -75 6 -33 1 1 

5 -119 20 45 3 2 

Kotzebue 
15 2 39 -15 -3 -3 
10 12 58 -11 -4 -4 

5 35 119 105 -8 -8 

Nashville 
15 -15 -7 -29 -6 -6 
10 -13 -9 -33 -9 -9 

5 -10 -1 70 -16 -18 

Oakland 
15 3 12 -14 5 5 
10 14 19 -9 8 8 

5 43 51 117 16 15 

San Juan 
15 -39 -46 -53 -4 -4 
10 -45 -66 -66 -6 -5 

5 -77 -107 13 -10 -9 

St. John's 
15 2 21 -13 -5 -5 
10 12 31 -9 -7 -7 

5 38 72 112 -12 -14 

The Pas 
15 -5 26 -14 -3 -3 
10 2 38 -10 -5 -5 

5 19 83 106 -9 -10 

Whitehorse 
15 -29 28 -16 0 .   0 
10 -34 42 -14 0 J 

5 -47 87 88 0| 

Table 1 - Mean tropospheric delay error for 15°, 10° and 5° elevation angle. The 
values represent the mean differences between the tropospheric delay model 
predictions and ray-trace results, in centimetres. (Note: AL = Altshuler) 
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STATION e(°) AL NATO WAAS IFADIS NMF 

Alert 

15 10 12 9 3 3 

10 14 17 13 5 5 

5 27 28 23 8 10 

Denver 
15 21 22 21 18 18 

10 31 32 31 26 26 

5 60 60 58 49 48 

Frobisher 
15 13 16 12 6 6 

10 19 23 18 8 8 

5 33 40 31 15 15 

Grand Junction 
15 14 17 13 7 7 

10 20 24 19 10 10 

5 38 44 35 20 19 

Guam 
15 11 13 11 7 7 

10 17 20 16 11 11 

5 31 35 29 20 20 

Kotzebue 
15 14 17 14 6 6 

10 21 25 20 9 9 

5 39 45 36 16 16 

Nashville 
15 28 30 27 12 12 

10 41 44 40 18 18 

5 79 81 74 33 33 

Oakland 
15 13 13 12 10 10 

10 19 19 18 15 15 

5 36 35 34 16 15 

San Juan 
15 16 16 16 13 13 

10 23 24 23 19 19 

5 45 46 44 35 35 

St. John's 
15 21 24 21 13 13 

10 31 34 31 19 19 

5 57 62 55 35 35 

The Pas 
15 11 14 11 7 7 

10 17 21 16 11 10 

5 31 37 28 19 19 

Whitehorse 
15 11 14 11 5 5 

10 16 21 15 8 8 

5 30 38 27 14 14 

Table 2 - Root-mean-square scatter about the mean of the differences between the 
tropospheric model predictions and the ray-trace results for 15°, 10° and 5° elevation 
angle, in centimetres. (Note: AL = Altshuler) 
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by the different models. Our use of carrier phase data is 
also germane to the idea of extending the WAAS concept 
to a Local Area Augmentation System (LAAS). This 
concept requires carrier phase positioning and on-the-fly 
ambiguity resolution to perform precision CAT-II and 
CAT-III approaches. 

FLIGHT DATA TEST RESULTS 

An important consideration in this type of study is that a 
proper comparison be made between models. Several 
previous studies have shown that the correlation in 
meteorological parameters degrades very quickly with 
height [Brown and van Diggelen, 1994; Qin et al., 1995]. 
Therefore, only where both air and ground 
meteorological data are concurrently available are 
comparisons made, rather than using default 
meteorological data. 

As an example of the kind of data we have processed, we 
present in Figure 1 the carrier phase double difference 
residuals for one hour's worth of data, processed with the 
WAAS model and then the Saastamoinen zenith delay 
models with the Niell mapping function. As we 
suspected, using the Saastamoinen wet zenith delay 
model proved sUghtly superior than using the Ifadis 
zenith wet model. The elevation cutoff angle used was 
10 degrees. The residuals using the WAAS model 
appear to be more unstable over a longer period of time. 
This is partly due to the fact that after two separate cycle 
slip events at approximately 5 and 45 minutes into the 
data set, the ambiguities are resolved differently (and 
incorrectly) than in the Saastamoinen/Niell solution. 
The difference is only one cycle on both LI and L2, but it 
is enough to account for the divergence of the residuals 
after 30 minutes. A cycle slip also occurs on a low 
elevation angle satellite at approximately 30 minutes but 
it drops below the cutoff before its ambiguities can be 
resolved. 

Both these plots show some systematic trends in the 
residuals and by examining Figure 2 we might suggest a 
closer correlation with the distance between the two 
receivers, rather than their relative height difference. 
Over a distance of nearly 200 kilometres, uncorrelated 
tropospheric effects and orbit errors should be the 
predominate errors. Hence, for the residuals presented in 
Figure 3, which are from exactly the same data and 
tropospheric model combinations as before but processed 
with International GPS Service for Geodynamics (IGS) 
precise orbits, almost all the systematic trends have been 
removed and the cycle slips are still resolved with a one- 
cycle difference between the two solutions. However, the 
biases that remain in the WAAS solution stand out more 
clearly. 

Turning to Figure 4, we consider the effect on the formal 
errors of the position solutions. This plot represents the 
height, northings and eastings (respectively reading 
down the y axes) standard deviation using the broadcast 
orbits. We can immediately see that the precision of the 
height component of the WAAS solution is more 
sensitive compared to the Saastamoinen/Niell solution at 
all times. 

Also in Figure 4, one might note the two jumps in the 
WAAS height standard deviation. The first, at 30 
minutes is also in the Saastamoinen/Niell standard 
deviation, but the latter at 51 minutes, is not. This would 
suggest that this is purely a consequence of the use of a 
different tropospheric delay model, however this is only 
the case in an indirect way. This jump is actually due to 
the WAAS model solution solving for the second cycle 
slip three minutes later than the Saastamoinen/Niell 
solution. 

CONCLUSIONS 

The ray trace results indicate that either the Niell or 
Ifadis mapping functions, coupled with a standard zenith 
delay model will perform better than the proposed 
WAAS model. However, reliable meteorological data is 
advisable, particularly the pressure (one mbar error in the 
pressure introduces about 2 mm error in the zenith 
hydrostatic delay determination). 

The flight data results indicate that the WAAS model can 
introduce errors into the ambiguity resolution of the 
carrier phases even over short distances between the 
receivers, as compared to the Saastamoinen/Niell model. 
These errors are small (1 cycle) but significant over long 
time periods. They were also present even when precise 
orbits were used to compute the solutions. 

The WAAS model solution's precision is degraded 
slightly with respect to the Saastamoinen/Niell solution 
and especially in the height component. 

Further work at UNB will involve processing more of the 
flight data using different models and with lower 
elevation angle cutoffs. The advantages of using a 
different model at the reference station from that used for 
the aircraft will also be investigated. Any improvements 
that can be made to the currently proposed WAAS model 
will be considered and tested. 

Future work will also involve analysis of the NovAtel 
data set by our partners at NAVSYS Corp., Colorado 
Springs, CO, using their own on-the-fly software. This 
phase of the analysis program will look specifically at the 
effect of tropospheric delay models on aircraft precision 
approaches. 
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Figure 2. (a) Height of airplane, (b) Distance from reference receiver. 
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Abstract 

A study is being performed to measure 
GPS UE (user equipment) errors under dy- 
namic conditions by analyzing HoUoman 
AFB flight test data to better characterize 
the UE contribution to the error budget. 
Since GPS space and control segment er- 
rors will be reduced to two meters or less 
based on current accuracy enhancement ap- 
proaches, the errors due to the UE become 
a much larger relative component of the 
overall error budget. Techniques to miti- 
gate UE errors thus become of primary im- 
portance for a further improvement in navi- 
gation accuracy. The objective of this study 
is to statistically characterize these errors 
and break them into separate components 
due to the ionosphere, troposphere, multi- 
path, receiver noise, etc. For the results in 
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this paper, we were able to estimate the to- 
tal UE error. However, since ionosphere, 
troposphere and interchannel bias compen- 
sation data were not recorded for the mis- 
sion studied, a fm"ther breakdown of the UE 
errors was not attempted. Futm-e analy- 
ses will include the UE error breakdown to 
a level limited by truth reference accuracy 
and availability. Such UE error informa- 
tion is valuable for three reasons: (1) al- 
lows verification of GPS error budget, (2) 
allows planners of UE error reduction tech- 
niques to better prioritize their effort, and 
(3) allows the validation of models for use in 
error mitigation techniques and navigation 
filters. A byproduct of this effort is that 
anomalous conditions will be better under- 
stood so that signal processing enhance- 
ments, fault detection, isolation, and recon- 
figuration approaches may be designed. Re- 
sults are presented for a typical high perfor- 
mance aircraft instrument configuration for 
two Rockwell Collins user sets, the Minia- 
turized Airborne GPS Receiver (MAGR) 
and the 3A. 

Introduction 

The GPS pseudorange (PR) error budget is sepa- 
rated into three main components [1]: (1) space 
segment errors, primarily due to the imprecise pre- 
dictability of space vehicle (SV) clock perturba- 
tions ajid satellite force perturbations, (2) control 
segment errors, primarily due to satellite track- 
ing errors, imprecise prediction of satellite mo- 
tion (or latency in the navigation message upload), 
and suboptimal processing in the Master Control 
Station, and (3) the user equipment (UE) errors, 
or errors which are attributed to the GPS user 
sets, consisting mainly of errors in the ionospheric 
(iono) and tropospheric (tropo) delay compen- 
sation, multipath, interchannel bias and receiver 
noise. Diiferential GPS removes or significantly 
reduces many of the errors which are common to 
a reference station and a user, such as space and 
control segment (SS/CS) errors. Also, current en- 
hancements will reduce the SS/CS errors for the 
stand-alone user to two meters or less [2]. Thus, 
for the Precise Positioning Service (PPS) user, the 
UE error will become the dominant error compo- 
nent. 

In this study, UE errors are measured in a dy- 
namic environment typical of a high performance 
aircraft. These errors are expected to be signifi- 
cantly different from those for a slow moving or 
static user. Some inherent difficulties are: (1) ob- 
taining an accurate enough truth reference for the 
flight trajectory and a reference whose errors are 
independent of the GPS solution errors, (2) ob- 
taining truth reference values of ionospheric and 
tropospheric delay, and (3) separation of the var- 
ious GPS error sources. We expect this effort to 
be on-going as additional techniques are developed 
and implemented to generate more accurate truth 
references and new UE and instrumentation be- 
come available for testing. 

Approaches 

Approach  I -  Deriving  UE 
from Nav Domain Errors 

Errors 

In the first approach the UE ranging errors are de- 
rived from navigation domain errors. The naviga- 
tion domain error is computed by subtracting the 
TSPI (Time, Space, Position Information) state 
vector from the GPS user set state vector. TSPI 
is the best estimate of the true trajectory as gener- 
ated by post processing [3], so that the difference, 
GPS - TSPI, is the best estimate of the total 
navigation error. To obtain the UE component 
of the error, the ephemeris errors and SV clock 
correction errors, as computed by the HoUoman 
reference station, are removed. 

The resultant error, 

AX = XGPS - XTSPI AX, eph/clk 

is the estimate of the UE error in the navigation 
domain. The space and control segment error, 
AXeph/cik is obtained by using the same four SVs 
as tracked by the user and the SV Observed Range 
Errors (OREs) computed by the reference station. 
Rrom the UE navigation error, pseudorange errors 
may be estimated, for the current set of user SVs, 
by taking the inverse GPS solution [4], 

APR = S-^ AX 

where S = {G^G)~^G^ is the sensitivity matrix, 
G is the geometry matrix and APR is the vector 
of SV pseudorange errors. For four satellites, the 
sensitivity matrix simplifies to 5 = G~^. 
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Approach II - Measuring PR Errors 
Directly in the Range Domain 

The previous method characterizes the errors 
based on the output from the user set navigation 
filter. In order to develop techniques to mitigate 
errors and develop error models for use in pre- 
filters and the navigation filter, it is preferable to 
measure the errors at an earlier point in the data 
processing. For example, we would like to sta- 
tistically characterize the errors in the corrected 
PR and delta range - these are the input observa- 
tions used by the user set navigation filter. This 
approach is described next. Other methods of im- 
proving filter design involve statistical analysis of 
the filter measurement residuals. 

In this approach, the raw pseudorange measure- 
ments and precise ephemeris and SV clock correc- 
tions are used to compute PR residuals directly in 
the range domain. 

Data available from Holloman and the Defense 
Mapping Agency (DMA) which can be used to 
perform this processing are: (1) Instrumentation 
Port Data (including PR measurements, broad- 
cast navigation messages, receiver corrections, etc) 
for the 3A and MAGR [5] for aircraft test flights, 
(2) TSPI data (truth reference trajectory) for the 
above tests, (3) OREs, Ground Truth and raw and 
smoothed iono corrections from the Holloman ref- 
erence station, and (4) precise ephemeris and SV 
clock files from DMA for the dates of interest. 

The procedure to compute the pseudorange error 
then proceeds as follows: 

1. Let t{ be the GPS time of measurement PRl 
for time index i and SV index j. 

2. Using the DMA precise ephemeris/clock (or 
broadcast ephemeris and SV clock corrections 
and errors in the broadcast ephemeris and SV 
clock corrections as calculated by the Hollo- 
man reference station) and Holloman TSPI, 
compute the "precise" range: 

pi = \Ri{ti-T) - RM)\ 

where Ru is the "true" user location given by 
TSPI, r = I is the signal transit time and 
p is computed in the Earth Centered Inertial 
(ECI) coordinate frame. 

3. The uncorrected pseudorange (not corrected 
for iono, tropo, SV clock, relativity, SA, etc) 

is of the form [4]: 

PRit) p{t)+I{t) + T{t)-B,it) + 

Bu{t) + SAit) + n{t) 

where 

PR{t) is the measured pseudorange 
without iono, tropo, SV clock, etc, 
receiver corrections 

p{t) is the true range at time t 

I{t) is the true iono delay 

T{t) is the true tropo delay 

Bs{t) is the true SV clock time off'- 
set plus relativity eff'ect 

Bu{t) is the user clock bias 

SA{t) is the Selective Availability 
error 

n{t) is the random error (receiver 
noise, multipath, etc) 

4. Pseudorange residuals can be formed by sub- 
tracting precise range from step 2, DMA pre- 
cise SV clock correction, SA, and receiver cor- 
rections for iono and tropo: 

APRi   =   PRi-ff,- [I{t{) + f{t{)- 

B,{1^^) + SA{t\)] 

=    [ARs + ABs] +ARu^ 
Al{ + ATf+Bu{ti) + n{ti) 

The terms within parentheses are the error 
component in the precise ephemeris along the 
LOS (Line-of-Sight direction from user to SV) 
and the precise SV clock correction error, 
ARu is the TSPI error along the LOS, A/ 
and AT are the receiver iono and tropo de- 
lay compensation errors. When computing 
residuals this way, the simplest way to remove 
the unknown user clock bias Bu{tl) is to sub- 
tract off the average residual of the four SVs 
which are currently being tracked. (For a sin- 
gle point navigation solution calculation, the 
average value of the PR residual is interpreted 
as a user clock error and thus does not affect 
navigation error. However, part of the aver- 
age residual may be due to error components 
other than the user clock bias.) 

In addition to characterizing the total UE error, 
we would like to further separate this error into 
components of iono, tropo, multipath, noise, etc. 
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Assuming sufficiently accurate TSPI and precise 
ephemeris/SV clock, successful characterization of 
component errors requires obtaining accurate val- 
ues of the true iono and tropo delay and separat- 
ing multipath from noise and any tracking loop 
lag errors. Techniques such as, "pseudorange mi- 
nus accumulated delta range" [6] to identify and 
separate multipath, may also be appUed. 

Other UE errors may be present in one approach 
but not the other. For example, errors introduced 
by the navigation filter will be present in Approach 
I but not Approach II. Conversely, the navigation 
filter should provide some smoothing benefit that 
reduces random errors. UE clock instability com- 
pensation will be different for the two approaches. 
For example, Approach II can remove UE clock 
offset by subtracting the mean PR residual, as de- 
scribed above, while in Approach I, the UE clock 
bias is one of the states estimated in the navigation 
filter. Also, other non-traditional type errors may 
be present in both approaches. One such exam- 
ple would be bit errors in the navigation message. 
The UE channel management software also affects 
performance [7]. 

The following discussion summarizes the tasks re- 
quired to process errors in the range domain. Hol- 
loman supplies user set instrumentation port data 
and TSPI data in binary format and OREs and 
Ground Truth in ASCII format. DMA precise 
ephemeris, consisting of ECEF position and ve- 
locity, is available in 15 minute steps. To interpo- 
late this data, error functions were formed by sub- 
tracting the broadcast ephemeris, evaluated at the 
DMA 15 minute epoch times, from the DMA data. 
These are smooth functions, which when added to 
broadcast ephemeris states, evaluated at any in- 
termediate time, obtain almost the same accuracy 
as the DMA ephemeris. Other analysts have accu- 
rately interpolated the 15 minute DMA ephemeris 
using eight order polynomials [8]. DMA precise 
SV clock data is available in one hour steps. The 
SA corrections need to be obtained, which involves 
classified processing. Other receiver PR correc- 
tions, such as ionospheric, tropospheric, SV clock 
corrections, relativity, interchannel bias, etc, have 
to be recorded (or recomputed exactly as in the 
UE) so that they may be added to form the re- 
ceiver's corrected pseudorange. The receiver cor- 
rections may also be compared to reference val- 
ues, such as the reference station smoothed iono, 
to form estimates of the errors in the corrections. 
The GPS data time tags and the TSPI times have 

to be adjusted to account for any time tagging 
biases relative to GPS time. In addition, the 
ephemeris computation requires that signal transit 
time be included. Finally, TSPI data, PR correc- 
tion data, DMA precise ephemeris and SV clock 
correction data need to be interpolated with neg- 
Ugible interpolation error to the GPS time of PR 
measurement reception. 

Mission Profile 

Results are provided for the test flight of 5 Jan 
1995. This flight originated at Holloman AFB, 
flew south to about the NM state line, then ap- 
proximately west through San Simon and Stan- 
ford waypoints, north to Drake, then east to Al- 
buquerque, and Anally south back to Holloman. 

GPS Satellite Reference Sta- 
tion 

The Holloman SatelHte Reference Station (SRS) 
provides an independent monitoring of Space and 
Control Segment (SS/CS) errors. This capabil- 
ity was developed by the JPO to support GPS 
receiver testing, GPS/INS aircraft integration, 
and DGPS TSPI generation. The SRS provides 
monitor station accuracy in the determination of 
the ionospheric error and the satelHte ephemeris 
and clock error contributions to navigation error 
(Ground "Lruth). This Ground Truth error model 
provides support for field testing user equipment 
for the DoD. 

The SRS includes the modified Collins 3A based 
Data Analysis Station (DAS) and the new GPS 
Reference System (GRS) in development. The 
DAS ColUns 3A is clock aided with a high per- 
formance Cesium atomic clock reference and in- 
cludes PC based receiver control, tracking schedul- 
ing and data acquisition. The DAS functions as 
a monitor station and was quaUfied against the 
Inverted Range Monitor Station (IRMS) by the 
JPO at Yuma. The DAS is the existing stan- 
dard for reference station support of DoD receivers 
and in integrity monitoring of GPS performance 
and anomalies for the JPO and Air Force Oper- 
ational Test and Evaluation Center (AFOTEC). 
The SRS capability will be upgraded later in 1995 
with the addition of a new eight channel GRS to 
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provide increased satellite coverage, simultaneous 
eight satellite track of the L1/L2 P codes and C/A 
codes, and to support the civilian receiver test and 
application in an SA and A-S environment. 

The SRS fills three distinct requirements in the 
field testing of GPS receivers and GPS integrations 
at HoUoman. First, the SRS provides monitoring 
of SS/CS performance and anomalies during test- 
ing. Next, the SRS provides the Observed Range 
Errors (OREs) used to determine the Ground 
Truth. The Ground Truth is the SS/CS error con- 
tribution to a GPS receiver. The Ground TYuth is 
used in calculating the URE portion contributed 
by the GPS User Equipment and is used to verify 
the UE against its specifications. Lastly, the SRS 
provides the DGPS TSPI with accuracy compara- 
ble to the laser tracking systems with the FAA and 
DoD. The DGPS TSPI is highly sought by a num- 
ber of test agencies who require the reduced cost 
and high precision of this reference along with the 
Ground iVuth and satelUte monitoring capability. 

Aircraft Data Acquisition 

Two Enhanced Accuracy USAF Standard Inertia! 
Navigation Units (SNUs) [9] were interfaced to a 
Kontron IP Lite 386 DX airworthy personal com- 
puter and Honeywell's Configurable Data Acquisi- 
tion Test Software (CDATS), which performs 1553 
bus controller functions, provides system mode 
control, initialization, data display and high speed 
1553 data bus recording. 

Differential GPS TSPI 

The DGPS reference system generates highly ac- 
curate postflight time, space, and position in- 
formation (TSPI) data using the Holloman SRS 
and government furnished user equipment (GFE) 
aboard the mobile van or fiight test bed. The SRS 
uses a modified Collins 3A GPS receiver to track 
all visible GPS satellites. The GFE on the fiight 
test platform was a Collins 3A GPS receiver for 
the reference and a MAGR from the integrated 
systems. The MAGR was inertially aided by the 
SNU, while the 3A reference receiver was not iner- 
tially aided but was aided by an atomic clock. The 
JPO developed standard control and display unit 
(CDU), fixed reception pattern antenna (FRPA) 

50% 
Hor 

'f'os Error (m) 
Ver       3D 

Rms Vel Error (m/s) 
E        N      UP     3D 

2.0 I 2.0 I    2:5    |a02    0.04    0.02    0.05 

Table 1: DGPS TSPI Accuracies 

and antenna electronics (AE-4) are used with the 
Collins 3A receiver. DGPS accuracies have been 
verified to a distance of 500 miles from the refer- 
ence station. The SRS and UE data are processed 
post-test to remove errors introduced by the GPS 
space and control segments, ionosphere and tro- 
posphere. 

The DGPS navigational accuracies are dependent 
on the position dilution of precision (PDOP) and 
on the accuracy of the fitted ionospheric and ob- 
served range errors. The test window can be cho- 
sen to minimize each of these errors. The opera- 
tional constellation will have four or more satel- 
lites more than five degrees above the horizon, 
providing PD0P<6 coverage, 99 % of the time. 
Typical accuracies displayed in Table 1 were ver- 
ified on the 746th Test Group's High Speed Test 
TVack and documented in report number AFDTC- 
TR-94-48. 

Results 

Data was analyzed for a fiight test occurring on 5 
Jan 1995. Since both the 3A and the MAGR were 
included in the aircraft's instrumentation pallet, a 
comparison of the two for the same flight can be 
made. 

Prom the 1 Hz fiight test and post processed 
TSPI "truth" navigation data, UE position and 
velocity errors were computed for analysis. Rep- 
resentative time histories for the 3A errors are 
shown in Figures 1 through 3 for GPS time from 
407500 (or about 17''11'"40'' Universal Coordi- 
nated Time, UTC) to 409300 sec. The aircraft was 
initially climbing and heading approximately west 
at speeds of 60 to 70 m/s. After about eight min- 
utes, the aircraft leveled off, followed three min- 
utes later by an abrupt heading change to north- 
west and speed increase to about 105 m/s, then 
another abrupt heading change to southwest at 
about 26 minutes. Spikes in the time histories 
seem to coincide with the heading changes. The 
3A, which was not INS aided, shows an interrup- 
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tion in track and SV switching at the time of the 
first heading change, while the MAGR does not. 

Figure 1 shows the navigation error due to the 
GPS user equipment (GPS - TSPI - Eph/clk - 
see Approach I). From the data in Figure 1, PR er- 
rors for the four satellites being tracked were com- 
puted at each time point as described in Approach 
I. For example, Figure 3 shows the UE PR error 
for the SV tracked by the first channel. The time 
shown on the x-axis is measured relative to the 
initial GPS time shown in the top of each plot. 
The mean and standard deviation of the errors 
are displayed at the upper left of each plot and 
the four SV PRN numbers are shown at the top 
right of the position and velocity error plots. The 
occurrences of receiver channel SV switching are 
shown as vertical dashed fines. The omission of 
position error data from 500 to 560 sec was due to 
the unavailabifity of SS/CS corrections (Holloman 
Ground Truth). 

SimUar MAGR time histories are shown in Fig- 
ures 4 through 6. Notice that the 3A and MAGR 
often do not track the same SVs and that SV 
switching between the two is not consistent. The 
MAGR velocity errors tend to be much smaller. 
This is probably due to the MAGR being ve- 
locity aided by the SNU, while the 3A was not. 
A strange sinusoidal characteristic appears in the 
MAGR vertical velocity. This may be due to an 
incorrectly measured lever arm or baro altimeter 
error into the SNU which was aiding the MAGR. 

The errors computed by Approach I may be 
summed to form cumulative error distributions. 
These were computed for the 3A over the entire 
mission time span of 403975 to 417500 sec. Fig- 
ures 7, 8 and 9 show the UE x-y-z position, ve- 
locity and 2D/3D error cumulative distributions, 
respectively, for the 3A. Notice that the Up posi- 
tion and velocity errors tend to be larger than the 
East and North errors and that the Up position 
error has a rather large bias. Similar plots for the 
MAGR errors are shown in Figures 10 through 12. 

From the data in Figures 7 and 10, the UE PR er- 
rors were calculated and arranged into histogram 
bins for each SV that was tracked during the mis- 
sion. These consisted of PRNs 1, 5, 14, 15, 18, 20, 
21, 22, 23, 25, 28, 29 and 31, and each of their cu- 
mulative distribution curve is shown in Figure 13 
for the 3A and Figure 14 for the MAGR. Some of 
the SV PR curves show significant biases. These 
may be due to errors in the Holloman Ground 

Truth, biases in the receiver PR corrections, or 
multipath. The aggregate cumulative PR error 
distributions for the entire set of the 13 satellites 
are shown in Figures 15 for both 3A and MAGR. 

The PDOP parameter time history for the 3A and 
MAGR are shown in Figure 16. This is a useful 
parameter for relating navigation domain errors to 
PR errors. 

Pseudorange residual errors, calculated as de- 
scribed in Approach II with average residual sub- 
tracted out at each time, were computed for a 450 
sec span of data for the 3A starting at GPS time 
407520. These are shown in Figure 17 for data 
sampled every 30 sec. DMA precise ephemeris 
was used to compute the precise range, and SA, 
DMA SV clock corrections and relativity correc- 
tions were removed from the pseudorange mea- 
surements, but the iono, tropo and interchannel 
bias corrections were not recorded and were thus 
not included. This may explain why the PR resid- 
uals are somewhat larger than expected. The tran- 
sient Uke effect is due to an incorrect initial guess 
of the receiver clock bias, which is quickly updated 
using the mean PR residual. 

PR error statistics are tabulated for each of the 
sateUites for the 3A for the time interval 403975 
- 417500, in Table 2 and for the MAGR for the 
time interval 404568 - 417480, in Table 3. Aggre- 
gate PR statistics for the 13 SVs are x = 0, a = 
1.56 meters, for the 3A, and x = 0, a = 1.25 me- 
ters, for the MAGR. The aggregate means are zero 
since the PR bias, common to the four SVs being 
tracked, is removed at each time point. These val- 
ues compare with the total user equipment error 
budget of 3.6 meters rms for Precise Positioning 
Service (PPS) user sets [1]. 

Conclusions and Future Work 

The analysis and results presented in this paper 
are very preUminary. However, some general con- 
clusions and recommendations for future study 
may be presented. Much more effort, consisting 
of both analysis of test data and TSPI enhance- 
ment wiU be required to realize the objectives of 
this study, the statistical characterization of user 
set errors and a breakdown of overall UE error into 
separate error components. 

Unexplained biases and anomafies occurred in the 
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sv X a rms 
1 0.04 1.35 1.35 
5 -0.52 1.40 1.49 
14 -1.39 0.78 1.60 
15 1.04 1.40 1.74 
18 1.64 0.82 1.83 
20 0.42 0.91 1.00 
21 0.87 1.67 1.88 
22 0.43 1.20 1.27 
23 -1.02 0.39 1.09 
25 -0.87 1.95 2.14 
28 -0.01 1.64 1.64 
29 0.34 0.88 0.95 
31 -0.04 0.82 0.82 

Table 2: 3A PR Error Statistics 

SV X a rms 
1 -0.50 0.98 1.10 
5 0.34 1.20 1.24 
14 -1.07 0.88 1.39 
15 0.66 1.30 1.46 
18 0.89 0.52 1.03 
20 -0.09 0.91 0.91 
21 0.46 0.44 0.64 
22 -0.27 0.66 0.72 
23 -1.33 0.91 1.61 
25 0.65 1.52 1.66 
28 0.22 1.42 1.44 
29 -0.18 1.04 1.06 
31 0.35 1.47 1.51 

Table 3: MAGR PR Error Statistics 

UE errors. Mitigation of these errors will require 
further understanding of the causal effects. The 
aggregate rms PR error for the 3A and MAGR 
were measured at 1.56 and 1.25 meters, respec- 
tively, being substantially less than the UE spec- 
ification value of 3.6 meters. TSPI accuracy was 
stated as being about 2.5 meters in 3D. The mis- 
sion PDOP ranged from about 2.0 to slightly over 
3.0. This implies that PR errors should be mea- 
surable to an accuracy of about one meter. Thus 
the UE errors are approaching the same size as the 
TSPI truth reference accuracy. 

The 3A velocity errors in the Up direction were 
significantly larger than the East and North er- 
rors. The INS-aided MAGR velocity errors were 
substantially smaller than the unaided 3A veloc- 
ity errors. A further refinement in measuring the 

velocity errors will be available with the use of 
HoUoman High Rate TSPI (HRO) at 20 Hz. 

Some ideas for future study are presented next. 

• Data from several additional missions will 
have to be considered to provide a statisti- 
cally meaningful characterization of UE er- 
rors. Separate statistics should be compiled 
for variable conditions, such as time of day, 
type of instruments, instrument configura- 
tion, trajectories and maneuvers, etc, in or- 
der to study the effects on accuracy of dif- 
ferent instruments, geometries, dynamics, at- 
mospheric and ionospheric conditions. Dif- 
ferent levels of GPS accuracy may need to be 
reported for different mission characteristics, 
for example, high dynamics vs low dynamics 
flights. 

• Approach II should be further studied. The 
PR residuals, after including the receiver cor- 
rections, can be compared to the PR er- 
rors estimated using Approach I. Any differ- 
ences need to be explained. The separation 
of the UE eirror into the constituent compo- 
nents will continue in future effort. For exam- 
ple, recorded receiver correction data such as 
iono compensation, can be compared to the 
smoothed iono available from the HoUoman 
SRS. UE component errors will be character- 
ized statistically when feasible. Error statis- 
tics can be compared with current UE error 
models and these models and error budgets 
will be revised. 

• Velocity errors should be further analyzed. 
An attempt should be made to extend Ap- 
proach II for the computation of delta range 
residuals using delta range measurements and 
precise range rate. 

• The relationship between motion, masking, 
and motion dependent errors may be studied 
by cross correlating the UE errors with air- 
craft translation and rotation, using the di- 
rection of the LOS, aircraft size and shape 
information. 

• Biases in the UE errors should be further ex- 
plored. Theoretically, biases attributable to 
imprecise modeling can be reduced. 

• The accuracy of TSPI is critical to the ob- 
jectives of this study.   Accuracies of better 
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than one meter axe required in order to mea- 
sure a user set error component of one me- 
ter. Also, any correlation between TSPI er- 
rors and GPS errors are important. For exam- 
ple, if TSPI and the GPS solution have a com- 
mon bias, the subtraction GPS - TSPI will 
give an overly optimistic GPS accuracy cal- 
culation. Further tests should be performed 
to verify TSPI position and velocity accuracy, 
to measure any correlation between TSPI er- 
rors and GPS errors, and to assess any signif- 
icant degradation of TSPI at maximum test 
distances from the HoUoman SRS. The use 
of independent truth reference measuring de- 
vices may be necessary. 

• Further development and implementation of 
techniques to improve TSPI accuracy, con- 
tinuity and reliability are required. Cur- 
rently, TSPI is not computed when less than 
four satellites are tracked (or less than three 
SVs with atomic clock aiding), or when 
DGPS corrections or SRS Ground Truth is 
unavailable. Potential TSPI enhajicement 
approaches are differencing techniques using 
carrier phase measurements and carrier cycle 
ambiguity resolution, and TSPI based on op- 
timally fused data: inertial instrument mea- 
surements, DGPS corrections [10], and any 
other external data. 

• Reference stations should be enhanced to pro- 
vide more accurate space and control segment 
(SS/CS) error data (OREs) and reference val- 
ues of iono and possibly tropo compensation. 
For example, an Allen Osborne TurboRogue 
user set is scheduled to be installed at the Hol- 
loman SRS. This receiver, which uses carrier 
smoothing techniques to reduce multipath ef- 
fects, will enable a more accurate calculation 
of SS/CS errors. 
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ABSTRACT 

The Mobile Inertial Test System (MITS) is a truck- 
mounted testbed used by engineers at Wright Laboratory 
Armament Directorate, Eglin Air Force Base, to conduct 
dynamic tests of developmental tactical grade navigation 
systems. MITS hosts aircraft avionics to provide a truth 
reference system for evaluating and characterizing navi- 
gation performance. Recently, MITS was used to support 
Aeronautical Systems Center technology demonstration 
programs by emulating the MIL-STD-1553 inertial GPS 
interface between an aircraft platform and a developmen- 
tal GPS-aided inertial munition for pre-flight ground 
tests. These tests included functional verification of the 
MIL-STD-1553 interface, transfer of alignment of the 
inertial measurement unit, and fast acquisition aspects of 
the GPS receiver. 

This paper discusses the MITS test configuration and 
test procedures to conduct the pre-flight tests in accor- 
dance with the aircraft Operational Flight Program. The 
data presented are results from dynamic ground test sup- 
port of a HIGH GEAR Joint Direct Attack Munition 

Product Improvement Program called the Exploitation of 
Differential GPS for Guidance Enhancement (EDGE) 
program. In this program, wide area differential correc- 
tions were applied to the GPS-inertial navigation system 
of the air-to-surface munition. The EDGE guidance unit 
consists of a Honeywell Integrated Flight Management 
Unit incorporating Honeywell's HG1700 Ring Laser 
Gyro Inertial Measurement Unit and Interstate Electron- 
ics Corporation's SEM-E GPS receiver cards. The wide- 
area differential corrections are processed by SRI Inter- 
national's 1000 mile baseline reference receiver network 
which used four Ashtech 12-channel receivers. 

INTRODUCTION 

The challenge in designing future autonomous, 
standoff precise munitions is the development of tactical 
navigation, guidance and control systems that yield the 
most accuracy within cost, size, weight and power con- 
straints. This is the goal of the Armament Directorate of 
Wright Laboratory, which leads the research and devel- 
opment of advanced munitions for the Department of 
Defense. One approach the Armament Directorate under- 
takes to meet this goal is developing and demonstrating 
innovative navigation technologies such as silicon iner- 
tial sensors, micromachined inertial measurement units, 
tightly-coupled GPS-aided navigation systems and anti- 
jam GPS antenna electronics. In addition, studies and 
demonstrations of inertial transfer alignment methods 
between the aircraft and the weapon are being pursued to 
accelerate transfer alignment, and improve the accuracy 
of the weapon's initial conditions before launch. 

Within the Directorate, an in-house research and test 
capability exists to independently characterize and vali- 
date the performance of the advanced navigation tech- 
nologies. A key asset of this in-house test capability is 
the Mobile Inertial Test System (MITS), a truck-mounted 
testbed that was developed to test munition navigation 
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performance in a moderately dynamic environment. In 
past years, the Directorate has used MITS to support 
three Precision Guided Munition (PGM) flight test dem- 
onstrations for the Joint Direct Attack Munition program 
office. Through these programs, MITS has evolved into 
a practical and versatile dynamic Hardware-In-the-Loop 
(HIL) testbed for munition flight test programs. This 
paper discusses the MITS hardware configuration, ca- 
pabilities and support role for the Exploitation of Differ- 
ential GPS for Guidance Enhancement (EDGE) program 
flight tests. 

MOBILE INERTIAL TEST SYSTEM 

MITS is an in-house testbed developed to evaluate 
and analyze the inertial, GPS-aiding, and antijam GPS 
performance of weapon-grade navigation systems. To 
achieve these objectives, MITS uses modem aircraft avi- 
onics to produce a position and velocity truth reference 
system. Truth reference data is calculated by updating a 
high-quality Inertial Navigation System (INS) with GPS 
measurements. Figure 1 is a picture of the MITS inte- 
rior, showing the operator stations and racks housing the 
computer systems, power supplies, avionics equipment, 
and fixture for the IMU/GPS test hardware (bottom 
right). 

\ 

^ti 

^BB ■% i"1 L......, Hf j* ,1 -.■<.im 1 ■' 'IB' n ** 

^P 
!^^* i 

Figure 1. MITS Interior 

Illustrated in Figure 2 is a schematic showing the 
organization of the principle MITS subsystems. At the 
core of the MITS lie two ruggedized PC's. The first PC is 
a ruggedized 486 DX 66 Mhz Personal Computer (PC) 
with 32 MB RAM, Removable 105 MB Syquest hard 
drive, and DDC-65515 MEL-STD-1553 bus card. It acts 
as the MIL-STD-1553 Bus Controller (BC), overseeing 
basic communications between the avionics and the 
guidance unit, including GPS position updates to the H- 
423 to create the Truth Reference System (TRS). In 
addition, it is used to develop software in Pascal and C. 

486 PC 486 PC 
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Figure 2. Schematic of MITS Subsystems 

The second PC collects and displays telemetry data 
via a high speed (up to 1000 Kbaud) RS422 serial inter- 
face. It is a ruggedized 486 DX 66 Mhz Personal Com- 
puter with 20 MB RAM, removable 150 MB Bernoulli 
hard drive and a removable 88 MB Syquest hard drive. 
Data are saved to disk cartridges for post-test processing. 
The MITS can operate in classified environments up to 
SECRET level. 

Avionics 

Aircraft avionics consist of a Honeywell H-423 0.8 
nm/hr INS and Rockwell-Collins 3M Miniaturized Air- 
borne GPS Receiver (MAGR) linked to the 1553 bus as 
remote terminals. The BC uses P-code GPS position 
information from the 3M MAGR to update the H-423 to 
create a position and velocity truth reference system with 
8 - 10 m position and 0.5 fps velocity accuracy. This 
accuracy is adequate to evaluate tactical grade inertial 
measurement units with drift rates of 1 - 10 degrees/hr. 
The MITS GPS antenna is a Rockwell International 
Controlled Radiation Pattern Antenna (CRPA-2) while 
the antenna for the IMU/GPS test hardware is the 
weapon antenna supplied by the customer. 

The H-423 adheres to the "Specification for USAF 
Standard Form, Fit, and Function Medium Accuracy 
Inertial Navigation Unit," (SNU-84) . The SNU-84 es- 
tablishes the requirements (including performance) of 
form, fit, and function for an Inertial Navigation Unit 
(INU) applicable to a broad spectrum of vehicles. It is 
the intent of this specification to define the INU require- 
ments such that multiple contractor designed and pro- 
duced hardware can be used interchangeably at the Line 
Replaceable Unit (LRU) level in any given vehicle. 

This ICD affords the INU, or INS, to operate in one 
of several reference frames; Earth Centered Earth Fix 
(ECEF), Local Geodetic, Navigation, Sensor, Gyroscope, 
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Accelerometer, Chassis, and Aircraft Body. The Direc- 
tion Cosines Matrices (DCMs) for coordinate frame 
transformations are included in the MIL-STD-1553 mes- 
sages. A dedicated high speed vector, in which the navi- 
gation data is updated up to 200 times per second, is 
available as is a correction vector used to update the INS 
using external sensors, i.e., a GPS receiver. 

The 3M MAGR receiver follows the "GPS User 
Equipment Interface Control Document for MIL-STD- 
1553 Multiplex Bus Interface," (ICD-GPS-059). ICD- 
GPS-059 defines the 3 M MAGR MIL-STD-1553 inter- 
face. Data available from this ICD include ephemeris, 
navigation, covariance, waypoint, satellite almanac and 
Precise Time and Time Interval (PTTI) outputs. It is 
important to note that no classified data is permitted to 
transmit on the 1553 bus. As a result, the corrected 
pseudorange data is not available via 1553. 

The 3M MAGR also offers an RS-422 instrumenta- 
tion port (IP) defined by the "GPS User Equipment Inter- 
face Control Document for Instrumentation Port Data 
Link of the DoD Standard GPS UE Radio Receivers" 
(ICD-GPS-150). ICD-GPS-150 defines the Instrumenta- 
tion Port Data Link (IPDL) interface. The IPDL provides 
an interface to transfer data and commands between an 
external device (in this case, a PC) and a GPS receiver. 
It has its own protocol and offers virtually the same mes- 
sages as the ICD-GPS-059, but in greater detail. In the 
case of the 3M MAGR, raw GPS measurements, classi- 
fied included, are available. 

MITS Power Distribution 

Figure 3 depicts the MITS power generation and 
distribution system. Main power is provided from either 
two 6.5 Kwatt generators or external building power. 
One 6.5 KW generator feeds power to the MITS power 
supplies and computers, while the other 6.5 KW genera- 
tor is used to run the air-conditioning units. 28V, +/- 
15 V, +5V DC and 115 V AC 400 Hz 3 phase power are 
furnished by two power supplies. The power distribution 
system is also designed to run off either generator or 
completely on external building power. 

Test Range 

Eglin AFB has at its disposal a vast expanse of 
ranges. Deserted airfields are prime candidates for test- 
ing since they provide clear views of the sky for satellite 
tracking and wide runways for maneuverability. Several 
of the runways have surveyed waypoints to intermittently 
gauge the performance of the test unit.   In the near fu- 
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Figure 3. MITS Power Distribution System 

ture, WL/MNAG will be able to quickly survey new way- 
points according to the test organization's specifications. 

Evolution to Dynamic HIL Testbed 

Although developed to test advanced tactical navi- 
gation systems, these capabilities have positioned MITS 
as a viable and practical testbed for munition flight test 
programs. In 1993, the Aeronautical System Center 
(ASC) initiated the Operational Concept Demonstration 
(OCD), an Eglin AFB in-house flight test demonstration 
of an IMU/GPS guided weapon. MITS was recruited to 
test the guidance hardware and software under dynamic 
conditions while emulating the 1553 communications 
interface between the aircraft and the guidance unit. The 
OCD dynamic ground tests characterized critical soft- 
ware deficiencies and established the value of conducting 
pre-flight HIL mobile tests with MITS. 

Consequently, MITS has evolved into a premier risk- 
reduction test asset for munition flight test programs. 
Recently, ASC requested using MITS to conduct similar 
pre-flight ground dynamic tests for a developmental 
PGM program entitled Exploitation of Differential GPS 
for Guidance Enhancement (EDGE). What follows is a 
discussion of the EDGE program and the pre-flight 
ground test support using MITS. 

EXPLOITATION OF DIFFERENTIAL GPS FOR 
GUIDANCE ENHANCEMENT 

The Exploitation of Differential GPS for Guidance 
Enhancement (EDGE) program is part of a Product Im- 
provement Program for the Joint Direct Attack Munition 
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Figure 4. EDGE System Concept 

(JDAM) program. System concept of the program is 
illustrated in Figure 4. Wide-area differential GPS using 
reference receivers in a network with over 1000 nautical 
miles separation was identified as a key element in a 
DGPS JDAM guidance upgrade concept. The objective 
of EDGE was to demonstrate weapon navigation accu- 
racy improvement through the use of Wide-Area Differ- 
ential GPS. SRI International developed the Wide-Area 
Reference Receiver Network by incorporating four refer- 
ence receiver stations, each hosting a P(Y) code 12- 
channel Ashtech receiver at sites approximately 1000 
nautical miles radius from the Eglin AFB Horida test 
range. These sites are at Ellswoth AFB, South Dakota; 
Holloman AFB, New Mexico; Hanscom AFB, Massachu- 
setts; and Roosevelt Roads NS, Puerto Rico. 

The EDGE weapon is a 2000 pound bomb with a 
modified Guided Bomb Unit tail kit known as the GBU- 
15. The front section normally houses a guidance seeker, 
but is now replaced with a Honeywell Integrated Flight 
Management Unit (IFMU). Cardinal components of the 
IFMU include the 1 degree/hr HG 1700 Inertial Meas- 
urement Module and Interstate Electronics Corporation 
(lEC) SEM-E Fast Acquisition GPS Receiver. GPS time 
and ephemeris are sent from the aircraft GPS receiver to 
the IFMU via the 1553 bus, and used to aid in the fast 
acquisition of GPS signals. The IFMU is responsible for 

implementing the tightly-coupled IMU/GPS filter, trans- 
fer alignment algorithm, incorporation of differential 
corrections, and autopilot outputs. 

Referring to Figure 4, the EDGE operation begins 
with the transmission of uncorrected GPS pseudoranges 
from the reference receivers via land lines to a Central 
Processing facility at Eglin AFB. Using these pseu- 
doranges, the Central Processor derives and merges a 
composite set of DGPS corrections for all satellites in 
view. A subset of the DGPS corrections for the satel- 
lites in the local area are transmitted via encrypted UHF 
to the aircraft's (F-16 BLK 50) Improved Data Modem 
(IDM), then sent to the weapon through the MIL-STD- 
1553 bus. After the aircraft executes a transfer align- 
ment and weapon inertial sensor calibration sequence, 
the EDGE weapon is then released from the F-16 at alti- 
tudes and velocities sufficient to permit acquisition and 
tracking of GPS signals for high-altitude air-to-surface 
trajectories. 

After launch, the weapon acquires GPS and Time- 
To-First-Fix is achieved in 15-20 sees. During the 120 
second flight, the IFMU calculates ionospheric errors and 
applies differential corrections to the GPS measurements. 
The IMU/GPS Kalman filter is updated by the corrected 
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measurements and the Inertial Measurement Module 
generates velocity and attitude estimates for the autopilot. 

EDGE DYNAMIC GROUND TESTS 

To reduce program risk, the EDGE program office 
conducted ground tests to validate the weapon system 
performance requirements before flight testing. The 
primary component of the ground tests was using MITS 
to perform dynamic HIL tests. These MITS HIL tests 
provided the first dynamic environment for testing the 
use of differential corrections to aid navigation perform- 
ance in a fully built-up weapon guidance system. The 
objectives of the mobile tests were to: 

• Verify the MIL-STD-1553 communications inter- 
face between the actual aircraft avionics, and dif- 
ferential corrections transmission and the IFMU 

• Validate the Transfer Alignment process between 
the aircraft INS and munition IFMU 

• Perform Aircraft/Weapon Mechanization to 
simulate weapon launch 

• Validate GPS fast acquisition and TFFF 

• Perform acceptance testing of six guidance kits 
prior to flight tests 

MITS EDGE CONFIGURATION 

The MITS operating software was modified to emu- 
late a subset of the F-16 BLK 50 MIL-STD-1553 bus 
traffic in accordance with the Operational Flight Pro- 
gram (OFP) developed for EDGE. The modification in- 
cludes sending GPS time and ephemeris from the aircraft 
GPS receiver, and embedding the differential corrections 
into the 1553 bus bit stream. In addition, a 3A GPS re- 
ceiver was acquired to imitate the GPS receiver in the 
actual aircraft. A PC controlled the MIL-STD-1553 
communications bus between MITS and the weapon to 
duplicate the wing station interface between the aircraft 
and the weapon. As shown in Figure 5, a Cellular Secure 
Telephone Unit (STU-III) is used to transmit the differ- 
ential correction data from the Commahd Control Facil- 
ity (CCF) to the MITS platform. The corrections are 
then passed to the 486 PC bus controller and sent to the 
IFMU. Telemetry from the IFMU is sent through a RS- 
422 interface to the 486 PC telemetry receiver. 

The IFMU's navigation performance was driven by 
differential GPS accuracies-hence, the MITS truth refer- 
ence system was not capable of providing truth to effec- 
tively evaluate the IFMU. Instead, a series of waypoints 
were surveyed to provide truth data. These waypoints, 
and the overall trajectory of the MITS testing, is shown 
in Figure 6. 

GPS SV 

GPS SV 

IDM Ground 
Station 
(CCF) 

Figure 5. MITS EDGE Dynamic Ground Test Concept 
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Figure 6. EDGE Ground Test Trajectory 

PROCEDURE 

As mentioned earlier, the primary role of MITS for 
the EDGE project was to provide a ground based plat- 
form to validate the basic operations of the guidance sys- 
tem. To this end, the mobile test begins by gyrocompass- 
ing the H-423 INS situated at a survey point. This as- 
sures the most accurate INS data for the remainder of the 
test. The three basic stages of the PGM are Transfer of 
Alignment (T/A) initialization, launch and flight. Each 
of these phases is initiated and monitored by MITS. Fig- 
ure 7 is a schematic of the MITS EDGE configuration. 
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Figure 7. MITS EDGE Signal Configuration 

During the T/A phase, the control system is sending 
the EDGE unit, via MIL-STD-1553, inertial data at a 50 
Hz rate. The primary data are extracted from the INS 
101 message block and include position, velocities, accel- 
erations and tilts. The EDGE unit uses these data to de- 
termine its orientation within the ECEF reference and to 
characterize its Kalman filter parameters and biases. 
Once the item has completed the T/A phase, it should 
know where it is, how it is oriented, and how to weight 
its sensor inputs to calculate a valid navigation solution. 

Also during this phase, GPS information is being 
sent at 3.125 Hz (the ephemeris data) and 1.5625 Hz (the 
position and time data). With this information, the test 
item GPS receiver can determine the current constella- 
tion and position and, at launch time, will be able to 
quickly and reliably acquire and track enough satellites to 
begin aiding the IMU. At launch, there is typically 
about 10 to 15 sec of unaided navigation while the GPS 
receiver readies itself. At about 10 sec before impact, the 
GPS aiding is disabled, allowing the weapon to terminate 
its flight in free inertial mode. This is to prevent any 
possible "glitches" to the autopilot, and hence any last 
second control adjustments that may jerk the weapon off 
its intended course. Therefore, for a 120 sec time of 
flight, there is approximately 100 seconds of GPS aiding. 

Progress of the T/A stage is constantly monitored 
using the telemetry collect and display capability of the 
MITS. The primary data of interest include Kalman fil- 
ter parameters, biases, position, velocities, tilts and error 
estimates. With these displays, engineers observe the 
guidance system's progress and performance. More de- 
tailed examination is possible by "replaying" the data at a 
later time. Data presentation and analysis is available 
through standard PC tools such as Microsoft Excel and 
custom designed programs. 

Timing 

Timing is perhaps the most crucial of issues with 
EDGE. To achieve GPS fast acquisition, the lEC re- 
ceiver must know time within 10 msec of GPS time. The 
high dynamics of the aircraft also require that timing be 
well synchronized among the avionics to assure that in- 
ertial data is accurate. 

Each device on the MIL-STD-1553 bus, including 
the BC, has an internal 16 bit clock with a 64 msec 
resolution. If one of these clocks were to start at zero, it 
would rollover to zero again 4.194304 seconds later. 
For the system to operate smoothly, these clocks must be 
synchronized to within one or two bit times, 64 or 128 
msec. The BC is responsible for time synchronization 
and does so using the MIL-STD-1553 synchronize with 
data word mode code. The data word associated with 
this mode code is the time to which the clock is to be set. 
For EDGE, synchronization occurs every 3.84 sec. 

Data from the aircraft INS and GPS receiver contain 
a time of validity word, indicating when the data can be 
considered valid. The internal 64 msec clocks are the 
source for these time tags. Given this with the time of 
reception, the guidance unit can easily determine the age 
of the data by simple subtraction. 
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There is, however, a potential problem at the clock 
synchronization point. It is entirely possible that a data 
set from the INS be tagged with a pre-synchronization 
clock value, and synchronization occur before the guid- 
ance unit receives the data. In this case, the guidance 
unit receives its data at ti with a time tag of to, with to > 
ti, indicating that the data sample is valid sometime in 
the future. This is not possible. 

To circumvent this problem, the PGM must know 
when synchronization occurred. This is accomplished by 
yet another MIL-STD-1553 message. Therefore, given 
the synchronization time, ts, the age of the data at or near 
synchronization can be determined by: 

age = (ts + ti) - to 

The age should never be over 20 msec for the INS and 1 
sec for the GPS data. 

The GPS receiver must have a time solution within 
10 msec of the actual GPS time to achieve fast acquisi- 
tion. Universal Time Coordinate (UTC) time is passed in 
the 1.5625 Hz data as is the time of validity for that UTC 
time. After calculating the age of the data, the PGM can 
easily determine within 10 msec the actual UTC time. 

Differential Corrections 

The source of GPS differential corrections is the 
CCF at Eglin AFB. Data from the four remote GPS sta- 
tions converge here, providing information for all satel- 
lites in view. The CCF is responsible for determining the 
optimum satellite constellation and calculating correc- 
tions for the EDGE unit. 

In the operational scenario, the corrections are 
transmitted to the aircraft through the IDM and then to 
the weapon over the communications bus. For MITS 
testing, the STU-III cellular phone is used. Both links 
are certified secure. The numbers are recorded from the 
STU-III, entered in the PC and transmitted directly to the 
weapon in another MIL-STD-1553 message. 

INS Altitude Data 

Altitude data is necessary for proper INS operation. 
For the F16, altitude is available using the baroaltimeter. 
During MITS ground tests, the altitude changes stay well 
within the advertised accuracy of the baroaltimeter, ± 50 
ft. As a result, the controlling PC can easily simulate the 
baroaltimeter's data, given an initial value close to field 
elevation. 

RESULTS 

The following results represent data from typical 
mobile ground tests of the EDGE guidance hardware. 
The intent here is to show what data is collected and 
analyzed to validate the aircraft-weapon interface, trans- 
fer alignment, and navigation performance. Figures 8 - 
10 show the inertial misalignment estimates and vari- 
ances of the estimates from the IFMU transfer alignment 
Kalman filter. In all three axis, a transition exists be- 
tween initial estimates and relatively smaller estimates of 
axis misalignment. Prior to this point, the variances are 
converging up to the transition point where they expand 
and then settle to a relatively constant value. This tran- 
sition point signifies when an artificial "Transfer Align 
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Figure 8. Transfer Alignment filter X axis tilt error estimates 
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Figure 9. Transfer Alignment filter Y axis tilt error estimates 

Complete" discrete is sent by MITS. The signal is arti- 
ficially induced because MITS dynamics do not approach 
the aircraft's dynamic environment. However, this test is 
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Figure 10. Transfer Alignment filter Z axis tilt error estimates 

a notable event since it signifies successful MIL-STD- 
1553 interface with the aircraft avionics and validates the 
functionality of the Transfer Alignment filter. Note how 
well the Z axis misalignment estimates and variances 
perform. This is due to the observability of heading (or 
azimuth) errors when performing S-tums (refer to the 
test trajectory in Figure 6). 

Figures 10 and 11 show position latitude and longitude 
GPS errors of three systems, respectively: a) the aircraft 
P-code 3A GPS Receiver, b) the EDGE GPS-aided navi- 
gation solution with wide area differential corrections 
and c) the weapon P-code lEC SEM-E GPS Receiver . 
The data in these plots represent MITS moving toward 
and stopping at the MITSl waypoint. As seen in both 
figures, the non-corrected 3A GPS receiver position ex- 
hibit favorable behavior in latitude, but has initial diver- 

gent behavior in longitude, indicating a bias in that di- 
rection. In comparison, the EDGE Differential GPS- 
aided position solution converges in latitude and is well- 
behaved in the longitudinal direction.. The performance 
seen here of the EDGE GPS-aided navigation attests the 
accuracy enhancement gained by using wide area differ- 
ential corrections. 

SUMMARY 

This paper describes the instrumentation and capa- 
bilities of the Mobile Inertial Test System (MITS), and 
discusses its application as an in-house test asset for ad- 
vanced tactical grade navigation systems and, lately, a 
dynamic HIL testbed for PGM flight demonstration pro- 
grams. For EDGE, engineers at Wright Laboratory Ar- 
mament Directorate have modified the MITS operating 

GPS ERRORS (LONGITUDE) 

O-OOOM   ■       ^ 

GPS ERRORS (LATITUDE) 

Figure 11. EDGE Latitude GPS Errors 

Figure 12. EDGE Longitude GPS Errors 

software to emulate a subset of the F-16 BLK 50 MIL- 
STD-1553 bus traffic in accordance with the OFP. As a 
result, MITS was used to validate the transfer alignment 
function, GPS fast acquisition, wide area differential cor- 
rection accuracies, and GPS-aided navigation perform- 
ance of each EDGE guidance unit prior to flight tests. 
Experience with EDGE and other PGM flight demon- 
stration programs has given Armament Directorate engi- 
neers the flexibility to use MITS to emulate the aircraft- 
weapon interface of any DOD aircraft with a MIL-STD- 
1553 bus in accordance to an established OFP. 
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ABSTRACT 

As part of the Navy Lightweight Exo-Atmospheric Projectile 
(LEAP) Technology Demonstration program, a new 
interceptor based on STANDARD Missile and a shipboard 
weapon system was built to demonstrate the potential of 
integrating the required technologies to defend against tactical 
ballistic missiles. Incoming tactical missiles would be 
engaged in outer space (prior to atmospheric reentry) with a 
Kinetic Kill Vehicle (KKV). Accurate knowledge of 
interceptor attitude as well as position and velocity is critical 
to pointing the KKV at the target. The LEAP system used an 
integrated GPS/INS package to provide this data. The 
mission contained both high acceleration and high velocity 
while demanding high accuracy attitude estimates at the end 
of the short flight. 

The paper describes hardware-in-the-loop (HIL) testing done 
on the LEAP GPS/INS package using JHU/APL's NAVSIL 
laboratory. The test configuration presented a detailed 
simulated flight environment to the GPS/INS through both 

simulated GPS RF and simulated inertial sensor signals. 
Multiple flight trajectories were generated'by a high fidelity 6- 
DOF all-digital interceptor simulation. Detailed effects in the 
HIL simulation included inertial instrument errors, GPS 
antenna pattern signal level effects, and acceleration induced 
GPS receiver reference oscillator shift. The resulting high 
fidelity HIL testing capability provided important support to 
development of the GPS/INS package and an independent 
assessment of expected GPS/INS performance. Overall 
mission success was predicted by inserting measured HIL 
GPS/INS errors into the 6-DOF LEAP mission simulation. 

INTRODUCTION 

In support of the Navy Lightweight Exo-Atmospheric 
Projectile (LEAP) program. The Johns Hopkins University 
Applied Physics Laboratory (JHU/APL) tested and evaluated 
the LEAP demonstration vehicle's GPS/INS navigation 
system. The goal of JHU/APL was to provide the Navy with 
a high confidence assessment that the LEAP GPS-Aided 
Inertial Navigation System (GAINS) would perform according 
to the requirements in the LEAP mission environment. The 
performance assessment of the GAINS was conducted in the 
JHU/APL Navigation and Guidance System Integration 
Laboratory (NAVSIL). 

The Navy LEAP was a technology demonstration program for 
a tactical ballistic missile intercept system based on the 
Terrier Standard Missile (SM-2). The three-stage missile 
carries a kinetic kill vehicle (KKV) with an infra-red seeker 
system. The KKV is ejected by the missile third stage at a 
point where its seeker has a high-probability of acquiring the 
target. The KKV then autonomously guides and intercepts the 
target with a direct impact. 

The third stage guidance system in the LEAP missile is the 
GAINS, an inertial navigation system consisting of a 
navigation and Kalman filter processor developed by Hughes 
Aircraft Company, a preselected AMRAAM inertial 
measurement unit, and a Rockwell-Collins GEM-I GPS 
receiver. The GAINS relies on position and velocity updates 
from the GEM-I receiver to estimate and correct the errors in 
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the inertial sensor. The addition of GPS allows the GAINS to 
achieve the required level of accuracy with a medium quality 
inertial sensor. 

LEAP Mission 

The LEAP mission presented a challenging environment for 
GPS receiver technology. The mission contains extreme 
dynamics in not only acceleration and velocity but also in the 
missile body attitude. The GPS receiver must be able to 
reacquire lost satellites quickly and to navigate accurately at 
high Mach number velocities. Figure 1 shows the velocity, 
acceleration, and body angles versus time for a nominal LEAP 
mission. The nominal mission characteristics include boost, 
second and third stage motors at nominal temperature, a 
nominal intercept range, and 90° of roll during boost. 
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Figure 1 Nominal Mission Acceleration, Velocity and 
Body Angles versus Time 

Figure 2 illustrates the body angles for a simulated stressing 
mission (discussed later). The principal stressing feature is 
the large, high angular rate roll excursion of 2000° during 
boost. The angular motion is due to an assumed maximum 
booster fin misalignment. 
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Figure 2 Stressing Mission Body Angles versus Time 

Prior to the LEAP launch, power is provided to the GAINS so 
that the GEM-I receiver can be initialized and perform 
satellite acquisition.   Sufficient time is allotted to allow the 
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receiver to acquire four satellites and begin navigating, 
acquire the additional visible satellites, and to update its 
almanac. At approximately 5 minutes before the launch, the 
GAINS navigation processor and Kalman filter are initialized 
and begin to process both inertial sensor data and GPS 
solutions. 

At launch the missile enters the boost phase during which the 
missile longitudinal acceleration exceeds 25 g's and the 
receiver loses lock on the satellite signals that were tracked. 
The missile second stage follows boost and burns for 
approximately 30 seconds in a nominal mission as shown in 
Figure 1. Simulated missile velocity exceeds Mach 3. The 
receiver should reacquire the lost GPS signals and provide 
solutions to the GAINS navigator during the second stage 
burn, so that the errors in the attitude estimates can be 
corrected as soon as possible. 

After the second stage and a coast period, the remaining third 
stage undergoes a rapid pitch and yaw maneuver shown in 
Figure 1 at approximately 95 seconds. This 'pitch to ditch' 
maneuver is performed so that the nose cone over the KKV 
can be ejected away from the missile. A tracked satellite can 
potentially be lost during this maneuver, as the deep nose null 
in the GPS antenna pattern sweeps through an arc of 
approximately 25°. 

Maintaining tracking of four satellites at the beginning and 
during third stage rocket motor burn is important to 
maintaining position, velocity and pointing accuracy. The 
third stage, with a maximum acceleration of >6 g's, can also 
cause a loss of lock on one or more of the satellites being 
tracked. The accuracy of the GAINS position and velocity 
solutions are critical at this point in the mission to maintain 
pointing of the third stage in the correct direction for the KKV 
intercept. Following the third stage and a short coast, the 
KKV is provided with inertial alignment and is ejected. The 
pitch, roll, and yaw estimates provided by the GAINS must be 
sufficiently accurate to allow the KKV seeker to place its field 
of view over the target with minimal searching. 

In summary, the LEAP mission is characterized by high 
dynamics and a short duration which impose demanding 
requirements on the GPS receiver and the GAINS system. 
The LEAP GPS receiver must have the capability to reacquire 
quickly and to rapidly substitute for satellites lost due to 
antenna pattern nulls. The challenges of the LEAP application 
for the GAINS were a compelling motivation for extensively 
utilizing hardware-in-the-loop testing during the design and 
development phases. 

GAINS Package 

The HIL simulation capability in NAVSIL was specifically 
enhanced to support HIL testing of the GAINS. Both general 
and special purpose simulations and signal generation systems 
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were developed for the GAINS tests. As background for the 
description of the NAVSIL simulation, a brief discussion of 
the GAINS design, operation, and requirements is presented 
here. 

The GAINS is an inertial navigation system with an integrated 
GPS receiver that provides the guidance for the LEAP third 
stage. As shown in Figure 3, the GAINS package contains a 
navigation and Kalman filter processor card, and input/output 
(I/O) card and the Rockwell-Collins GEM-I receiver in a 
SEM-E form. The GEM-I receiver is a 5-channel, Ll-only 
GPS receiver. The additional position accuracy provided by 
a dual-frequency GPS receiver was not required for the 
GAINS to meet the position accuracy specifications. Inertial 
aiding is provided to the GEM-I to allow the receiver to 
reacquire following boost and to assist the receiver in tracking 
through the missile dynamics. 

Figure 3 GAINS Functional Configuration 

External to the GAINS package are the inertial measurement 
unit (IMU) and the GPS antenna. A set of AMRAAM IMU's 
manufactured by GEC were preselected for the LEAP 
program. The AMRAAM IMU is a medium-quality (30 
°/hour) inertial sensor. For the LEAP mission, specific units 
were preselected at the factory to have 10 °/hour drift 
characteristics. Error characteristics of the IMU such as 
sensor misalignments and g and g^ sensitivities cause the 
inertial system to develop large errors during the boost phase. 
The GPS antenna is a wrap-around design that is located on 
the third stage behind the KKV nose cone. The antenna 
consists of individual patches and a feed line structure. The 
resulting pattern has a lobe and null pattern in the azimuth 
plane in addition to the deep nulls in the nose and tail aspects. 
The various nulls in the pattern introduced potential risk of 
loss of satellites during many phases in the mission. 

The GAINS navigator processes inertial measurements (AV's 
and AO's) from the IMU that are generated at a 100 Hz rate. 
GPS solutions are transmitted from the receiver to the 
navigation processor. Velocity updates are done at 1 Hz while 
position updates occur at 50 second intervals. The position 
update rate is lower to avoid potential correlation problems 

between the receiver and INS Kalman filters. 

The GAINS is initialized through the Stage 3 Control 
Computer (S3CC) while on the launcher rail and provides 
position, velocity, and attitude data to the S3CC throughout 
the missile flight. 

The LEAP Mission Requirements Definition (MRD) placed 
the following performance requirements on the GAINS. 
During the third stage burn, the position and velocity errors in 
each axis must not exceed 61 meters and 5 meters per second 
respectively. At KKV release, the GAINS pointing, or 
attitude, error limits were 7.5 milliradians in pitch and yaw 
and 15.0 milliradians in roll. 

CHARACTERISTICS OF NAVSIL 

NAVSIL consists of various subsystems that provide control 
of the HIL simulation, signals to the GPS navigation system 
under test, monitoring of the simulation, and the recording of 
output data and simulation parameters. A functional diagram 
of the principal NAVSIL subsystems utilized in the GAINS 
HIL testing is shown in Figure 4. 
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Figure 4 NAVSIL GAINS Testing Configuration 

The LEAP 6-DOF trajectory description is produced in an off- 
line simulation. The trajectory data drives the satellite 
generator, IMU data generator and interface, and the receiver 
reference generator, or g-sensitivity simulator. These devices 
then independently transmit to the GAINS the corresponding 
signals precisely synchronized to the simulation time. 

Initialization of the GAINS, consisting of initial estimates of 
position, velocity, and attitude, are provided through the Stage 
3 Control Computer simulator. Following initialization, the 
Stage 3 simulator provides data recording capability. 

GPS Satellite Signal Simulator 

The GPS satellite simulator in NAVSEL is a 10-channel 
Stanford Telecommunications Model 7200. The satellite 
simulator can accept any GPS almanac and simulate the 
visible satellites at any location for any date and time. The 
simulator accurately reproduces both the carrier and code 
eifects that are induced due to satellite and missile motion and 
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propagation effects. In the GAINS testing, trajectory and 
satellite power updates were provided to the satellite simulator 
at 20 Hz and 4 Hz respectively. The simulator is capable of 
simulating LI and L2 with C/A and P codes. GPS space 
segment errors were approximated with the addition of biases 
to the simulator's pseudorange calibration values. The set of 
bias values was selected from a normal distribution with a 
standard deviation of 4.3 meters. 

IMU Signal Generator 

A VME-based, IMU Signal Generator was developed at 
JHU/APL to provide the real-time IMU data (delta-velocity 
and delta-angle values) to the LEAP GAINS. The IMU Signal 
Generator was tightly synchronized to the simulation time so 
that the IMU data at 100 Hz would precisely correspond to the 
simulated missile trajectory. The simulated IMU data was 
generated in an off-line IMU model developed at JHU/APL. 
This digital IMU simulation allows control of the IMU 
characteristics, e.g. accelerometer bias, misalignment, scale 
factor errors, and noise; gyro drift, misalignment, scale factor 
errors, g and g^ sensitivity, and noise. 

Receiver External Reference Generator 

was necessary in order to accurately predict the reacquisition 
performance of the GAINS GPS receiver following boost, as 
well as the assess the receiver tracking performance during the 
remaining flight. The LEAP GPS antenna was a ring design 
consisting of eight patches. This design produced a lobe and 
null pattern in the azimuth plane in addition to the deep nulls 
toward the missile's nose and tail. Using data from antenna 
pattern measurements conducted in an anechoic chamber, the 
antenna gain effects were simulated on each individual 
satellite signal in real-time. 

Stage 3 Control Computer 

A PC-based system was used in GAINS testing to simulate the 
Stage 3 Control Computer (S3CC) in the LEAP vehicle. The 
S3CC system provided the primary method for the 
initialization of the GAINS and the data extraction of GAINS 
output messages. The S3CC system provided the capability 
to record the telemetry and autopilot messages from the 
GAINS. The GAINS was normally initialized with zero 
initial velocity and position error. Initial misalignment errors, 
representing launcher pointing errors, were introduced into the 
initial values of roll, pitch, and heading transmitted to the 
GAINS. 

An external reference signal for the GPS receiver was 
provided in the NAVSIL GAINS testing. The frequency of 
this reference was varied in real-time to simulate the g-effects 
on the crystal reference in the receiver. The GEM-I internal 
reference has a specified g sensitivity of 0.002 ppm/g and a 
nominal frequency of approximately 10.9 MHZ. A time- 
tagged file of 20-Hz g-sensitivity data was produced in an off- 
line computation for each LEAP trajectory used in GAINS 
tests. A PC-based controller with a high-speed D/A card was 
used to provide the required analog control of an RF signal 
generator with a DC FM capability. 

LEAP 6-DOF Trajectory Simulation 

The LEAP 6-DOF simulation is a digital simulation of the 
SM-2/LEAP missile that provides high-fidelity trajectory data 
for NAVSIL HIL tests. The LEAP 6-DOF simulation 
accurately models the thrust/velocity profiles and the attitude 
maneuvers during the SM-2/LEAP flight. The LEAP mission 
trajectories began with the missile on the launch rail and 
ended with the KKV release. A minimum of 7 minutes was 
simulated on the launch rail followed by the missile flight of 
145 to 165 seconds. The GAINS tests were conducted with 
various trajectories that represented cold, nominal and hot 
thrust profiles for the boost, second stage, and third stage 
motors. 

GAINS GPS Antenna Pattern 

The effects of the GAINS GPS antenna pattern were simulated 
in all of the NAVSIL GAINS testing. An antenna simulation 

Other NAVSIL Subsystems 

Two additional NAVSIL subsystems, not shown in the figure, 
were utilized during the GAINS testing. Control of the 
simulation was provided by the Real-Time Computer System 
(RTCS), a Concurrent.Model 8500 digital computer with six 
R-3000 CPU's. This system has real-time processing 
capabilities and provides real-time I/O through a VME 
backplane. The RTCS commands the GPS simulator to 
produce the GPS RF signals that correspond to the desired 
missile trajectory and also commands the signal levels of the 
individual simulated satellites. The RTCS also controls the 
establishment of the simulation time, so that the operation of 
all of the subsystems in the facility can be synchronized. 
Finally, the RTCS provides a data extraction capability in 
many test situations. 

A NAVSIL GPS ECM Signal Simulator was developed at 
JHU/APL specifically for the performance evaluation of 
missile navigation systems that utilize GPS. The ECM 
simulator was used in the GAINS testing to assess the 
susceptibility of the system to possible L-band radio frequency 
interference (RFI). 

NAVSIL HIL GAINS TESTING RESULTS 

Numerous test series were performed on the GAINS package 
throughout its development. Numerous tests of GAINS and 
GEM-I software versions were done. Other studies included 
pre-launch drift effects, misalignment sensitivities, and 
satellite visibility and trackability in the antenna pattern. Only 
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example results will be shown here using the final as-flown 
GAINS design. For each test GAINS package output data 
was recorded and compared with "truth", as defined by the 
HIL simulation, to calculate errors. In addition to examining 
position, velocity and attitude estimate errors from the INS 
function in the GAINS, other parameters typically analyzed 
following each test were Kalman filter Figure-of-Merit, 
Kalman filter position and velocity residuals, GEM-I receiver 
position and velocity errors, GEM-I receiver constellation 
change flag, number of receiver channels in State 5 tracking, 
and GEM-I receiver Figure-of-Merit. Other parameters 
recorded in each test that were available for examination to 
support more thorough analysis included GEM-I receiver 
covariance matrix, GEM-I receiver C/NQ, tracking states, and 
satellite ID'S, Kalman filter correction matrix, Kalman filter U 
& D matrices, and GAINS and GEM-I error diagnostics. 

Table 1 lists the conditions used for two types of missions, a 
nominal mission and a stressing mission. Other near nominal 
and stressing missions were tested, but are not discussed here. 
The stressing mission shown was one of several used to 
expose the limits of GAINS performance. It contained 
maximal roll attitude change early in the flight combined with 
long rocket motor bum time (cold motors) and a long mission 
nighttime. In the results shown below, cases were run using 
picks from various distributions as shown in Table 1. For 
example, 10 stressing cases were run. IMU errors were used 
from 10 picks from a normal distribution with 1 sigma values 
set to 1/3 of the LEAP IMU specification for each IMU error 
variable, e.g. 10 sets of IMU errors. The stressing sets were 
the 10 worst cases from the 20 nominal sets. The expected 
launch window was divided into seven intervals. Each case 
was run starting at the beginning of one of these intervals, 
using intervals again as needed to cover the number of cases. 

^■"^«\Mission 

Conditions^\^^ 

Nominal 
(20 cases) 

- nominal motors 
- nom. Intercept range 
- 90 dea boost roll 

Stressing 
(10 cases) 

- cold motors 
- max. Intercept range 
- 2000 deo boost roll 

IMU Errors 
20 Sets selected from 
anomial distribution 
(lo.lflspeq) 

10 Sets selected from 
anomialdlstribulion 
(1a=1/3spec) 

INS Initialization 
Errors 

20 Sets selected from 
a uniform dist. 
(maxEi.sdeg) 

10 Sets selected from a 
uniform dIst. 
(max = 1.5deg) 

Launch Times 
(launch times repeated) 

7 Times at regular 
Intervals over the launch 
window 

6 Times from original set 
of 7 during the launch 
window 

Table 1 Example Test Mission Conditions 

Figures 5 through 9 show the GAINS performance results. 
Each figure contains an overplot of all the cases for that 
mission. This illustrates the envelope of performance 
encountered in the HIL testing. The LEAP specification for 
each parameter of interest is shown on each figure. Note the 
specified performance applies only at or over certain times. 
For example, the position error requirements are specified 
from the beginning of third stage rocket motor burn, whereas 
attitude requirements apply at KKV release. Figures 5 and 6 

contain overplots of the ECEF X, Y and Z position and 
velocity errors. Reacquisition following loss of lock during 
boost varies with the cases, with the latest being about 60 
seconds for the nominal mission. Third stage rocket motor 
acceleration combined with attitude errors causes loss of lock 
in several cases. In several cases the resulting position and 
velocity errors exceeded specification over a short period for 
the stressing mission. Note the velocity scales are different for 
the stressing mission. An off-line 6-DOF simulation study of 
KKV intercept performance showed insignificant degradation 
in miss distance resulting from these errors. 

The angular specifications for the GAINS were considered the 
most difficult to meet. The accuracy of the angular 
initialization of the GAINS was dependent on the tracking 
accuracy of the missile launcher. In addition missile roll 
attitude was more difficult for the GAINS to measure after 
initialization and prior to launch because of the 65° launcher 
rail elevation. During boost the large g and g^ gyro errors 
induced large angle estimate errors. The stressing mission 
produced very large roll errors which are off scale in Figure 7 
until near the end of third stage rocket motor burn. The 
simulated third stage separation at about 65 seconds in the 
stressing mission caused sufficient angular motion to increase 
the angular errors. These angle errors must then be corrected 
before KKV release. As can be seen in the figures, the third 
stage acceleration allowed adequate correction of angular 
estimate errors to meet specifications in all cases. 

CONCLUSIONS 

Throughout the development of the GAINS package, 
interactive HIL testing proved highly valuable in surfacing 
problems early, thus allowing easier solutions. The mission 
realistic fidelity, explicit knowledge of "truth" and 
repeatability of the HIL simulation revealed subtie details of 
GAINS response and sensitivities to parameter variation that 
would be difficult or impossible to detect in flight tests. The 
ability to examine a large number of trials under highly 
stressing conditions demonstrated robustness. In support of 
post-flight analysis, the NAVSIL HIL simulation confirmed 
the cause of behaviors seen in the flight. 

The NAVSIL HIL testing demonstrated the GAINS would 
meet the performance requirements under nominal LEAP 
mission conditions. The mission risk was thus reduced 
through the utilization of extensive HIL testing. The 
successfiil performance of the GAINS in the FTV-4 test flight 
confirmed the NAVSIL HIL performance predictions. 
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ABSTRACT 

This paper describes a single-axis, dual-antenna, GPS 
attitude measurement system developed by SRI 
International to determine the azimuth and elevation 
angles of military weapons, such as the 120-mm gun on 
the Abrams tank, during training exercises. The pointing 
angle is used to pair the weapon with the intended target. 

The system uses low-cost, six-channel, commercially 
available, single-frequency, C/A-code GPS receivers. No 
attempt is made to synchronize the receivers' clocks. 
Antenna separation is approximately six wavelengths. 

Ambiguity resolution is achieved using a modified 
Hatch integer search algorithm. Resolution is facilitated 
by a clinometer that provides approximate elevation angle 
information when the vehicle and weapon are stationary; 
angular motion limits the search sector when the weapon 
is moving. With six satellites in track, ambiguities are 
almost always resolved in less than 100 seconds and are 
typically resolved in less than 10 seconds. Once angular 
"track" has been achieved, the validity of the integer set is 
revalidated each epoch by monitoring the residuals, the 
computed baseline length, and the elevation or azimuth 
sector limits that can be inferred from the clinometer and 
from relative antenna motion. 

At the end of the paper, the results of this constrained 
design are compared with results achieved using longer 
baselines, better receivers, and better multipath conditions. 
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INTRODUCTION 

The objective of this effort has been to develop a low- 
cost attitude measurement technique that will perform 
satisfactorily on the gun barrel of an MlAl tank or an 
M2/M3 Bradley during training exercises. In most cases, 
the vehicle will be operating in an arena devoid of 
buildings and foliage that would mask GPS satellite 
signals. The measurement technique is being incorporated 
into a multi-vehicle tracking system that will support 
force-on-force training for the Idaho National Guard. The 
system, called DFIRST (Deployable Force-on-Force 
Instrumented Range System), will accommodate up to 42 
combatant and 18 non-combatant vehicles, all of which 
will be linked to a base monitoring station through high- 
data-rate radio modems. GPS differential corrections will 
be uplinked from the base station to the participants; 
vehicle position, gun angle, and status will be downlinked 
from the participants to the base station. During an 
exercise, when a simulated "shot" is fired by a combatant, 
the gun attitude measurement will be used to "pair" the 
shooter with the intended target. Figure 1 shows the 
major components of the system. 

Communications      GPS 
Antenna Antenna 

X V 
GPS Receiver(s) 

Radio Modem   |—' 
Computer 

Communications 
Antenna 

V 
GPS 

Antenna 

V 
BASE STATION 

High-Data-Rate 
Radio Modem 

Base Station 
(Exercise 

Monitoring) 

GPS 
Reference 
Receiver 

Position, Velocity, Gun Pointing, Status 
— GPS Con-ections, Exercise Status 

FIGURE 1     DFIRST SYSTEM DIAGRAM 

One of the major challenges in implementing a GPS- 
based interferometric angle measuring system is the 
resolution of whole-cycle phase ambiguities. Figure 2 
illustrates the problem for a single-baseline, two-antenna 
configuration. The relative positions of the antennas (and, 
hence, the angle between them) can be computed if the 
difference in range to each of four or more satellites can be 

determined. Each receiver provides the phase of the carrier 
signal and integrates this phase over time, but the starting 
point of the integration is arbitrary within a whole 
number of cycles. Hence, just subtracting the carrier 
phase values is not sufficient. The difference in starting 
points must be determined. 

GPS 
Receiver 

GPS 
Receiver 

—►n^ 
Fractional Phase \p Fractional Phase 

Measurement    I    Measurement 

Ambiguity 
Resolution 
Processing 

Gun 
Pointing Angle 
Computation 

FIGURE 2    ESTIMATING GUN POINTING ANGLES 

The way to resolve ambiguities depends on the 
application. A priori knowledge of the pointing angle is 
helpful; in this case, we know there are constraints on the 
gun elevation angle. Possible auxiliary measurements are 
discussed in the following section. A search approach can 
be used when more than the minimum number of 
satellites are tracked. Search algorithms [Hatch] use 
redundant data to eliminate whole-cycle values that yield 
non-coincident solutions. Motion-based methods [Cohen 
and Parkinson] can be applied during intervals when the 
direction of the baseline is changing. Our application is a 
hybrid approach that draws upon each of these 
possibilities. 

A second implementation challenge is to achieve 
adequate angle measurement accuracy. Three factors 
determine the angular error: receiver phase noise, 
multipath, and baseline length. In the tank environment. 
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multipath very often exceeds the receiver noise and is, 
therefore, the dominant source of phase measurement 
error. For a given phase error, the angle error is inversely 
proportional to the length of the baseline, and thus, in 
principle, can be made arbitrarily small by increasing the 
separation between antennas. However, in this 
application, the length of the gun barrel established a 
practical limit. 

The collective characteristics of using low-cost 
(noisier) receivers, short antenna baselines, and an 
uncontrolled multipath environment (as encountered with 
tank installations) result in attitude performance below 
that typically achieved under more favorable design 
conditions. To illustrate this performance contrast, some 
of our results obtained using better receivers, longer 
baselines, and a more benign multipath environment are 
provided at the end of this paper. 

APPROACH 

Several issues were addressed to determine the best way 
to meet the above requirements. These issues, listed 
below, are discussed in the following narrative. 

• The specific receiver and antenna types to be used. 

• The antenna and baseline configuration (number of 
baselines, number of antennas and independent 
receivers, etc.). 

• Possible auxiliary measurements (such as compass 
or clinometer) to simplify the ambiguity resolution 
process. 

• The methodology for cycle ambiguity resolution. 

of a single clock would offer two advantages: lower noise 
when the receiver-to-receiver phase differences are calculated, 
and possible reduction (by one) of the number of satellites 
needed to produce the attitude measurements. However, this 
option was rejected because it would have required 
significant and potentially costly hardware modifications. 

Baseline   Configuration 

From the beginning of this effort, we anticipated a 
single-baseline system, inasmuch as it would be the least 
costly to implement and would conform to the linear 
geometry of the gun barrel. Moreover, the single baseline 
would provide both azimuth and elevation of the barrel; 
roll angle was not required. 

Several variations were considered to facilitate 
ambiguity resolution. For example, one configuration 
employed three receivers and three colinear antennas, as 
suggested in Figure 3. The two antennas on the left (A 
and B) are sufficiently close together that there are few or 
no ambiguities to be resolved. The pointing angle can be 
computed approximately using the phase differences from 
the close pair alone; under most circumstances, this angle 
is sufficiently accurate to allow direct computation of the 
whole cycle values over the full baseline length (from 
Antenna A to Antenna C). We rejected this approach in 
favor of a two-receiver system because of the cost of the 
additional receiver and the increased complexity of the 
software and hardware interfaces to the participant 
computer. 

Sector   Limits 

Hardware 

When the investigation began, only two vendors 
offered off-the-shelf, C/A-code receivers that provided 
phase measurements and were sufficiently inexpensive for 
our application. We selected the Leica GPS Engine, a 
6-channel receiver, because our measurements indicated 
that it had lower phase noise than the other candidate. 

In selecting the antenna, our primary concern was to 
choose a unit that would provide reasonable performance 
in the potentially challenging multipath environment 
found on a tank. Of the three models evaluated, the 
Motorola Oncore and the Micropulse 90LL13700 offered 
comparable overall performance. 

The issue of whether to use a single clock rather than a 
separate clock for each receiver was briefly examined. Use 

The ambiguity resolution process can also be 
simplified by limiting the angular sector over which one 
searches. One possibility is to restrict potential solutions 
based on a priori knowledge. For example, in our case it 
was reasonable to assume that the elevation of the gun 
barrel would be limited by the allowable vertical 
movement of the gun relative to the hull and by the 
minimum and maximum pitch angle that the hull might 
assume as it moves across the terrain. 

Another option, under static  conditions, would be to 
measure the elevation angle of the barrel with a 
clinometer, thereby constraining elevation sector limits to 
a few degrees. We also considered using an electronic 

*A clinometer, being gravity-sensitive, will not provide 
an accurate estimate of the elevation angle if the baseline 
is vibrating or accelerating. 
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• Search allowable integer volume. 

• Check perspective solutions against known 
constraints. 

compass to limit the azimuth sector. However, 
compasses that will operate satisfactorily inside a tank 
were expensive and (at the time this project began) had 
uncertain performance. 

Relative motion between the antennas can also be used 
to bound the solution and help reject invalid solutions. 
For example, false solutions tend to exhibit changes in 
baseline length when the direction of the baseline changes. 
Consequentiy, if the baseline is rotating and the length of 
the baseline appears to be changing, the ambiguities have 
been incorrectly resolved. 

Figure 4 shows the actual hardware configuration. The 
software is described in the following subsection. 

Resolution   Algorithm 

Order Tracked Satellites 

Calculate Double 
Difference Phases 

Search is bypassed 
once pointing angle 

is established 

Determine Sector Limits 
- Clinometer 
- Motion 

^ ' 

Search Integer Volume 

^ r 

Check Constraints 
- Residuals 
- Sector 
- Baseline 

The ambiguity resolution algorithm can be divided into 
five steps, as shown in Figure 5: FIGURE 5    SOFTWARE DIAGRAM 

• "Order" tracked satellites. 

• Calculate double differences. 

• Determine sector limits from baseline motion and 
clinometer. 

Ordering the satellites involves selecting from the 
tracked satellites the four that provide the best position 
dilution of precision (PDOP). These "primary" satellites 
are placed at the top of the list, with the highest elevation 
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satellite first. The remaining "secondary" satellites are 
placed at the bottom of the list. 

The double-differencing step includes calculating the 
receiver-to-receiver phase differences, then subtracting the 
phase of the first satellite from each of the others. To 
minimize the chance that the first satellite has excessive 
multipath, the highest of the first four satellites is used. 

Any relative motion between the antennas can be 
detected by examining the epoch-to-epoch change in carrier 
phase, which is equivalent to calculating the differential 
velocity between the two. This is accomplished in the 
same way that one would compute the velocity of a 
remote receiver relative to the reference station in a 
differential GPS system. Once determined, the motion 
can be used to help eliminate invalid solutions. 

The ambiguity search method we have used is similar 
to one proposed by Hatch. A search volume is established 
to accommodate the length of the baseline and the 
pseudorange measurement accuracy of the receivers. In 
our case, because the baseline is ~6 wavelengths and the 
pseudorange measurement error of the receivers is much 
larger, the search volume is based on baseline length only. 
The "primary" satellites are used to step through this 
volume, one integer set at a time. For each set, the 
integer that yields the minimum residual can then be 
calculated directly for each of the secondary satellites. In 
this application, because the length of the baseline is 
known, the integer for the fourth satellite in the primary 
set can often be directly calculated as well. 

For each set of integers determined in the previous 
step, the corresponding pointing solution is then checked 
against a variety of constraints, including: the known 
distance between antennas; any sector limits established 
by the clinometer, the relative motion, or the extremes of 
allowable gun barrel position; and the residuals. 

PERFORMANCE   SUMMARY 

Copious data collected with stationary antennas 
indicate that the random portion of the measurement error 
varies from about 0.12 deg to as high as 0.5 deg (l-o). 
The larger errors occur in high multipath environments. 
Figure 6 shows a sample of data collected in a relatively 
benign rooftop environment (standard deviation: 0.13 
deg). Figure 7 shows a sample of data collected with the 
antennas mounted on the barrel of an Ml Al tank (standard 
deviation: 0.23 deg). The next section presents a detailed 
accuracy analysis comparing GPS azimuth data with an 
independent reference. 

When six satellites are in track, the system can resolve 
ambiguities and produce a valid pointing angle 
measurement in 5-10 s nominal (after the receivers are 
tracking and putting out integrated carrier phase). If the 
pointing angle is changing, rapid resolution is virtually 
always achieved; in static situations, however, it 
sometimes takes longer. Currently, the acceptance 
parameters are set for a very low probability of locking 
onto an incorrect pointing solution. With these settings, 
static resolution is achieved in less than 10 s about 75% 
of the time and in less than 100 s about 95% of the time. 

In our experience, erroneous angle solutions are rarely 
produced and generally are maintained for only 30-60 s. 
Such solutions can occur in extreme multipath 
situations-for example, when the vehicle is within a few 
feet of buildings or other vehicles. 

Our implementation requires at least five satellites for 
ambiguity resolution. Once resolution is achieved, four 
satellites must be in track to maintain the solution. 
(Theoretically, because the length of the baseline is 
known, only three satellites would be required; however, 
we have not attempted to implement this capability.) 

Masking of the antennas by foliage or buildings, 
which occurs frequently in urban environments, can lead 
to loss of phase lock on multiple satellites and, therefore, 
to loss of pointing angle. However, in open areas such as 
the Idaho training range, masking of satellites is 
infrequent. Pointing angle will also be lost if a cycle slip 
occurs. This seldom happens in static situations, but we 
have observed cycle slips when the tank's turret was 
slewing rapidly (approximately 50 deg/s). With an 
overdetermined solution, cycle slips can be detected and 
repaired as they occur, without the necessity of re- 
initiating the ambiguity resolution process. We are 
currently developing software routines to correct such 
slips. 

Table 1 summarizes the performance parameters. 

Table 1:    Performance Parameters 

Azimuth Error 
(4-ft baseline) 

0.19 deg, 1-o (rooftop tests) 
0.2-0.5 deg, l-o (on M1A1 tank, 
very limited data) 

Time to Resolve 
Ambiguities 

<10s                         (dynamic) 
<10s75%oftime       /„tatir^ 
<100s95%oftime     ^s^a^'c; 

Track Continuity Rare single epoch dropouts 
(static) 
Occasional cycle slips 
(high dynamics) 

Erroneous 
Solutions 

Can occur in extreme multipath 
situations; maintained for 30 to 
60 s, typically 
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ACCURACY   ANALYSIS Table 2:    Accuracy Performance 

Truth  Reference for Determining  Pointing 
Accuracy 

Extensive testing has been done to determine the 
pointing accuracy of the system. To measure pointing 
errors of a few tenths of a degree, special techniques are 
required; currently, we have established a methodology 
only for static and low angular rate (-15 deg/hr) 
conditions. On a rooftop at SRI International in Menlo 
Park, CA, we installed an optical testbed for mounting 
antenna fixtures. The testbed includes a motor-driven, 
computer-controlled, 10-in. Cassegrain telescope (Meade 
LX200) for tracking stars, and a smaller, refracting 
telescope attached to the Meade for pointing at surveyed 
landmarks. A wooden bracket is used to mount the 
antenna fixtures to the main telescope, and 
counterbalancing is provided to neutralize torque on the 
telescope mechanism. 

Tests were conducted with the telescope pointed at a 
variety of stars and terrestrial landmarks. We estimate that 
the star pointing was accurate to within 1 arc minute, and 
the terrestrial pointing to within 2 arc minutes. These 
values are well below the anticipated accuracy of the GPS 
system and are therefore negligible. 

Objectives   of  Tests 

The accuracy tests had three major objectives. First, 
we wanted to compare the performance of three different 
antenna mounting configurations: choke rings, ground 
planes, and direct attachment to the antenna fixture (or 
"barrel jig"). Second, we wanted to assess the pointing 
error that would remain following a maximum 30-min 
calibration session to remove bias errors. Third, we 
wanted to assess the random error in pointing angle 
resulting from receiver noise and multipath. 

Results 

The results of the testing done in pursuit of the first 
objective are given in Table 2. Azimuth accuracy is 
shown because it is the primary pairing determinant in the 
DFIRST application. Elevation angle error is about twice 
as large, due primarily to vertical DOP. 

Antenna  Mounting 
Configuration 

Choice 
Rings 

Ground 
Planes 

Direct  to 
Fixture 

Number of 
5-min runs 

27 18 18 

Range of mean 
azimuth errors 

0.95 deg 0.39 deg 0.48 deg 

Aggregate sample 
size 

7154 5136 4488 

Aggregate azimuth 
standard deviation 

0.26 deg 0.19 deg 0.24 deg 

For each of the three configurations, multiple 5-min 
data collection runs were made with the testbed pointed at 
various stellar and terrestrial reference points. The ground 
plane configuration had the lowest noise level (0.19 deg) 
and also showed the smallest range of average differences 
between the reference azimuth and the sets of measured 
azimuths (0.39 deg). The range of mean azimuth errors 
was used as a measure of calibration accuracy. This 
strongly suggests that the ground plane configuration will 
provide better performance than the two alternatives. 
Therefore, the ground planes were chosen for the 
remainder of the testing. 

Because the 5-min runs showed a relatively large range 
of mean azimuth errors, we experimented to see how long 
a calibration run would have to be to yield reasonably low 
biases. Two different data sets  (one 24-hour and one 
18-hour), using only terrestrial landmarks, were analyzed 
for this purpose. The results are shown in Table 3, which 
lists the range of mean azimuth errors for 10- to 90-min 
subsets of the two runs. These results suggest that 30- to 
40-min runs provide better calibration than 10-min runs. 
Calibration intervals longer than this would be 
unacceptable in the training application for which the 
equipment is being designed. Based on these results, we 
conclude that, following a 30-min calibration period, there 
will be a residual bias error of no greater than 
approximately ±0.15 deg. 

Numerous 30-min runs taken with the ground plane 
configuration on the rooftop testbed and with two different 
antennas (Motorolas and Micropulses) yielded standard 
deviations of 0.15-0.20 deg, depending on antenna type 
and pointing direction. Table 4 summarizes the results. 
For the Motorola antenna, which (for cost and availability 
reasons) was selected for the system, the l-o error is 
0.19 deg. 

Taken using Micropulse antennas. 
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Table 3:    Range of Average Azimuths (deg) Table 4:    Results for SO-Minute Runs 

Interval 
Duration 

(min) 
Data Set C Data Set D 

10 0.45 0.72 

20 0.33 0.41 

30 0.28 0.42 

40 0.24 0.29 

50 0.25 0.29 

60 0.23 0.23 

70 0.14 0.28 

80 0.16 0.21 

90 0.16 0.18 

Quantification   of  Multipath 

111 an attempt to quantify the multipath contribution, a 
48-hour run was conducted in which the testbed was 
pointed continuously at the same landmark. The first 
24-hour segment (technically, 23 hours and 56 minutes) 
was then compared to the second, when the directions to 
the satellites and all other conditions were the same. 
Table 5 shows that the standard deviation for each of the 
24-hour intervals was 0.15 deg. But when the two data 
sets were subtracted, point by point, the standard deviation 
of the differences (adjusted by ^2 for two noise sources) 
dropped to 0.09 deg. 

Further tests showed that, as expected, the multipath is 
spatially dependent. When the testbed is moved a few feet 
between consecutive 24-hour runs, the multipath 
cancellation in the difference is significandy decreased. 

Data Set Antenna Parameter type Results 

A 
5/30-6/2/95 

Motorola Number of 
30-min runs 

7 

Range of mean 
azimuths 

0.12 deg* 

Aggregate sample 
size 

12027 

Aggregate azimuth 
standard deviation 

0.19 deg 

B 
6/9-6/13/95 

Micropulse Number of 
30-min runs 

12 

Range of mean 
azimuths 

0.23 deg 

Aggregate sample 
size 

22355 

Aggregate azimuth 
standard deviation 

0.16 deg 

C 
6/23-6/24/95 

(24-hr run) 

Micropulse Number of 
30-min runs 

47 

Range of mean 
azimuths 

0.28 deg 

Aggregate sample 
size 

85018 

Aggregate azimuth 
standard deviation 

0.15 deg 

D 
6/29-6/30/95 

(18-hr run) 

Micropulse Number of 
30-min runs 

30 

Range of mean 
azimuths 

0.42 deg 

Aggregate sample 
size 

55084 

Aggregate azimuth 
standard deviation 

0.20 deg 

*This value alone Implies that the Motorola calibrates more 
accurately than the Micropulse but the number of 30-min runs Is 
small. Other data, not included here, Indicate that the value is larger. 

One curious, and as yet unexplained, situation arose 
during the multipath evaluation. When the power spectral 
density was computed for the two 24-hour subsets of the 
48-hour run, each of the spectra showed a distinct spike at 
about ID""* seconds, indicating a strong 3-hour component 
to the multipath. This spike did not occur in the 18-hour 
run when the telescope was pointed at an alternative 
landmark. 

Table 5:    24-Hour Multipath  Consistency 

First 
24  Hours 

Second 
24  Hours 

Differences 

Sample size 85018 91524 84509 

Azimuth 
mean error 
(deg) 

0.69 0.70 0.01 

Azimuth 
standard 
deviation 
(deg) 

0.15 0.15 0.09 
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Testing on MlAl  Tank 

To date, only limited testing on tanks has been 
completed and no "truth" reference points have been 
available. Therefore, only the random component of the 
error can be assessed. Static data have been collected with 
the gun barrel in three different positions, relative to the 
hull: forward, rear, and side. The gun was at an elevation 
angle of approximately 5 deg. Results of these tests are 
shown in Table 6. Note that the random error is 
significantly greater than for the rooftop tests. For the 
June 21 tests, the antennas were mounted close to the 
turret; for the July 7 tests, in an attempt to reduce 
reflections from the hull, they were mounted near the end 
of the barrel. The results to date are inconclusive 
regarding where the antennas should be placed on the 
barrel. 

Table 6:    M1A1 Tank Test Results 
(Standard   Deviation) 

stationary). Further analysis showed that one satellite had 
about 4 cm of multipath error. When this satellite was 
removed from the solution, the standard deviation dropped 
to about 0.30 deg. 

Techniques for reducing multipath effects are currently 
under investigation with the expectation that pointing 
errors on the tank can be reduced. 

Results   in   Low-Multipath   Environment  Using 
High-Performance   Receivers 

For comparative purposes, angle measurement data 
have been collected in a relatively benign multipath 
environment, using NovAtel receivers and a 2.4-m 
baseline (as opposed to a 1.2-m baseline on the tank). 
The two antennas were placed directly on a flat roof, with 
few nearby vertical surfaces. Figure 8 shows typical 
results, with an azimuth error of about 0.04 deg. 

Antenna 
Type Date 

Barrel Position 

Front, 
5-deg 

Elevation 

Right, 
5-deg 

Elevation 

Rear, 
5-deg 

Elevation 

Micropulse 6/21 0.36 deg 0.17 deg 0.55 deg 

Motorola 6/21 0.28 deg 0.20 deg 0.35 deg 

Motorola 7/7 0.23 deg 0.46 deg 0.26 deg 
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ABSTRACT 

A new application of the Precision Lightweight GPS 
Receiver (PLGR) incorporates a proprietary technique 
called Time Relative Positioning to obtain highly accurate 
azimuth and pitch mformation. This technique is currently 
employed in the PLGR+GLS (Gun Laying System) to 
determme the 3-dimensional vector representing the 
relative horizontal and vertical displacement between two 
points marked by the receiver. In addition to providing a 
cost-efficient method for deriving a precision gun 
sighting vector, the PLGR+GLS demonsfrates one to 
three mil accuracy on the resulting azunuth measurement. 

The Time Relative Positioning technique relies on 
kinematic based measurements and the carefiil calibration 
of known error sources to derive its azimuth and elevation 
measurements. Contrary to many kinematic applications, 
this result is derived completely internal to a suigle 
receiver. This paper addresses the application to gun 
laying methodology, kinematic survey and attitude 
determination requirements, known error sources and 
integration issues and presents an analysis of actual field 
test results. 

The incorporation of Time Relative Positioning into the 
PLGR product offers significant performance 
improvements m certain military gun laying 
environments. In addition, the autonomous nature of this 
attitude determination technique implies a broad range of 
future applications. 

I. Introduction 

PLGR+GLS is designed to focus on the unique 
requirements of indu-ect fire and other azimuth dependent 
applications (see Figure 1). It provides pointing and gun- 
laying applications with accurate weapon position along 
with precision azimuth and pitch information from a 
single Rockwell PLGR (Precision Lightweight GPS 
Receiver), the standard U.S. Department of Defense 
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portable, handheld and vehicle-mounted GPS receiver. 
The PLGR+GLS requires minimal setup and 
measurement time and has demonstrated better than three 
mils (rms) accuracy in azimuth as reported in the results 
section of this paper. See Figure 2 for the relationship 
between degrees, mils, and milliradians. 

1W« 

Figure 1. Indirect Fire Weapons 

Unlike differential GPS techniques, which rely on 
multiple GPS receivers and equipment for a data link, the 
Time Relative Positioning technique generates an 
accurate real-time relative positionmg vector using a 
smgle autonomous receiver. The PLGR+GLS employs 
this cost effective technique to provide gun laying 
applications with an accurate azimuth reference. 

360° 
6283 mrads 
6400 mils 

270° 
471 mrads 
4800 mils 

90° 
1571 mrads 
1600 mils 

180° 
3142 mrads 
3200 mils 

Figure 2. Relationship between degrees, mils, and 
milliradians. 

Indu-ect fire is achieved by calculating the distance and 
direction of the target from the gun position, selecting the 
appropriate charge and inclination angle for the desired 
range and accurately deflecting the weapon into the 
desired firing direction. Traditionally, personnel using 
indirect fire weapons, such as 60 mm and 81 mm mortars, 
rely on coarse maps for weapon position and a magnetic 

compass for azimuth reference information. After 
obtaining accurate target location information, an indirect 
fu-e application relies on both a gun position and azunuth 
reference to align the weapon's firing direction into the 
desired target. Traditional position and azimuth 
inaccuracies result in the need to fire several registration 
rounds before calibratmg for the errors introduced by the 
coarse position and azimuth reference data. 

On rare occasions, usually in a defensive position, the 
personnel may rely on the availability of a survey team to 
provide azimuth references to within one mil azimuth 
accuracy. This process employs expensive equipment 
such as theodolites with north-finding gyros found in 
Position and Azimuth Determmation Systems (PADS). 

More often than not, this equipment is not available and 
the mortar crews rely on magnetic compass measurements 
for azimuth information. Compass measurements provide 
less than desirable accuracy, on the order of 10 to 30 mils, 
due to magnetic variations and unreliable equipment, thus 
requiring the fire direction center to fire several rounds 
before engagmg the target and firing for effect. The 
PLGR+GLS system can provide decreased return fu-e 
vuhierability and increased weapon efficiency through 
accurate position and azimuth measurements. 

IL Gun Laying Application Overview 

The Time Relative Positioning technique employs 
integrated Doppler measurements from a single frequency 
five channel PPS PLGR. A multipath resistant external 
antenna is attached to a portable antenna mounting 
assembly to provide quick disconnect matmg with the 
tripod assemblies. Section VI shows the equipment used 
for the system performance testing. 

The PLGR+GLS system requires a setup and a 
measurement operation. The setup involves the 
placement of tripods to construct a reference sighting 
vector for the weapon. After the tripods have been placed 
such that they align with the weapon's sight, the 
measurement operation is performed. The PLGR+GLS 
measurement operation is controlled by the user with the 
PLGR keyboard. Performing the pointing measurement 
requires distinct actions from the user as requested via the 
PLGR's display interface. The measurement operation is 
depicted in Figure 3. 

Fu-st the operator obtains a good position fix with the 
PLGR unit. Then the antenna mounting assembly is 
placed on one of the tripods and a key entry is made to 
signify start of the tune relative positioning procedure. 
The operator then removes the mountmg assembly and 
begins to traverse to the other tripod. During the 
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Traversal 
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Tripod 2 

Figure 3. Pictorial representation of the Time 
Relative Positioning measurement. 

traversal, the operator needs to ensure that the signals 
from the primary satellites in track are not obscured. The 
operator makes another key entry upon arrival at the 
second tripod to end the relative positioning operation. 
At this point, the PLGR unit will process a vector solution 
that represents the vector adjoining the two tripods that 
had been occupied. Any functional anomalies (i.e. cycle 
slips, parity errors, etc.) occurring during the traversal 
between tripods will cause the PLGR to estimate the 
vector solution using less accurate measurement 
information. Additionally, a quality factor representing 
accuracy of the solution is calculated and posted with the 
solution. 

The azimuth of the vector connecting the two points is 
then communicated to the user via the display. Using this 
reference line, determined by two tripods, the user then 
accurately deflects the weapon's firing direction into the 
target identified by the forward observer. The data 
displayed mcludes range, azimuth of the vector 
(referenced to north), elevation angle or pitch of the 
vector, and estimated position, azimuth, and pitch error. 
Azunuth acciu-acy is dependent on distance between 
measurement locations, satellite geometry, signal 
strength, receiver and satellite clock stability, time 
elapsed during the measurement interval, and user errors 
associated with the alignment. 

General applications of Time Relative Positioning 

The flexibility and autonomy of the Time Relative 
Positioning technique implies an ideal solution for 
numerous applications. Variations of the PLGR operator 
interface can be used to generate systems customized to 
suit the needs of many other applications including but 
not limited to: 

•    Providing an azunuth reference for vehicle mounted 
weapons. 

• Providing highly accurate heading information for 
vehicles traveling at low speeds (± 10 mils at 7 mph) 
where standard GPS based velocity measurements 
are not adequate. 

• Providing accurate real-time, autonomous, relative 
positioning information over short baselines (typical 
errors of less than 30 cm horizontal relative 
positioning accuracy per minute). 

• Surveying in the length, direction, and location of 
remote airstrips. 

• Calibrating the azimuth and range of survey and 
related equipment (i.e. laser range finder, compass, 
etc.). 

• Providing accurate real-time relative positioning and 
contour data for short-baseline survey applications. 

in. Theory of Time Relative Positioning 

Relative Positioning Concept 

When surveying a line connecting two points for gun 
sighting purposes, the location of one pomt must be 
determined very accurately with respect to the other. This 
is a relative positioning type of problem. The concept of 
differential GPS, in its conventional sense, exploits the 
fact that the system errors that corrupt the range 
measurement made at location A are highly correlated 
with the errors that corrupt the range measurement at 
location B (Figure 4). The system errors P can then be 
eliminated by taking the difference in range measured 
nearly simultaneously at the two locations, the result of 
which will account, through the geometric relationship of 
Eq. 1, for the spatial separation between the locations. 

Figure 4. Relative positioning concept. 

[rB(t,)-P(t,)]-[rA(t,)-P(t,)] = 

h (ti) - rA (ti)] = 5r = cos 0 AAB (Eq. 1) 

Now consider the one-dimensional relative positioning 
situation in Figure 4 where a range measurement is made 
at location A at time tj and at location B at time t2. 
Suppose for now that any changes in the  satellite 
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The solution for [x(tk) - x(to)] is given by: Table 1. Time Relative Positioning Error Budget. 

x(tk)-x{toy 'hx{tk)' 
-1 

y(tk)-y(to) hiitk) 
0 

z(tk) - z{to) h{tk) 

t{tk)-t{to) Ji4(tk)_ 

Oiitk) - O2(ro) 

Oiitk) - O3(/0) 

04(tk) - (t>4(to) 

The above is a least-squares solution with little need for 
filtering because the measurement noise of the carrier 
phase data is akeady very small in relation to other errors. 
The major error sources and their contributions are 
discussed m the following section. 

IV. Error Budget Analysis 

The error sources associated with the Time Relative 
Positioning technique were assessed to identify the major 
contributor to relative positioning error. The error in the 
user's assumed position has the most impact. The largest 
change in the satellite geometry, occurring when a 
satellite is overhead of the observer who is in the plane of 
the satellite orbit, is about 0.00019/s. From that, a more 
reasonable value to use in the error budget is 0.0001 per 
second. If the assumed position error [x (to) - x*] is 16 
meters, then the error contribution of [h (t^) - h (to)] • [x 
(to) - X*] from Eq. 4 over 30 seconds is 0.0001/s x 30s x 
16m = 0.048m. Table 1 gives the error budget that 
corresponds to the accuracy of this method for a 30- 
second tune interval. 

Based on the error budget and a 50 meter baseline, a 0.25 
m horizontal error distributed equally along the baseline 
and perpendicular to the baselme would result in a 3.6 mil 

azunuth error (95%). (i.e. 0.25/«-^ V2 = 0.1777ff2 
perpendicular to the baseline.) This assumes the entire 
operation is completed in 30 seconds. The error budget 
assumes a typical position error (16 m) for the position 
error contribution. It also uses a nominal satellite 
Doppler change that is considered to be the same for all 
satellites in the solution. 

V. Field Testing of Time Relative Positioning 

Field Test Overview 

Live field testing was performed on the PLGR+GLS 
system to characterize tiie system's accuracy under a 
variety of conditions. Over several weeks, 166 
measurement samples were collected. Many different 
satellite constellations were chosen to provided HDOP 
values that varied between 1.0 and 5.0, with an average 
HDOP of 2.5. 

ERROR SOURCE RMS RANGE ERROR 
(30-second time interval) 

Satellite frequency error 

Selective Availability ^ 
lono delay changes 
Tropo delay changes 
Assumed position error ^^ 
(typical satellite geometry) 
Multipath error' (typical) 
Carrier tracking noise* 
(dependent on C/NQ) 

10""s/s*3(10V/s*30s 
= 0.009 m 
«0 
«0 
«0 
0.0001 /s * 16 m * 30 s = 
0.048m 
0.01m 
0.004-0.006 m 

Root sum square of errors 
Horizontal     Dilution     Of 
Precision (from field tests) 
Horizontal relative position 
error (rms) 

0.050 m 
2.5 

0.125 m 

Horizontal relative 
position error (95 %) 

0.25 m 

Azimuth error (95%) 3.6 mils 

^     The effects of Selective Availability are removed 
with the appropriate authorized Crypto-Variables in 
the PPS PLGR. 

^^    This resuhs from the term on the right hand side of 
Eq. 4   which depends on the size of the assumed 
position error [x(to) - x ]. 

'     These errors components are not dependent on the 
length of the time interval. 

Test Site Description 

PLGR+GLS performance testing was performed on 
Rockwell's Geodetic Reference Network Demonstration 
(GRND) Test Facility. The GRND facility consists of 
three (3) highly-precise surveyed geodetic points located 
near the Rockwell GPS development center complex. The 
locations are relatively accurate within the GRND to < ± 
8 mm and are referenced within the NAD83AVGS84 and 
NAVD88 geodetic datums to better than second order 
class I horizontal and better than second order class II 
vertical control closures. The GRND will be tied into the 
local Iowa High Accuracy Reference Network (HARM) 
overseen by the National Geodetic Service. 

Test Setup 

The PLGR+GLS measurements were collected on a 50 
meter baseline. The time to perform the traversing portion 
of the measurement varied between 25 and 35 seconds. 
The equipment shown in Figure 5 was used to ensure 
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geometry is insignificant, i.e. 0 is constant between ti and 
t2. Then the range difference between measurements 
made at the two locations at different times will be 
equivalent to the range difference made simultaneously if 
the system errors p do not change between t, and t2 (Eq. 
2). 

IfP(t,) = P(t2), 

[rB(t2)-P(t2)]-[rA(t,)-P(t,)] = 

[rB (h) - TA (t,)] = 5r = cos 9 A^B (Eq. 2) 

If this condition can be satisfied, then a single receiver 
can perform the task of occupying one location first, and 
then moving on to the other to measure the range 
difference between the two locations. This is the basic 
concept of time relative positioning. In the discussions 
that follow, it will be obvious that the satellite geometry 
change over the observation interval [ti, tj] though small 
must be considered and it has an indirect impact on the 
error budget. The assumption here that the system errors 
do not change appreciably over the short observation 
interval involved in the operation is valid provided that 
Selective Availability is not a system error component. 

Observation Constraints 

The concept of range measurement used in the discussion 
above is a general one. What then is a suitable 
measurement to use for obtaining ranging information? 
Code phase measurements directly yield ranging 
information once the receiver is able to track the satellite 
signal. However, code tracking errors can significantly 
reduce the ranging accuracy, particularly as a result of 
multipath effects. On the other hand, carrier phase 
measurements encounter much lower tracking errors. The 
carrier phase does not directly yield ranging mformation 
but by mamtaining continuity of tracking over the 
observation interval between occupation of the two 
locations, the desired range difference can be extracted. 
The requirement of continuous carrier tracking increases 
the operational complexity but is justified by the accuracy 
performance it provides. 

Time Relative Positioning 

Time Relative Positioning relies on tracking the 
continuous carrier phase (i.e. mtegrated Doppler) to 
determine relative change in position, the accuracy of 
which depends on the stability of the GPS carrier signal 
over the time interval involved. The measurement 
equation for each satellite is simply: 

<l>(tk)-(t)(to) = [rk + N]-[ro + N] 

or 

[«t'(tk)-«Kto)]-[d(x,t,)-d(x,to)] = 

h(tk)'[x(tk)-x*]-h(to)*[x(to)-x*] (Eq.3) 

where 
•K^k) = carrier phase at t^ (end pomt) 
<t>(to) = carrier phase at to (beginning point) 
rii = range plus range biases at t^ 
ro = range plus range biases at to 
N = integer cycle ambiguity 
h(ti() = direction cosines at t^ 
h(to) = direction cosines at to 
x(tii) = antenna position at t^ 
x(to) = antenna position at to 
X = assumed antenna location at to 
d(x',t|() = geometric range fi-om x to satellite 

plus deterministic biases at t^ 
d(x ,to) = geometric range from x to satellite 

plus deterministic biases at to. 

Written in a different way, Eq. 3 becomes 

[<t>(tk)-<l>(to)]-[d(x*,tk)-d(x*,g] = 

h (tk) • [X (to - x (to)] + [h (t,) - h (to)] • [X (to) - X*] 
(Eq.4) 

The ultimate solution simply consists of the term 
[x (tjt) - X (to)]. We can ignore the second term on the 
right hand side due to the assumed position error 
[x (to) - X ] because this term is not observable over a 
short time interval. In addition, [h (t^) - h (to)] is very 
nearly zero so its contribution is small over a short time 
interval. 

If we combine the carrier phase observation and 
deterministic biases into the term $ (t) where 

<D(t) = (|)(t)-d(x',t), 

then the final equation we need to work with is: 

«>(«-* (to)  =  h(t,)-[x(t,)-x(to)]       (Eq.5) 

The solution for [x (t^) - x (to)] is then obtained by solving 
Eq. 5 simultaneously, from at least four satellites: 

'Oi{tk) - Oi(ro)' 

Oiitk) - (D2(/o) 

03(/t) - O3(to) 

(!>A(tk) - O4(ro) 

hi(tk) 

h2(tk) 

h{tk) 

h4(tk) 

X(tk) - x(to) 

y(tk)-yito) 

z(tk) - z(to) 

t(tk) - t(to) 
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consistent results and minimize the error in positioning 
the equipment over the truth positions. 

Field Test Data 
The data collected during the field tests included satellite 
vehicle IDs, HDOP, VDOP, measurement start and end 
times, measurement start and end positions, and local 
level east, north, and up components of the Time Relative 
Positionmg vector. A comprehensive analysis of the 
resulting azimuth solution is given m the following 
section. A separate analysis of the easting, northing, and 
vertical error components of the Time Relative 
Positioning vector is also provided. 

VI. Azimuth Performance Results 

The azimuth error is plotted for each of the 166 
measurements in Figure 6. Of the 166 azimuth 
measurements, 3 were considered outliers. The cause of 
outlier 1 corresponding to sample 136 could not be 
identified from the information that was collected during 
the measurement. However, the rapidly degrading 
satellite geometry is suspected to have introduced an 
unusually large position error for the measurements 
identified by outliers 2 and 3. HDOP and VDOP for the 
measurements were 4.8 and 16.7, respectively and the 
rate of change in HDOP and VDOP at the time of the 

measurements was 0.42 and 1.6 per second, respectively. 
The data from the plot is summarized below. 

sjJ->i»,:-;^^?-4-s^?' 

Figure 5. Gun Laying System Test Equipment. 

PLGR+GLS Field Test Results 
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Sample Run Number 

Figure 6. Performance demonstrated in the rigorous testing performed on Rockwell's Geodetic Reference Network 
and Demonstration test site. 
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Summary of Azimuth Test Results 

The theoretical performance goals and error contributions 
were reasonably well represented in the measurement data 
collected from these field tests. The Azimuth Error 
Probable (50%) for the test data collected was 1.0 mil. 
The rms azimuth error observed in the data was 1.64 mils, 
and the 95% azimuth error was 3.2 mils. The 
disagreement between the field test results (3.2 mils) and 
the theoretical performance estimate (3.6 mils) is 11%. 
This disagreement is due in part to the special 
considerations taken in the software implementation of 
the algorithm to calibrate out other deterministic system 
induced errors. These error sources and the estimation 
techniques applied to reduce them are not discussed here 
due to their proprietary nature. 

As the error budget shows, the error in the assumed 
position is the dominant source of error. Thus, HDOP 
plays a significant role in obtaining an accurate azimuth 
measurement. The data in Table 2 shows the correlation 
between HDOP and azimuth error observed in this data. 
The basis for the correlation is founded in the primary 
error contributor listed in the error budget table, the 
assumed position error. 

Table 2. Correlation between HDOP and Azimuth 
error. 

HDOP Azimuth Error (RMS) # of Samples 

1.0-2.0 ±1.08 mils 59 

2.0-3.0 ±1.63 mils 50 

3.0-4.0 ±1.78 mils 43 

4.0-5.0 ±2.54 mils 14 

Azimuth errors less than ±1.0 mil are represented by 89 
of the 166 trials (53%); 142 of the 166 trials (85%) have 
an azimuth error of less than ±2.0 mils and only 12 trials 
(7%) have an azimuth error of greater than ±3.0 mils. 

VII. Relative Positioning Performance Analysis 

The east, north, and vertical error components were also 
calculated from the 166 measurement samples. The 
distributions for these errors are plotted below and 
commented on in the following sections. The horizontal 
and vertical error components normalized by the 
appropriate DOP to remove satellite geometry 
contributions are also presented. 

Individual Error Component Distributions 

The individual easting and northing error components are 
reasonably well represented by Gaussian disfributions as 
shown in Figure 7. The basic statistics associated with 
these error components are listed in Table 3 below. The 
maximum errors in the easting and the northmg 
components correspond to outliers 2 and 3 in Figure 6. 
These data points are not represented in Figure 7. The 
vertical error statistics are also included in the table, but 
not plotted. 

Table 3. Individual Error Component Statistics. 

Relative Error Statistics (cm) 
Easting Northing Vertical 

Minimum -24.1 -20.2 -34.1 
Maximum 36.4 35.6 225.1^ 
Average -0.3 -0.2 0.8 
Std. Dev. 7.7 7.1 26.8 

This measurement corresponds to outlier 2 in Figure 5. The 
unusually large relative vertical positioning error was due in 
part to the excessively large VDOP of 16. 

Distribution of Errors 
60 

m 
50 ^ ■ ■ North error 

gj East error ><   40 , 1 - 
o 1 

- + 

S   30 _rfl 

S   20 1 
u. 

10 - J i n 

0. .,-o,Jl,l 1 +^1L| 1  

Relative Error (cm) 

Figure 7. Distribution of northing and easting errors. 

Magnitude of Horizontal and Vertical Errors 

Additional analysis was performed on the individual 
components to form the error distributions for the 
magnitude of the horizontal and vertical errors in the 
Time Relative Positioning vector measurements. This 
analysis also involved normalizing the two error 
components by HDOP and VDOP, respectively. 
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Relative 2-D Range Error Distributions 

3 Normalized 2-D Range Error 
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Figure 8. Distributions for both raw and normalized (with respect to HDOP) relative 2-D range error. 

Figure 8 shows the horizontal (i.e. 2-D range) error 
distribution for both raw and normalized data. The 
corresponding cumulative distribution plots indicate an 
estimated relative horizontal positioning error of 19.0 cm 
and 8.0 cm (2 sigma) for raw and normalized data, 
respectively. The distributions take the form of a 
Rayleigh distribution as expected. Table 4 shows the 
basic statistics for the magnitude of the raw and 
normalized horizontal errors. Two outliers are identified 
in the lower right comer of the plot. Again, these 

Table 4. Relative Horizontal Error Statistics. 

Relative Horizontal 
Error Statistics (cm)* 

Raw Normalized 

0.6 0.15 
46.5 12.5 
8.3 3.5 
6.4 2.3 

istics shown here repn 5sent the i nagnitudeofthe 

Minimum 
Maximum 
Average 
Std. Dev. 

relative horizontal positioning error. 

correspond to outliers 2 and 3 in Figure 6. It should be 
noted that after the relative horizontal errors are 
normalized with respect to HDOP, the distribution 
contains no extreme data points that could be identified as 
outliers. This reinforces the strong correlation between 
low HDOP and accurate relative horizontal position or 
azimuth. 

The raw and normalized relative vertical positioning error 
distributions are shown in Figures 9 and 10, respectively. 
The data was not combined as in Figure 8, due to the 
large variation in the two data sets as the statistics in 
Table 5 show. After normalizing the vertical error with 
respect to VDOP, it results in a distribution very similar 
to the horizontal error (e.g. compare the statistics for the 
normalized errors in Tables 4 and 5). This mdicates that 
the Time Relative Positioning technique can provide the 
relative positionmg accuracy desired in the horizontal and 
vertical components by selecting the satellite constellation 
that provides the appropriate HDOP and VDOP values. If 
relative horizontal accuracy is of the utmost importance, 
as in the PLGR+GLS application, then the constellation 
can be selected to optimize HDOP over VDOP. An 
obvious tradeoff exists when horizontal and vertical 
accuracy are equally unportant as in most applications. 

Table 5. Relative Vertical Error Statistics. 

Mmimum 
Maximum 
Average 
Std. Dev. 

relative vertical positioning error. 

Relative Vertical 
Error Statistics (cm)* 

Raw Normalized 

0.05 0.02 
225.1^ 16.2 

15.8 3.4 
21.7 2.6 

shown here repn >sent the magnitude of 

See note on Table 2. 
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Raw Vertical Error Distribution 
:jf»* 

■*r        CM       O       (O       (0       ^       CM 
CM     CO     ^     ^     in     (D     r^ 

Magnitude of Vertical Error (cm) 

Table 6. Norwegian Army Test Statistics 

Figure 9. Distribution of the vertical positioning 
errors. 

Normaiized Vertical Error Distribution 

1.5       3.5       5.5       7.5       9.5      11.5     13.5 
Normaiized Magnitude of Vertical Error (cm) 

Figure 10.    Distribution of the normalized vertical 
positioning errors. 

VIII. Independent Testing Results 

The Norwegian Army Material Command performed 
additional testing of the PLGR+GLS during the month of 
August 1995. The testing was performed to assess the 
azimuth performance over various baseline lengths and to 
assess the system's performance during live round testing 
compared to the traditional gun laying method. 

The PLGR+GLS system was tested in various terrain and 
masking environments along baselines that varied 
between 30 m and 90 m. The test results were 
comparable to those described above. Since true azimuth 
was not available, the repeatability of the solution over a 
specific baseline was used to assess the systems 
performance. The results from a selected series of tests 
over a 30 m and 65 m baseline are tabulated in Table 6. 
The table provides measurement statistics including the 
standard deviation of the sample azimuth measurements, 
the average HDOP, the average traversal speed between 
tripods, and the number of sample measurements 
collected on the baseline. The last column of data in the 
table was collected by walkmg very slowly during the 
traversal and shows the negative impact of longer 
measurement intervals. 

Norwegian Army Test Results 
30 m 65 m 30 m 

Baseline Baseline Baseline 
Std. Dev. (mils) 1.40 1.89 3.74 
Avg. HDOP 1.8 2.2 2.3 
Avg. Speed (mph) 2.8 3.3 1.4 
# of Samples 18 6 10 

The testing performed thus far was used to characterize 
the system's performance and identify the operational 
steps that are critical to achieving the full accuracy. After 
achieving a level of comfort in performing the operation, 
the PLGR+GLS was used to align mortars in live firing 
exercises. The exercises proved the PLGR+GLS to be 
successfiil in improving the weapon's effectiveness over 
traditional methods. Further testing is planned. 

IX. Summary and Future Investigation 

Although the Time Relative Positioning concept may not 
be new, its application to several real world relative 
positioning needs is new and exciting. The quick-and- 
easy measurement technique used here has demonstrated 
less than 20 cm of relative horizontal positioning error (2- 
sigma) and 3.2 mil azimuth error (2-sigma) in both the 
field data presented here and in independent testing. 

The application of this technology to short baseline 
survey needs such as those in the Soil Conservation 
Agency, USGS, and USDA will result in affordable 
product solutions. 

Future work in this area will involve a more thorough 
error budget assessment and better modeling of the 
known error sources to improve the system's 
performance. 
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ABSTRACT 
A TANS Vector GPS Attitude Determination System has 
been installed on a DC-10 as part of an ongoing effort to 
evaluate the benefits of GPS to commercial aircraft 
operations. The DC-10 flies in revenue service and, in 
addition to the Vector, has two TNL-BlOOs and two 
inertial navigation systems to support SATCOM antenna 
pointing. This paper presents the results of flight tests of 
the Vector. The results show that the Vector maintained 
solutions during aircraft maneuvers, that it provided 
accuracy well within the beam width of the antenna, and 

that its integer resolution methods were fast and accurate. 
The tests showed that GPS-based attitude determination 
has the potential to provide primary attitude information 
for aircraft. 

INTRODUCTION 
Commercial aircraft are being outfitted with satellite 
communications systems to provide additional support for 
air crews and more services to passengers. Among these 
are real-time flight data, additional communications 
channels, access to premium television channels, fax and 
data transmission capability and air phone availability 
world-wide. [Reference 1] Such operations require a high- 
gain directional antenna that must be kept pointed at the 
communications satellite. 

SATCOM antennas are typically electrically steered in 
elevation and either electrically or mechanically steered in 
azimuth. Proper antenna pointing requires knowledge of 
aircraft position, satellite position and aircraft attitude. 
The communications satellites are in well-defined 
geosynchronous orbits. GPS has established itself as the 
best source of aircraft position. With the availability of 
GPS-based attitude, it is now possible to get three-axis 
orientation from GPS equipment. 

In summer of 1994, United Airlines approached Trimble 
Navigation with the offer to test GPS-based attitude for 
the SATCOM application. United had already committed 
to using Trimble 8100 GPS receivers in the test aircraft. 
Attitude information for SATCOM antenna pointing was 
obtained from the INS, gyros or compass on the aircraft. 
The attitude information was then passed to the SATCOM 
equipment to point the SATCOM antenna. United 
engineers believed that a GPS-based attitude solution 
would be a better solution and they were willing to fly a 
Vector to evaluate the performance of the system. 

On 10 December 1994, a test flight of Vector on board a 
DC-10 demonstrated the potential of Vector to fulfill the 
need for SATCOM antenna pointing. This paper reviews 
the results of the test flight and describes what must be 
done next to fulfill the needs of this application. 
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DESCRIPTION OF TANS VECTOR 

General 
The Trimble TANS Vector is a GPS receiver dedicated to 
providing tiiree axis orientation as well as position, 
velocity and time (PVT). Vector consists of four antennas 
mounted on the host platform, a Receiver/Processor Unit 
(RPU) and associated cables. Software provided with the 
Vector system (PCVector) controls Vector operation, 
displays attitude and PVT solutions either graphically or 
in text form and records data for later processing. Users 
typically integrate Vector into their own systems. 

Vector is a Standard Positioning Service (SPS) receiver 
with the capability for differential GPS (DGPS). In 
autonomous SPS operation. Vector provides 100 meters, 
2dRMS (95%) horizontal position accuracy. Vertical 
accuracy is 156 meters (95%). The U.S. government does 
not specify a velocity accuracy for the corrupted SPS 
signal. Vector has demonstrated a horizontal velocity 
accuracy of 1 meter per second (2 kts) horizontal at the 
95% level and a vertical velocity accuracy of 1 m/s (2 kts) 
95%. [Reference 2] 

In differential mode, horizontal accuracy is on the order of 
2 to 5 meters. Differential GPS performance is dependent 
on standard GPS environmental parameters such as 
multipath and geometry and is also strongly influenced by 
base station parameters such as distance to the base station 
and update rate. 

Attitude   Determination 
Vector is a six-channel receiver with a signal processor 
that creates differential phase measurements on up to six 
satellites. A differential phase measurement is the 
difference in the arrival time of a GPS signal from a 
satellite at one antenna compared to the signal arrival time 
at a second antenna. The Vector fast multiplexes among 
the three baselines, creating up to 18 measurements. The 
signal processor maintains track of integer cycles. 

The TANS Vector is a dedicated attitude determination 
receiver. A key feature is the use of a single oscillator. 
Using a common local oscillator results in double 
difference measurements that are free of the noise that is 
introduced by differencing measurements created using 
separate oscillators. The end result of the quieter 
measurements is quieter attitude solutions. 

Integrity checks are used to validate that there have been 
no cycle clips. If the integrity check fails, the integers are 
re-evaluated. If the integrity checks are passed. Vector 
will compute and output the attitude over an RS422 serial 
port. 

The accuracy of a Vector attitude fix is influenced by 
satellite geometry, multipath and array size and geometry. 
For one meter baselines, angular accuracy has a standard 
deviation on the order of 0.3°. Accuracy improves 
inversely with baseline length. Integer resolution time, 
however, increases with baseline length. In addition, 
larger arrays cannot be maintained as rigid as a short array. 
Most arrays use three meter or shorter baselines. 

Vector Modes 
The TANS Vector has two basic modes: calibration and 
normal operations. 

Calibration 
Calibration is required after installation on the host 
platform. Vector has two calibration methods: Self 
Survey and Line Bias Calibration (LBC). Self Survey 
determines the physical distances between all antennas and 
the differential electrical path lengths that the signals 
travel through the cables and the electronics. If the user 
can accurately measure the antenna distances, the LBC 
mode computes only the line biases. 

Normal Operation 
In normal operation, the Vector will use a search 
algorithm to determine the integer portions of the 
differential phase measurements at power up and will 
begin computing attitude solutions. As long as signals 
are continuously available, the signal processor will keep 
track of integer changes without requiring execution of the 
integer resolution algorithm. If a new satellite is tracked 
while attitude solutions are available, there is no need to 
execute the integer resolution search. 

Integer Resolution 
The integer resolution algorithm is a search algorithm that 
uses a maximum likelihood approach [Reference 3]. To 
reduce the search volume, there is a restriction on the 
pitch and roll of the platform (not the array itself). The 
limits are user selectable. Increasing the limits will 
increase the search time. 

An unaided search examines the range of integers 
associated with a platform at any azimuth within user 
specified pitch/roll limits. An aided search capability is 
available. There are several approaches to the aiding but 
the best method for aircraft applications is the velocity 
aided search. In velocity aiding, there is an assumption 
that the orientation of the array with respect to the host 
platform is fixed and that the direction of the velocity 
vector is fixed (or nearly so) in the host platform's 
coordinates. Based on this assumption, the search 
algorithm examines integer solutions for a cone around 
the velocity vector which is provided by Vector's normal 
PVT solution. If the platform is not moving or is 
moving slowly, the velocity aided search defaults to 
unaided. 
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Attitude solutions 
The signal processor in the Vector computes differential 
phase measurements twice per second. About 80% of the 
time, the attitude processor requires more than 0.5 seconds 
to compute an attitude fix. The result is the loss of a set 
of measurements and a IHz output. When the attitudes 
are computed within the 0.5 second measurement interval, 
the customer sees a 2Hz output rate. 

The new lOHz Vector uses a faster processor. 
Measurements are created every 0.1 second and the attitude 
processor computes a solution within the 0.1 second 
interval before the next set of measurements is made 
available. 

During a short loss of signal on all satellites, the integer 
resolution algorithm is not automatically executed. 
Instead, the integers "fly-wheel" through the signal loss. 
If there is no significant change in direction, attitude 
solutions restart immediately on signal recovery. 

The attitude algorithm in the Vector requires only six 
differential phase measurements to compute an answer. 
The six measurements must be available from at least two 
of the three baselines. A complete blockage of any single 
antenna, except the master antenna, will not stop the 
computation of attitude fixes. 

AIRCRAFT  EQUIPMENT 
The designated test aircraft was United Airlines DC-10, 
tail number N1828U. The aircraft flies in revenue service 
between San Francisco and Hawaii. 

Satellite   Communications   Equipment 
The aircraft uses a Honeywell SATCOM system with a 
Canadian Marconi high-gain, beam-steering antenna and a 
Collins control panel. The antenna pattern has a 3° beam 
width. It is a phased array antenna mounted in a shell 
nearly 67 inches long, 18.5 inches wide and 4.75 inches 
high. The antenna is mounted on the top center of the 
fuselage. 

Inertial   Navigation   Systems 
The DC-10 has two Delco Carousel IV Inertial Navigation 
Systems (INS). The Carousel is a free-azimuth INU 
which contains a four-gimbal Inertial Reference Unit 
(IRU) using single-degree-of-freedom, floated gyros. In 
addition, the aircraft is equipped with a vertical gyro and a 
compass. 

GPS Equipment 
In addition to the Vector, the aircraft was equipped with 
two modified TNL-8100 GPS receivers. The 8100s 

accepted data from the INS or the gyro/compass to provide 
flight information to the autopilot and to provide real-time 
pointing of the SATCOM antenna. 

Data recording 
Data was recorded from the two IRUs onto an optical disk. 
ARINC 429 labels are recorded at lOHz. The information 
contained time, position, ground speed, attitude and 
attitude rate. 

VECTOR  INSTALLATION 

Array Size and Location 
A Vector with one meter baselines is specified at 0.3° 
RMS accuracy in a given axis - an order of magnitude 
smaller than the antenna's beam width. The Vector 
antenna array installed on the DC-10 has a 1.5 meter 
baseline between the master antenna and antenna #2. The 
master antenna and antenna #2 are located on the top of 
the aircraft along the longitudinal axis of the airframe. 
Antennas #1 and #3 are separated by 1.2 meters and are 
located on a line perpendicular to the master-#2 line and 
about 1 meter forward of the master antenna. This 
diamond shaped array (See Figure 1 and the photo in 
Figure 2) results in antennas #1 and #3 about 9 cm below 
the master-#2 line (assuming the master-#2 line is level). 
The curvature of the fuselage creates about a 10° tilt for 
the normal to antennas #1 and #3. This tilt was 
considered to be acceptable and the data supports this 
assumption. The array was calibrated using Self Survey. 

Platform to Vector Rotation 
No attempt was made to align the Vector with the inertial 
reference. Alignment of the INS with the aircraft is 
accomplished to within 0.1°. Given the mounting of the 
Vector antennas, any heading misalignment with the 
aircraft's longitudinal axis is assumed to be on the order of 
0.1°. 

The reference for pitch and roll is related to the aircraft's 
orientation at the time of calibration. A formal alignment 
would adjust for the INS indicated pitch and roll. Any 
biases in the pitch and roll differences between Vector and 
INS are most likely caused by misalignment. 

Vector allows the user to input information to rotate the 
Vector computed attitude into the platform's coordinate 
system This option was not exercised for the DC-10 
installation. Instead, it was assumed that the Vector 
coordinates were aligned with the aircraft body coordinates. 

Because of the mechanical installation of the array, the 
azimuth reported by Vector will be close to the INS 
reported heading. Pitch is affected by the difference 
between the pitch of the Vector array and the pitch of the 
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aircraft during the self survey. Tiie mechanical 
installation of the cross antennas (antennas #1 and #3) 
should keep any roll misalignment limited to second order 
effects caused by the small pitch difference. 

TEST FLIGHT 

Flight   Profile 
On Friday, 9 December 1994, (Saturday, 10 December 
UTC), the DC-10 was flown on a test flight from San 
Francisco International Airport (SFO). The flight time 
was about three hours. Most of the time was spent over 
the Pacific just off the coast of California. Three landing 
approaches were conducted at Oakland International 
Airport prior to returning to SFO (See Figure 3). 

Vector Tests Performed 
To take maximum advantage of the test flight. Vector was 
placed in several different modes. Tests included a 
continuous series of integer resolutions using the unaided 
mode, a continuous series of integer resolutions with the 
aided mode, on-the-fly calibration, VHF interference and 
normal operation. 

Integer  Resolution  Tests 
If one were to depend on the loss of signals to cause an 
integer resolution cycle, then no data would have been 
collected to evaluate the integer resolution. Even with 
roll angles over 30°, the attitude computations were solid 
with no need to execute the integer resolution. To 
exercise integer resolution, the Vector was placed in a 
mode which continually forced the integer resolution. 

During the unaided mode, the average time to determine 
integers was 8.7 seconds and the maximum time was 26.5 
seconds. During the velocity aided mode, the average time 
was 3.5 seconds and the maximum time was 7.5 seconds 
seconds. One aided integer test was accomplished during a 
landing approach to Oakland airport. No erroneous 
solutions were provided by the search method. 

In Flight Line Bias Calibration 
A short portion of the flight was used to evaluate LBC 
performance while in flight. LBC requires that the 
platform be pointed in a specified direction with some 
variation allowed. There was insufficient data to make 
any detailed conclusions about the in-flight LBC. The 
calibration values were not significantly changed as a 
result of this test. After the test, the Vector continued to 
provide good attitude solutions. 

RF Interference Tests 
Certain VHF frequencies have been identified as causing 
difficulties for GPS receivers. In this installation, the 
aftmost Vector antenna was located about 2.54 meters 
forward of the VHF antenna (See Figure B). The VHF 

radio has a power output of 25 watts. For the VHF 
interference tests. Vector was placed in a normal operating 
mode and the PCVector program was executed. PCVector 
provides visibility to the signal strengths from all tracked 
satellites on all four antennas. The co-pilot keyed the 
VHF transmitter for about 20 seconds at each of the 
frequencies of interest. The PCVector program showed no 
noticeable drop in signal strengths nor any loss of signals. 
During the entire test period. Vector continued to provide 
attitude solutions. Post processing of the data validated 
the real-time conclusion that there were no noticeable 
adverse effects on Vector operation. 

It should also be noted that the master Vector antenna is 
located 0.5 meters forward of the TCAS antenna and 1.5 
meters forward of the mode S antenna. The TCAS 
directional antenna output power is between 160-400 
watts and the Mode S antenna output is 250-550 watts. 
The frequency for both systems is between 1060 and 1090 
MHz. 

Accuracy  Evaluation 
For this flight test, accuracy of Vector was a secondary 
concern. The major issues were solution availability and 
the integrity of the solutions. 

Reference System Accuracy 
The accuracy of the reference was evaluated by differencing 
the solutions reported by the two IRUs. The differences 
were larger than the specified accuracy for the Vector array. 
The unusual behavior of the IRU references is starkly 
evident in the plot of the difference between the IRUs in 
turns. During one segment of the flight (designated as 
Segment H), the pilot executed a counter-clockwise, 30° 
bank turn followed by a clockwise turn. Figures 4 and 5 
show the azimuth, pitch and roll during this flight 
segment. Figures 6, 7 and 8 show the azimuth, pitch and 
roll differences between the IRU's during this segment of 
flight. The behavior of the reference data pervades the 
entire flight making it difficult to evaluate accuracy of 
Vector to better than about 0.25°. Also, the recorded IRU 
data sometime came from the gyro/compass combination, 
further degrading the accuracy of the reference. 

Incorrect Truth Data 
An error was discovered in the processing of magnetic 
variation with the reference equipment. When the cockpit 
commanded magnetic heading, the magnetic variation was 
implemented twice. The result was an approximate 16° 
error in the recorded data. The error was observed when 
differencing the two IRUs as well as when comparing IRU 
data to Vector. Those points with this error were 
removed. 

Difference between Vector and IRU 
The entire flight time is not available to evaluate the 
accuracy of the Vector solutions. Much of the time was 
used for stress tests such as the integer resolution tests. 
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The magnetic variation error further reduced the amount of 
time during which a reference solution is available for 
comparison. Regardless, there were 4791 Vector 
solutions which could have statistics computed. Some 
solutions could not be evaluated because of the absence of 
a valid reference solution. 

The following table summarizes the statistics of the 
differences between Vector solutions and IRU solutions. 
Points where the reference was deemed incorrect are not 
included in the statistical computation. Because of the 
inaccuracy of the reference, the mean and RMS values are 
not representative of Vector performance. Since there 
were no large differences, one can conclude that the Vector 
solution integrity was good. 

Statistics of Differences between 
Vector and IRU-1 

Azimuth Pitch Roll 
Mean -0.089° -0.602° 0.835° 
RMS 0.415° 0.111° 0.395° 
Minimum -1.835° -1.254° -0.146° 
Maximum 1.556° 0.158° 2.363° 

Figures 9, 10 and 11 show the difference in azimuth, pitch 
and roll between Vector and the reference identified as 
IRU-1 for the entire flight. Figure 9 does not display 
those points during which the reference was deemed 
incorrect. Figures 10 and 11 include those points 
resulting in noisy plots during that time. The noisy 
results at the end of the mission are lilcely due to 
multipath. At that time, the aircraft had parked next to 
the hangar. Figures 12, 13 and 14 show the attitude 
differences during Segment H. 

CONCLUSIONS 
The TANS Vector exhibited solid performance during the 
test flight including during the times of VHF operation. 
In normal operating mode, the Vector provided continuous 
solutions with no brealcs and no incorrect solutions. 
When stressed by external commands to force a loss of 
integer locic, the Vector responded by finding a correct set 
of integers, quicidy and accurately. 

The accuracy of the reference source was unsuitable to 
quantify the accuracy of Vector. The RMS of the 
difference between Vector and IRU was on the order of the 
RMS of the difference between the IRUs, after eliminating 
clearly erroneous IRU solutions. When the IRU solution 
was validated. Vector never differed by more than 2.4°. 

With a higher output rate, the Vector can be used to 
actively control the pointing of the SATCOM antenna. 
Considering the dynamics of commercial aircraft and the 

requirement that the SATCOM antenna have slcy 
visibility, an installation similar to that tested on the DC- 
10 has the accuracy and robustness to satisfy the 
SATCOM antenna pointing application. 

RECOMMENDATIONS 
Several actions should be taken before Vector can be 
legitimately used in this application. A higher output rate 
is required; an ARINC interface must be available; and a 
backup attitude source should be available. A Vector 
using a faster processor on the attitude board is being 
released in the fourth quarter of 1995 and will satisfy the 
output rate requirement. The new Vector is capable of 
output rates beyond lOHz and resolves integer ambiguities 
more than ten times faster. The ARINC interface remains 
to be defined but the interface is not a state-of-the-art 
issue. To provide backup, the Vector can be integrated 
with inexpensive gyros or other attitude sensors. The 
gyros can be kept calibrated when Vector is operating. 
Since the backup would be needed only during only short 
GPS outages, the accuracy of the system would be more 
than adequate to satisfy the SATCOM application 
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Roll Difference - Vector minus IRU-1 

(Entire flight including invalid reference points) 
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ABSTRACT 

It is possible to significantly aid integer ambiguity 
resolution by exploiting redundant information. 
Attitude determination using multiple GPS sensors 
provides such additional information to allow 
instantaneous ambiguity resolution and hence the 
necessary information to achieve accurate attitude 
determination. Optimal use of all information provides 
not only ambiguity resolution, but the necessary 
constraints to provide confident resolution. 

This paper describes a number of different scenarios 
where additional information about the baseline(s) is 
provided to the processing algorithm to allow 
enhanced resolution times and confidence. Results 
using a minimal number of GPS sensors, 
perpendicularly located are shown. It is highlighted 
that instantaneous ambiguity resolution is possible, in 
addition, the introduction of redundant information 
reduces the possibility of measurement biases causing 
incorrect resolution. 

INTRODUCTION 

Traditional baseline computations are used very often 
for attitude determination. Since the baseline lengths 
are in general relatively short, a special computation 
scheme for attitude determination may be used. Many 
similarities exist between fraditional and attitude 
determination computation schemes. The most 
important similarity is that the so-called integer 
ambiguities have to be resolved to obtain the required 
accuracy. The significant differences when comparing 
fraditional relative coordinate determination and 
attitude determination are: 

1. the baseline length is limited to a few meters; 

2. the length can be surveyed beforehand; 

3. in most cases the orientation is not 
completely unknown; 

4. the absolute position of both ends of the baseline 
are unknown. 

Since in attitude determination the basehne lengths 
are fairly short, the atmospheric corrections are 
negligible. Knowledge of the baseline lengths and 
approximate orientation reduces the number of 
possible solutions required in the search for the correct 
set of ambiguities. Furthermore, when using an 
antenna array additional plausibiUty checks are 
available. For instance, the angle between two 
baselines can be measured and incorporated in the 
processing scheme to assist in identifying the correct 
integer ambiguity values. 

The issue of the absolute position of the antenna is 
important, however a high level of accuracy is not 
required. In situations where the accuracy of a 
navigation solution is inadequate, the position can be 
determined with the aid of RTCM corrections. An 
accuracy of a few meters should inttoduce no biases in 
the result. 
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Like in normal baseline computations, ambiguity 
resolution is a critical component of the processing 
scheme. The focus of this paper is to highlight how to 
correctly identify the correct set of ambiguities using 
apriori knowledge of the antenna configuration. The 
constraints, which can be introduced because of the 
apriori knowledge of the antenna configuration, help 
to make the identification easier than in traditional 
relative coordinate determination. Most of the possible 
integer ambiguity candidates will not satisfy the 
constraints and therefore the integer ambiguity 
identification should need less time than in a 
computation of a traditional baseline. Depending on 
the baseline length, instantaneous resolution of the 
integer ambiguities are reported by El-Mowafy and 
Schwarz (1994). The baseline lengths are in this case 
less than 1 cycle of the carrier phase, for example, for 
LI carrier phase observations the baseline length must 
not exceed their wavelength of approximately 0.19 
meter. With this restriction no ambiguities are needed 
in the observation equations. The baseline can be 
determined directly. However, short baselines produce 
orientations with reduced accuracy. The orientation 
parameters are derived from cartesian baseline 
components. Longer baseline components produce a 
better relative accuracy than shorter components, since 
the accuracy is not dependent on the baseline length. 
Therefore, El-Mowafy and Schwarz (1994) use 
collinear antennas for higher accuracy. The baseline 
with a length of less than 1 cycle is used to determine 
the approximate orientation and to limit the search 
space for the longer lines. Schade and Cramer (1994) 
need 5-50 consecutive data epochs for solving the 
integers on longer baselines. 

The scope of this paper is the investigation of 
advantages when combining all information. It could 
be possible to resolve the ambiguities instantaneously 
if the available information is used in a suitable way. 

THE TRADITIONAL BASELINE APPROACH 

The equations of a relative coordinate determination 
are not too different from the equations of a navigation 
solution. One may write the model in a single or 
double difference notation. The following linearised 
equations are given for single differences: 

A(t)}2 - dt + (xldxi + x\dx2 + x^dx^)/X + N^ 

A(|),2 -dt + (x^dxi -\-X2dx2 +x^dxj)/X + N 

A(j) l2=dt + (x^dxi +xldx2+ x^dxj )/X + N^ 

A(t)i2 = dt + {xi dxi +X2dx2 +XT^dx^)IX + N 

where: 

A(j)J2 is the single difference observation of stations 1, 

2 to satellite i, 

dt     is the receiver clock difference, 

x'j     is the component^ of the unit vector pointing 

to satellite /, 

"K      is the wavelength of the carrier phase, 

dxj   is the component^ of the unknown position 

vector of the second receiver, and 

N'    is the single difference integer ambiguity 
associated with satellite i. 

As is well-known, the set of 4 equations provide, with 
known integer ambiguities, the relative position of 2 
antenna phase centers. The cartesian baseline 
components have to be transformed to the required 
orientation parameters. 

The number of equations can be reduced by building 
double differences. Alternatively, one of the integer 
ambiguities can be chosen freely, since the forth 
ambiguity cannot be distinguished from a receiver 
clock offset (Goad 1985, Euler and Goad, 1990). Any 
integer ambiguity combination delivering a relative 
coordinate solution within a sphere with the radius of 
the baseline length is a possible candidate for the 
correct result. In addition the combination should 
reproduce the baseline's length to within a few 
millimeters. 

More than four available single difference phase 
observations allow a least squares adjustment and the 
application of an integer search sfrategy. Different 
search sttategies are reviewed in Hatch and Euler 
(1994). These techniques have to be changed in order 
to give direct access to the resttictions of baseline 
length and the pre-defined orientation limits. In 
addition, where the number of single difference phase 
observations is limited to 3 satellites, a separate model 
has to be applied. This model makes use of the knovra 
baseline length to reduce the degree of freedom to 3. It 
is quite clear that nobody would force the use of only 3 
satellites (due to the reduction of redundancy), but the 
solution for very short baselines is feasible and it 
might be a requirement where the coverage is limited 
in urban areas. 
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A DIFFERENT APPROACH 

Based on Euler (1995) the following section shows a 
model which incorporates the baseline components 
from the beginning. 

The reference system for the baseline, whose attitude 
should be determined, might be any suitable reference 
system. The orientation of the vector is probably 
needed in a topocentric system and therefore it might 
be desirable to use also a topocentric system for the 
definition of the vector. Moreover, a topocentric 
reference system provides, as we see later, a 
convenient way to incorporate tilt limitations. The 
baseline vector is given with: 

b ={bi;b2;b^) 

b = ^Jb[+i[+br 

where, due to the topocentric reference system, 

fcj northing, 

£>2 easting, and 

^3 height. 

The  single  difference  observations  to  3  different 
satellites measured on the baseline are: 

hif^^=bcos^^^ +XN^^+t, 

X.(t)"=fccosp"+AJV"+f^ 

X<|)*3=fccosp^UXAr"+r, 

where: 

xSl  xS2  j,S3 

N^\N^\N" 

P^', P", P" 

single difference carrier phase 

observations to satellite 51,52, or 
53, respectively, 

the so-called integer ambiguities of 

the single differences, 

the difference of receiver clocks, 

the wavelength of the carrier phase, 
and 

are the angles between baseliiie and 

the associated satellite. 

cosp'' = 

cosp" = 

b 

b 

b 

^u ^si ,u ^si + b2X2   +O3X3 

b fe.-," 

b 

+ b2x!' + ^3X3" 

b _h4' 
b 

+ ^3X3" 
cosp" = 

The combination of these equations provides  the 
double difference equations: 

Substituting 

Axi'={xf-xl') 

and 

bj = ■^b —bi —b 

we get: 

C'' = bM' +h^i ±^b^-bl-bli^f+'KN^' 

C^' =bM' ^h^i ±4b^-bl-blhxf +XN^' 

These two equations give the baseline components of a 
baseline with known length. The square root, as the 
substitute for the third baseline component, offers two 
possible results. But in most cases these results will be 
distinguishable. If however 4 or more satellites are 
available all three components of the baseline can be 
computed directly. 

The cosines of the angles between the satellites and 
baseline are given by the well-known vector relatiqn: 
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.21 C = fc.Axf' +fc,Axf +fc,Axf +^ 21 ,21 ,21 

-r31 ,31 fe,Axi" +fo,Axr +fe,Ar,^' +>JV 31 ^31 

C"' -feiAxf' +&2Ax^' +fe3AX3"' +AAf"' 

In comparison to traditional baseline computations, 
the known information provides a significant 
advantage. The number of possible combinations is 
reduced considerably if one uses the baseline length 
restriction. Moreover, in many cases the baseline's 
orientation is not totally arbitrary. For instance, two 
antennas mounted on the roof of a land vehicle will tilt 
only up to a certain amount. From this limited tilt, an 
additional restriction can be formulated. 

The height component is defined with the inequality 

fcj = ^b^-bf-bi < b ■ sinitilt^^) 

and the horizontal base is defined with the inequality 

b>4bi+bl >bcos(tilt^J 

For example, for a maximum tilt of 15 degrees, one 
gets the following constraints 

^3 = yjb^-b^-bl < b ■ sin(l 5 deg) = fc • 0.2588 

and 

b >^b^ +bl>b-cos(15deg) » b■ 0.9659 

The inequalities can be used to overcome the problem 
with the computational inconveniences caused by the 
square roots in the equation system. Only integer 
combinations providing an horizontal baseline result 
supporting both inequalities need to be tested. 
Favorably, these initial tests will use satellites in a 
good geometrical position. Remaining satelHtes might 
be used to prove whether the current orientation is 
valid. Since probably only a few data epochs or just 
one will be used to identify the proper set of 
ambiguities, a test procedure as described by Hatch 
(1990, Hatch and Euler, 1994) "least-squares-search" 
seems to be suitable. 

The processing procedure can be split into the 
following steps: 

•     Measure baseline lengths and angles in antenna 
array 

• Select reasonable tilt limits and a maximum 
uncertainty for the baseline lengths 

• Identify a set of satelUtes with favorable geometry 

• Compute all possible integer ambiguity candidates 

• Test and reject baseline candidates which don't 
satisfy slope, horizontal and height baseline 
length constraints 

• Choose a maximum variance for all residuals 

• Test with remaining observations for large 
residuals 

• Reject combinations with large residuals for any 
satellite 

• Test baselines in antenna array with known angles 

At the conclusion of these tests only one baseline per 
antenna pair should remain as suitable candidates, and 
hence allow accurate attitude determination. 

DATA PROCESSING EXAMPLES 

The scheme described in the previous section should 
be thorough enough for a complete understanding of 
the method. Figure 1 shows the three examples which 
have been selected to show the performance of the 
technique. Data was collected with the antenna array 
remaining static for the duration of the data collection 
period. 

In all scenarios it could be assumed that: 

• the distances between the antennas are known, and 

• the angle formed by the antennae is also known. 

This allowed constraints to be applied during data 
processing, to exploit this known information. 

The instrumentation used for attitude determination 
normally comprises of single frequency receivers as 
dual frequency receivers are not needed. However, in 
each configuration shown in Figure 1 a dual frequency 
receiver providing LI and L2 phase and pseudo range 
observations was connected to each antenna. However 
during data processing only the LI phase data was 
used. 
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Configuration I, Im baselines, 
(height difference of 0. Im) 

Configuration II, 5m baselines. 

Configuration III, 5m baselines 
(height difference of 0.8m). 

Figure 1    Antenna configurations 

Parameters set during data processing were: 

• a maximum uncertainty of 0.02 meter was adopted 
for the baseline length. All computational results 
deUvering a length outside the limits of +/- 0.02 
meter were rejected directly. 

• the baseline was tested to see if its tilt exceeded 20 
degrees, by applying the constraints on the 
horizontal and height components of the baseline 

Whenever these criteria are satisfied a variance test 
was conducted, where the observations were used in 
conjunction with the phase ambiguities in a least 
squares adjustment. 

• whenever, the adjusted variance was less than 
0.0001 square meters, the selection of integer 
ambiguities is considered as a possible set. 

Once all test been applied to both baselines, the 
baselines can be combined to test the final constraint. 
The baselines will be accepted, providing: 

• they satisfy the condition of the know angle 
between the two baselines, if the difference 
between the computed angle and the known angle 
is within 2° (Im baseline) and 0.3° (5m baseline) 
the baselines are accepted. 

In addition, if more than one set of integer ambiguities 
remain for each baseline then this test will reject the 
baselines which should not be considered. 

The rigorous tests that each set of ambiguities needs to 
satisfy ensures that a high degree of confidence can be 
achieved that ambiguity resolution was successful, and 
measurement biases have not caused a selection of the 
incorrect set of ambiguities. 

Using this technique every search is totally 
independent from the previous searches as it is based 
only on the data of the current epoch. Therefore, if 
there would have been cycle slips on one or even all 
channels, it could not affect the result. 

In Euler (1995), the initial tests indicated that a 
instantaneous ambiguity resolution was feasible most 
of the time on a 1.5 m baseline. The tests here extend 
that test by showing tilted baselines and baselines with 
longer lengths. 

The data on the short baselines. Configuration I, was 
collected on tilted baselines. Figure 2 shows the 
number of possible solution candidates and the 
number of satellites available for that specific 
observation interval. 

It can be seen from Figure 2 that on many occasions 
more than one candidate passed all rejection criteria. 
However, when applying the angular constraint 
introduced by the second baseline, these incorrect 
candidates can easily be exclude. Of the nearly 2000 
epochs processed on nine occasions after applying this 
final angular constraint two possible baselines pairs 
still remained. However, an inspection of the variances 
allowed the correct baseline pair to be selected. At 
each of these nine epochs only five satellites were 
available. 

1m tilted North baseline 
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Figure 2   Number of candidates and satellites 

The further two data sets were measured on longer 
basehnes of 5 meters, Configurations II & III. When 
inspecting the formulas involved and the geometry of 
the ambiguity search space, one can easily imagine 
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that probably more integer candidates are available on 
the longer line, because the total range for the search 
will be larger. Furthermore, one might expect that 
more candidate solutions will pass the rejection 
criteria. 

Figure 3 shows the analysis of the number of 
candidates and the number of available satellites for 
the north baseline in Configuration III. As expected, 
the number of accepted candidates increased 
significandy. It can also be seen that a correlation 
exists between the number of satellites available and 
the number of possible candidates. It can therefore be 
said that the number of candidates accepted is 
inversely proportional to number of satellites 
available. 

5m tilted East baseline 
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Figure 3    Number of candidates and satellites 

However, after combining the candidates from the two 
baselines and applying the angular constraint and 
minimum variance if more than one baseline pair 
remained, the correct baseline pair was identified 80% 
of the time. Similar results were obtained for 
Configuration II. 

The assumption of requiring independent ambiguity 
resolution at each epoch is not in reality necessary. If 
at an epoch the correct baseline pair could not be 
identified then the ambiguity values from the previous 
epoch could be used to "bridge the gap". 

In addition, in these tests only the LI carrier phase 
information was used. Current receiver technology 
delivers LI pseudo range measurements with an 
accuracy significantly better than a meter (Jackson et 
al. 1995). The incorporation of this high accurate 
range observations may even further improve the 
scheme. 

SUMMARY AND CONCLUSIONS 

The results of these different processing scenarios 
show that instantaneous ambiguity resolution is 
feasible on baseline length of several phase cycles. 
However, a reduced performance was observed on the 

longer baselines. It is suggested that extra information 
is required to improve the performance on these 
basehnes. 

The major problem for high accuracy in baseline 
orientation and also for the resolution of the integer 
ambiguities is multi-path. It is likely that some of the 
incorrect results in the 5m baseline tests, described 
above, is due to multi-path. In a static environment 
multi-path changes only very slow. On a moving 
vehicle the multi-path will be more random as long as 
it is not introduced by the platform itself. 

The independent solution on every epoch is not a 
requirement of such applications. It is considered an 
advantageous feature. It can be used to verify that the 
previous solutions were correct, because the algorithm 
will reproduce the same sets of ambiguities from epoch 
to epoch. The change of geometry between the 
antennas and the satellites, while moving will also 
help to eliminate potential candidate ambiguity sets. 
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ABSTRACT 

The synergism of integrating an inertial navigation 
system (INS) with the Global Positioning System (GPS) 
is well known. The GPS provides position and velocity 
information to the INS to enhance the INS navigation 
accuracy, while the INS aids the GPS with velocity 
information to increase its anti-jamming capability by 
narrowing the tracking loop bandwidth. The standard 
GPS/INS integration approach is to implement a 
Kalman filter to process measurements and estimate 
errors in both systems. The integration can be "tightly 
coupled", whereby the GPS pseudoranges are the 
measurements to the filter, or "loosely coupled", where 
3-dimensional position is first found by the GPS 
receiver, then used as measurements to the filter. 

Although GPS was designed primarily as a positioning 
and timing system, recent signal processing advances 
have allowed the phase of the GPS carrier to be 
measured very accurately. Using the carrier phase 
observable, the distance between two receivers can be 

determined precisely, as can the orientation of the 
baseline. A number of techniques have been proposed 
for attitude determination using the carrier phase 
observable, and simulation and test results have been 
obtained. 

The attitude determination algorithms typically find the 
three Euler angles of yaw, pitch, and rolL The 
subsequent integration is similar in nature to the loosely 
coupled filter using 3-dimensionai position as 
measurements since the GPS observables are pre- 
processed before being used by the integrating filter. 
However, by using the carrier phase directly, the 
integrating filter becomes tightly coupled in attitude. 

Two major benefits are gained by integrating GPS with 
the INS in this way: 

1) the need to perform gyrocompassing, which normally 
takes from 5 to 30 minutes, is eliminated; 

2) the need to excite heading error by maneuvering to 
cause level accelerations (s-turn) for in-fiight alignment 
is eliminated. 

This paper describes an INS/GPS Kalman filter tightly 
coupled in attitude. An overview of the algorithms is 
described and the measurement equation is given. 
Simulation results are presented. Questions relating to 
initialization of the system and observability of attitude 
errors are addressed. 

1. INTRODUCTION 

The integration of GPS with an INS has been extensively 
studied. The benefits to both systems when integrated 
together is well understood. The INS is calibrated using 
GPS position and/or velocity measurements while the 
GPS receiver is aided with velocity from the INS to 
improve the receiver's tracking performance in a 
jamming environment. 
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The INS typically processes the GPS position and 
velocity information in a Kalman filter. These quantities 
may be pre-processed by the GPS receiver to produce 
three dimensional position, either a geocentric position 
vector or latitude, longitude, and altitude. The INS then 
uses these positions to drive its Kalman filter. An 
alternative is for the INS to use the GPS measurements 
of pseudorange and deltarange directly. In this case the 
GPS receiver is essentially a sensor producmg 
measurements only. Employing 3-D position or 
pseudoranges as measurements is referred to as "loosely 
coupled" or "tightly coupled" respectively. These filter 
designs have been documented since the advent of GPS. 

More recent advances in signal processing capability has 
led to the use of the GPS carrier phase as an 
observable. The carrier phase has been widely used in 
surveying and kinematic positioning systems for a 
number of years. In a multiple antenna configuration, 
the carrier phase also allows relatively accurate 
determination of the orientation of the antennas with 
respect to each other, or attitude. 

Most of the attitude determination systems have 
concentrated on mdependent and complete calculation 
of attitude [1-5]. Similar to position and velocity, the 
carrier phase from a GPS receiver may also be 
integrated with an INS, in this case to provide attitude 
information. Also similar to position and velocity, the 
carrier phase, or attitude information, may be loosely 
coupled with the INS. That is, if the three Euler angles 
are found first, then used as measurements to an 
integrating INS/GPS Kalman filter, the system is loosely 
coupled in attitude. If the carrier phase measurements 
are used directly as measurements to the fdter, then the 
GPS and INS are tightly coupled in attitude. 

After power on, an INS needs to be aligned, either on 
the ground or in air. For ground alignments, level is 
quickly found by processmg the acceierometer outputs. 
The heading of the platform is determined by 
gyrocompassing. The degree to which heading can be 
found is limited by the east gyro drift. Depending on 
the magnitude of the east gyro drift, the heading limit 
can be reached m anywhere from 5 to 30 minutes. 

For in-air alignments, the orientation of the INS with 
respect to level is also quickly found. The time required 
to estimate heading is usually decreased by performing 
a maneuver that excites the heading error, making it 
observable. This requires some kind of horizontal 
acceleration, typically obtained by some type of level 
turn; eg, the famous s-turn or half s-turn. If the vehicle 

does not accelerate, then the time required to estimate 
heading is the same as for the ground aUgnment. 

By processmg carrier phase measurements, the attitude 
is observed directly. For the ground alignment, heading 
is found almost as quickly as level. For in-air 
alignments, the need to perform some type of maneuver 
is removed. 

This paper is organized into five following sections. The 
next section provides the measurement equation for the 
carrier phase observable, which expands [6]. Then the 
integer ambiguity resolution and initialization procedures 
are discussed. The following section considers 
observability. Simulation results are presented next, 
ending with a summary. 

2. MEASUREMENT EQUATION 

For an attitude tightly coupled Kalman filter, the 
measurements to the filter are carrier phase 
measurements. In order to eliminate receiver bias 
errors, the double differenced carrier phase 
measurements are formed. It is assumed that the 
integer ambiguities have been resolved before the 
double difference phase measurements are processed. 
The resolution of the integer ambiguities is addressed in 
section 3. 

In what follows, vectors are in bold faced type with the 
superscript denoting the coordinate frame and the 
subscripts defining the initial and end points of the 
vector. For example, r^i is a vector from ; to k 
coordinatized in the / frame. 

Denote the GPS antennas by A and B. The double 
differenced carrier phase measurement for antennas/I 
and B and satellites / and ;' is given by 

^ 

Here p is the distance from the receiver's antenna to the 
satellite and found from 

9 A =  \rAi\ = Wu - ^AI 

N'{g is the double difference integer ambiguity for 
satellites J and/. The term/■/, is the geocentric position 
vector of the GPS satellite which can be determined 
from the satellite ephemeris. 
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Perturbing this equation gives 

6p = -(«!/ Sr:, 

The vector u^^ represents the unit vector from receiver 
A to satellite /. 

Taking the first order perturbation of the double 
difference phase equation, and assuming that the integer 
ambiguities have been resolved correctly yields 

\>'iB -(-«!/ ^ K^'' fir^ 

The antennas are assumed to be relatively close so that 
»«; 

In addition to resolution of the integer ambiguities, the 
initiali2ation procedure, discussed in section 3, includes 
determination of the orientation of antenna B with 
respect to antenna A in the body frame. Thus the 
vector r^ is assumed known. With ql denoting the 
quaternion transforming the body frame to the earth- 
centered-earth-fixed (ECEF) frame, 

« ebb 
^AB   = ^b   ^AB Qe 

Once again taking a first order perturbation of this 
equation, and using Sql  = 'A ql e*^  leads to 

br AB = c: ir: AB X (el - C)) 

The term e*^ is a vector of misalignments and can be 
viewed as a quaternion with zero scalar part so that this 
equation mvolves quaternion multiplication. 

The quantity €'„ is the direction cosine matrix relating 
the navigation frame to the ECEF frame. It was 
assumed in deriving this equation that the inertial 
measurement unit (IMU) is a strapdown platform 
coincident with the body frame. Thus the indices "p" 
and "b" are interchangeable. The vectors e "^ and e^ 
are misalignments between the platform and navigation 
frames (the standard platform tilt vector) and the 
computer and true frames respectively. 

Finally, substituting the expression for the error in r'^g 
into the equation for the double difference error gives 
the measurement equation 

It can be seen that the sensitivity of the platform tilts to 
the carrier phase measurements is directly proportional 
to the length of the antenna baseline. 

3. INITIALIZATION 

Two problems associated with the initiaUzation of the 
integrated INS/GPS filter for processing double 
differenced carrier phase measurements are the 
definition of the orientation of the antennas with respect 
to each other and the resolution of the integer 
ambiguities. 

The basis of study in this paper is that there are only 
two antennas mounted on the top of the fuselage of an 
aircraft, or along the x-body axis of any vehicle, 
nominally coplanar with the longitudinal body axis. 
Since even a low accuracy INS (eg, T/hr gyro drifts) 
can generally provide relatively accurate measurements 
of level, the benefit of the GPS is to provide heading. 
Standard ground alignment will give almost immediately 
the orientation of the platform with respect to level 
(pitch and roll) but the determination of heading is 
much slower and is limited by the east gyro drift rate. 
The double difference measurements from two GPS 
antennas mounted along the longitudinal axis will 
quickly provide accurate heading information. 

The derivation of the measurement equations above 
assume that the antenna baseline length and orientation 
with respect to the body is known. The length of the 
baseline can be measured with a tape measure at 
installation, assuming that the antenna phase center is 
stable and located near the physical center of the 
antenna. Procedures exist for aligning an INS to the 
aircraft body axes [7,8]. The antennas may then be 
mechanically aligned in azimuth to the aircraft 
longitudinal axis. However, the azimuth alignment 
using these procedures may be relatively coarse. The 
preferred method would be to perform a carrier phase 
based survey after antenna installation while 
gyrocompassing. This would give the accurate antenna 
baseline length and the orientation of the baseline with 
respect to the INS platform axes. The azimuth 
orientation may be more accurately determined from a 
mechanical alignment than a gyrocompass if the IMU 
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has poor quality gyros. Residual azimuth error will 
manifest itself as an east gyro drift. After this 
initialization process, the angular offsets of the antenna 
baseline from the INS platform axes can be stored for 
later use when estimating the double difference 
measurements from the INS data. 

The problem of mteger ambiguity resolution has been 
studied extensively [9-13]. The precedmg developments 
assume that the ambiguities have been resolved correctly 
before any measurements are processed by the Kahnan 
filter. In this application, the INS provides relatively 
accurate information that defines level. The length of 
the baseline vector is also known. Thus the integer 
ambiguity resolution becomes a constrained search 
through possible headings. An algorithm has been 
formulated that takes advantages of the constraints, then 
determines the ambiguities and estimates heading with 
one epoch of phase measurements by minimizing a cost 
function. Only an initial gross estunate of heading is 
needed. The algorithm will find the correct ambiguities 
with an initial uncertainty interval as large as 90', given 
enough visible satellites (it is assumed that the receiver 
is all-in-view). 

As an example of the performance of this algorithm, 
phase data was collected at the ARINC facility in San 
Diego, California, in June, 1995 using two NovAtel 
3951R GPSCard receivers. The antenna baseline was 
approximately 13.3 meters. Seven satellites were 
tracked, yielding six double differences. The cost 
function over the 90° heading search interval is shown in 
Figure 1. The true headmg, found by performing a 
static survey, was 15.176°. The estimated heading was 
found to be 15.200°, and the ambiguities were all 
estimated correctly. 

o 

20 50 
Heading (deg) 

Figure 1. Heading Search Cost Function. 

80 

Note that there is a tradeoff between the estimation of 
platform tilts and integer ambiguity resolution. Larger 
antenna baseline increases the ability to estimate 
platform tilts. However, it decreases the ability to 
initialize the ambiguities correctly using the search 
algorithm smce smaller changes in heading yield larger 
changes in estimated ambiguities. 

4. OBSERVABILITY 

As noted in Section 3, the configuration considered 
consists of two antennas mounted nominally along the 
vehicle longitudinal axis. Using only two antennas 
prohibits independent determination of the three Euler 
axis angles. In fact, the misalignment around the 
antenna baseline is unobservable. Consequently, if the 
baseline were aligned with the body x-axis, then roll 
error would be unobservable in this configuration. This 
is clear when considering the measurement equation 
coordinatized in the body frame instead of the 
navigation frame. Then the only non-zero element of 
the vector r^ is the first component, giving a zero entry 
for the x-body, or roll, measurement sensitivity. Note 
that this configuration does not preclude observation of 
the level tilts since they are defined in navigation axes. 

For aircraft, an advantage of using only two antennas 
mounted on the fuselage would be less impact of 
structural deformations. For three or more antennas 
with at least one on a wing tip, loading on the wings 
causes a change in the body frame relative locations of 
the antennas, forcing an estimation of the wing flexure 
[2,5]. While not free from deformations, the fuselage is 
typically more rigid, especially when considering that the 
antennas do not need to be mounted as far apart as 
possible on the fuselage. The utility of only two 
antennas mounted along the longitudinal axis 
emphasizes once again the synergy between the INS and 
GPS. Pseudorange and deltarange measurements from 
the GPS receiver to the integrating filter allows level tilt 
error to be kept low, while the GPS double difference 
measurements allow azimuth tilt to be measured without 
the need for maneuvering. Complete determination of 
attitude by GPS is not needed. 

5. PERFORMANCE 

A number of covariance results have been presented in 
[6] showing the advantages of double differenced carrier 
phase measurements for integrated INS/GPS 
performance. Results emphasizing certain aspects only 
of the benefits of direct carrier phase updating are given 
here. 
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The primary advantage of usmg the double differenced 
carrier phase measurements in the configuration 
described above is the fast and accurate determination 
of headmg. A covariance analysis was performed, 
comparing heading error for standard gyrocompassing 
with carrier phase measurement processing. 

A low cost IMU was simulated, with I'/hr gyro biases, 
1000 /ig accelerometer biases, and 0.01"/i/hr random 
walk on attitude. Four measurement scenarios were 
considered: 

1) velocity updates once every 10 seconds, 0.01 
meters/sec measurement noise standard deviation 
(ground alignment); 

2) all-in-view double difference carrier phase 
measurements once every 10 seconds, 0.1 cycles 
measurement noise standard deviation; 

3) one double difference carrier phase measurement 
every 10 seconds, 0.1 cycles measurement noise; 

4) velocity and all-in-view double difference carrier 
phase measurements, alternating every 10 seconds, 
measurement noises as in (1) and (2). 

Each scenario lasted 10 minutes. 

A plot comparing the azimuth error in each case is 
illustrated in Figure 2. The plots are labeled by the 
measurement case number described above. Note that 
the vertical axis is logarithmic in this plot. The 
improvement in reducing azimuth error by using carrier 
phase measurements is clear from the graph. When 
gyrocompassing, the azimuth error is limited to 248 arc 
minutes by the large east gyro drift. When using carrier 
phases from all satellites in view to form double 
differences, the azimuth error is reduced to 1.25 arc 
minutes after 10 minutes. Even when using only one 
double difference measurement, the azimuth error is 
estimated down to 5 arc minutes, one sigma. Although 
not shown, the best overall performance for reducing 
velocity and platform tilts is by using a combination of 
velocity and carrier phase measurements. 

To illustrate more dramatically the time benefit of using 
double differenced carrier phase measurements over 
traditional gyrocompassing, the above scenario was 
repeated but mth a better quality IMU. For this case, 
the gyro drifts were set to 0.01'/hr and the 
accelerometer biases to 100 fig's. No random walk on 
attitude was modeled. Figure 3 compares the behaviors 
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Figure 2. Z Platform Tilt Uncertainty: 
iVhr Gyro Drifts 

of the four cases.   The differences in the speed with 
which azimuth error is reduced is readily apparent. 

1000 

Time (sec) 

Figure 3.  Z Platform Tilt Uncertainty: 
O.or/hr Gyro Drifts 

Another advantage of the integrated INS/GPS is the 
ability to reinitialize the integer ambiguities after loss of 
lock. Use of double difference measurements increases 
calibration of the IMU gyro errors, permitting decreased 
free inertial error growth rates when the GPS signal is 
lost. 

To investigate the reinitialization of the integer 
ambiguities, the conditions of (4) above served as a 
starting point. After the 10 minutes of velocity and 
carrier phase measurements while static, the aircraft 
accelerated to 100 meters/sec and climbed to low 
altitude, flying the ground track depicted in Figure 4. 
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The total time to traverse the track shown was 13.5 
minutes. During this time, pseudorange and deltarange 
measurements, corrupted by SA, and carrier phase 
measurements were performed at 30 second intervals, 
offset from each other by 10 seconds; i.e., one type of 
measurement was performed every 10 seconds, but each 
type was repeated only once every 30 seconds. 
Pseudorange measurements were done first, followed by 
deltarange measurements 10 seconds later, then double 
difference carrier phase measurements at the next 10 
second mark. The sequence was then repeated for the 
duration of the trajectory. Shadowing of the GPS signal 
by the aircraft body was also simulated, assuming top 
mounted antennas. 
33.3 

u •a 
3 

32.7 
-117.6 -116.6 

longitude 

Figure 4.  Simulated Vehicle Ground Track 

At 13.5 minutes, a loss of the GPS signal was simulated. 
The vehicle continued flying straight north free inertially. 
Since the position errors remain small enough so that 
the errors in line-of-sight vectors to the satellites are 
negligible, the determining factor for correct 
reinitialization of the integer ambiguities is the platform 
tilt error. The tilt growth rate is dominated in this case 
by the azimuth gyro drift. At the beginning of the free 
inertial propagation, the z-gyro bias is 0.1°/hr, one 
sigma. The time history of the azimuth error standard 
deviation is shown in Figure 5. 

Various methods for initializing the integer ambiguities 
while in motion (on-the-fly) have been proposed. They 
generally involve some type of search with the use of 
dual frequency receivers reducing the search time 
through the wide lane approach. With an integrated 
INS/GPS system, it may be possible to obtain the 
ambiguities directly in certain cases. 

The sensitivity of integer ambiguity errors to a direct 
computation given absolute position of the INS and 

1800 2800 
Time (sec) 

Figure 5.  Free Inertial Z Platform Tilt 

relative positions of the two antennas is similar to the 
double difference measurement error and is given by 
(ignoring the position error term) 

The e term encompasses all phase measurement noise. 

This equation gives limits on the maximum allowable 
platform tilt to correctly compute the integer ambiguity. 
As an example, consider only azimuth error. For an 
INS heading north with the navigation axes defined as 
east, north, up (ENU), and a 10 meter antenna baseline, 
the worst case geometry would have the base satellite 
for double differences at the horizon directly east or 
west while the second satellite in the double difference 
would be 180° from the first (due west or east). If the 
phase measurement errors are independent between 
channels and equal in magnitude to 0.05 cycles, one 
sigma, and if Va cycle is the limit for determining the 
integer ambiguity correctly with 0.9 probability, then the 
tilt error can contribute no more than 0.27 cycles to the 
total ambiguity error. This means that the azimuth 
error must be no more than 0.138 A, / 20 rad » 4.5 arc 
minutes. In the case analyzed here, the ambiguities 
could be computed directly from the INS data for up to 
20 minutes after the loss of GPS. No search algorithms 
or dual frequency receivers are required. Thus 
reinitialization of the integer ambiguities is greatly 
simplified. 

Note that straightforward use of double difference 
carrier     phase     measurements     yields     correlated 
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measurements. Strategies have been proposed in [6] to 
create independent measurements. Independent 
measurements are desirable for real time systems since 
they can be processed sequentially by the Kalman fdter 
as scalar measurements, obviating the need to invert a 
matrix of dimension equal to the number of 
measurements. An alternative strategy is to decorrelate 
the measurements by a rotation in the usual way. This 
procedure involves computing the mverse of a symmetric 
matrix similarly to what is done in using a measurement 
vector. When the phase measurement errors are 
independent between channels and have equal variances, 
the inverses for various expected measurement 
dimensions can be pre-computed and stored. In this 
case, the noise matrix is given by 

R 

'A  2  •••  2^1 

2   4   -   2 

[2   2   -   4j 

The inverse of the square root of R can be computed 
and used to rotate the measurements and measurement 
matrix, giving uncorrelated measurements with unity 
variance; i.e, compute S'' such that 

R = a^ S S^ 

then rotate the measurements and observation matrix by 

z' ■' = ^S-' z 

H' = - 5-1 H 
a 

6. SUMMARY 

Measurement equations have been presented for 
performing direct double difference carrier phase 
measurements in an integrated INS/GPS Kalman filter. 
There is a symbiosis in this tightly coupled integration as 
there is for typical position/velocity tight coupling. The 
INS benefits by quick and accurate estimation of 
heading and increased calibration of gyro errors from 
the GPS while the reinitialization of integer ambiguities 
due to loss of lock for the GPS is greatly facilitated by 
the INS information. As a result, the need for extended 
time periods to gyrocompass during static alignments or 

the requirement to perform maneuvers during transfer 
alignments is eliminated. 

Initialization of the integer ambiguities has been 
addressed as well as defining the orientation of the GPS 
antenna baseline with respect to the INS platform axes. 
Further refinements of the procedure for determining 
the orientation of the two systems can be made. 

Covariance results have been presented. The next step 
is to implement the integrating Kalman filter with actual 
GPS receivers and an INS to study the performance. 
Although it appears that much of the emphasis on GPS 
attitude determination is pointing to an ultimate goal of 
replacing inertial mstruments with a pure GPS system, 
the advantages of an integrated system, even with a low 
cost IMU, should not be dismissed. 
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ABSTRACT 

The technology of GPS attitude determination for 
spacecraft is yoimg but growing rapidly. The 
developments m the field have traditionally drawn from a 
single measurement model and evolved from there. Those 
most closely involved in the process have not necessarily 
had experience in spacecraft attitude sensor modeling and 
performing in-flight calibration, but have been more 
hardware or even navigation specialists. In the process of 
modeling GPS for use in the Goddard Space Flight 
Center's existmg spacecraft Attitude Determination Error 
Analysis System (ADEAS), some shortcomings in current 
measurement modeling approaches surfaced. 

This paper presents an improved measurement model for 
GPS attitude determination of the form used for other 
traditional spacecraft attitude sensors. Similar models are 
presented for three axis magnetometers and star trackers 
for comparison. Attitude error analysis for the Transition 
Region And Coronal Explorer (TRACE) using ADEAS is 
presented. TRACE will be launched in September 1997 
with a three axis gyro pack, a magnetometer, and GPS. 
Interestingly, the GPS antennas will be on separate 
deployable solar panels, renderuig pre-launch self-survey 
nearly useless. Analysis is presented which explores the 
ability to solve for attitude, baseline misalignment, 
baseline length uncertainty, and baseline bias in either a 
single filter or a combination of batch least squares and a 
sequential filter using measurements from various 
combinations of the TRACE attitude hardware including 
GPS only. 

NOMENCLATURE 

^/B Attitude mafrix from body to inertial 
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Amplitude of orbit-related or other unknown 
periodic error source 

Sensor bias in inertial space 

Bias of the fth sensor 

Estknate of the magnetic field in inertial space 

Measured magnetic field in sensor coordinates 

Torquer coupling matrix 

Commanded dipole 

Aligrunent error of the /'th measurement 

Integer for baseline i, GPS SVj 

Alignment matrix between body and sensor 

Measured differential carrier phase for baseline 

i,SVj 
Scale factor 

Line of sight unit vector to SV j 

Reference star direction in inertial space 

Measured star m sensor coordinates 

Scale factor error in /th measurement 

fth baseline vector 

rth baseline length error 

Noise (considered white) 

Frequency of periodic error in rth measurement 

Phase angle of periodic error in /'th measurement 

INTRODUCTION 

This paper explores the GPS measurement model, 
comparing it to other attitude sensor measurement 
models. The addition of this GPS model to an existing 
attitude error analysis program is discussed. In order to 
both demonstrate the GPS model m the attitude error 
analysis program and perform necessary system attitude 
error analysis for a mission, the Transition Region And 
Corona Explorer (TRACE) spacecraft example is studied 
and recommendations are offered. 

TRACE BACKGROUND 

TRACE is the fourth in the SMall EXplorer (SMEX) 
program at the Goddard Space Flight Center, and the first 
to use a GPS receiver. The solar observing spacecraft will 
be launched in September, 1997 into a 600 km, 6am 6pm 

sun synchronous orbit. The spacecraft will be without 
shadow for several months at a time; during the eclipse 
season no science data will be collected, and the 
spacecraft will be essentially shut down. 

The main telescope, aligned with the spacecraft +Y axis, 
will be pointing at the sun throughout the mission. A 
guide telescope mounted on the main one will be 
responsible for fine attitude determination of Pitch and 
Yaw (rotations about the spacecraft +X and +Z axes), in 
order to keep the science telescope pointing at specific 
areas of the sun to within arc seconds. While more coarse 
at 0.8° 1 CT onboard and 0.1° post-processed, the 
determination of Roll (rotation about the spacecraft +Y 
axis) falls on the spacecraft Attitude Control System 
(ACS) and ground post processing using measurements 
from the roll gyro. Three Axis Magnetometer (TAM), and 
GPS. The analysis presented in this paper focuses on the 
Roll determination. 
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Figure 1 Fully Deployed TRACE Spacecraft 

As currently planned, the GPS receiver will provide 
position, velocity, time, carrier phase, and house keeping 
information. Although the receiver's primary fiinction is 
to provide position and time to the spacecraft, since there 
will be three antennas viewing in approximately the same 
direction, it can provide measurements for attitude as 
well. There are several interesting "features" associated 
with the attitude determination function on TRACE 
specifically related to GPS. The three GPS antennas will 
be located on the back sides of separate deployable solar 
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panels with their normals in the spacecraft -Y direction. 
The uncertainties in the baseline lengths and alignments 
could be large as a result of being mounted on 
deployables that may not deploy nominally, in addition to 
the motion of the phase center inherent m the patch 
antennas themselves. The spacecraft is sun pointing, not 
nadir pointing, so that GPS Space Vehicle (SV) viewing 
may be degraded periodically. Finally, while the thermal 
environment should be constant during times of 
operation, studies have shown that biases in cable length 
must be determined in flight" . 

As the spacecraft will also have a TAM and gyro pack 
onboard, the study of the attitude determination error 
analysis of the system, not just the GPS alone, becomes 
necessary. These other sensors are often onboard even 
small spacecraft, particularly the TAM for momentum 
management. Including these coarse measurements with 
GPS, if properly modeled, according to general sequential 
filtering theory should improve the attitude solution over 
GPS alone. A comparative study of the attitude 
determination errors expected in the 
GPS/TAM/gyroscope system as compared to GPS alone, 
and the system without GPS, will be presented, as will a 
discussion of the sensor measurement models used and 
various errors that could be included and determined. 

THE ATTITUDE DETERMINATION ERROR 
ANALYSIS SYSTEM (ADEAS) 

Background 

ADEAS provides a general-purpose linear error analysis 
capability for various attitude determination geometries 
and processes. ADEAS does not process sensor data but 
simulates the attitude determination logic and computes 
the resulting attitude determination and sensor calibration 
accuracies. 

•Requested uncertainties and correlation 
information over the specified times 

•Sensor viewing (for GPS, the specific SV's in 
view are listed, but the statistics for the span of the run are 
not yet included) 

•Sun, earth, moon, and magnetic field vectors in 
the body (and others where appropriate) coordinate 
system. GPS SV vectors in the body coordinate system 
will be included in a later version of the program. 

Given that the attitude determination process involves 
errors of various behavior, such as measurement noise, 
misalignments, and drifting, among others, it is important 
to understand how these errors affect the system's overall 
attitude determination accuracy. ADEAS allows an 
analyst to specify the initial uncertainty estimate of these 
fypes of errors and computes the resulting uncertainties 
in a user specified subset of measurement and dynamic 
parameters. These errors can be either "solved for" states 
or "considered" error contributions. This flexibility 
allows the user to assess the merits of including states 
operationally, or to "solve for" some errors with a 
separate batch or filter and include (uplink) these errors in 
an operational filter. 

Measurement Models 

Adding the GPS model to ADEAS not only provides a 
method of determining attitude errors as driven by 
mission unique error sources, but also allows the user to 
assess overall attitude uncertainties for spacecraft with 
other attitude sensors available. Fortunately, GPS 
observations can be modeled in ADEAS exactly like the 
other sensors are modeled. 

Much of the literature up to this point has been drawn 
from the following model "*"   : 

The scenarios that ADEAS can analyze include the 
following: 

•Low earth to earth-sun libration point orbit 
profiles 

•Three-axis or spin stabilized attitude profiles 
•Sequential filter or batch weighted least squares 

attitude determination methods 
•Sensor complements which include sun sensors, 

earth sensors, star trackers, three-axis magnetometers, 
gyroscopes, and now GPS. 

The output from this system includes, among other things, 
the following: 

Lr^j^s]x^-ky-b^+v 

The changes made for the ADEAS model expand the 
types of errors that can be examined while making the 
GPS observation behave like the other sensors in 
ADEAS. If the model relating the baseline to the carrier 
difference is instead: 

Ar,. =s]Mss 
X,. 

■b, +v 

the baseline can have some error associated with its 
physical length, or scale factor, as well as some 
misalignment. Although sensing the magnetic field as 
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opposed to interferometry, a magnetometer can be 
modeled similarly as follows: 

B,,^^A,,M,,S(B,+8B,)-b,+v 

where often: 65^ = C^QDQ 

although in ADEAS, no specific assumptions are made 

about 65^. 

As a final example, a star tracker can also be modeled in a 
comparable fashion; 

5, 
'■'?/'; 

A-mMBsiSs+^Ss)-b,+v 

As evident from the measurement models above, in 
ADEAS all sensors have a misalignment, scale factor, and 
bias that can each have uncertainties associated with 
them, as well as noise and periodic errors. Since ADEAS 
works only with uncertainties, its general sensor model is 
actually the model of the residual between the rth actual 
and computed measurement: 

residj = (1 + sf^ )/2,. + 6,- + a,- (sin((o;/ + v|; ^)) + v 

The errors in each of misalignment, scale factor, bias, as 
well as the measurement noise and any periodic errors for 
each of the sensors can be clearly mapped from the above 
sensor measurement models and those like them for Earth 
and Sun sensors. Note that while not included in the 
above magnetometer measurement model, errors between 
the reference and true magnetic field can be modeled in 
ADEAS as periodic errors with a twice per orbit 
frequency and 1° amplitude. The contributions of each 
error source to the system and the associated partial 
derivatives are described in reference 8. 

TRACE ATTITUDE ERROR ANALYSIS STUDY 

General Assumptions 

Although all three axes can be determined by either the 
magnetometer or GPS, only the spacecraft roll errors are 
examined in this study as they are the main concern of the 
spacecraft and ground attitude determination systems. 

Throughout the study, a minimum variance weighted 
sequential filter is assumed, mimicking the ground post 
processing system. Due to science control requirements 

in jitter and drift, the onboard attitude filter cannot be 
tuned in the same way, keeping the roll determination 
accuracy at its onboard upper limit of 0.85° ICT. Where 
noted, batch least squares solutions were used to "solve 
for" calibration errors, when filter convergence was not 
achieved for those same parameters as filter states. This is 
not uncommon operationally, as sensor errors that do not 
change over time, such as TAM bias, are similarly solved 
for in batches and uplinked to the spacecraft. 

The one calibration parameter that is routinely included in 
the state is the gyro bias. Including this state normally 
improves convergence of the filter and the accuracy of the 
attitude solution. For this reason, the default states for this 
study include the attitude and gyro bias, unless otherwise 
noted. 

The spacecraft orbit and attitude profile was defined to 
match that for TRACE as described above. The initial 
uncertainty in the spacecraft roll was 0.5°. The ADEAS 
runs in this study are four orbits, totaling approximately 6 
hours, unless otherwise noted. Finally, the uncertainties 
given are la values, so that the results should also be 
thought of as la. 

Sensor Uncertainty Assumptions 

For this TRACE roll study, a TAM and GPS antennas 
were modeled. In ADEAS, the gyroscope is not modeled 
as a sensor, but in terms of dynamic errors to the system. 
With this in mind, a true GPS only system, without a 
gyroscope, can be assumed to behave like the GPS/gyro 
study except with larger errors in the dynamics; for the 
filter to work without a rate measurement, the dynamics 
instead must be modeled, introducing higher errors. 

Gyro/Dynam ics 

As described above, the gyro bias was routinely a filter 
state, or "solve for" ADEAS parameter. The short term 
drift, or noise, was set at 3 °/hour. The long term drift, an 
effect seen over about 12 hours, was assumed to be 
1 °/hour. These values were derived from studies of a 
duplicate gyro assembly's behavior in recent ground 
testing. The uncertainty in the scale factor used was 
4E-04. 

The misalignment in the gyro in the truest sense only 
confributes to inaccurate slewing; when a spacecraft is 
fixed, the misalignment will be zero. Therefore, as the 
spacecraft will be essentially still, gyro misalignment is 
not a factor in the TRACE mission. 
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TAM 

The TAM is aligned with the spacecraft body axes. Roll 
truth data (better that 0.1°) derived from the science data, 
will be available on a very limited basis; this data can 
then be used to calibrate the TAM. The uncertainty in the 
TAM alignment was "considered" to be 0.1°, a 
conservative estimate of the post calibrated TAM 
misalignment. The TAM bias was set at 2.0E-08 Tesla. 
The scale factor error used was 0.1%. The uncertainty in 
the measurement itself, or noise, was 7E-08 Tesla. 

Similarly, multipath errors were not modeled here. For 
the TRACE configuration, there will be no reflective 
surfaces interfering with the signals received in the patch 
antennas. However, if the antennas are elevated at all 
from the solar array without additional ground plane, the 
considerable back lobes will cause large multipath errors 
that will act like systematic errors and overwhelm the 
error budget to the extent that all other errors will be 
rendered insignificant. 

Results 

As mentioned above, periodic errors were modeled for 
the TAM to emulate errors in the magnetic field reference 
model as 1° errors with twice per orbit frequency. As one 
might expect, these errors tend to average out over an 
orbit; this fact has actually been shown with flight data 
from the Upper Atmospheric Research Satellite (UARS) 
as well as the Extreme Ultra Violet Explorer (EUVE) . 
These periodic errors were "considered" in ADEAS for 
completeness. 

GPS 

For GPS, ADEAS asks for assumed antenna locations in 
body coordinates, then asks which antennas form which 
baselines. TRACE is planning to use 3 antennas, placed 
on the back sides of the solar arrays. Antenna 1 is on the - 
X/+Z panel, antenna 2 on the -X/-Z array, and antenna 3 
on the +X/-Z array. The 2 baselines chosen include 
antennas 1 and 2 for a baseline length of 172.7 cm and 1 
and 3 for a length of 244.23 cm. The nominal antenna 
normals were all assumed to be in the spacecraft -Y 
direction. A mask angle of 60° (measured from the 
antenna normal) was chosen in order to err on the 
conservative side in terms of SV viewing. 

The starting values for baseline length (in ADEAS, this is 

scale factor uncertainty, computed as 6x / |x| ) and 

alignment uncertainties were computed assuming the 
arrays deploy with an uncertainty of 1° (the hinge 
configuration is such that there should be no effective roll 
contribution)'" and the phase center of the antennas is 
unknown to 1.0 cm. The line bias uncertainty was chosen 
to be 2.0 cm. Finally, the measurement uncertainty, or 
noise, was chosen as 0.1 of a wavelength, or 1.9 cm. 

As ADEAS performs a covariance analysis, not attitude 
determination, GPS integer ambiguity is not a factor; 
being an entire integer off would obviously radically out 
weigh the errors taken into account in this study. 

GPS/GYRO 

The results for roll uncertainty for the initial GPS/gyro 
only system are seen in Figure 2. The converged 
uncertainty for roll was close to 0.51°. 

Figure 2: 
FWI DeteminationVUthGPS'Gyro 

1 1.5 
seconds 

There are actually two cases plotted in Figure 2, the 
second, very slight improved, case assumed the solar 
panels were deployed with only 0.5° uncertainty, the 
baseline length was "solved for" in a batch therefore 
improving the scale factor by an order of magnitude, and 
the line bias was known to 0.5 cm. Here, the 
improvement in the baseline length knowledge trimmed 
the peaks some, as one might expect with a scale factor 
improvement. Due to the long baseline, the baseline 
length error that is observable in the roll direction is quite 
small to start with, so the improvements are not dramatic. 
The same is true for the effect of deployment errors, 
unless they get very large. Finally, improved knowledge 
of the line bias does not improve the determination of roll 
much either. 

Perhaps more interesting for roll determination is 
knowing the exact phase center of the antennas, as that 
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contributes the largest effect to baseline misalignment and 
scale factor errors in the spacecraft roll direction. The 
effect of knowing the phase center location to 0.1 cm is 
shown in Figure 3, improving the roll accuracy to 
approximately 0.3°. 

Figure 3 
Rdl DeteminaSon VUlh GP&CJuRO 

Figure 4 
FWI DeteminalionVythGP&GYRO 
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While "solving for" all the uncertainties as states would 
seem to imply the best possible accuracy, in reality, this 
results in large sparse matrices which cause mathematical 
problems. It is therefore important to choose one's states 
careftilly and sparingly. The results in Figure 1 showed 
that the scale factor is relatively well known since the 
baselines are large. Therefore, the baseline misalignments 
in the spacecraft roll direction are the errors primarily 
affected by the phase center uncertainty. Therefore, 
including only those misalignments in the state, along 
with the gyro bias, should improve the solution. This is 
shown in the second line in Figure 3, which assumed the 
same baseline misalignments as the plots in Figure 2, but 
"solved for" the misalignment for each baseline 
corresponding to the spacecraft roll direction. The 
solution is improved to 0.33°, nearly the same result as 
for lowering the phase center uncertainty by an order of 
magnitude. 

The final parameter to think about is the measurement 
error itself If the noise can be decreased from 0.1 of a 
wavelength to 0.01 with the more stable phase center, the 
roll accuracy achieved is approximately 0.15°, as seen in 
Figure 4. The noise seen on the EUVE spacecraft, which 
used a Motorola demonstration receiver, was on the order 
of 0.01 wavelength, or approximately 0.2 cm". 

2.5 

xlO* 

TAM/GYRO 

The results for the TAM/gyro system are shown in Figure 
5. The twice per orbit periodic errors to emulate the 
reference magnetic field errors are averaged out over the 
4 orbit span as expected. The oscillations due to the scale 
factor errors decrease in amplitude over time. The 
converged solution is approximately 0.12°. 

Figure 5 
R3ll DeteminationWIhTAIWGVRO 

1 1.5 
seconds 

Similar to "solving for" the misalignment in the GPS 
case, improvements occur if the TAM scale factor is 
"solved for". The results of "solving for" the TAM scale 
factor along with the gyro bias and roll are shown in 
Figure 6. The improvement in convergence is remarkable, 
while the final attitude accuracy, albeit more stable, is 
only slightly better at 0.102°. 
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Figure 6 
FWI Detemination WtfiTAWGYFO 

TAM/GPS/GYRO 

As one might expect, including GPS in the filter, while 
not harmful to the roll solution accuracy of the system, 
will not result in much improvement over the TAM/Gyro 
scenario, as its errors in the best cases above are not better 
than those for the TAM/gyro alone. This was in fact the 
case, the difference in the results shown in Figure 6 were 
not observable with the naked eye, and the resulting 
uncertainty only differing in the thousandths. 

For illustrative purposes, the case where the TAM scale 
factor was not "solved for" was then examined. The three 
lines in Figure 7 represent GPS noise values of 0.19 cm, 
0.019 cm, and 0.0019 cm, respectively. It clearly takes an 
unreasonably low noise of 0.0001 of a wavelength 
(0.0019 cm) to achieve noticeable improvement in 
convergence or attitude accuracy. 

Figure 7 
Ftoll DetenTinalion\/\ithGPSn"AIWGvRO 

CONCLUSIONS/RECOMMENDATIONS 

This paper presented a new measurement model for GPS 
which classifies errors as misalignments, scale factors, 
biases, and noise. This characterization is common for 
spacecraft attitude sensors. Therefore, although the 
interferometric process used for GPS attitude 
observations seems quite different than measuring the 
magnetic field or viewing a star, with a little thought, 
GPS could be added to ADEAS easily. 

The roll determination for the TRACE spacecraft was 
then examined with the new ADEAS. Since it is not 
practical to include every uncertainty as a "solve for" 
state, determining which states to include, as well as the 
achievable roll accuracy were examined. 

The post processing goal of 0.1 ° can nearly be met with 
GPS and gyro alone. It is necessary, however, to have a 
measurement error on the order of 0.01 wavelength, and 
either a stable phase center (to 0.19 cm) or include the 
baseline misalignments in the spacecraft roll direction as 
filter states. 

The roll determination goal can be met much more 
convincingly by including the TAM in the system. 
"Solving for" the TAM scale factor improves the 
convergence dramatically and the final accuracy slightly. 

While leaving GPS out of the system does not hamper the 
ability to meet the post processing goal on the ground, 
including GPS could allow the post processed type 
accuracy to be achieved onboard, completely separately 
from the existing filter used in the control system. Of 
course, including an additional filter onboard the 
spacecraft tuned for attitude determination accuracy and 
using only the TAM and gyro could also accomplish this. 
However, in keeping with NASA's goals to force down 
costs, TRACE'S software and computer electronics are 
heritage systems from past SMEX missions; adding 
extensive software is prohibitively expensive. One way to 
achieve the post processed roll determination goal 
onboard TRACE is to use the GPS processor and 
measurements. 

ACKNOWLEDGMENTS 

The authors would like to thank Rick Harman of the 
Flight Dynamics Division at Goddard for his good will in 
allowing ADEAS to be updated, and Mark Nicholson, of 
CSC, for his remarkable willingness and ability to make 
the updates. The authors would also like to thank Dave 
Olney and Tom Budney of the Special Payloads Division, 

1773 



and Dr. Richard Freeman of the Engineering Directorate, 
for their reviews of this paper. 

REFERENCES 

'Ward, L., and Axelrad, P., " Spacecraft Attitude 
Estimation Using GPS: Methodology and Results for 
RADCAL," Proceedings from the ION National 
Technical Meeting, Anaheim, California, Jan., 1995. 

^Rodgers, C, Gardner, A., and Stroup, D., "Testing and 
Analysis of Baseline Length as a Performance Factor in 
GPS Attitude Determining Systems," Proceedings from 
the ION National Technical Meeting, Jan. 1994. 

'Gomez, S., "Analysis of Effect of Baseline Motion and 
Multipath on GPS Attitude Determination Accuracy," 
Presentation to the GPS Algorithms Synthesis Team, 
Dec,1994. 

''Cohen, E., and Parkinson, B., "Expanding the 
Performance Envelope of GPS-Based Attitude 
Determination," Proceedings from the ION GPS-93, 
Albuquerque, NM, Sept., 1991. 

'Cohen, E., and Parkinson, B., "Mitigating Multipath 
Error m GPS Based Attitude Determination," AAS 91- 
024, Feb., 1991. 

^Axelrad, P., and Ward, L., "On-Orbit GPS Based 
Attitude and Antenna Baseline Estimation," Proceedings 
from the ION GPS-94, Salt Lake City, Utah, Sept., 1994. 

^Brock, K., Fuller, R., Hur-Diaz, S., and Rodden, J., "GPS 
Attitude and Orbit Determination for Space," Proceedings 
from the ION GPS-94, Salt Lake City, Utah, Sept., 1994. 

Nicholson, M., Markley, F., and Seidewitz, E., "Attitude 
Determination Error Analysis System Mathematical 
Specifications Document," Document number CSC/TM- 
88/6001, Oct., 1988. 

'Hashmall, J., Rokni, M., and Liu, K., "Accurate 
Spacecraft Attitudes from Magnetometer Data," 
Proceedings from the ONES International Symposium on 
Space Dynamics, Toulouse, France, June, 1995. 

'"Communications with TRACE lead mechanical 
engineer 

"Ketchum, E., and Hart, R., "Attitude Determination of 
the Extreme Ultraviolet Explorer Using GPS." 
Proceedings from the ION National Technical Meeting, 
Anaheim, California, Jan., 1995. 

1774 



A GNSS-based Attitude Determination System 
for Low-Eartli Observation Sateilites 

Jesiis Serrano, Pelayo Bernedo, and Pablo Gonzalez 
GMVS.A. 

Pierluigi Silvestrin 
ESA/ESTEC 

BIOGRAPHIES 

Jesus B. Serrano (e-mail: jbserrano@gmv.es) is the 
head of the Flight Dynamics and Avionics Division of 
GMV (Spain). He received his M.S. degree in 
Aeronautical Engineering in 1983 from the Polytechnic 
University of Madrid (Spain). He was visiting scientist 
of the Mission Analysis Section at ESOC in 1984. He 
joined GMV in 1985. At present his major areas of 
involvement are satellite guidance, navigation and 
control, including GPS applicability and operational 
issues. 

Pelayo Bernedo received his M.S. degree in 
Aeronautical Engineering from the Polytechnical 
University of Madrid, Spain in 1988. He worked for 
McDonnell Douglas in the MD-80 twinjet series within 
the structures group. Since 1991 he works in the 
Simulation Division in GMV, where he specializes in 
GPS based navigation for airborne applications and 
tracking systems for fleets of ground vehicles. 

Pablo Gonzdlez received his M.S. degree in 
Aeronautical Engineering from the Polytechnical 
University of Madrid, Spain in 1989. He awarded 
research fellowships at NASA Lewis Research Centre, 
INTA and CSIC. In September 1990 he joined the 
Flight Dynamics and Avionics in GMV, where he has 
worked in spacecraft attitude determination including 
GPS applicability. 

Pierluigi Silvestrin is a Senior Systems Engineer in the 
Earth Observation Preparatory Programme Division 
(EOPP) of ESTEC in Noordwijk (The Netherlands). He 
graduated in Electronic Engineering at the University of 
Padova (Italy) in 1985, specialising in control systems 
design. After working for one year at the Joint 
European Torus in Abingdon (UK), he joined in 1987 
the Attitude and Orbit Control Systems Section of 
ESTEC. In 1989 he joined the EOPP, where he is 
presently responsible for studies of space systems and 
supporting technologies for future Earth observation 
missions of the European Space Agency. 

ABSTRACT 

This paper presents the design of an attitude 
determination concept based on differential carrier 
phase measurements. The results of the investigations 
are illustrated with the example of an application to 
MetOp, the European Polar Meteorological Satellite, 
developed by ESA for EUMETSAT. Both nominal and 
safe modes of operation of the attitude control system 
are addressed. The paper analyses the drivers of the 
concept and possible differential multipath mitigation 
techniques and presents a detailed analysis of the 
selected technique based on a Kalman filter with 
solved-for differential multipath parameters. This is 
compared to the classical scheme in which no 
estimation of the differential multipath parameters is 
done. For the safe mode, a suitable approach using the 
attitude point solution is developed. The null space 
method (NSM) is selected for solving the integer 
ambiguity resolution problem (OFAR). Improvements 
of such a method for speeding up the algorithm are 
presented. A performance analysis is presented for the 
three concepts under investigation. 

The performances of the concept with differential 
multipath estimation is assessed through a sensitivity 
analysis with respect to the multipath characteristics, 
angular rate disturbances, receiver, antenna 
characteristics and filter update frequency. Furthermore, 
different configuration of antennas are analyzed. The 
performance of the selected OFAR technique is 
assessed in terms of convergence, CPU time, and 
sensitivity to the initial attitude knowledge error, initial 
angular velocity, receiver characteristics and multipath 
effects. Finally, the performance for the safe mode is 
presented, including the sensitivity to the initial attitude 
which is the most critical parameter. 

The study shows that the MetOp nominal pointing 
mode accuracy requirements can be fulfilled using a 
Kalman filter which estimates also the differential 
multipath. The preferred configuration has four 
antennae located in the vertices of a 0.5 m square. This 
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allows to mount the antennas in a dedicated carbon 
fibre reinforced structure in order to improve structural 
stability. The use of narrow FOV antennas is proposed 
to minimise differential multipath effects. For the 
OFAR technique, the study shows that the NSM 
algorithm is very robust giving no failures, even 
without any attitude knowledge. CPU time for the 
OFAR depends strongly on the number of satellites 
considered: starting the computation with a small set of 
satellites leads to important time savings. For the safe 
mode, the study shows that a baseline length of 0.2 m 
is preferable in order to avoid the complexity of OFAR 
techniques: this would provide a worst case 
performance of 8°. On the other hand and for an 
antenna baseline of 0.5 m, the attitude determination 
accuracy is always better than 3°. 

1. INTRODUCTION 

The European Space Agency (ESA) is currently 
investigating the use of the information provided by the 
GPS/GLONASS receivers for performing attitude 
determination of low Earth observation satellites, using 
the MetOp mission as a study case. The MetOp system 
is a European satellite series for operational 
meteorology and climate monitoring from a 
sunsynchronous 820 Km altitude orbit which will 
complement the NOAA Polar Orbiting Environmental 
Satellite System. 

The application of GPS for attitude determination has 
been studied since the early stage of the GPS system. 
In fact, the development of a GPS-based integrated 
navigation and attitude determination system has 
evident benefits as it reduces the physical requirements 
of power and weight on board the user platform as 
compared to current multi-sensor approaches. Those 
advantages become of first importance when platform 
resources are scarce. 

Interferometers can be used to derive attitude 
information by measuring a line-of-sight angle between 
a spacecraft axis, as defined by an antenna array, and 
a RF emitter whose position is accurately known. The 
angle is measured by detecting the phase difference of 
the signal arriving at a pair of receiving antennae 
(Figure 1). Angular information can be derived from 
knowledge of the phase difference through the equation: 

<h =  cosO 
^        X 

where L is the distance between the antennae, X is the 
signal wavelength, 6 is the angle formed by the 
incoming signal direction and the antenna baseline 
vector and (^ is the phase difference. 

Hence, the phase of the carrier is the basic observable 
to be processed for this application. 

This differential carrier phase concept is selected for 
being investigated in detail for low Earth observation 
satellites due to the high accuracy expected thanks to 
the accuracy of the carrier phase measurements. 
Alternative AD concepts have been also investigated' 
but provide worse performances and do not meet the 
imposed requirements. 

Pt>u«diHsrance 
iTMBSuranMnI 
(ttdudw cydos) 

Inlsger 
convodMil 

FracUoml        Cwitafwi 
«yipooBrt     (from QPS tyMtta) 

Figure     1:     Interferometry     concept,     GPS 
measurement geometry and integer ambiguity. 

2.  PROBLEM CHARACTERIZATION 

2.1.     MetOp reference case 

The MetOp-1 will operate in a 7198 Km mean semi- 
major axis sun synchronous near circular orbit. This 
orbit has a repetitive ground track pattern with a repeat 
cycle of 5 days comprising 71 orbits. The orbit is 
chosen to be slightly elliptical (0.001165 mean 
eccentricity) with a mean argument of perigee of 90° in 
order to minimize the orbit perturbations due to the 
Earth non-sphericity. The node time (9 h local solar 
time of the descending node) is chosen to reduce Sun 
glint and to provide sufficient Earth illumination for the 
optical instruments. 

It is a three-axes stabilized satellite with its nominal 
orientation being nadir pointing. During the operational 
phase, a yaw steering strategy has been developed for 
Earth rotation compensation. The imposed attitude 
estimation and control requirements for the 
corresponding attitude control mode (namely. Yaw 
Steering Mode) are quite stringent: 0.15° (3a) absolute 
pointing error, 0.10° (3o) absolute measurement error 
and 0.005°/s (3a) absolute rate error. 

For such operational mode, the actual attitude is 
assumed to be close (< 1°) to the nominal one. This 
implies the availability of an a-priori rough estimate of 
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the spacecraft attitude equal to the nominal attitude 
orientation. 

For the requirements and operations of the safe mode 
some hypothesis have been made. It is assumed that the 
spacecraft will enter into safe mode once some (failure 
related) entry conditions are reached. The safe mode is 
in charge of managing the spacecraft state starting from 
such anomalous situations, of achieving the safe mode 
reference pointing (in this case Sun pointing') and of 
maintaining the spacecraft attitude close to the reference 
one such that the corresponding pointing accuracy and 
the attitude estimation accuracy requirements (taken as 
8° and 1° respectively') are satisfied. 

Finally, it is assumed that the deviation of the actual 
attitude from the nominal one is bounded (e.g., < 15°) 
since the safe mode will be initialized once some given 
conditions (e.g., exit of an attitude window around the 
nominal orientation) are reached. This implies the 
availability of an a-priori very crude estimate of the 
spacecraft attitude. In any case, an attempt has been 
made to identify whether the selected concepts might be 
used in case of no attitude knowledge at all and for any 
spacecraft attitude (namely, the applicability of the 
concept for the initial acquisition modes). Angular rates 
up to 37s where also assumed. 

2.2.     Basic observables 

It is assumed that all the antennas are connected to a 
single GPS receiver with a common oscillator and with 
very high symmetry and stability between different 
signal paths. 

Single differences (SD,) which are formed by 
subtracting the carrier phase of the two signals received 
by the antennas for the i-GPS satellite. It carries the 
basic attitude information and has the advantage of 
cancelling some bias errors in the GPS system itself 
(e.g., GPS satellite ephemerides. Selective Availability 
and clock errors, signal propagation perturbations) as 
well as the bias errors of the receiver (clock biases and 
clock drifts) which are common to the antenna, 

SD. = <(),    -(t>, 

This is a quasi-bias-free phase measurement with a low 
random noise added. However, the ambiguity of an 
integer number of carrier wavelengths (19 cm for the 
GPS LI) exists in this observable (see section 2.4). 
Such ambiguity might be removed by forming the 
double difference in time which is basically a Doppler 
Frequency Measurement (DMi(t)). The observable is 
constructed as follows, 

DM.(t) = SD.{t)-SD.{t-At) 

where SD^t) is the single difference carrier phase 

obtained between two GPS antennas with respect to 
GPS satellite i at time t. However, this is a time- 
difference measurement, hence it is only suitable for 
measuring changes in attitude (i.e., angular rates). 

2.3.     Assumptions and constraints 

We assume the availability on-board of a single multi- 
channel parallel receiver and an appropriate set of 
antennas designed and accommodated in such a way to 
provide 160° field of view, with the antenna boresights 
coinciding with the zenith direction. The GPS 
constellation is assumed to be composed of 24 
sateUites. The GPS receiver is assumed to be an all-in- 
view receiver with 1 mm tracking loop noise standard 
deviation, negligible interchannel biases and 0.5 mm 
antenna position error. 

In general, the largest impediment to accuracy of carrier 
phase measurements is multipath. Experimental studies'* 
indicate that a value of about 5 mm rms is an 
appropriate figure for difficult multipath environments. 
Thermal noise in the carrier tracking loops can be 
limited to 1 mm rms, whereas the variations in the 
antenna phase centre and the electrical path length 
differences can be made smaller than 0.1 mm. 

MULnPAIVMODeL 

1 -.-ia? 

i:~-.--   ,                              ..    - - M tttf" _ J ^r - 
)^ - t"^- 

 ^>K^^^r^-'*■ -'^.,"   ■-                      " .*«»i-^ "-- 
-■^^         ■     ^^'**Ox. "^"^^ ^ - "* 

"v:    *      '"^^^'^^^iiC^'^-^t?"'^ ^s 

• ^"^^^-si.--. - , 

;.-. .     : 

>^ 
■s~"~0~v 

•■-„   ^.>c 
  "• 

Budioe kagth [m] 

Figure 2: Attitude error (la), for one baseline, 
as function of the antenna separation^. 

No information on the multipath effects for the MetOp 
configuration are available for the time being. A model 
has then been constructed for use in the analyses. 
Taking into account the results presented in the 
literature*, a first order Gauss-Markov process has been 
selected for modelling such effect. The time constant 
has been taken as 20 seconds, whereas the 
corresponding standard deviation has been constructed 
(Figure 2) by taking the following into account: first, 
some experimental results^ suggest that relative 
multipath phase error could increase slightly with the 
baseline length, second, it can be expected that 
differential multipath will be very low when the 
antennas are near enough (L ~ 0.1 m), whereas it will 
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be independent of the distance for large baseline lengths 
(L > 4 m). 

The spacecraft attitude evolution has been simulated 
using an initial attitude deviation (w.r.t. the nominal 
one) of ±0.05° for each Euler angle. The deviation of 
the actual angular rate from the nominal one has been 
assumed, according to the analysis of the control and 
perturbing torques carried-out, to be also a first-order 
Gauss-Markov process with a time constant of 10 
seconds and with a standard deviation of 0.00037s. 

3. ANTENNA CONFIGURATIONS 

A preliminary analysis of the most promising antennae 
layouts has been performed using the dimensionless 
attitude dilution of precision concept which is defined 
as« 

ATDOP = L.yi traceiiH ''H)' 

{EDOP ^ +RDOP ^ +AZDOP ^ 

where H is the observation matrix, L is the character- 
istic baseline length of the antenna configuration, 
EDOP, RDOP and AZDOP are the elevation, roll and 
azimuth dilutions of precision which depend on the 
antenna configuration (number and location of the 
antennas and considered baselines) and number and 
position of the visible GPS satellites. When the attitude 
of the user satellite is less than few degrees off the 
nominal one, which occurs for most of the space 
applications, the observation matrix can be written as 

8r,.' An-   - bJ.[T,\s_'' = H H = bJ.[T,\S,' 

where 8r/ is the measured relative ranging for the ij 
baseline and the k GPS satellite, Ar,/ is the differential 
range between antennas i and;, bjj is the baseline vector 
between antennae i andj (expressed in body axes, i.e., 
in spacecraft fixed axes), /r/7„ is the nominal rotation 
matrix an inertial frame to the body frame, / is the line 
of sight (LOS) unitary vector of the k GPS satellite 
from the user spacecraft (expressed in an inertial 
frame), \\f,^ and 0 are the 3-2-1 Euler angles from 
nominal frame to actual body frame, and 5/ is the skew 
symmetric matrix associated to the line-of-sight unitary 
vector for the k GPS satellite. 

The attitude estimation accuracy can be related to the 
differential carrier phase measurement accuracy 
(relative ranging error, a,) by means of the DOP 
concept: 

EDOP— 
L 

%o,i = Ri^op. 

AZDOP^ 
L 

The effect of the GPS antennae layout has been 
analyzed when using three and four antennas in planar 
and three dimensional configurations. The results, 
averaged over one orbit (leading to a mean number of 
7.033 visible GPS satellites), appear in Figure 3. With 
only two antennae, 3-axes attitude determination is not 
achievable, independently of the number of visible 
satellites, because there is a single baseline and there 
remains the uncertainty of the S/C attitude rotation 
about it. For a three antennae configuration, a large 
DOP reduction (accuracy improvement) is achieved 
when using the measurements of the three possible 
baselines instead of two. The geometry of the antennae 
layout (equilateral or right-angled triangle) has not a 
large importance. Finally, for a four antennae 
configuration, the results are similar: the geometrical 
configuration is not so relevant, whereas the number of 
baselines plays an important role on DOP reduction. 
Three dimensional configurations (like the inverted 
orthogonal triad tested) are discarded because of their 
manufacturing complexity, and the low accuracy 
improvement that can be obtained. A coplanar GPS 
antennae configuration can be easily integrated in the 
zenith face of the satellite, improving the rigidity of the 
mounting baseplane structure w.r.t a three dimensional 
one. 

No. of No. of 
baselines 

Configufatkxi AT1X)P E&R-DOP AZDOP 

3 

2 1.014 0.618 0.531 

3 K 0.792 0.502 0.367 

3 A 0.831 0.512 0.425 

4 

4 0.715 0.435 0.377 

6 X 0.512 0.309 0.261 

3 A 0.85O 0.493 0.493 

6 A 0.483 0.280 0.261 

Figure 3: Influence of the number and 
configuration of the antennas and number of 
considered baselines in ATDOP values. 

For a fixed antenna configuration, the observation 
matrix and the DOP values are time-varying, as a 
consequence of changes in number and positions of the 
visible satellites. For example, and for the 4-antennas 
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and six baselines configuration and for the MetOp orbit, 
the ATDOP varies from 0.5 (for 9 visible satellites) up 
to 0.68 (for 3 visible satellites). 

An antennae layout consisting of 4 antennas in a square 
configuration and processing the information from 6 
baselines is being used in the following. 

4. NOMINAL POINTING MODE 

4.1. On-board attitude determination algorithms 

The on-board attitude determination algorithms for the 
yaw steering mode have been selected taking into 
account the imposed accuracy requirements as well as 
the specific constraints. In particular, it is of major 
importance the fact that the deviation from the nominal 
attitude will be always smaller than 1°. 

Taking this into account, relative deviations from the 
reference values will be first estimated by the attitude 
determination algorithms and, finally, the absolute 
attitude will be computed. Following this approach, 
both the system and the measurement equation are 
linear and then a simple discrete Kalman filter can be 
used as estimation algorithm. The output of the filter is 
the relative attitude, in terms of multiplicative 
quaternion representation with a forced normalization of 
the updated quotient quaternion, and the relative angular 
velocity. 

In addition, an alternative attitude determination scheme 
has been constructed by augmenting the filter state 
vector with some parameters associated to the 
differential multipath. The parameters are associated to 
the independent differential multipath values, hence, the 
number of independent values is, for each GPS satellite, 
equal to the number of antennas minus one. 

4.2. Nominal performances 

Two concepts have been introduced, i.e. on-board 
algorithms with and without the capability to estimate 
the differential multipath between two antennas. The 
performance of those two concepts has been assessed 
for different values of the parameters of the multipath 
model. Multipath model time constant have been 
assumed to take the values of 0.001, 2, 20 and 100 
seconds. 

For the no-multipath estimation scheme the following 
results have been obtained. First, for a 0.001 sec 
multipath time constant (practically a white noise for 
the integration step of 0.1 sec), the estimation error is 
less than 0.02 deg for roll, pitch and yaw angles. A 
small estimation bias appears in the roll and yaw angles 
due to the errors in antenna position due to structural 
deformations (0.5  mm).  On the other hand, when 

increasing the time constant, the estimation error 
increases while maintaining appropriate behaviour in 
the Kalman filter (namely, consistency between the 
estimation error and the error estimate): for a 2 sec 
multipath time constant, the estimation error rises to 
0.035° for roll and pitch angles and 0.025° for yaw 
angle, whereas for a 20 sec multipath time constant, 
the pitch and roll angle estimation errors reach 
maximum values of 0.07° level and yaw angle error is 
under 0.05". Finally, for a 100 sec time constant, the 
differential multipath behaves approximately as a bias, 
giving a drifted attitude estimate (steps in the drift 
appear due to changes in the visible satellites, causing 
changes in the measurement multipath pseudo-biases): 
the estimation accuracy is less than 0.1° in pitch and 
roll angles whereas it is under 0.07° for the yaw angle, 
however, some problems in the filter performances 
were found: unreasonable values on the uncertainty 
associated to the differential carrier phase observable 
should be used. 

AHItilda Mlm^tonieajracy 

Figure 4: Comparison of the AD performance 
for the no-multipath estimation and multipath 
estimation schemes (rms values, deg). 

For the multipath estimation scheme, the behaviour of 
the filter is very good with reasonable values in the on- 
board model for all the uncertainties under 
consideration (associated to the propagation or the 
measurement models). Maximum estimation errors are, 
for roll and pitch angles, 0.041°, 0.045° and 0.064° for 
the 2, 20 and 100 seconds time constants respectively, 
whereas for the yaw angle they are 0.034° for all the 
cases. The improvement in the performance when using 
this scheme is more significant when the time constant 
increases: the improvements obtained are between 20% 
and 40%. The multipath estimation scheme should be 
retained as a time constant of 20 seconds for the 
differential multipath model looks realistic. 

4.3.     Sensitivity analyses 

The multipath estimation scheme has been selected for 
investigating the effect of different error sources 
identified in section 2.3. Additional work was made in 
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order to define the antenna configuration for the MetOp 
satellite. These two points are summarized in the 
following. 

First, analysis with respect to the standard deviation 
associated with the differential multipath model was 
performed: values of 1.5 mm and 6 mm were assumed 
in addition to the 3 mm nominal one. Results are 
summarized in Figure 5. The AD algorithms work 
properly and the effect of doubling the multipath 
standard deviation is an increment of less than 30% in 
the attitude estimation error. 

The sensitivity of the selected AD scheme with respect 
to the receiver characteristics has been investigated 
considering different values of the carrier tracking loop 
noise (0.5 mm and 2 mm) and of the electrical path 
length bias (1 mm and 2 mm). Since the carrier 
tracking loop noise is simulated as a white noise, the 
filter handles properly this type of errors and, 
consequently, the influence on the final estimation 
accuracy is quite negligible: an increment of less than 
10% (rms) in the attitude estimation error appears when 
doubling the standard deviation of the noise. 

AMitud* mjnwUon aMuracy (d«g) 

Diftarantlal nxMpBS, tlondvd dwiallan 

Figure 5: Sensitivity with respect to the 
differential multipath standard deviation (rms, 
deg). 

Electrical path length differences have been simulated 
as a bias in the differential carrier phase measurement. 
The results show that a part of the bias is compensated 
because it is estimated as a multipath error. 
Nevertheless, an attitude bias remains and is the cause 
of an increment in the mean of the estimation error. For 
a 1 mm bias the rms values of the attitude estimation 
error are about 0.055° in pitch, 0.077" in roll and 0.015° 
in yaw whereas the corresponding mean values are 
about 0.051", 0.068° and 0.005°. Electrical path length 
differences in both the receiver and the connections 
between the different antennae and the receiver must be 
minimized, possibly by on-ground and in-flight 
calibration. 

The sensitivity has also been analyzed with respect to 

the antenna configuration as well as antenna 
beamwidth. Three configurations have been considered: 
a 0.2 m triangular configuration (for which a 2 mm 
differential multipath has been assumed), aim square 
configuration (with a 3 mm differential multipath error 
assumption) and the nominal 2 m square configuration. 
The results obtained (Figure 6) show that in two square 
configurations, the achieved attitude determination 
accuracy meets the requirements whereas for the 
simplest configuration (an equilateral triangle of 0.2 m 
side) the estimation errors are almost two times worse 
than the 1 m square configuration. 

AtUlucto artmaMon acouraty (dig) 

Figure 6: AD accuracy (rms, deg) for the three 
antenna configurations under consideration. 

Concerning the antenna beamwidth, three different 
values have been considered: 120° (with a 1 mm 
differential multipath error assumption), 140° (with 2 
mm multipath) and 160° nominal value. Apart from the 
reduction on the expected differential multipath, narrow 
FOV antennae result in the reduction in the number of 
visible GPS satellites. At least 2 visible satellites are 
required for a full observability of the user spacecraft 
attitude and this might imposed a strong constraint on 
the reduction of the antenna beamwidth. For a 120 
beamwidth, only 2 satellites are visible during an orbit 
arc. Narrow field of views can not be considered except 
when using both GPS and GLONASS satellites: then 
the minimum number of visible satellites increases up 
to 5 with a 120° antenna FOV. 

The attitude determination results for the different 
antenna beam widths are presented in Figure 7: the 
improvement when using a 120° antenna instead of the 
nominal 160° one is about 20% in the yaw angle and 
about 40% for the pitch and roll angles. 

From the obtained results, it appears feasible to reduce 
the baseline length to values under 1 meter without 
much compromising the attitude determination 
accuracy. A configuration of four antennae, located in 
the vertices of a 0.5 m square appears as a very 
attractive configuration, because it is possible to mount 
it on a dedicated CFRP structure in order to improve 
structural stability. The use of 120" field of view 
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antennas in combination with a GNSS receiver looks 
promising. For such baseline concept (and assuming a 
1 mm differential multipath) the following results have 
been obtained (rms): 0.015° in pitch, 0.018° in roll and 
0.020° in yaw. 

la wttnwaon acouf icy (dag) 

Figure 7: AD accuracy (rms, deg) for the three 
antenna beamwidths under consideration. 

5. SAFE MODE 

5.1.     On-board OFAR scheme and performances 

Cycle ambiguity arises from the inability of the receiver 
carrier tracking loop to measure whole carrier cycles. 
The receiver can only measure the fractional part of the 
carrier phase at the antenna. The phase difference 
measured between two antennas can also be incorrect 
by an unknown number of wavelengths if the baselines 
(L) are longer than X/sinQ where 9 is the antenna half 
beamwidth (Figure 1). Then, the problem of cycle 
ambiguity is obviously more severe for longer 
baselines. 

On-the-fly ambiguity resolution (OFAR) process should 
be carried-out during initialisation (in case no a-priori 
attitude information is available) and once solved, the 
cycle counts can be maintained up to date as long as 
there is no loss of signal lock or cycle slips in the 
receiver (note that cycle slips are very fast events 
whereas attitude changes are not, and also that OFAR 
is needed only if cycle slips occur on more than one 
carrier). 

The integer ambiguity problem can be resolved directly, 
if the spacecraft orbit position and attitude knowledge 
are sufficiently good. In fact, as can be observed from 
figure 1, for a given knowledge of the spacecraft orbit 
and attitude, the angle 0^ to any visible GPS satellite is 
known to a certain degree of accuracy. In these 
conditions, one can be easily derived how accurate the 
knowledge of O; must be so that the integer ambiguity 
resolution problem does not appear. As shown in figure 
8, this is a function of both the angle Q, and the 
baseline length L. Since in our application the angle G; 

can take any value between 10 and 170 degrees 
(assuming the antennas beamwidth of 160 degrees and 
the antenna boresight perpendicular to the baseline), 
then one must take the minimum of plot 8 to identify 
which is the required orbit and attitude knowledge 
accuracy below which the integer ambiguity problem 
does not appear. 

Very different methods might be used for solving the 
integer ambiguity, including stationary methods, dual- 
baseline approach, precise pseudo-ranges approach, 
dedicated antenna motion methods, motion based 
approach and search methods^. 

An investigation of the Null Space Method (NSM)' has 
been carried-out, resulting in the development and 
performance testing of the so-called Improved NSMl 
The NSM falls into the category of search methods 
where the residuals for all possible integer candidates 
falling within the search domain are computed and 
those which are bigger than a certain threshold are 
rejected. The integer solution selected is that which 
produces the smallest of the sum of residuals during a 
certain time interval. The original NSM' represent a 
'brute force' approach for space applications since it 
lacks the ability of limiting the number of integer 
combinations to be scanned as a function of the 
(known) baseline length and, in case it is available, of 
the initial attitude knowledge error. The improvement 
of the NSM has consisted mainly in an enhanced search 
strategy and the reduction of the search grid on the 
basis of an improved initialisation mechanism, of the 
knowledge of the baselines lengths and of the initial 
attitude knowledge error. 
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Figure 8: Required initial attitude knowledge 
below which the integer ambiguity problem can 
be resolved for directly. 

The Improved NSM has proven to work with a 
remarkable reliability (no failure has been recorded in 
thousands of simulations performed) for any baselines 
configuration and baselines length, and, more important, 
for any initial attitude knowledge error, which makes 
that this method suitable not only for its primary 
purpose of resolving the integer ambiguity problem at 
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initialisation (in case not sufficiently accurate initial 
attitude knowledge is available) but also as a bootstrap 
in the safe mode where the spacecraft attitude may be 
completely unknown. 

be simple, robust and reliable (due to all the range of 
possible situations which should be managed) and 
requiring small processing resources in order to allow 
a possible hardware implementation. 

Initial attitude Iviowledge = 30 deg 
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Figure 9: CPU demands of the Improved NSM. 

The CPU load, as shown in figure 9, is mainly a 
function of the number of baselines, of the baseline 
length and of the initial attitude knowledge error. The 
computational demands are acceptable and 10 times 
lower than the conventional NSM. 

The attitude determination accuracy provided by the 
Improved NSM is also remarkable, of less than 0.2 
degrees, in all the cases examined (see figure 10). 

Initial attitude knowledge = 30 deg 
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Figure 10: Attitude estimation accuracy provided 
by the Improved NSM. 

5.2.     On-board attitude determination scheme and 
performances 

The requirements which are imposed on the safe mode 
are quite different (see section 2.1) from those of the 
nominal pointing mode, hence, a new on-board attitude 
determination scheme has been studied. Furthermore, 
the corresponding attitude determination concept should 

The use of an attitude estimation scheme requiring an 
on-board propagation model (which is the case for the 
Kalman filters, the linear observers, minimum variance 
reduced order filters, ...) does not seem to be 
appropriate due to the fact that, depending on the safe 
mode conditions, the on-board propagation model might 
deviate quite significantly from the actual spacecraft 
state evolution: this might be due to anomalous 
conditions such as continuously activated actuators, ... 

In addition, the use of a Kalman filter is not appropriate 
because of the intrinsic complexity of the algorithms 
and the possible problems which might appear during 
the initialization and during its operation, such as 
divergences, ... 

Taking this into account, a simple algorithm trying to 
estimate the "point solution" of the spacecraft attitude 
seems a better solution. Hence, a least squares type 
scheme is selected for the attitude estimation in the safe 
mode. Following this rationale, an optimum attitude 
solution for a given set of range measurements Ar*,-^^ 
(differential range between antennae i and j and for the 
GPS satellite k, see section 3), taken at a single epoch 
is obtained by minimizing the quadratic cost fiinction 

nit,']) -YT.^,^^^,-iK?"^f,''Ys!^f 
ij      k 

where the differential range is obtained by processing 
the carrier phase measurements as already shown in 
chapter 3. The parameters w^j,^ represent optional 
measurement weights for generality. 

Then, the problem is to minimize the previously stated 
cost function with respect to the rotation matrix 
estimate. Different schemes might be used for solve this 
problem (including the Wahba's problem solvers', in 
case the problem is posed in an appropriate way'). The 
performance of the various schemes will differ in 
efficiency (mainly in terms of processing time) and, in 
some cases, in robustness to uncertainties.A simple 
scheme based on the linearized cost function is 
selected: assuming unity weighting factors, the 
performance of the attitude determination (in terms of 
attitude estimation accuracy, a^) is assessed as function 
of the antenna pointing for a given antenna 
configuration and baseline length using the following 
expression 

ofL,5g„(8)) 
Oe = ATDOP-L: °^^ 

where the relative ranging error (a^) is assumed to be 
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a function of not only the baseline length (L, to account 
for the variation of the differential multipath) but also 
of the declination of the GPS satellite with respect to 
the local horizontal plane {8ops, to account for the 
ionospheric effects) which will depend (for the analyses 
under consideration) on the antenna boresight pointing 
(5). 

The performances of the attitude determination concept 
selected have been evaluated for different antenna 
pointing orientations. The full range of antenna 
boresight decUnation and azimuth angles (defined with 
respect to the local vertical local horizontal frame) has 
been investigated: declination (8) varying between -90° 
and 90° and azimuth ((|)) varying from 0° and 360°. 
Different antenna configurations (triangular and square 
for various baseline lengths) have been investigated. 
Major conclusions are summarized in the following. 

Figure 11: Worst case antenna pointing 
declination (160° antenna beamwidth, no 
atmosphere). 

The minimum number of visible satellites for the 
complete range of declinations is always equal or 
higher than two (assuming a radius of 6378 Km or 
6478 Km to take into account the atmospheric effects) 
for the checking of the Earth eclipse condition and an 
antenna beamwidth of 160°. The spacecraft attitude is 
then fully observable for the whole range of 
declinations if at least two baselines are available. The 
worst conditions appear for a declination of about -72° 
(-74° if atmospheric effects are taken into account) 
since for such a case, GPS satellites can only be visible 
in one side of the Earth due to the fact that the 6378 
Km eclipse radius corresponds to an angle of about 62° 
(64° if atmospheric effects are taken into account) from 
the MetOp orbit (Figure 11). This minimum number of 
visible satellites is applicable both for the 24 satellites 

and for the 21 satellites constellations: the number of 
satellites in the constellation has some effect on the 
maximum number of visible satellites as well as the 
mean number of visible satellites but, on the other 
hand, it has no influence on the minimum number of 
visible satellites due to the fact that the probability of 
occurring both event is very small for the GPS 
constellation. 

For the triangle configuration, the attitude of the 
spacecraft can be estimated with an accuracy better than 
about 3° (24 GPS satellites) or 5° (21 GPS satellites) 
(99.7% confidence level) for baseline lengths equal or 
larger than 0.2 m and for antenna boresight pointings 
with positive declination (i.e., above the local horizontal 
plane). On the other hand, the attitude estimation 
accuracy can be degraded up to about 12° or 18° 
(99.7% confidence level) for antenna boresight 
pointings with negative declinations. 

AWIude asMniatlon accufacy 
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Figure 12: Influence of the declination angle on 
the attitude determination accuracy (99.7% 
confidence level) for the triangular configuration 
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Figure 13: Influence of the declination angle on 
the attitude determination accuracy (99.7% 
confidence level) for the square configuration. 

For the  square  configuration,  the  attitude  of the 
spacecraft can be estimated with an accuracy better than 
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2° (24 GPS satellites) or 3° (21 GPS satellites) (99.7% 
confidence level) for baseline lengths equal or larger 
than 0.2 m and for antenna boresight pointings with 
positive declination (i.e., above the local horizontal 
plane). The attitude estimation accuracy can be 
degraded to about 7.5° or 11° (99.7% confidence level) 
for antenna boresight pointings with negative 
declinations. For an antenna baseline length of 0.5 m 
the attitude estimation accuracy is always better than 
3.5° or 5° (99.7% confidence level). 

Finally, accounting for the atmosphere can play some 
role on the attitude estimation accuracy for the nadir 
pointing orientation due to the satellites which are 
visible and their geometry. For the 24 GPSS 
constellation and for nadir pointing orientations the 
attitude estimation accuracy can be degraded to 10° 
(99.7% confidence level) and to 6° for the 0.2 m 
triangular and square antenna configurations 
respectively when no atmospheric effects are taken into 
account, whereas such degradation is up to 12° (99.7% 
confidence level) and 7.5° for the same antenna 
configurations when atmospheric effects are taken into 
account. For the 0.5 m baseline and square antenna 
configuration, the attitude estimation accuracy is always 
better than 3° (99.7% confidence level) when no 
atmosphere is taken into account and better than 3.5° 
when it is considered. 
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Figure 14: Influence of the declination angle on 
the attitude determination accuracy (99.7% 
confidence level) for the square configuration 
(24 GPS satellites, atmospheric effects). 
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Abstract 
This p^er describes several techniques for the determina- 
tion of the attitude of a spinning satellite using GPS. 
Because both spinning satellites and GPS receivers have 
the potential to provide high reliabiUty at low cost, the 
combination of the two is quite promising. Furthermore, 
the kinematics of spinning satellites provide unique 
advantages for GPS-based attitude estunation. GPS anten- 
nas mounted on the satellite's rim are constandy undergo- 
ing large displacements, and phase difference 
measurements can be used to determine the oscillating dis- 
placement vector between the two antennas. Previously, 
Martin-Niera and Lucas [5] showed that by analyzing 
diese measurements in the frequency domain, one can 
determine vehicle attitude, nutation angle, body nutation 
rate, and inertial nutation rate. The spin frequencies 
appear as spikes in the frequency domain and the attitude 
is related to the amplitude of the spikes. Alternative time 
domain techniques can be used to estimate the instanta- 
neous angular velocity which is related to the principle 
spin frequencies. The spacecraft attitude can dien be 
derived by averaging the vector perpendicular to the 
antenna displacement. 

A comparison is made between the performance of 
these techniques when applied to a simulated spinning sat- 
ellite.   Analysis focuses on the effect of nutation angle 

magnitude on the accuracy of the different algorithms and 
their relative advantages and disadvantages. Simulation 
results indicated diat frequency domain techniques per- 
form quite well with large nutation angles; whereas a Kal- 
man Filter approach is superior for small nutation angles. 

1.0 Introduction 

Low cost satellite missions such as the Student Nitric 
Oxide Explorer [1] are designed to spin about the space- 
craft major axis for both attitude stabiUzation and instru- 
ment scanning of the Earth. This type of spacecraft 
typically does not have very stringent onboard attitude 
control requirements; however, boUi position and attitude 
knowledge to better than 1 km and 1 degree, respectively 
are needed for post mission analysis of the science data. 
GPS has the potential to provide this information cost 
effectively in terms of dollars, weight, and power. 

The use of GPS for spacecraft attitude determination 
onboard an Earth pointing spacecraft has been akeady 
demonstrated on the USAF RADCAL satellite [2,3] aud 
the Crista Spas missions [4]. In general, a minimum of 
two antenna baselines comprising three antennas are 
required for full attitude estunation. Phase difference 
measurements to two or more satellites form the basis for 
the attitude estimation algorithms. 

The appUcation of GPS specifically to spinning satel- 
lites was suggested by Martin-Neira and Lucas in 1992 
[5]. They described an FFT based method for using a sin- 
gle GPS antenna baseUne to determine spacecraft spin and 
nutation rates as well as nutation angles and orientation of 
the angular momentum vector. Their approach uses triple 
differenced phase measurements as the basic observable. 

Attitude determination of a spinning vehicle with 
GPS is particularly attractive because of the inherent base- 
line motion. This regular motion permits direct three axis 
attitude estimation with a single baseUne, i.e. two antennas 
or in some cases even a single GPS antenna. This may 
result in a reduction in onboard hardware or improved 
redundancy with existing hardware. Furthermore, the 
baseline motion permits highly accurate solutions to be 
obtained from time differenced observations, tiius elimi- 
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nating the need for ambiguity resolution and minimizing and 
tlie effect of cycle slips. 

This paper discusses and compares several algorithms 
for estimation of the spinning spacecraft angular rates and 
orientation of the angular momentum vector based on GPS 
data. We begin with a description of the GPS observables 
to be used in section 2.0 plus a description of the satellite 
motion in section 3.0. Section 4.0 describes a simple 
method for determining the orientation of the spacecraft's 
angular momentum vector. In section 5.0, two frequency 
domain approaches are investigated - the FFT method and 
an alternative Auto-Regressive method (AR). Sections 6.0 
and 7.0 present two time domain approaches - an averag- 
ing method and a Kalman Filtering approach to the same 
problem. Section 8.0 describes the computer simulation 
used to test the algorithms and the results obtained. The 
paper concludes with a comparison of the various 
approaches, a description of an upcoming experiment to 
validate these results, and suggestions for future work. 

5A(|)(ti)=A(t)(ti^l)-A(t)(ti) (3) 

2.0 Displacement Vectors 

Time differenced GPS phase observations have been used 
in surveying to estabhsh an initial estimate for long 
antenna baselines [7] and in attitude determination as a 
means for initial ambiguity resolution [9]. In general, they 
do not produce high accuracy estimates because the mea- 
surement noise is higher and the geometry is weaker than 
a single difference (between antennas) or double differ- 
ence (between antennas and satellites) observable. The 
latter problem is not the case for a spinning satellite, where 
the rapid antenna motion produces a strong geometry for 
time differenced observations. The time difference obser- 
vations are used to solve for what we will call antenna dis- 
placement vectors, which form the basis for the attitude 
solution methods described subsequently. 

The basic equation for the Acj) measurement for one 
baseline and from one satellite is 

A<j) = e»lf-j + p + '0 (1) 

where e is the line of sight unit vector to the GPS satelUte, 

i is the baseline vector, j is an integer ambiguity, (3 is a 
line bias, and v is noise. The symbol A will subsequently 
be used to denote a difference between two antennas. By 
time differencing two A(j) measurements and assuming no 
cycle slips, an equation for the antenna displacement vec- 

tor, 5r, at each measurement time, tj, can be formed as 

5A(t)(t.) = e(t).S^(t.) + (v.^j-v.) (2) 

where the symbol 8 will be used to denote time differences where 

Because of the effects of noise, it might be desirable 
to increase the size of the displacement vectors. Figure 1 
shows two different sizes of displacement vectors, hi 
equation (2) two consecutive A<|) measurements are differ- 

enced to compute Srj. Larger displacements, designated 

as 5i^, can be computed by differencing two A(|) measure- 

ments taken more than one measurement interval apart as 
in equation (4) 

8A(t)^ (t.) = e (t.) • 5?^ (tj) + (V, ^ 1^ - v^) (4) 

where 

8A(t)^(ti)-A(l)(t.^k)-A<t)(t.) , (5) 

k is a constant integer equal to the number of measurement 
intervals between two differenced Acj) values, and i is a 
changing index for each measurement time. Neglecting 
changes in the line of sight vector plus errors in the mea- 

surements, ST);. is exactly equal to the sum of single inter- 

val displacement vectors as in equation (6). 

k-l 

5^r,(t^) = 'ztmt.^j (6) 
n = l 

It should be noted that while the tune interval between 
antenna position is increased, the measurements are still 
accumulated at every sample time. Therefore, there is no 
loss in the amount of observational data. 

To solve (4) for STJJ, measurements from at least 

three GPS satellites must be available and the line of sight 
vectors must be approximately constant over the interval t; 
to tj+i;. If we assume that the noise is uncorrelated and 
unbiased, then the least squares solution is 

T„. -1„T 
5^k(ti) = (H H)     H 

8A(t)' (t.) 

8A<t)^t.) 

8A(t)^(t.) 

(7) 
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between co, cOp, ©/, 0, and the inertias are 

^(ti.k), 

master antenna      ^(^j) slave antenna 

Example: k = 3 

Figure 1. Antenna displacement vectors. 

H=[e^e^..e^]'' (8) 

the superscript refers to each satellite, and M is the number 
of satelUtes. 

3.0        Satellite Kinematic Model 
Figure 2 illustrates the antenna configuration on the spin- 
ning satellite and defines the key vectors and angular rates. 
For simpUcity, the vehicle is assumed to be axisymetric 
about the z^ axis. The master antenna is located at the 
center with the master-slave baseline perpendicular to the 
axis of symmetry. The body x-axis is defined by the posi- 
tion of the slave antenna. I^ is defined to be the spin axis 
moment of inertia and I, is the transverse moment of iner- 
tia. The angular velocities are defined in [8] as follows: co 
is the inertial spin rate about the instantaneous rotation 
axis; cOp is the body nutation rate; and co, is the inertial 
nutation rate. The nutation angle is 0. The relationships 

CO   = -^—^co.cosB 

and 

2 2        2 CO   = CO + CO, + 2co co,cos0 . 
p       ' p   ' 

(9) 

(10) 

The body frame is fixed to the rotating satellite and is 
denoted with a superscript B. The angular momentum 
frame, denoted by the superscript H, is defined with the z 
axis along the spacecraft's angular momentum vector. The 
orbit local fi-ame is designated by the superscript L. 

instantaneous 

rotation axis 

slave antenna 

master antenna 

Figure 2. Kinematic model. 

3.1 Antenna Motion 
In the absence of external torques a GPS antenna on the 
rim of a spinning satellite will move according to the kine- 
matic model described in equations (9) and (10). In the 
body fixed system, the antenna position remains constant. 
In the local system, however, the position is dependent on 
satellite rotations and the orientation of the angular 
momentum vector in this system. 

The position of the antenna in these two coordinate 
systems can be related with two separate rotation matrices 
given by 
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r 

where 

L^HH^B^B 
(11) 

B 
r   = 0 

0_ 
is the position of the antenna in the body frame, and 

v = c\j/c(|) - cGsystt)    -s\|/c(t) - c9c\j/s<|)    s0s(t) 
c\|/s(t) + c0s\|/c(t)    -s\|/s(t) + c9c\|/c(t)    s9c(t) 

sinBsin\|f s9c\|/ c9 

(12) 

is the rotation matrix from the body fixed system to the 
angular momentum system. The angles V|r and ^ are time 
dependent angles related to the kinematic frequencies by 

V = %t + X|/^ 

and 

<t> =  «>/t + <t>o- 

(13) 

(14) 

The matrix KT" rotates from the angular momentum sys- 
tem to the local system. If equation (11) is differenced in 
time an expression relating the displacement vectors to the 
satellite kinematics can be formulated. For a constant ori- 
entation of a satellite's angular momentum vector, this 
relationship at time t; is 

S^r  (t,)= V[V(t.^,)  -V(t.)] (15) 

4.0 Orientation of the Angular Momentum Axis 
from Displacement Vector Cross Products 

Ideally, a spinning satellite is rotating perfecfly about its 
rotation axis (i.e. no nutation) which will also be its angu- 
lar momentum axis. A GPS antenna located on one face of 
the satellite will rotate in a plane perpendicular to this axis. 
The displacement vector of the moving antenna will be in 
this plane. Taking the CTOSS products of two of these vec- 
tors will yield a vector with the same orientation as the 
angular momentum axis given by 

H = 
S^(t^)x5^(t^^i^) 

|5^r(t.)xrr(t.^,)| 
(16) 

Because the GPS measurements are taken in the local 

frame, H, will be computed in the local frame.   As a 

result, H, defines the orientation of the satellite in the 
local frame. 

When nutation is introduced, the cross product of two 
successive displacement vectors is not the orientation of 

H.   However, as the satellite's instantaneous spin axis 

rotates about H, the average of all the vectors formed 
from these cross products will tend towards the actual ori- 

entation H. This is given by 

^_  1  N   rr(t,)x5^r(t.^,) 

"N,t,|5^r(t,)x5^r(t,,,)| 

where N is the number of measurements. 

(17) 

The displacement vectors in the local frame were 
computed from the GPS phase differences by equation (7). 
Equation (15) describes how these components are related 
to the spacecraft attitude. In particular, the K!)" matrix is a 
function of the orientation of the angular momentum vec- 
tor, and "C^ is a function of the nutation angle, as well as 
the body and inertial nutation rates. 

The following section discusses a simple method to 
estunate the elements of Kl^ from the cross products of 

the 5r(tj)   values.   Section 5.0 describes a frequency 

domain technique that determines the frequencies in (15) 
as well as the nutation angle and KT". Section 7.0 shows a 
time domain method to compute cOp and 9. 

5.0 Modal Analysis Techniques 

From equations (12), (13), and (14) we see that the dis- 
placement vector is comprised of terms containing the 
sines and cosines of \j/ and (j). From equation (15) it can be 
seen that only the fixst column of "C^ is required. Since 
the angle \[r rotates at oOp and (|) rotates at co/, the sine and 

cosine products will cause oscillations at co/ + ©p. The 
sin\|/ term in the last row will cause an oscillation at oOp. 
Thus, three frequencies can be determined from the dis- 
placement vector components. Two methods for extract- 
ing the desired frequencies are described in this section. 

5.1 FFT Method 

To determine the modal frequencies and modal amplitudes 
of a signal the following steps are applied: 
1) Apply an FFT algorithm to the sampled signal data. 
2) Compute the power spectral density (PSD) of the trans- 
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formed data in step 1. 
3) Identify the peaks of the PSD. 
4) Detennine the frequency at which each peak occurs. 
5) Relate these frequencies back to a kinematic model. 

Using only the PSD values, the frequencies found in step 4 
are the most likely estimate (MLE) of each signal mode. 
Ideally, they are the exact frequencies of the modes. How- 
ever, the sampling properties of the signal can lead to 
errors. 

Ideally, the signal should be sampled so that the 
modal frequencies are integer multiples of the frequency 
bin. The frequency bin size is determined from dividing 
the sample frequency by the number of data points. 

In reality, however, the peaks of the PSD occur in the 
frequency bins that are closest to the correct modes. The 
signal power of each mode is spread over a range of fre- 
quency bins surrounding the correct frequency. In order to 
determme a better estimate, the frequency center of the 
bins are computed by weighting them according to their 
power. Additionally, increasing the sample size increases 
the resolution of each bin. 

Another problem that degrades the determination of 
the modal frequencies is noise in the signal. For the ideal 
sampling case, this is not a problem if the signal power is 
significantly larger than the noise level. The frequency of 
each mode still occurs exactly at one bin. For the non- 
ideal sampling case, there are some additional effects. 
When bin weighting is used, extra power due to noise con- 
tained in these surrounding bins causes the estimation of 
the frequency center to be less accurate. 

One way to decrease the effect of noise is to use a 
window function on the data. Ideally, the most accurate 
FFT would be of an infinite length of data, however, in 
reality a finite set of data has to be used. Mathematically, 
this appears as an abrupt change from some sampled data 
value to an infinite number of zeros. This has the effect of 
ampUfying the noise, ff a window function is applied to 
the data, this abrupt change is smoothed and the effect of 
noise is decreased. 

In the implementation of an FFT algorithm there are 
no assumptions about the structure of the signal. In other 
words, the FFT can be appUed to any type of signal. There 
are other frequency estimation methods which can take 
advantage of the knowledge of the signal's structure. The 
next section discusses one of these methods called the auto 
regressive or AR method. 

5.2 AR Method 
In general, a discrete-tune process can be well approxi- 
mated by a time series or rational fransfer function model 
[6]. If it is modeled as an AR process of order p, the sam- 
pled data can be represented by the recursive difference 
relation 

x[n]  =-]^ a[k]x[n-k]+u[n] 

k = l 

(18) 

where the coefficients a [k] are estimated from the sam- 
pled data. Taking the Z-ttansform of (18) yields the trans- 
fer function 

(19) 

(20) 

(21) 

X(z) _     1 
U(z)      P(z) 

where 

z = exp (j27cfn) 

and 

P(z) = 1+ X ^^^^^     ■ 
k = l 

From the estimated a[k] in (18) the roots of P(z) are found 
from (21). The roots occur in complex conjugate pairs and 
lie on a unit circle at angles corresponding to the sinusoi- 

dal frequencies t^, where 

f 
f, = — are the normalized sinusoidal frequencies 

and 
fj is the sample frequency in Hertz. 

This is illustrated in Figure 3. It should be noted that this 

Figure 3. Relationship between signal frequency and 
fransfer function poles. 

technique directly estimates the frequencies l^., therefore 

it does not depend on the modal frequencies being multi- 

1789 



pies of the frequency bins. 

Ideally for the case where there is no noise and the 
signal is perfectly modeled by (21), the signal is assumed 
to be composed of exactly 2p sinusoids. This means that 
each pole of (19) lies exactly on the unit circle at the exact 

angle of 2nl^. 

For the non-ideal case, however, there is noise and the 
signal can not be perfecdy modeled by (21). To take into 
account the noise, a higher order model than 2p is used. 
This allows for the power contained in the noise to be 
spread among the non-modal frequencies. The poles of 
(19) corresponding to the modes now lie near the unit cir- 
cle, while the poles corresponding to the noise lie farther 
away.   The angles of the poles are only approximately 

equal to Inl^^. As the model order is increased, there are 

more frequencies available for the noise. As a result, the 
poles for the modal frequencies get closer to the unit circle 

and the angles get closer to 27cf j^. If the model order is 

too high spurious frequencies might become dominant. 
This is illustrated in Figure 4. 

*: poles corresponding to signal 
x: poles corresponding to noise 

Model order = 10 
Number of sinusoids = 2 

Figure 4. The Pole - Frequency relationship for a noisy 
sampled signal. 

5.3        Application of Modal Analysis to Spinning 
Satellites 

The modal analysis methods as described in the last sec- 
tion can be used to determine the frequencies associated 
with a spinning satellite and to determine its attitude. The 
components of the antenna displacement vectors oscillate 
according to the kinematic model illustrated in Figure 2. 
The frequency estimation techniques can be applied to the 
antenna displacements. The dominant frequencies as 
found from the FFT or AR methods correspond to the fre- 
quencies contained in the model. After the frequencies are 

computed, other techniques can be used to determine the 
elements of the attitude matrix. The next section describes 
the application of the frequency and amplitude estimation 
methods. 

5.4        Application of Frequency Estimation Tecli- 
niques to tlie Spinning Satellite Model 

There are three frequencies contained in (15): 

1)    fd=f/-fp' 

CO, CO 
where f, = ^ and fp = ^, 

3)    f, 

and 

4) 

p' 

ft=f/ + fp 

Applying an FFT algorithm to observations computed by 
(7) yields a PSD with spikes at these three frequencies. 
Applying the AR method to (7) yields three pairs of com- 
plex roots of (19). The positive angles on the unit circle 
are 

2jrf. 27cf.   2jrf„ 
,and -7— 

5.5 Attitude and Nutation Angle Estimation 

The technique for attitude estimation involves first refor- 
mulating die right hand side of equation (15) into the prod- 
uct of a constant element matrix, an oscillatory one, and 
the constant ro. 

trit.) = AB(ti)r„ 

where A is 3 x 5 matiix given by 

(22) 

A = ^21 ~^21*'® ^22 ^22''^ ^23^" 

-a^jCG 832 ^3209 ajjSG '31 

(23) 

and a   are the nine elements of K^". Matrix B is a 5 x 1 

matrix composed of the sines and cosines of \\f and ((> given 
by 
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B(ti)= cV(ti + k)s<t>(ti + k)-<^V(ti)s<t)(ti) 

(24) 

where \|/ and <(> are found by equations (13) and (14) 
respectively. 

The elements of A can be estimated using the follow- 
ing steps: 

1) CoUect a batch of data and apply (7) to get   5r(tp 

at time i = 1, 2, 3, ... N, where N is tiie number of mea- 
surement times;   
2) Estimate the three frequencies using either the FFT or 
AR method; 
3) Using these estimated frequencies accumulate the 
SxNmatiix 

P= [B(ti) B(t2) ... B(tN)]; 

4) Form the 3xN matiix 

A= [s^ctj) 5^(t2) ... S^(tN)] 

5) Solve for A by 

X T    -1 
A = AP^PPS    . 

(25) 

(26) 

(27) 

6.0 Approximation of Instantaneous Angular 
Velocity 
As an alternative to determining the angular rates based on 
frequency domain techniques, we can develop a model 
based on tiie approximation of the instantaneous angular 
velocity. Every two successive positions of a rotating 
antenna creates an angle with the spin axis that can be 
used for tiiis ^proximation. This angle shown in Figure 5 
can be computed by 

a = 2asin (28) 

where r   = |^|. If we define tiie mean angular rate co* by 

CO* = 
a(ti) 

At 
(29) 

^(ti.k) 

Figure 5. Angular displacement. 

where At = tj ^ ^ - tj   and define tiie rate of change of 

tiie antenna position witii respect to tiie local frame 
expressed in the local frame by 

,LL   dr 

flien as At -> 0 we can say 

(a* ~ 

In general 

L    B    B   L 
r =r+   CO xr 

(30) 

(31) 

(32) 

and if (32) is expressed in die body frame tiien r = 0  and 

(?)    = [X CO  ]i (33) 

Taking die magnitude of tiie right hand side of (33) and 
using (31) we get 

CO* = 

0   -(O3 «>2 

CO3    0 -©1 i^ 

-«2   '"l 0 

(34) 

where cOj, CO2, and (O3 are flie angular rates about tiie body 

axis and 

«>= ^coj(ti)+(02(ti) +0)3 . (35) 

Since 

i^ = 

the equation for co* can be reduced to 

CO" -^j' CO2 + CO3 (36) 
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The equations of motion for the spinning satellite 
written in terms of cOi, ©2. and ©3 are 

©1 = 

©2 = 
V       ty 

CO2CO3 , 

0)20)3 , 

and 

0)3 = 0. 

(37) 

(38) 

(39) 

The solution to this set of differential equations is 

o)j(tj) = o)^cosa)p(tj-tQ) , (40) 

ta^it^) = -o)^sino)p(tj-to) , (41) 

and 

0)„ 
©3 = 

1-^ 

(42) 

ty 

I   2 2 
where 03^= ^0)j (tj) + 0)2 (tj) . 

Looking at (36) and (41), it can be seen that a* oscillates 
according to ojp. Its minimum value is 03 and its maxi- 
mum value is o). For a nutation angle of zero, equations 
(9), (10), and (42) can be combined to show that 
co=co3=o)*. As a result, for small nutation angles, (O can be 
approximated by the average of the 03* computed from the 
displacement vectors. Furthermore, if an accurate value of 
the satellite's inertia ratio is known, an estimate of 0)p and 
CO/can also be found. 

7.0 Nutation Angle FUter 
The nutation angle filter is a Kalman filter that uses the 
GPS antenna displacement vectors to estimate the nutation 

angle 9, the angular rate of the antenna about the body z^- 

axis, 0) , and the initial phase about the z'^-axis, \|r^. A 

graphical representation of these states is shown in Figure 

6. 

7.1 Equations of motion 

In the absence of external torques and nutation damping, 
the rate of change for each of the states is zero. The case 
involving passive nutation damping has been examined, 
but for typical damping time constants of hours the rate of 

Figure 6. Filter states, 

change can still be considered zero for short time spans. 

7.2        Observation Equation 

The observation for the nutation angle filter is derived 
by rotating the displacement vector into the angular 
moment frame, scaling it by the radius of the satellite, and 
taking the ttiird component. 

(5r').    = 
8x' 

5y' 
5z' 

H 

_ V(5^) (43) 

Expanding the 8z' component of 5r' yields 

5z' = sG (t. ^ 1^) cvi/ (t. ^ k) - sO (tj) cv (t.)        (44) 

where 

V(t) =   «p(t)t+Vo- ^4^) 

8.0 Simulation 
A computer simulation was set up to generate GPS mea- 
surements for a comparison by these various methods. 
The program simulated A<j) measurements from two anten- 
nas on a spinning satellite. Gaussian noise with a mean of 
zero and a standard deviation of 5 nmi was added to each 
A(t) measurement. Two nutation angle cases were exam- 
ined. Table 1 shows the parameters used for the simula- 
tion. 
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Table 1. Simulation parameters. 

Satellite radius 
Nominal spin rate (co) 

Inertia ratio 

Nutation angles 

Batch lengths 

Sample frequency 
Differencing Interval 

0.381 m 
5rpm 

1.3 

5 and 25 degrees 

30,100, and 400 seconds 
2 Hz 

5 seconds (i.e. k = 10) 

8.1 Frequency Estimation 

The body and inertial nutation rates were estimated using 
the FFT and AR frequency domain techniques, using the 
averaging of to*, and using the nutation filter. The nuta- 
tion filter, however, was only used to estimate cOp. The 
results for each nutation angle are shown in Tables 2 and 
3. The estimated frequencies are given to four decimal 
places. This degree of precision is required in the next 
section for adequate attitude estimation when using the 
batch least squares technique. 

The frequency domain techniques performed better 
with the large nutation angle. For the large angle case, the 
AR method performs very well with only a small batch 
size.  The error is less 0.1% after 30 seconds.  The FFT 

method, however, requires a larger batch size for compara- 
ble performance. The nutation angle filter also works 
well, but also requires more time to equal the performance 
of the AR method. 

For smaller nutation angles, the accuracy of the fre- 
quency domain techniques gets worse. This is expected 
because the third term in the first column of (12), contain- 
ing the (Bp frequency, approaches zero as the nutation 
angle goes to zero. Both the AR and FFT methods require 
a larger batch size to match the results shown for the large 
angle. A 100 second batch is needed before the AR errors 
are under one percent. The FFT does not produce mean- 
ingful results with a 30 second batch and it achieves errors 
less than one percent with the 400 second batch. The nuta- 
tion filter, however, shows only a small drop in perfor- 
mance for the small angle case. 

The approximation involved in computing the value 
of 00* is worse for larger nutation angles. This shows up in 
the results in determining frequencies for large and small 
nutation. For small angles, the estimations are comparable 
to the other methods. For large angles, they are much 
worse. The 100 second batch produced errors around five 
percent for the 25 degree nutation angle, while the errors 
were less.than one percent for the 5 degree angle. It 
should also be noted that this technique is dependent on an 
accurate knowledge of the satellite's inertia values. 

Table 2. Frequency estimation for 9 = 25 deg. 

Method 
30 second batch 100 second batch 400 second batch 

CO/ (rad/s) COp (rad/s) CO/ (rad/s) COp (rad/s) CO/ (rad/s) (Op (rad/s) 
True Value 0.6423 -0.1343 0.6423 -0.1343 0.6423 -0.1343 
AR 0.6424 -0.1344 0.6422 -0.1343 0.6424 -0.1344 
FFl' 0.5821 -0.0748 0.6416 -0.1331 0.6424 -0.1340 
Average co* 0.6088 -0.1405 0.6071 -0.1401 0.6073 -0.1403 
Nutation filter -0.1415 -0.1342 -0.1343 

Table 3. Frequency estimation for 0 = 5 deg. 

Method 
30 second batch 100 second batch 400 second batch 

05/ (rad/s) COp (rad/s) CO/ (rad/s) COp (rad/s) CO/ (rad/s) COp (rad/s) 
True Value 0.6789 -0.1561 0.6789 -0.1561 0.6789 -0.1561 
AR 0.6760 -0.1530 0.6779 -0.1550 0.6794 -0.1565 
FFl' no solution no solution 0.6473 -0.1226 0.6795 -0.1562 
Average co* 0.6780 -0.1565 0.6748 -0.1557 0.6759 -0.1560 
Nutation filter -0.1488 -0.1605 -0.1556 
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S2        Attitude Estimation 

The orientation of the angular momentum axis was esti- 
mated using the batch least squares method in section 5.5 
and using the averaging of the displacement vector cross 
products described in section 4.0. Tables 4 and 5 show 
results for each nutation angle. Figures 7 and 8 show a 
time history for the cross product method of estimation. 

Table 4. Angular mom. axis estimation for 6 = 25 deg. 

ures 7 and 8. The frequency of the bumps in the graphs is 

Method 
1    H pointing error (deg) 

30 s 100 s 400 s 

Batch least squares 0.42 0.26 0.13 

dr cross products 0.98 0.35 0.17 

Table 5. Angular mom. axis estimation for 9 = 5 deg. 

Method H pointing error (deg) 

30 s 100 s 400 s 
Batch least squares 6.^^ 6.M 0.16 

dr cross products 0.13 0.13 0.11 

approximately equal to 
<»/-% 

I 

5 

4 

0 

" 

\ 

'■ 
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Figure 8. Cross product axis estimation for 9 = 5 deg. 

8.3        Nutation Angle Estimation 

The nutation angle 0 was estimated using the method of 
batch least squares and the nutation angle filter. Tables 6 
and 7 show results for each nutation angle. Figures 9 and 
10 show a time history of the nutation angle estimation 
from the nutation angle filter. 
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Table 6. Nutation angle estimation for 6 = 25 deg. 
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Figure 7. Cross product axis estimation for 0 = 25 deg. 

The batch least squares method shows its best perfor- 
mance for the larger nutation angle. Results improve with 
a larger batch size. This is most likely due to the increased 
accuracy of the frequency estimation as the batch size 
grows larger. 

The aoss product method does better for small 
angles. As the nutation angle becomes larger, the approxi- 
mation that equation (16) is correct gets worse. As more 
cross products are added to the average in equation (17), 
the estimate improves. For small angles the approxima- 
tion improves very quickly. This is demonstrated in Fig- 

Method 1                9(deg)                1 
30 s 100 s 400 s 

True value 25.00 25.00 25.00 

Batch least squares 27.94 25.43 27.48 

Nutation filter 20.98 24.38 24.91 

Table 7. Nutation angle estimation for 0 = 5 deg. 

Method 
9(deg) 

30 s 100 s 400 s 
True value 5.00 5.00 5.00 
Batch least squares no sol. 2.02 6.65 
Nutation filter 4.23 4.79 5.04 

As with the angular momentum axis determination, 
the batch least squares technique for determining the nuta- 
tion angle worked best with large angles. However, large 
batch sizes did not show an inaease in accuracy. Several 
other cases with batch sizes between 30 and 400 seconds 
showed about a 10% fluctuation in the error. For small 
angles the batch size did make a significant difference. 
The small batch case failed to provide a meaningful result. 
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The 100 second size batch still had a 3 degree error. Even 
with the largest batch the error was still 1.6 degrees. 

The nutation filter, on the other hand, worked well 
with both nutation angles. In both cases the error was 
under ten percent in about 40 seconds and steadily 
improved afterwards. 
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Figure 9. Nutation filter estimation for 0 = 25 deg. 
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10. Nutation filter estimation for 9 = 5 deg. 

9.0 Conclusions 

A comparison of several methods for GPS based attitude 
determination of a spinning satellite has been presented. 
For large nutation angles the frequency domain tech- 
niques, especially the AR method, offer a way to estimate 
the spin frequencies with a high degree of accuracy. The 
computationally simpler metiiod of averaging co* is not 
that accurate. The accuracy of the nutation filter is compa- 
rable only after a long period of time. 

For small nutation angles, on the other hand, the fre- 
quency domain techniques require a much greater batch 
size to achieve a certain level of accuracy. The averaging 
of (0* works much better and quickly gets a high level of 
accuracy but it requires knowledge of the inertias.  The 

nutation filter still requires a longer time than tiie AR 
method to achieve a certain level of accuracy. 

For large nutation angles both the batch least squares 
and cross product methods have comparable accuracy in 
estimation of attitude. The batch least squares is better 
with small batch sizes. The cross product method, how- 
ever, is much simpler and its accuracy quickly improves. 
For small angles, the cross product method is very accu- 
rate with only a small amount of data. 

The nutation filter is the only one of the two methods 
to give a very accurate estimation of the nutation angle. 
For both small and large angles, the percentage error is 
about the same for a given length of time. 

The performance of these methods appears more than 
adequate to meet the requirements of an inexpensive satel- 
lite mission. The SNOE satellite has a pointing require- 
ment of ±i5 deg and spin rate requirement of ±1 rpm [1]. 
This level of precision is well with the levels shown in this 
p^er. For the typical time scales of hours, the techniques 
have more than enough performance for an accurate esti- 
mation of the satellite's parameters. After only one minute 
of data collection and processing, the pointing error is 
below one degree and the angular rate errors are below 
one percent. 

10.0       Future plans 

To further assess the usefuhiess of these methods, experi- 
mental data is required. Future test plans include mount- 
ing a GPS receiver on a spinning platform. The platform 
will have the ability to simulate the kinematics of a spin- 
ning satellite for a range of frequencies and nutation 
angles. Another area for further investigation includes the 
development of a more robust method to determine tiie 
correct frequencies from the AR method. We hope to 
implement the proposed approaches on a fiature satellite 
mission. The ultimate goal is closed loop attitude contiol 
based on GPS data from an antenna on a spinning space- 
craft. 
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ABSTRACT 

This paper presents the design and perfonnances of a 
simple, fast, robust and reliable low-accuracy attitude 
determination concept based on the information pro- 
vided by a GPS receiver without using the carrier 
phase. The paper reviews different alternatives includ- 
ing GPS satellites visibility checking and signal level 
(in terms of signal to noise ratio, SNR) measurements. 
A detailed presentation of the selected concept is 
included: this uses two canted antennas and processes 
the SNR information provided by both antennas for the 
commonly tracked GPS satellites. This concept provides 
full attitude observability when at least two common 
satellites are tracked by the antennas, hence, the 
concept does not rely on some a-priori knowledge. 

The attitude determination scheme consists of a simple 
estimation algorithm which processes some GPS line- 
of-sight (LOS) vectors constructed by using the signal 
level measurements from the common GPS satellites 
tracked by two GPS antenna with a separation angle of 
about 10° to 20" and with a nominal orientation such 
that one of the antennas is pointing to the zenith in the 
nominal Earth pointing spacecraft attitude. The 
processing resources required by the designed attitude 
determination concept based on GPS LOS vectors are 
very small: the selected algorithm is very fast and the 
memory load is very small. The designed scheme based 
on GPS LOS vectors provides an estimate of the full 
spacecraft attitude even if the a-priori knowledge is 
very poor. The accuracy of the estimate mainly depends 
on the signal level mismodelling error level: few 
degrees accuracy is obtained when tenths of dB (3a) 
SNR mismodelling errors are assumed and better than 
18° accuracy is obtained for the worst case considered, 
namely, 3 dB SNR mismodelling error. 

Depending on the intended application, the concept 
might be improved (without increasing the complexity 
of the  processing   algorithm)   with  respect  to  the 
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sensitivity to the SNR mismodelling errors. This can be 
performed by using a third antenna: with three sources 
of information one would be able to determine the two 
angles of the GPS LOS vector as well as determine the 
common SNR mismodelling term. 

1. INTRODUCTION 

The European Space Research and Technology Centre 
(ESTEC) is currently investigating the use of the 
information provided by the GNSS receivers for 
performing the attitude determination of Low Earth 
Observation Satellites using the MetOp mission as a 
study case. The MetOp system is a European satellite 
series for operational meteorology and climate 
monitoring from a sunsynchronous 820 Km altitude 
orbit which will complement the NOAA Polar Orbiting 
Environmental Satellite System. 

The use of the differential carrier phase from various 
antennas connected to a single receiver is the most 
promising concept for obtaining highly accurate 
performances. However, the use of such a concept has 
some drawbacks such as the need of an OFAR 
technique in case the baseline lengths are higher than 
the wavelength of the carrier, as well as the need of 
additional schemes 

• for the initialization of the attitude determination (in 
case the OFAR algorithm is not fast enough or just 
to improve the OFAR with some a-priori spacecraft 
attitude knowledge), 

• for the validation of the integer ambiguity computed 
by the OFAR and 

• for ensuring appropriate robustness of the complete 
on-board attitude determination function. 

Hence, an investigation was carried out in order to 
construct an attitude determination concept which is 
simple, robust, reliable and requires small processing 
resources, even at the expense of accuracy. 

2.  CANDIDATE CONCEPTS 

2.1.     Concept based on visibility clieckings 

An estimate of the user spacecraft position vector and 
of the GPS satellite position vector is provided by the 
GPS receiver. Such information can be used as follows: 
from the estimated position vectors, one can deduce if 
a satellite should be visible or not, taking into account 
either the nominal spacecraft attitude or the a-priori 
estimate of the spacecraft attitude. On the other hand, 
from an all-in-view receiver output, the satellites which 
are actually visible are known. Some improvement on 
the spacecraft attitude knowledge is then possible by 

processing such information. 

A method for computing a low accuracy estimate of the 
attitude of a GPS antenna using as the only available 
information the presence of GPS satellites within a GPS 
receiver antenna field may be sketched as follows. Let's 
denote u^ the normal unit vector of the antenna aligned 
with the antenna boresight and P the antenna field of 
view (beamwidth). The set of GPS satellites S^p^ can be 
subdivided into (Figure 1) three disjoint subsets: Sy,s is 
the class of GPS satellites which are inside the GPS 
antenna field of view, S,fjy is the set of GPS satellites 
which are invisible from the current position of the user 
satellite because they are eclipsed by the Earth, and 
finally Spgj- is the set of GPS satellite which are 
potentially visible by the GPS receiver antenna (i.e., 
they would be visible for some attitude of the user 
satellite). 

Figure 1: Definition of visible, invisible and 
potentially visible GPS satellites. 

Clearly the contents of the three subsets varies with 
time and is a function of both the user satellite's 
attitude (which affects the relative split between Syj^ 
and Spoj) and the user satellite's position on the orbit 
(which determines S,^). At any given time the user 
knows the contents of all three subsets: 5y„ is directly 
given by the receiver, S,^y can be computed on the 
basis of the current user satellite's position (which is 
also given by the receiver) and SpQ-p can be derived by 
difference with S^ps- The users can moreover compute 
(in an inertial frame) the relative directions to the GPS 
satellites. These direction will be indicated by the 
vectors M^ gp^, which will be defined as the unit vector 
along the line joining the host satellite to GPS satellite 

The knowledge of the subsets of Sgp^ induces the 
following constraints on the direction of U4: 

"A'" HA.GPSi > cos(|3/2) 

HA^ (-HA.GPS,) > -cos(P/2) 
for / belonging to Sy/s 
for i belonging to Spg-j- 
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The problem of estimating the direction of the GPS 
antenna can therefore be stated as follows: find the set 
of vectors Uj^ of unit length which satisfy the above 
constraints. 

The above method, which is low demanding in terms of 
computing power required, has been simulated so as to 
derive the expected attitude determination accuracy. 
Simulations under realistic conditions for the MetOp 
platform show that under worst case conditions the 
achieved accuracy is always better than 18°. Such an 
accuracy would be sufficient to completely remove the 
integer ambiguity problem for short baselines (less than 
0.61 m). For longer baselines, it can be used to 
initialise a more accurate search method or to validate 
its output. 

The knowledge of the receiver antenna pointing allows 
to derive an estimate of the attitude of the spacecraft, 
except for the rotation of the spacecraft about the 
antenna boresight. 3-axis attitude of the spacecraft can 
be obtained by having at least two GPS receiver 
antennas suitably canted. 

2.2.     Concepts based on SNR information 

In addition to the pseudorange and the integrated carrier 
phase, receivers can provide the signal level associated 
with the tracked satellites. This signal level is a 
measure of the signal to noise ratio (SNR) and contains 
some information on the spacecraft attitude because it 
depends on the angle between the GPS satellite LOS 
vector from the user spacecraft and the antenna 
boresight. Hence, a possible concept would consists in 
using a single antenna and processing the SNR 
measurements. 

Figure 2: Construction of line-of-sight vectors 
using two canted antennas. 

It has been assumed here that typical a typical antenna 
is used, with a pattern symmetric around the antenna 
boresight. The signal level observable contains 
information only on the angle between the GPS LOS 
vector and the antenna boresight and it does not contain 
any information on the azimuth angle. The concept of 

a single antenna would then provide some information 
on the spacecraft attitude but it will not full 
observability. 

This disadvantage can be overcome by using two 
canted antennas (Figure 2) and processing the SNR 
information provided by both antennas for the 
commonly tracked GPS satellites: this will provide full 
attitude observability when at least two common 
satellites are tracked. There will then be no need to rely 
on some a-priori attitude knowledge. The drawback is 
the need for a second antenna with a certain cant angle 
with respect to the first antenna. 

This is the concept selected for further analysis in detail 
in the following sections. 

3. ANALYSIS    OF    THE    SIGNAL-TO-NOISE 
RATIO OBSERVABLE 

The basic observable is the SNR level at the output of 
the receiver, which can be expressed as follows 

SNR = £//?P+L,+L^,+Lj+G,+L^-101og,„r+228.6 

EIRP is the effective isotropic radiated power by the 
emitting GPS satellites in the maximum gain direction. 
Based on actual GPS signal levels, which are around 5 
dB higher than specifications^. One should be aware 
that these levels are not guaranteed by the U.S. 
Government. Such power could decrease to the 
specified level by the end-of-life of the GPS sateUite. 
EIRP (in dB) is, 

£//?/>= P,+L,+(G,)_ 

where P, is the transmitter power. It is unclear if the 
GPS satellites transmitter power is commandable or not, 
and in case it is, the operational error margins. 
Therefore this term may contain some important 
uncertainties. L, is the transmitter to antenna gain loss. 
(G,)max is the transmit antenna gain in the maximum 
gain direction. 

L, is the transmitter antenna gain loss with respect to 
the maximum gain direction. This term accounts for the 
antenna gain pattern of the GPS satellites'. L, is the 
free-space loss, given by 

L  = 201og,, 
Atid 

where \ is the wavelength (19 cm at LI frequency) 
and d is the distance between the GPS-satellite and the 
GPS receiver. There is negligible uncertainty associated 
with this magnitude (at any time, it is possible to know 
on-board the spacecraft the ephemeris of the GPS 
satellites with a degree of accuracy mainly governed by 
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the disturbing effect of SA). Finally, L^ encompasses 
other system losses like polarization mismatch, etc. 

On the user side, G^ is the receiver antenna gain in the 
maximum gain direction. L^ is the attenuation of the 
signal when received from a direction different from the 
antenna maximum gain: this is a function of the 
deviation of the incoming signal from the maximum 
gain direction (zenith). A typical pattern'' is used in the 
following. Finally, T, is the system noise temperature 
which is composed of a number of individual 
contributions from various sources: those originating 
ahead of the antenna output terminal (e.g. in the 
atmosphere) usually referred to as the antenna noise 
temperature (including galactic noise, solar noise, 
presence of the Earth, ...) and these noise sources 
between the antenna terminal and the receiver output 
which are lumped together and called receiver noise 
temperature. 

Multipath effects might have an important effect: if 
direct and reflected signals are present, the signal power 
can be up to 3 dB higher than the only direct signal. 
The present concept has therefore to be restricted to 
benign multipath environments. 

4.  ON-BOARD  ATTITUDE DETERMC»JATION 
ALGORITHMS 

4.1.     Attitude determination using vector observa- 
tions 

The problem of attitude determination from vector 
observations consists in finding the proper orthogonal 
matrix [Lg,] that minimizes the following non-negative 
loss function 

where the unit vectors r/ are representations in a 
reference frame (here the inertial reference frame, I, is 
used) of the directions to some observed objects, the bf 
are the unit vector representations of the corresponding 
observations in the spacecraft body frame, the a, are 
positive weights, and n is the number of observations. 
The motivation for this loss function is that if the 
vectors are error-free and the true attitude matrix 
IWihrue is assumed to be the same for all the measure- 
ments, then ^* is equal to rj for all i and the loss 
function is equal to zero for [LgJ^p, equal to [Lg,],^^^. 

Attitude determination algorithms based on minimizing 
this loss function have been used for many years. The 
original solution to Wahba's problem solved for the 
spacecraft attitude matrix directly, but most practical 
applications have been based on Davenport's q-method 
which solves for the quaternion representing the attitude 

matrix. More efficient algorithms for solving the 
Wahba's problem have been developed recently. Those 
algorithms are more efficient in terms of speed as well 
as in terms of robustness in approaching the true 
solution in presence of uncertainties and measurement 
errors. Some examples are the iterative 
orthogonalization algorithm^, the singular value 
decomposition (SVD) algorithm*, the polar 
decomposition (PD) algorithm', the QUEST algorithm* 
and the Fast Optimal Attitude Matrix (FOAM) and 
Slower Optimal Attitude Matrix (SOAM) algorithms by 
Markley*. 

In the following the SVD algorithm is used for solving 
the posed Wahba's problem. It has been shown that this 
method is not very efficient in terms of speed but it is 
very robust for computing the optimal estimate of the 
attitude matrix. Since the purpose of the present work 
is to assess the feasibility of determining the spacecraft 
attitude using GPS related vector observations and that 
the computation time required by the SVD algorithm is 
quite small, this algorithm is used in the following. 
Once the feasibility of the concept has been assessed, 
a second step might be to try to optimize the concept 
by using more efficient algorithms: for example, the 
FOAM or PD algorithms which are about ten times 
faster than the SVD one. 

In the following the SVD decomposition used by 
Markley is applied^ It consists of decomposing the 
matrix B as follows 

Bs£«.W)'" 
1=1 

B = UJiag[S^,S^,S^]VJ 

where U^ and V^ are proper orthogonal matrices; 
diag[...] denotes a matrix with the indicated elements 
on the main diagonal and zeros elsewhere; and Sj, S2 
and I5jl, the singular values of B, obey the inequalities 

c   > c  > I c I 

The optimal attitude estimate is given in terms of these 
matrices by 

4.2      On-board SNR observable model 

The on-board system will predict, for each tracked 
satellite, the value of the SNR measured in the receiver. 
In order to do that, the predicted spacecraft state 
(including both position and attitude)and the predicted 
location of the GPS satellite will be used together with 
an on-board model of the SNR. The SNR on-board 
model which is used in the next sections for the 
satellite tracked in the channel i is as follows 
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SNR = ^,+z:,+(G,u+z;,(S,)+4 (^)+4+ 
G+4(8)-lOlog.of+228.6+H',+w^ 

where the hat means on-board models or values (to 
distinguish those from the actual or real ones discussed 
in section 3). 

The different terms have the same meaning as indicated 
in section 3. The new terms are defined in the 
following: 5,, is the angle between the spacecraft user 
LOS (from the antenna of the GPS satellite) and the 
transmitter antenna boresight, 5 is the angle between the 
GPS satellite LOS (from the antenna of the user 
spacecraft) and the user antenna boresight. 

Estimated values for the position vectors and antenna 
pointing of the user and GPS satellites will be used in 
the on-board SNR model. This will introduce some 
discrepancies between this model and the actual SNR. 
Furthermore, some mismodeling will exist either due to 
lack of information on some models (such as those 
related to the GPS signal characteristics) or due to the 
limited knowledge of some parameters (such as those 
related to the user dependent parameters). Dedicated 
calibration campaigns might improve the consistency 
between the SNR models however a perfect matching 
can not be attempted. Two other terms have therefore 
been included in the above equation: w, to account for 
the discrepancy between the on-board and the actual 
values of the common SNR terms for the various user 
spacecraft antennas (i.e., P„ L,, G„ L,, L^, L,,), and w^ to 
account for the discrepancies between the on-board and 
the actual values of the user antenna dependent SNR 
terms (i.e., G^, L„, T,, multipath effects). 

4.3.     Pseudomeasurement on the GPS LOS vector 

The vector which will be processed in order to estimate 
the attitude of the spacecraft will be the line-of-sight 
(LOS) vector from the antenna of the user spacecraft to 
the antenna of the GPS satellite (UAAGPS)- AS the 
receiver does not provide such information, a pseudo- 
measurement will be constructed from the available 
information: the SNR measurements as indicated in 
section 2.2. The u^^c^Z-pseudo-measurement (vector 
expressed in the user satellite body frame, B) is 
computed after constructing the corresponding pseudo- 
measurements on 5 and on the user antenna to GPS 
satellite antenna LOS vector expressed in an antenna 
compound frame (UAMPS^^)- Th^ process is detailed in 
the following. 

First, the pseudomeasurement of the angle formed by 
the GPS LOS vector and the user antenna boresight 
f8pj is computed from the SNR measurement (SNRJ 
taking into account the on-board model of the SNR 
observable detailed in section 4.2 

L (5   ) ^ SNR -P-L,-(G)    -L(S)- a^   pm' m        t       I    '^     ('max        1^   t' 

L(<5)-4-G+101og,„f-228.6 

where the position vector of the user spacecraft and of 
the GPS satellites are assumed to be known on-board 
because they are provided by the receiver. In addition 
to that, an estimate of the rotation matrix between the 
body frame and the inertial frame is constructed with a 
priori estimate of the spacecraft attitude (it will be 
shown in the following that very rough estimate is 
sufficient depending upon the accuracy of the SNR 
observable). From that value, the pseudomeasurement 
on the angle formed by the GPS LOS vector and the 
user antenna boresight can be computed using the on- 
board model of the attenuation of the GPS signal when 
received from an off-boresight direction. 

ZAS' 

^^ 

il■^y ̂  

^ 
Usps.t 

YAS 

T" 

(M"^     ) 
^—AAGPS'P'" 

cos5, 

cosSj -cos5,cos0 
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—AAGPS 

I"-"    IN '-*AOPS 

1 -cos^S, 
cos6j-cos5|Cos6 

sin9 

Figure 3: Computation of the 
pseudomeasurement on the LOS vector to a GPS 
satellite. 

As indicated in section 2.2, two antennas are used in 
order to construct the GPS LOS vector. Once the 
pseudomeasurements in the angles formed by the GPS 
LOS vector and the user antenna boresights (S^^ J 
(5p„2) ^^ computed, the pseudomeasurement on the 
GPS LOS vector in the "2 antenna sensor" reference 
frame (AS) is computed as indicated in Figure 3. 
Because of the lack of information in the azimuth angle 
around each of the antenna boresights, there are two 
possible solutions for the GPS LOS vector under 
computation, which are the two intersecting lines 
between the two antenna cones (Figure 3): the sign 
discrimination is performed by using the a-priori 
estimate of the GPS LOS vector computed by 
processing the on-board values of the user spacecraft 
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and GPS satellite position vectors and the a-priori 
estimate of the spacecraft attitude (Figure 3). The sign 
could be discriminated with a third antenna. However, 
it has been demonstrated (see section 5) that the 
concept of 2 antennas work properly, so a third antenna 
seems not needed (see section 6 for further 
considerations on a 3 antenna concept). 

Finally, the pseudomeasurement on the GPS LOS 
vector expressed in the body-frame (UA,AGPS^) i^ 
computed by using the vector computed in the previous 
bullet and the rotation matrix between the "2 antenna 
sensor" reference frame and the body reference frame 
as follows 

^^BAS^ ^^AAGPS'P"' 

This pseudomeasurement will be used for the estimation 
of the spacecraft attitude using the algorithm indicated 
in section 4.4. 

4.4.     Attitude estimation algorithm 

The algorithm which used in the following for 
estimating the MetOp spacecraft attitude using GPS 
LOS vectors has been constructed on the basis of the 
attitude determination using vector observations stated 
in section 4.1 and the GPS LOS vector 
pseudomeasurement detailed in section 4.3. Details are 
provided in the following. 

First, the rotation matrix between the body fixed frame 
and the inertial frame ([Lg,]} is computed such that the 
following non-negative loss function is minimized 

■AAGPS ),IP 

where, for each observable (i) a, is the positive weights 
used for the loss function. Two values have been used: 
one which is common to all the observations 

n being the number of common satellites which are 
visible for both antennas, and an other value which 
depends on the geometry of the LOS vector and the 
boresights of both antennas as follows 

?.„sin^(_L_2) 

1=1 

where 5, and 83 are defined in Figure 3. Moreover, 
((!lAAGPs^)pm)i is the pseudomeasurement on the LOS 
vector from the user spacecraft to the GPS satellite 
expressed in the body frame and (UAMPS), is the 
foreseen  value  of the  LOS   vector from the  user 

spacecraft to the GPS satellite expressed in the inertial 
frame. 

Then, the rotation matrix between the body fixed frame 
and the inertial frame is computed using the SVD as 
follows 

B.I Jopt 
u v: 

where U^ and V^ are proper orthogonal matrices (see 
section 4.1) of the SVD of the B matrix which is 
constructed as follows 

i=n 

B = ya.au^   ) ).((«'   )y 
•AAGPS'P"'' -AAGPS' 

This is the simple scheme to obtain an estimate of the 
user spacecraft attitude. However, it has been found 
(see section 5.1) that, in case the initial knowledge on 
the spacecraft attitude is very poor, an iterative scheme 
is required. A-priori value of the rotation matrix is 
required for constructing the pseudomeasurement on the 
GPS LOS vector, hence, the iterated rotation matrix is 
computed by applying the scheme detailed in the 
previous paragraph a certain number of times (see 
section 5.1): the first iteration is performed with the a- 
priori knowledge of the spacecraft attitude, whereas the 
subsequent iterations are performed using the optimum 
rotation matrix obtained during the previous iteration. 

5. PERFORMANCE ANALYSIS 

5.1.     Error sources contribution 

In order to assess the performances of this SNR based 
attitude determination concept, first the effect of various 
error sources which might have an effect on the 
performances of this concept was assessed. The error 
sources which have been investigated are as follows: 
initial knowledge of the spacecraft attitude (30° 3a in 
each Euler angle has been taken as typical value), 
antenna misalignment errors (30 [jrad 3o knowledge 
error in each of the two angles have been taken as 
typical values), spacecraft position knowledge errors (an 
error of 300 m 3o in each of the three components of 
the spacecraft position vector has been assumed) and 
SNR mismodelling errors (it has been assumed that the 
total SNR mismodelling error lumping together the 
common and the user antenna dependent terms comes 
from a gaussian distribution of 0.09 dB 3a). Further 
analyses for different, more realistic, figures are 
presented in section 5.3. 

Results show that this scheme based on GPS LOS 
vectors is able to estimate very accurately the attitude 
of the spacecraft even if the a-priori knowledge is very 
poor: for a-priori attitude knowledge errors of 30° (3a) 
the concept estimates (in case no other errors are 
present) the spacecraft attitude with an accuracy of few 
microrad (less than 4 (irad at 3a, Figure 4). Such good 
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performances are obtained using very small resources 
(in terms of CPU and memory load) even taking into 
account that a certain number of iterations are required 
for the large a-priori attitude knowledge errors under 
consideration: 

Total estimation error (deg) 

95% 

Confidence level 

□Noemir CIIInltialatlitudsl(no«ile<lgeeni>r(Psi) 

■Malattitudeknowlsdgeemirrnieta} S9lntlal altitude knowledge em>r (Phi) 

iAntemamisaiignmentefmrs            ^Posilion knowledge enore 

BSNR mismodeling emifs  

Figure 4; One-by-one error sources contribution 
to the total estimation error. 

• For the single Euler angle performance analysis 
(maximum total a-priori attitude knowledge errors 
of up to 39° (3a) are handled by the attitude 
determination scheme) only two iterations are 
required for convergence of the algorithm (further 
iterations do not vary the attitude estimate). 

• However, when errors in the three Euler angles 
(each of them of 30° 3a) are simultaneous, the 
attitude determination scheme should manage 
maximum total a-priori attitude knowledge errors of 
up to 49°. Three iterations are required. The effect 
of the number of iterations on the performance of 
the attitude determination concept based on GPS 
LOS vectors is shown in Figure 5: the improvement 
when going from one to three iterations is clear. No 
further improvement is obtained for a higher 
number of iterations. 

The performance driver for this attitude determination 
scheme is the SNR mismodelling error, as already said: 
the concept accuracy is of 1.449° (3o) for a SNR 
mismodelling error of 0.09 dB (3a). The influence of 
this error source is much higher than the others, hence, 
realistic figures for this SNR mismodelling error should 
be used. Little information is available without 
dedicated experiments, hence a sensitivity analysis has 
been performed (see section 5.3). 

Total estimation error (deg) 

95% 

Confidence level 

[iZlOneileralion ^Two ileiations WTtiree Heralions | 

Figure 5: Effect of iterations on the concept 
performances. 

The error in computing the angle between the GPS 
LOS vector and the antenna boresight is proportional to 
the error in the SNR with a coefficient which is a 
function of the inverse of the sine of such angle. 
Therefore SNR mismodelling errors are amplified for 
GPS LOS vectors close to the antenna boresight. Two 
different sets of weighting factor have been used: a 
constant weighting factor and a varying one (see section 
4.4). Such factor is very important when SNR 
mismodelling errors are present: a 30% improvement 
has been obtained for the varying weighting scheme 
(for' a 0.30 dB 99.7% confidence level SNR 
mismodelling error). In the following a varying 
weighting factor is used. 

5.2.     Sensitivity to antenna configuration 

The effect of the number of iterations is only important 
when taking into account a-priori attitude knowledge 
errors. The effect is negligible for the other error 
sources. In the following, three iterations have been 
chosen for the baseline attitude determination concept. 

Antenna misalignment errors are obviously directly 
reflected in the performances of the attitude 
determination concept (Figure 4). On the other hand, 
the effect of the spacecraft position knowledge errors 
on the performances of the scheme is very small. 

The influence of the antenna configuration, in terms of 
antennas orientation and angle between them, on the 
performances of the attitude determination concept 
based on GPS LOS vectors has been investigated for 
the typical values of the errors stated in previous 
section except for the SNR mismodelling error: 0.30 dB 
at 3a has been assumed. Furthermore, the baseline 
concept previously selected and consisting of three 
iterations and varying weighting factors is used. 

Different antenna configurations have been analyzed 
including: configurations in the vertical plane with 
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(configurations 1 to 7) and without (configurations 8 to 
11) one antenna along the vertical and for different 
angles between antennas (10°, 20°, 30°, 45°, 60°, 90°, 
90°, 10°, 20°, 30° and 90° for the eleven configurations 
respectively). 

Numbttf ot common 

Figure 6: Influence of antenna configuration in 
the number of common visible satellites. 

A minimum of two common visible GPS satellites to 
the two antennas is required in order to have full 
observability of the spacecraft attitude. The two 
antennas should form an angle lower than about 60°: 
for bigger separations the number of common GPS 
satellites is lower than two (Figure 6). 

Total estimation etror (deg)  

□ Configuration 1 

CD Configuration 2 

aConfiguration3 

0 Configuration 4 

Configurations 

^Configuration 9 

HConfiguration 10 

95% 

Confidence ievei 

Figure 7: Performances of the attitude 
determination based on GPS LOS vectors for 
different antenna configurations. 

The optimum antenna separation angle seems to be 
about 20°. However, the concept performances are not 
very sensitive to the antenna separation angle for small 
and moderate separation angles (i.e., for angles around 
10° and 30°), whereas they are quite sensitive for large 
separation angles (e.g., bigger than 30°): the estimation 
error increases by about 6% when going from 20° to 
30° separation angle and by about 60% when going 

from 20° to 45° (Figure 7). 

The optimum antenna orientation is with one antenna 
pointing to the zenith and the other in the plane 
perpendicular to the orbital plane, probably because this 
configuration is able to track a common set of GPS 
satellites which are more separated from the antenna 
boresights, so improving the performance as indicated 
above. The performance will be degraded when the 
spacecraft is far away from the nominal Earth pointing 
attitude: about a 20% performance degradation (99.7% 
confidence level) is found for a spacecraft attitude 
deviation of 10° from the Earth pointing orientation. 

5.3.     Nominal performance 

The performance of the attitude determination concept 
based on GPS LOS vectors for the baseline concept 
selected in section 5.1, namely, three iterations and 
varying weighting factors is presented in Figure 8 for 
the nominal values for all the error sources: initial 
knowledge of the spacecraft attitude: 30° (3a) in each 
Euler angle, antenna misalignment errors: 30|jrad (3a) 
knowledge error in each of the two angles, spacecraft 
position knowledge errors: 300 m (3a) in each of the 
three components of the spacecraft position vector and 
SNR mismodelling error: 0.30 dB (3a). 

Estimation error (deg) 

Figure 8: Nominal performances for the typical 
values of the errors under consideration. 

For such a case the total estimation error is less than 3° 
(3a) which should be compared to the about 38° (3a) 
initial uncertainty assumed. 

The antenna misalignment errors might be higher than 
those specified above due to the difficulty of aligning 
the canted antennas. A 300 jjrad (3a) value might be 
more realistic. 

A nominal value of 0.30 dB (3a) has been used for 
SNR mismodelling. This figure is too optimistic taking 
into account that there are quite important uncertainties 
on the GPS transmitter power, GPS transmit antenna 
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gain pattern,... i.e. on the mismodelling sources (values 
and stability over extended periods) common to the 
various antennas. In principle, one can solve this 
problem using the improved concept of three antennas 
outlined in section 6. On the other hand, further 
discrepancies might occur between the on-board and the 
actual values of the user antenna dependent terms, 
namely, G^, L„ and T, (see sections 4). For instance: the 
calibration of the antennas might be worst than assumed 
(about 0.5 dB for each antenna is realistic), in case the 
Earth gets into the FOV of one antenna important noise 
terms can appear, and finally the multipath might cause 
large mismatches between the expected SNR and the 
received one. 

Total estimation etTor{deg) 

Confidence level 

□0.1 dB3-signia error   B0.3dB3-signia error   E30.6 dB 3-sigma enws 

Cai.5dB3-sigrTTaefrors W3,0dB3-sJgfnaerrors  

Figure 9: Sensitivity with respect to the SNR 
mismodelling errors (all other error sources 
included). 

i 0.1 dB (3'Sigma) CDPsi •stimatlon •rror 

BThata •itlmation airor 

0.3 dB (3-sigma) s. ■Total astimatfon arror 

0.6 dB (3-sigma) ^ 

1.5dB(3-si9ma) ■ 
3.0 dB (3-sigma) 

0 2 4 6 8 10 12 14 

Estimation error at 95% confidence level (deg) 

Figure 10: Sensitivity with respect to the SNR 
mismodelling errors (all other error sources 
included): estimation error components at a 95% 
confidence level. 

Therefore, such an analysis is presented in the 
following where an antenna misalignment of 300 ^rad 
(3a) and SNR mismodelling errors of 0.1 dB, 0.3 dB, 

0.6 dB, 1.5 dB and 3.0 dB (3o) have been used. As 
expected, the SNR mismodelling has a very important 
effect on the performance of this attitude determination 
scheme: the total angular estimation accuracy varies 
from 1.3" for a 0.1 dB 3a SNR mismodelHng up to 
17.7" for the 3 dB mismodelling. Nevertheless, even in 
the worst SNR mismodelling case a quite important 
improvement is obtained from the initial 38" 3a initial 
angular error assumed (Figure 10). 

6. CONCLUSIONS 

A simple, robust and reliable attitude determination 
scheme has been designed consisting of a simple 
estimation algorithm which processes some GPS line- 
of-sight (LOS) vectors constructed by using the SNR 
measurements from the common GPS satellites tracked 
by two GPS antennas with a separation angle of about 
10° to 20" and with a nominal orientation such that one 
of the antennas is pointing to the zenith in the nominal 
Earth pointing spacecraft attitude. However, the SNR 
mismodelling is the critical driver for this concept. 

The processing resources required by the designed 
attitude determination concept based on GPS LOS 
vectors are small: the selected algorithm is very fast 
and the memory load is very small. Using the SVD, the 
required FLOP are about 28000. This simple scheme 
might be further improved in terms of speed on 
memory load by using other algorithms for solving the 
Wahba's problem such as the Fast Optimal Attitude 
Matrix (FOAM) algorithm or the Polar Decomposition 
(PD) algorithm (see section 4.1), as about 60% of the 
total number of operations is spent in the singular value 
decomposition. 

The designed scheme based on GPS LOS vectors 
provides an estimate of the full spacecraft attitude even 
if the a-priori knowledge is poor. 

This simple scheme might be used for different 
purposes: as a stand-alone scheme for attitude 
determination during safe mode, as a complementary 
scheme for validation of the differential phase attitude 
determination during the safe mode (in case OFAR is 
required), as a complementary scheme for the 
initialization of the differential phase attitude 
determination in any attitude mode or as a 
complementary scheme for supporting the failure 
detection and identification. 

Depending on the intended application, the concept 
might be improved (without increasing the complexity 
of the processing algorithm) with respect to SNR 
mismodelling errors by using a third antenna in two 
different ways. First, the influence of the common SNR 
mismodelling term could be cancelled by processing the 
information from the third antenna: with three sources 
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of information one would be able to determine the two 
angles of the GPS LOS vector (as above) as well as the 
common SNR mismodelling term. Second, the influence 
of the user antenna dependent SNR mismodelling term 
can be reduced by constructing the pseudomeasurement 
on the GPS LOS vector using the information from the 
three antennas: the accuracy of the LOS vector 
pseudomeasurement would be improved by weighting 
properly' the redundant information from the three 
antennas. 

[9] Markley, F.L.: Attitude Determination Using 
Vector Observations: A fast Optimal Matrix 
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ABSTRACT 

Conditions for land navigation are among the most 
severe in the urban environment, where there is no low 
cost positioning system capable of continuously 
providing the necessary high accuracy positional 
information. The Global Positioning System (GPS) is 

having a profound impact on the development of 
automatic vehicle location systems but suffers from a 
number of problems. A hybrid and robust GPS-based 
system is required to offer continuous and accurate 
positioning. This study has investigated the integration 
of differential GPS measurements with a digital 
odometer, a flux-gate compass and tilt sensors to give a 
low cost 3-dimensional positional system for the 
vehicle navigation. 

In contrast to the traditional method of sensor 
integration using Kabnan Filtering techniques, a novel 
approach has been adopted in the use of artificial 
intelligence, and in particular, neural computing 
techniques. The integrated neural architecture consists 
of a stand-alone neural network processing model 
augmented with a dead reckoning (DR) position fix 
algorithm. The neural network model accepts sensor 
measurements as input from which it computes an 
optimised position fix, subsequently used to calibrate 
the sensors for systematic drifts. 

Studies have been performed to investigate this novel 
approach, the results of the study are compared against 
those achieved using the conventional kahnan filtering 
techniques of sensor integration. 

INTRODUCTION 

GPS and its use in the worldwide IVHS movement is at 
the centre of an expanding mobile information society. 
Automatic Vehicle Location (AVL) systems that 
incorporate GPS technology are more robust and cost- 
competative with the purely land-based systems, such 
as beacons or INS. A limitation of a GPS only AVL 
system is that satellite signals may be temporarily 
blocked while a vehicle is in 'urban canyons', tree- 
covered areas and tunnels. In order to operate with a 
higher degree of reliability the GPS component must be 
integrated with other sensors. In this research and AVL 
system integrating GPS with dead-reckonmg (DR) 
sensors has been investigated. 
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Integration of GPS with DR has a major potential in 
AVL systems, because such a system can alleviate most 
of the shortcomings of each technology. Both systems 
use complementary techniques and are capable of 
providing accurate and continuous information by using 
relatively low cost hardware. In this project, a DR 
system comprising of an in-house built odometer, a 
fluxgate compass and tilt sensors was integrated with 
GPS using neural computing techniques. 

FIELD TRIALS 

The vehicle tests involved the testing of the integrated 
GPS/DR system performance in the urban environment. 
The route to the city centre of Nottingham consisted of 
a mix of residential, secondary and major freeway 
roads, whereas in the city centre the routes included 
clear routes, tree covered segments and built-up 
regions. 

In all tests the differential GPS concept was used. The 
main reference receiver was positioned over a known 
geodetic point at the University campus and the second 
roving antenna was mounted on a roof rack, specifically 
made for the trials, on top of the van (Figure 1). Prior 
to all tests, an initialisation was performed whereby the 
roving antenna was set up on a tripod for approximately 
10 minutes, in order to facilitate the use of the 'on-the 
fly' software algorithms, that provided the truth. During 
the tests, no attention was paid to the satellite geometry, 
as this is not the situation in real vehicle navigation 
conditions. Therefore the DOP values varied between 
low (2) and high (7) values, where only 4 satellites were 
observed. The number of satellites observed in the city 
centre area varied from 9 to none. Furthermore, the 
environment that the receivers were situated, was not 
'multipath-free'. The reference antenna was placed on a 
roof around which there were some surfaces that were 
likely to cause multipath effects. The roving antenna 
during the tests on the runway was still affected by 
multipath caused from nearby low structures, and in the 
city centre multipath was caused by buildings, trees, 
and high sided vehicles. 

SENSOR INTEGRATION 

The auxiliary sensors for the DR system consisted of 
two Lucas Schaevitz tilt sensors orthogonally mounted, 
a Burmarc fluxgate compass and an odometer, designed 
and built in-house and controlled using a modified 486 
based PC. The schematic for the integration is given in 
Figure 2. 

Figure 1 
Sensor Configuration 

GPS Antenna   Tilt Sensors   Compass 

Figure 2 
Sensor integration 

The centre of the GPS/DR integration was a 486 
computer, it contained a 16 channel 12 bit Analogue to 
Digital (A/D) card. The tilt sensors and fluxgate 
compass all provided analogue output which enabled 
direct connection to the A/D card. Auxiliary ports on 
the A/D card allowed the connection of the odometer to 
a built in pulse counter, with a resolution of 65535 
pulses per second. The calibraion of the tilt sensors and 
fluxgate compass was carried out prior to delivery, and 
the constants supplied by the manufacturer were used in 
the logging software. The calibration of the odometer 
was a little more problematical, and involved the 
deduction of all the different gear ratios between the 
rear drive wheels and the speedometer drive bush. 
Once these contants had been obtained, together with 
the effective circumference of the rear wheels, the 
conversion constant for the odometer could be 
calculated and incorporated into the logging software. 
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Figure 3 
Measurment Integration 

To control the timing of the auxiliary data, a 1 PPS 
(Pulse Per Second) timing strobe was connected 
between the GPS receiver and a digital input trigger on 
the A/D card. This enabled the logging software to wait 
until the exact time that the GPS data was logged before 
interrogating the auxiliary sensors. The GPS receiver 
also provided the UTC (Universal Time Coordinated) 
time tags in an ASCII format, these tune tags described 
the next arriving timing strobe pulse. The process can 
be shown in a simple flow diagram (Figure 3). 

The logging software was written in ANSI standard C 
to enable quick and easy communications with the GPS 
receiver and updating. Current communications 
protocols only enable data transfer at 4800 baud which 
results in only the time tags being logged by the PC. 
Updates in the near future will allow faster 
communications which should enable the PC to log the 
actual GPS observations in addition to the time tags and 
remove the restriction of the on-board memory of the 
GPS receiver. Once this is achieved it is a small step to 
insert a radio link, at either end of the system, to enable 
data transfer. This could result in near real time vehicle 

location for the vehicle or near real time vehicle 
tracking at a base location. 

KALMAN FILTER APPROACH 

Kalman filtering is a time-variant filtering process (i.e., 
it can process parameters that change with time). It can 
deduce the minimum error estimate of the state (the 
vector of the quantities that have to be solved) of a 
linear system in real time, by using the previous and 
current measurements at the time of interest. This 
technique has to take into account the: 

knowledge    of    the    system 
the measurement dynamics. 

dynamics    and 

assumed     statistics     of    system     noise     and 
measurement errors, and 

• initial conditions of the system. 

The Kalman filter is based on the a-priori knowledge of 
the system state vector and as in any recursive 
procedure, it utilises all the measurements sequentially, 
as they become available. In a recursive processing 
scheme, therefore, the results of the previous step are 
utilised to obtain the desired results for the current step. 
The system state vector for a dynamic system is 
composed of any set of quantities that are sufficient to 
describe completely the unforced motion of that system. 

The filter processes the measurement data given 
knowledge of a system model and any measurement 
that possesses the same behaviour (for example, linear 
behaviour) as the statistical models which characterises 
the system, the measurem,ent errors and initial condition 
information. 

Therefore, at an initial epoch A: = 0, the quantities that 
must be known before estimation can begin are: 

• the system model, which describes how the system 
state vector varies with time, 

the measurement model, which relates the 
observables with the unknown states of the 
system, as well as, some noise errors due to 
measurement uncertainties, and 

the initial conditions of the system state vector. 

Centralised Filter 
This type of architecture uses one central main filter, as 
can be seen in Figure 4. In the centralised filter the 
states of the entire system are defined in a single global 
state vector with a corresponding global model of the 
system error state. Therefore, only a one-step 
procedure is followed where a global optimal estimate 
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is computed utilising all the available data from all the 
individual local sensors. 

GPS ODOMETER         COMPASS 

STATE VECTOR ^^^ MEASUREMENT MODEL 

» 9- 
DYNAMIC MODEL ■►   Filter 

W 
STATE VECTOR j 

Figure 4 
Centralised Kalman Filter 

The GPS raw measurements and the measurements 
from the other sensors are direct input to the main filter. 
For this reason the filter can directly update the 
measurements and model both the GPS and the DR 
sensors. When GPS fails, the sensors can still provide 
frill navigation capability by using the latest calibration. 
Furthermore, this filter can use incomplete GPS 
measurements (e.g. less than four satellites), by 
constraining parameters, such as the height. 

A centralised filter, in general, is optimal in the sense 
that it uses all the available information in a collective 
manner considering the global dynamics of the system. 
There is, however, a lack of robustness in that if one of 
the DR system's sensors fails and there is no GPS 
information, the navigation capability is degraded. In 
this research, a centralised filter has been used to 
integrate GPS and DR sensors. 

The centralised kalman filter was used to obtain 
optimised position fixes for the moving vehicle. The 
positions were used as the truth for assessing the 
performance of the neural and hybrid networks in their 
role as adaptive integration filters. 

ADAPTIVE NEURAL NETWORKS 

Neural networks are powerful computing devices. They 
can process information more readily than traditional 
computer systems. This is due to their highly parallel 
architecture inspired by the structure of the brain. 
Applications and research into the use of neural 
networks have evolved from their ability to understand 
complex relationships and hidden patterns within large 
data sets. Neural networks are now becoming an 
accepted tool for signal and image processing in the 
scientific communities of engineering and medicine 
(Lippman, 1987). 

Unlike expert systems, which are computer structures 
based on sets of rules, neural networks, 

• do not require rules to learn 
• do not require large amounts of memory 
• possess no database. 

In contrast to expert systems, they are adaptive 
processing models that are trained to perform a specific 
task and to provide a specific response. Neural 
networks are robust computational structures, tolerant 
of faults and have the advantage over traditional 
computer systems in that they can respond to 
incomplete and/or noisy data sets (Stonham, 1994). This 
is in confrast to conventional software which requires 
careful and correct programming rules and a specified 
input format (Powell, 1994). 

Neural network structures will typically incorporate a 
large number of small processing units, termed neurons. 
A network will be subjected to example data and will 
adjust its internal structure, between neurons, in 
accordance to the problem presented. On some 
occasions supervised training may be used. In such a 
case the network will produce an output when presented 
with some form of input data. According to the 
discrepancy between the network's output value(s) and 
the desired target output value(s), the network will 
internally adjust the processing structure. This 
adjustment ensures that when facing the same problem, 
the network error will be reduced. Unsupervised 
learning involves presenting only input data to a 
network. The neural network is used to identify patterns 
within the data sets and form colonies (classes) 
containing input sets possessing common features. 
Unsupervised learning is typically used in classification 
problems. 

An Artificial Neural Network (ANN) behaves in similar 
a manner to its natural counterpart, the biological neural 
network. ANNs are required to perform tasks and 
depending on the outcome of the task they adjust their 
internal weighting structure, according to success or 
failure. This constitutes a basic form of learning (i.e., 
trial and error). Using this approach, when a problem, 
which has previously been shown to the network is 
encountered again, the network will show an 
improvement. They are extremely useful in detecting 
trends within data sets that are not immediately 
apparent even to the most experienced analysts. 

Neural Network Architecture 
Figure 5 shows the topology of a Multi-Layer 
Perceptron (MLP). This neural network is a 
connectionist model - where all units on all layers are 
frilly connected. It consists of two processing layers; a 
hidden layer and an output layer plus input. The input 
nodes are not considered as active processing units, 
they are used as a starting point for the distribution of 
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the input signals to the hidden layer via the internal 
weighted connections. 

Input 
Pattern 

Figure 5 
The Multi-Layer Perceptron 

Units within the hidden layer act as feature detectors, 
finding common patterns that exist within the data. The 
output layer is also an active layer and is used to link 
features within the hidden layer thereby forming the 
overall network response. 

Feed-Forward Back-Error Propagation 
A neural network differs from conventional 
computational algorithms in that the connectionist 
architecture between the processing units provides the 
ability for the network to adapt and learn. A neural 
network is not programmable it is trained through 
example. It does not require a knowledge of 
relationships between the input variables, any logical 
associations that exist are learnt through repetative 
training. 

The network is trained using example patterns selected 
from within the larger data set were the input and 
corresponding output is known to a predefined level of 
precision. An example pattern, from the set, is 
presented at input were it is then fanned-out and 
propagated through the network via the internal 
connections. All connections within the network are 
assigned a weight (connection strength). The input 
signal on a connection is modified according to the 
sfrength of that connection and passed onto the hidden 
layer of processing units. The units gather the weighted 
signals, apply a transfer function and are subsequently 
fanned-out and propagated along the hidden-output 
weighted connections leading onto the output layer. The 
output from the network is compared with the 
corresponding known output of the training pattern. The 
discrepency between the two values is termed the 
network error. This value is used to correct the 
weighted connections within the network in a manner as 
to reduce the discrepency the next time that input 
pattern is presented. This routine is repeated for every 
pattern within the training data set and is then repeated 

contmuously imtil the network has shown to learn the 
function. This is an iterative process and often takes 
many thousands of iterations until a stable solution is 
achieved. 

The network error can be seen to be directly associated 
with the learning of the system. Another variable 
present in the learning process is the learning term. This 
controls the rate of learning. The term has no specific 
value, it is generally in the range 0.001 to 0.999 and can 
only be determined through rigorous experimentation. 
To assist the system converge to a stable global minima 
the network learning process can benefit from the 
incorporation of a momentum rate. This behaves as a 
low pass filter effectively smoothing the learning 
process. It fiirther increases the speed of convergence 
helping avoid the occurance of the solution being 
lodged in a local false solution. 

Neural Network Design 
In order to decide upon the best neural network 
topology for the integration task, several design tests 
were required. They included tests for the number of 
hidden layer processing units, tests for determining the 
correct learning term and tests for deciding upon the 
correct choice for the momentum rate. The results of 
the tests produced a 2-layer network with a learning 
term of 0.4 and a momentum rate of 0.6. This network 
is regarded as the optimised neural network for the 
training data. 
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Figure 6 
Neural Network Trajectory 

The trained neural network produced the integrated 
trajectory as shown in figure 6. Also shown within the 
figure is the trajectory produced using the centralised 
kalman filter. The two paths are closely related. The 
vehicle's path starts to the top of the graph and wmds 
itself to the bottom. Apparent within the figure, 
particularly at the bends, are the large differences 
between the two trajectories. As a means of 
investigating this fiirther, figures 7 and 8 present the 
component differences in the Easting and Northing 
directions. 
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syndrome (Dayhoff, 1990). This is a local minima of the 
solution space. The network is trained, as previously 
mentioned, with a set of training patterns. The network 
adjusts the weights to minimise the difference between 
the desired target value and the network output. This is 
achieved through the use of a learning rule. However, 
there are occurrences when a neural network minimises 
the error for only a limited local region instead of for 
the general global case resulting in the solution being 
lodged in a false minima. 

Figure 7 
Neural Network Eastings Error 

Figure 8 
Neural Network Northings Error 

The systematic nature of the offsets is clear when 
examining the individual graphs, with the Easting 
direction being more prone to the effects of periodic 
fluctuating drifts. Similar patterns were observed by 
Dumville and Tsakiri (1994) using an independent data 
set. Their study indicated the differences between a 
neural network's predicted postion and the true GPS 
position increase with a periodic pattern as the length of 
integration period mcreases. 

This is a clear problem with the use of neural networks 
for integration filters. They have been shown to be 
capable of performing the integration of the GPS and 
DR measurements but for limited periods only. Some 
factors which hamper their ability are listed below. 

Problems associated with Neural Networks 
Rumelhart et al. (1986) state the aim of the learning 
procedure "is to find a set of weights to ensure that for 
each input vector the output vector produced by the 
network is the same (or sufficiently close to) the desired 
output vector". To find the correct set of weights 
involves searching many hypotheses in an iterative 
manner. It is not possible to search the entire range due 
to constraints and many may lead to false solutions This 
is just one of many problems associated with using 
neural networks as universal function approximations. 

i) False Minima 
A major factor affecting the correct use of a neural 
network is the problem associated with the false well 

ii) Typical Data 
Having a neural network trained to be a fiinction 
approximator or an interpolator can only provide as 
good a result as the data which is presented in the 
training set. The training data must be typical of the 
values to be expected in the general scenario, and must 
cover the complete range of values to be expected. 

iii) Learning Time 
With computer technology advancing at such a rapid 
rate the problem of computational time is decreasing. 
The network must, nevertheless, learn the function 
through experimentation. There are no correct values 
for how many layers, how many units per layer, the 
learning term etc. The architecture of the network is left 
to trial and error and the overall decision is made by the 
operator. 

To be taught to approximate a function requires each 
pattern within the training set to be presented to the 
network. The network feeds the input patterns through 
the network to produce the output pattern. This value is 
compared to the target value. Any differences between 
the output and the desired output is distributed through 
the network by adjusting the weight values in order to 
reduce the error. The process is repeated for each input 
pattern within the training set and the whole procedure 
is continually repeated until the network is producing a 
sufficiently small error. Therefore the network design 
stage, the stage when various combinations of number 
of layers, units/layer and different learning terms are 
being tested, is computer intensive and, hence, very 
time consuming. 

iv) Hard Learning 
A further problem can arise when continuously 
presenting the network with the training data in that the 
network can hard learn the fiinction {Minsky and 
Papert, 1969). When a neural network hard learns a 
fiinction it provides the correct output for the training 
data but cannot be used for a more general, larger 
population of data patterns. 

v) Correct Input Terms 
To find a relationship within the data there must be a 
relationship in existence. The neural network must be 
presented with the correct input signals to generate the 
desired output. If the input vector does not contain all of 
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the possible input variables for the function, an 
imperfect approximation will result. If there are no 
patterns due to incorrect input terms the network will be 
unable to fmd any relationships. 

vi) Hidden Function 
When a relationship has been established through 
rigorous experimentation, the network can be used to 
generate output for any given input that was not 
contained within the trainuig data. The relationship 
learnt by the network is nevertheless hidden within the 
weight matrix. The only indication of what the function 
may consist of is through examining the weights of the 
connections and the state of the processing units. From 
this information the major contributmg input signals 
and combinations of signals can be deduced but it is 
difficult to convert them into logical terms suitable for 
implementation as a series of pure mathematical 
expressions. 

HYBRID NETWORKS 

A hybrid network is a network whose architecture 
consists of two or more separate processing structures. 
Hybrid neural networks consist of a neural network 
augmented with another processing structure which can 
be included within the system running parallel to, or in 
series with, the neural network. 

The use of a hybrid network for sensor mtegration 
allows the process to benefit from the advantages of the 
individual processes, and to a certain extent become 
tolerant of the their drawbacks. In addition to providing 
a more precise integration system, the hybrid 
architecture is highly parallel and ideally suited to 
parallel processing producing a highly effective and 
computationally efficient system (Burniston, 1994). 

Algorithms have been developed that combine 
programmed rules (similar to an expert system) with 
iterative learning in neural networks. Growth 
algorithms have been developed which dynamically 
allocate additional hidden layers depending upon the 
complexity of the problem. This approach is an 
example of a hybrid network that adapts its topology 
based on decision rules used in conjunction with the 
network learning process. This algorithm has been 
shown to be usefiil in generalising the function to be 
learnt {Nadal. 1989) 

Pre-processing techniques (e.g., data sorting, sampling 
and filtering) can also be classified as components of a 
hybrid system; i.e., two or more processes working 
sequentially to produce the desired result. These 
techniques have been employed in studies to partly 
classify patterns prior to the neural network (Kozoto 
and De Wilde, 1991). The main advantage is reducing 
the time taken to train the network. Within this kind of 

hybrid network, the input patterns have been pre- 
processed, thus, the neural network is provided with 
filtered data. This reduces the number of tasks the 
network is required to perform and resuUs in reduced 
training times. A reduction in the time taken to tram the 
network is, nonetheless, at the expense of additional 
pre-processing filtering algorithms. 

Function Approximation using Hybrid Networks 
The technique adopted for the integration process is 
similar to that presented by Bengio et al (1992). 
Hidden Markov Models have a proven success in the 
modelling of the temporal structure of speech, whereas 
the artificial neural network (and in particular the multi- 
layer perceptron) has a proven success in continuous 
function approximation. The system used by Bengio et 
al. (ibid) combines the advantages of the two 
independent techniques. A sunilar approach was used 
by Burniston (1994), consisting of a simple rule-based 
model to approximate the speech pattern. The multi- 
layer perceptron neural network was then used to 
identify and model the peculiarities and fme detail of 
the speech. This form of network construction removes 
the requirement for the network to learn the complete 
function. This allows the neural network module to 
focus its ability on recognising the patterns which exist 
in the difference between the rule-based estimate and 
the true GPS coordinates of the trainmg patterns. This is 
achieved in a learning process similar to that used in 
conventional neural network training algorithms (eg. 
Back-error propagation). 

Hybrid Network Design 
The hybrid network is required to learn a different 
function to that learnt by the stand-alone neural 
network. From the exterior of the hybrid network there 
is no evident change of architecture. The input and 
output patterns are the same as those used for the stand- 
alone neural network. However, internally the 
architecture of the two differ significantly. The neural 
network module of the hybrid network is used to 
provide corrections to the estimated coordinates 
produced from the rule-base that operates in parallel to 
the neural network module. The neural network 
performs a different task to that previously studied, a 
different mtegration function is required, and therefore 
a new topology is required. The new architecture is 
illustrated in figure 9. 
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Figure 9 
Hybrid Networl( Configuration 

Tests were performed to decide upon the new topology 
and values for the new network parameters within the 
neural network module of the hybrid model. This 
included tests for the number of hidden layer units, the 
learning term and the momentum rate. 

The first test was to decide on the topology of the 
processing model. The neural network module has the 
same four inputs as the stand-alone model, namely the 
GPS E,N coordinates, a compass bearing and an 
odometer distance measurement (figure 9). The output 
layer consists of the same two outputs. However, for 
this network, the output units do not provide the 
predicted coordinates, rather because of the hybrid 
structure, they provide corrections to the rule-base 
estimated coordinates. 

Figure 10 
l-iidden Layer Size Test Results 

Figure 10 shows the effect of altering the number of the 
hidden layer processing units. From the figure it is 
evident that four out of the five curves are highly 
correlated, possessing very similar characteristics (apart 
fi-om the noisy curve possessing 20 hidden units). What 
is apparent from the figure is that the final result is 
approximately the same for all curves independent of 
the number of hidden layer units. Therefore, the test 
shows that a hybrid network, used in this case for 
sensor integration, requires fewer processing units than 
a stand-alone network. This property of hybrid 
networks was also concluded by Burniston (1994), for 
the use of hybrid networks in speech approximation. 

Hybrid Network Learning 
The learning characteristics of a hybrid network are 
significantly different to those of a stand-alone neural 
network. Three learning curves are presented in Figure 
11 of which two are from neural networks and the third 
from a hybrid network. The hybrid network curve, 
because of the inclusion of the rule-base estimates, 
never has the presence of large errors. The rule-base 
produces estimates for the position close to the truth so 
that the hybrid training process is fast and smooth to 
reach an acceptable level\of precision. The second 
curve, that of a neural network, starts with a network 
error off the displayed scale (approximately 320 m) but 
is soon to reduce to a stable value of around 30 m. The 
topology associated with this network is the same as 
that used in the previous hybrid test. This demonstrates 
that different topologies of network are required 
whether the problem is modelled using a stand-alone 
network or a hybrid network. Finally, the third curve is 
associated with a stand-alone neural network whose 
topology has been optimised for the integration task (ie 
the results of the design tests outlined earlier, 6 hidden 
units, 0.4 learning term and 0.6 momentum rate). The 
curve achieves the same the level of precision as the 
hybrid network, however, it does take 1200 training 
passes to do so as compared to only a few for the hybrid 
network. 

■ Optimisad Hybrid Natwork ' Neural Natwork " Optimised Neural Network  '■ 

1000 1200 

ir of Trnininfl Pasaes 

Figure 11 
IHybrid Networl< Learning 

Hybrid Network Performance 
The results of the design tests for the hybrid network 
yielded a topology consisting of only a single 
processing unit in hidden layer, a learning term of 0.1 
and a momentum term of 0.9. This set of values is not 
as critical as those of the stand-alone neural network. 
The design tests revealed that any number of hidden 
layer units, ranging from 1 to 10 will produce the same 
integration results. 

The trained hybrid network behaving as the integration 
function produced the trajectory shown in figure 12. 
The two paths (ie the kalman filtered postions and the 
hybrid network positions) have stronger correlation 
than the preious neural network results. 
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Figure 12 
Hybrid Networl< Trajectory 

There are slight discrepancies between the two curves 
during the initial epochs of positional data. This can be 
attributed to the initialisation of the sensors onboard the 
vehicle. What is evident is that as the test continues the 
paths approach one another. Again the two components, 
namely the Easting and Northing components, have 
been separated and presented in figures 11 and 12. In 
contrast to figures 7 and 8 the graphs begin with quite 
large errors but as the length of trajectory increases the 
differences between the kalman filtered positions and 
the hybrid network positions reduce unitl after 90 
epochs their differences are at the 2 m level. 

by the conevntional kahnan filtering algorithms, that is 
the high parallelism of the neural structure. As an 
example of the tolerance of a hybrid network to faults a 
simple test was performed. A trained hybrid network 
consisting of 8 hidden layer processing units had its 
weights altered and the effects on the positions were 
noted. On each occasion a connection was selected at 
random and its weight was set to zero. Thus simulating 
a broken connection. The results are presented in 
Table 1. 

Number of Broken 
Connections 

Kalman - Hybrid RMSE 
(m) 

1 3.4 
2 3.4 
3 3.5 
4 20.7 

Table 1 
Robustness of Hybrid Networl<s 

The results in Table 1 conclude the ability of 
neural/hybrid networks to perform on faulty data or 
even with a faulty hardware system. Both of which 
ought to be considered when examing suitable filters 
for the real-time integration of navigation sensors. 

Figure 14 
Hybrid Networic Eastings Error 

1   t 

Figure 15 
Hybrid Networit Northings Error 

CONCLUSIONS 

The hybrid network architecture has been shown 
capable of integrating the GPS observations with the 
DR measurements to a level of precision comparable to 
the conventional method of kalman filtering. 

In contrast to the stand-alone neural network integration 
filter, the performance of the hybrid network is far less 
depenedent upon the network's topology and choice of 
its learning term and momentum rate. The network 
learning curve is also far smoother than those obtained 
using neural networks and the desired level of precision 
is achieved much faster (lO's of passes as opposed to 
lOOO's of passes with a neural network). 

Overall, the hybrid network offers faster training speeds 
and processing speeds than a neural network. However, 
this enhanced learning performance is at the expense of 
having to perform additional rule-base computations. 
As long as the rule-base is kept to simple operations to 
provide the estimates then the advantages gainned from 
the use of a hybrid network far outweighs the slight 
additional computational demand of the network. 
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ABSTRACT 

Since several years, European car manufacturers have 
done common work in order to improve safety and 
efficiency of transports. This was the goal of the 
PROMETHEUS program (PROgram for an European 
Traffic with Highest Efficiency and Unprecedented 
Safety). Among necessary technologies, the statement 
was made that a lot of systems were relying on the 
ability to localize vehicles correctly, it means with 
sufficient precision and availability for the aimed 
application. 
First steps consisted in examining existing 
localization systems like Loran-C, Syledis and map- 
matching technique. As GPS became reasonable for 
car applications from the economic point of view, 
some projects have been launched to evaluate the 
ability to satisfy the technical requirements. 
RENAULT and PSA have been involved in two 
studies with French electronic suppliers, with the 
following goals: 
- to develop the algorithms taking the best advantage 
of GPS (natural or differential), hybridized with low 
cost dead-reckoning sensors (magnetic heading or 
gyrometer), in order to meet the levels of precision 
and fix availability required by car applications, like 
guidance systems or fleet management 
- to realize prototypes and the measurement 
methodology to analyze the performances in various 
environments (city center, urban area, etc.) and to 
perform experiments on the Paris area. 
The results of these experiments show a significant 
improvement of the precision and the fix availability, 
compared to stand-alone GPS or DGPS. Hence the fix 

availability may be permanent and the fix precision 
may reach the few meters level, even in a very difficult 
environment. 

1 The context of the study 
1.1 The appearance of navigation needs on the 
automobile industry area. 
Since 1986, the European automobile industry has 
been cooperating with partners from the Electronics 
and Automotive Supply industry in order to aim 
significant improvements in European road transport. 
Two particular domains of this program which were 
investigated are the route guidance and the fleet 
management. Different strategies and systems were 
developed. All of these need localization means. This 
may be an embedded funcfion or a remote fiinction, 
depending of the type of application. But this fiinction 
may also be of different levels of performance. Some 
requirements may be quite loose, some other very 
precise. Indeed, we do not necessarily need to have 
continuous and very precise positioning of the vehicle; 
for instance, when representing it on a map, in order 
to indicate roughly to the user where he lies and, for 
instance, where are the traffic problems located, or 
when looking for the management of a truck fleet. On 
the contrary, in the case of route guidance aid in a 
very dense urban area, with a lot of decision points 
between whom the user has to make a safe choice, it 
cannot be tolerated to give the information too 
imprecisely. The user must be aided continuously and 
precisely. On these examples, we see extreme case of 
performances level requirements. The aim of this 
article and the related work is to show the way toward 
the best solutions for the most demanding 
applications. 

1.2 Investigated solutions. 
One of the first steps of this Prometheus study was to 
examine the state of the art of the localization 
technologies. As the Prometheus program began, GPS 
was far away from the European automobile industry. 
Among the available localization systems, we could 
find the Loran-C, the Syledis, two examples of radio 
localization systems. On the other hand, and a quite 
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different system, was the map-matching technique. 
The French car manufacturers worked together with 
their suppliers in order to determine which 
performances could be reached with these systems. 
Different configurations and prototypes were tested. 
So Loran-C was studied as stand-alone system or 
coupled with dead-reckoning means; the results were 
not sufficient for the route guidance requirements and 
the future of the system itself was not enough 
encouraging us to continue our efforts. On the 
contrary, the Syledis allowed to achieve very high 
precision and availability performances; but this 
system is more dedicated to a local and professional 
use. The map-matching technique, using low cost 
dead-reckoning sensors, is one of the actually 
implemented solutions. This technique requires a 
complete and precise digital map. More, it is not really 
an absolute localization system, since it requires an 
initialization procedure. So absolute localization aid 
seems to be necessary. 

2 The GPS in car applications. 
2.1 The interest of the GPS. 
Two aspects made the GPS more accessible for the 
automobile world. First of all, the increasing use of 
GPS in civilian applications, especially in the yachting 
domain, leaded to a more and more democratic use of 
this new localization technology. Prices began to 
decrease, in such a way that they were considered as 
probably soon acceptable for the automotive industry. 
The second important point was the deeper integration 
of the GPS receivers, and the appearance of better 
performances. This concerns the receivers themselves 
and their antennas. This made it possible to meet both 
following requirements: 
- a sufficient integration in order to find the room 
onboard the car; 
- an adequate level of performances in accordance 
with the use in car applications. 
The GPS system provides a rather good precision 
throughout the world. And this without the need of a 
geographic   data   base.   This   in   undoubtedly   an 
advantage over the above mentioned systems. 
But the GPS has not only advantages. 

2.2 The GPS limitations. 
Our experience of the use of GPS let us see a few 
limitations, which make the use of GPS on a car not 
so easy as it could appear to other users, like for 
instance maritime or geodetic applications. 
Let us take some examples. Why does the system 
calculate our position on the wrong side of the Seine, 
which is more than 100 meters wide ? Why is it so 
difficuh to have some fix information through the Bois 
de Boulogne, in summer as it worked so well last 
winter ? Why are these small streets of the old quarter 
of Victor Hugo so difiicuh for the brand new satellite 
system ? All these questions may be asked by stand- 
alone   GPS   receiver   users,   while   making   car 

navigation with it. Let us analyze what happens by 
these different cases. 

2.2.1 Signal availability. 
The signal availability is the ability of the GPS 
antenna to be provided with some satellite signal. In 
some difficult situations, the signal cannot reach the 
antenna. That is particularly the case in tunnels, in 
urban canyons, or under a thick tree foliage. This 
aspect will depend on the environment and the 
generated masks. But on a car, this will also depend 
on the position of the antenna on the car. An antenna 
on the roof penalizes not so much the signal 
availability as an antenna on the rear parcel shelf. The 
tendency of the car design choices are rather to try to 
put the antenna on an as not intruding as possible 
place in order to safe the tooling investments costs. 
Second the cars should avoid to demonstrate that they 
are equipped with a navigation system and so a 
discrete antenna integration would be preferable. This 
is an important point, since it will certainly increase 
the difficulty of a good signal reception. 

2.2.2 Measurement availability. 
Once the signal arrives to the receiver, it may be 
processed in order to produce the individual raw 
measurements (for instance the Pseudo-Ranges). This 
is the job of the acquisition process, constituted by an 
RF stage, followed by the digital signal processing 
stage. As a car drives often through masked area and 
has only short time windows where signal are 
available, this process is often too slow for providing 
some qualified measurements. 

2.2.3 Measurement precision. 
The measurement precision may be affected by 
different noise terms. Some are very short-lived and 
may be suppressed by integrating several consecutive 
measurements. Other are more permanent like the 
muhi-path effect. The multi-path may degrade the 
precision in a detrimental maimer, in particular in 
areas with reflecting buildings. Its influence on the 
user error may reach a level of a few hundred meters. 

2.2.4 Fix availability and precision 
The fix availability will depend on two factors. One is 
purely mechanical and lays on the preceding processes 
(enough signals and measurements are available for 
calculating a fix). But the fix resuhing of the process 
of these measurements may be of different levels of 
precision. So a fix will be considered as available if its 
precision is better than a given threshold. 
The fix precision will depend on the precision of the 
different measurements and on the quality of the 
satellite constellation relatively to the user position. 
The latter is represented by the GDOP (Geometric 
Dilution Of Precision). Typically, in nominal 
reception conditions, the estimation of the user fix 
error may be obtained by the product of the 
muUiplication of the pseudo-range error (affected by 
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propagation errors and the projection of the satellite 
position and clock errors) and the GDOP (HDOP for 
horizontal error). In this way, the estimation of the 
expected user error with the GDOP assumes that the 
errors are of the same value on the different pseudo- 
ranges and is based on a mean value of the muUi-path 
error. So the DOP's could appear as a representation 
of the user position error. But the GDOP does not 
guarantee that the precision is below the given 
threshold. Indeed in some difficuh situations, the 
muhi-path effect may dramatically increase the 
measurement error and lead to an increased user 
position error. 
Concerning the DOP value itself, it will depend on 
two factors. One is the environment where the car 
drives. As soon as it lets some signals reach the GPS 
antenna, these signals will often come from satellites 
with a poor geometry (satellites above the car in the 
axis of the road) presenting a high DOP value. 
Another important point is the influence of the choice 
made for the integration of the GPS antenna. As we 
saw in part 2.2.1, the latter has to meet some 
requirements, which are not necessary the best for the 
GPS use. 
The fix precision is also aUered by the SA (Selective 
Availability), even if this degradation should stay in a 
finite range. 
We see that availability and precision are very close 
concepts and that a compromise must be made, 
depending on the needs of the given application. 
An application which only needs to represent the 
position on a rough map may tolerate a high GDOP 
mask, an thus allows a higher fix availability. On the 
contrary, some applications require very precise 
position information with only time to time updating, 
allowing a lower availability level (for instance in the 
case of a map-matching system as primary means, 
with some repositioning when the map-matching 
algorithms are less confident). 
But more requiring applications will need precise 
positioning, and this permanently. 
Tests were made through Paris and show the rate of 
fix availability and also the actual precision of natural 
GPS (« natural » means « not differential »). 

2.2.5 Fix behavior 
Even with a good reception, the behavior of the 
different processed fixes may be difficult to manage 
directly in a navigation system. For instance, the fixes 
may move even if the car stays. 
Another point is the receiver strategy for the choice of 
the satellites leading to the fix processing, in 
particular for not all-in-view receivers. This may lead 
to a lot of constellation switches, and an erratic 
behavior at the user level. 

A lot of improvements were made on the GPS 
receivers themselves, correcting by the way some of 
the cited limitations. But some of these cannot be 
managed    by    the    receiver    in    a    stand-alone 

configuration (SA, better and guaranteed precision, 
permanent availability). One possibility is the use of 
the differential GPS technique. This will reduce the 
measurement errors and the SA effect, and so improve 
the precision of the fixes. It will also allow to work 
with higher GDOP thresholds and thereby increase the 
availability. But it will have no influence on the 
availability in some areas where no sufficient GPS 
signal is available. 
That is why the way to follow is the adding of external 
information to the GPS receiver, like dead-reckoning 
information. The latter have properties, which are 
complementary to the GPS ones. 

3 The hybridization. 
The choice was made to realize the coupling with 
dead-reckoning sensors, which become accessible for 
the car industry. 
Different types of hybridization were developed and 
evaluated. First step was simply to couple the GPS fix 
with dead-reckoning, in a loose hybridization. In order 
to improve the precision, a second step was to use 
DGPS. The third technique was to make a tight 
integration by the hybridization of the GPS raw 
measurements and the dead-reckoning measurements. 

3.1 GPS fixes and Dead-Reckoning. 
This is the simplest use of the different sensors. The 
principle is the propagation of the estimated user 
position by the dead-reckoning measurements. As a 
qualified GPS measurement is processed, it allows to 
update the estimated user position and to update the 
dead-reckoning sensors transfer gains. By 
construction, this leads to a continuous positioning. 
However, it will be considerated as a continuous 
service only if the precision level of all the processed 
position estimations is sufficient. 

3.2 DGPS fixes and Dead-Reckoning. 
In order to improve the precision of the resuhing user 
position estimation, the differential technique was also 
tested. The filter is also a loose coupling, this time of 
the DGPS fixes with the dead-reckoning information.. 

3.3 GPS raw measurements and Dead-Reckoning. 
In order to take advantage of the most of GPS signals, 
which are often available, but do not allow to process 
GPS fixes solutions, the goal of this Kalman filter is to 
calculate a fix solution with the different raw 
measurements by a tight coupling. 
This technique allows to work with less than 3 
satellites. For instance, if only 2 satellite 
measurements could be done, the dead-reckoning 
measurements help to propagate the acquired 
measurements until the third satellite information 
could be acquired in order to process a new fix 
solution. In this filter, the dead-reckoning information 
may also help to reacquire the GPS satellite signals, 
improving the acquisition delay and thereby the 
measurement availability. 
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These different ways were explored in the frame of 
Prometheus studies with the French electronic systems 
suppliers Sercel and Sagem. 
Sercel worked on the loose coupling, testing the 
performances with natural and differential GPS. 
Sagem worked on different filters using only natural 
GPS information, from a simple GPS updating filter 
until a tight coupling. 
Both   studies   leaded   to   prototypes   allowing   to 
demonstrate the interest of the developed algorithms 
through real experiments. 

4 Experiments 
4.1 The measurement methodology 
One of the problems by evaluating the precision 
performances of a localization module is the ability to 
have a reference; that means to have a much better 
localization module available for this use. In both 
studies, the reference was an high precision inertial 
system. This could allow to measure the precision of 
GPS or hybrid fixes. 
Other parameters were measured like the global fixes 
availability, the distances without GPS fixes, the 
number of satellite signals. 
Concerning the DGPS technique, it was not possible 
to work with real-time information over Paris, because 
no DGPS channel is actually available. So the 
measurements were recorded and post-processed. 
However, the results could be verified on Nantes, 
where Sercel could make real-time DGPS 
experiments. 

4.2 Implementation aspects 
As we could see in part 2, the receiver itself makes an 
important part of the performance of the localization 
module, independently of the algorithm used for the 
hybridizafion. This was experienced by Sagem making 
a comparison of three different receivers, miming 
simultaneously on the same drive. So we could see a 
reception of 3 or more satellites varying from 49% to 
82% of the traveled distance. The mask distances 
along this drive, corresponding to the distances where 
the receivers were not able to process fixes, were 
below 350 meters (95%) for the most dynamic 
receiver, below 600 meters (95%) for the less dynamic 
receiver. 
This means that the different results should be 
considered in respect to the used receiver. No resuhs 
will be compared between different algorithms 
running on different receivers. 
In both studies, the dead-reckoning sensors were a car 
odometer and a low cost Murata gyrometer. 

4.3 Characterization of the test sites. 
Paris is an interesting test site. There we find the 
conditions of difficulties for using GPS for 
localization. In order to characterize the nature of 
these difficuhies, an evaluation of the GPS availability 
was realized by Sercel on the 5 test drives. 

The « Peripherique » is a 35 km urban ring circling 
Paris.  There we may find a lot of underground 
portions  and tunnels.   This  allows  to  study  the 
reacquisition of the receivers, and the behavior of the 
hybridization  during  GPS  outage.   The  measured 
availability is of 44% on the East part and 16% on the 
West part of the Peripherique. 
The « Bois de Boulogne » is a wooded area; there we 
may see the impact of the tree foliage on GPS 
reception (GPS availability: 54%). 
On the Seine banks, we have something like a one- 
side mask (GPS availability: 37%). 
« Le Marais» is constituted by little houses, but very 
close each together. This may be considered as a 
« urban canyon »(GPS availability: 23%). 
« La Defense » is a business and commercial area. 
There we may find some skyscrapers and tunnels 
(GPS availability: 17%). 

5 Results 
5.1 Loose coupling with GPS/DGPS fixes. 
In both cases, the availability increases to the 100% 
level. The precision is also improved by the filtering of 
the GPS fixes during the non dilution period of the 
dead-reckoning sensors. This allows to achieve a 50 to 
60 meters precision level in urban areas, whereas a 20 
to 30 meters precision level could be achieved in sub- 
urban areas. 
Concerning the fiher which used the differential GPS 
fixes, the availability is also 100%. The precision level 
is much better, since is reaches the 20 meters level in 
urban areas, and 6 meters in sub-urban areas. 

5.2 Tight coupling with raw measurements. 
Here also, a 100% availability is achieved. The 
measured precision is 50 meters on the Paris area, 
with a highest error of 65 meters. This should be 
compared with the performances obtained with the 
loose coupling developed by Sagem, giving 75 meters 
precision (95%), but a worst case of 230 meters. The 
improvement is clearly demonstrated. 

5.3 Comment of the results. 
The related performances seem to lead. to the 
conclusion that both fihers, loose and tight are 
equivalent. But we have to keep in mind that they 
were achieved with different receivers. So it is not 
possible to compare the absolute values of the 
achieved performances. On the contrary, it is possible 
to compare the improvement rates in both cases from a 
loose coupling with natural GPS to a loose coupling 
with DGPS and to a tight filter of the raw 
measurements, without the DGPS technique. For 
instance in the case of the urban area conditions, 55 to 
20 meters (95%) for the loose coupling, 75 to 50 
meters for the tight coupling (worst case from 230 to 
65 meters). 
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CONCLUSION 

These studies have proven that, functionally, good 
levels of performances are achievable for the 
localization of a vehicle, which is the first element of a 
navigation system. The best performances, which are 
necessary for the most demanding applications like 
the route guidance, seem to require the use of the 
DGPS. This service is not always available. Second it 
will represent a supplementary cost for the user. 
However these stu(Ues should be considered as a first 
step, since these results were obtained with first 
prototypes, which were not fiilly optimized. The 
improvement of some cited GPS parameters, like for 
instance the acquisition delay, could certainly lead to 
better performances, even without the need of DGPS. 
Now the question is to know when and at which price 
this precise localization function will be available, in 
order to provide soon the user with innovative 
systems, which will meet his quality and cost 
requirements. 
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accurate, real time position and attitude reference. 
The overall process is controlled by an intelligent 
data management system capable of recording feature 
and attribute information in real time, with associated 
time tagging for exact location tagging, in both video 
and electronic formats. The GIM system is packaged 
into a portable, modular architecture that is suited for 
various vehicles such as cars, four wheel drives, 
watercraft, or railroad cars, allowing quick and 
accurate surveys to be performed in a wide variety of 
geographies. 

INTRODUCTION 
A large emphasis has been placed recently on GPS as 
an aid to collecting data for Geographic Information 
Systems (GIS). Using GPS it is possible to 
automatically "tag" locations of interest during the 
survey process. Use of GPS becomes especially 
advantageous for cases where data is collected in 
digital form. These cases Include mapping of 
roadways with vehicles, digitizing the path of a 
pipeline or utility transmission line from helicopters, 
collecting a database of road features, and mapping 
environmental areas such as forests or supersite 
boundaries. In all cases, it is imperative to generate a 
complete data base that includes the base map, and 
the related GIS attribute information. 

GPS systems require line of sight to at least four 
satellites to achieve fiill precision. This is a 
significant problem in many geographical areas 
where satellite view is often obscured by foliage, 
buildings or other features. To solve this problem, it 
is necessary to provide 'dead-reckoning' capability 
during the satellite dropout period. Obtaining the 
performance accuracy required during these dropout 
periods has previously involved the use of expensive 
Inertial Navigation Systems (INS) systems. Several 
less expensive solutions have been unplemented 
using devices such as a vehicle wheel counter. 
However, this solution does not provide the accuracy 
of an INS, and can be cumbersome to install and 
maintain. 

Another problem that can occur while collecting 
information for a GIS database is the omission of 
important attributes. This can occur for many 
reasons, the most srniple being the attribute was 
missed by the surveyor. This problem is easily 
addressed by usmg a video camera, so that all 
attributes are collected and then recorded in post 
process. However the attribute information is useless 
to the GIS database unless the video image is related 
to the GPS location. 

To address these problems, a low cost GPS/Inertial 
Mapping (GIM) System has been developed that 
combines GPS and INS navigation with video 
imaging into a system that can collect base map and 
attribute information m real time with position 
accuracies of 1-2 meters. 

This paper describes how the GIM system can be 
utilized as a complete GIS database acquisition 
system, and the importance of using INS aided 
navigation to ensure quality, precise, and complete 
results. 

GIM SYSTEM DESCRIPTION 
The GIM system is designed to serve as a complete 
GIS database acquisition system. The system 
consists of a geo-referencing unit, the operator 
console, and the video collection system. The geo- 
referencmg imit generates the position solution that is 
used by the rest of the system, the operator console is 
the user interface to the GIM system, and the video 
collection system creates a visual record of survey 
attribute information. 

The geo-referencing unit utilizes an optimal 
processing algorithm developed by the NAVSYS 
Corporation [1,2,3] to compute the position solution. 
The algorithm combines measurements from a GPS 
receiver, an inertial measurement unit, and the John 
E. Chance Omnistar wide area differential correction 
service in order to compute a navigation solution in 
real time. The Omnistar system allows the system to 
operate anywhere in the continental United States, as 
well as most of Canada, Alaska, and Central 
America. The unit is portable, modular, and operates 
from a smgle 12 volt power source. A picture of the 
geo-referencing xmit integrated into a mapping 
vehicle is shown in Figure 1. 

Figure 1 GIM System Geo-RefererAcing Unit 
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The operator console is the user interface for the GIM 
system. The console provides the important system 
information such as navigation solution, solution 
accuracy, system health, and other important status 
messages. All necessary commands to operate the 
system can be issued by the console from the menu 
driven user interface. GIS attribute information can 
also be automatically entered into a relational 
database from the console. The console is 
implemented with a laptop computer that can be 
remotely located from the geo-referencing unit. 

The video collection system includes a CCD camera, 
a video encoder/decoder (VED), video recorder, and 
a monitor. A picture of the GIM camera is shown in 
Figure 2. The signal from the camera is passed to the 
VED. The VED operates in two modes. During 
recording the VED receives navigation information 
from the geo-referencing unit and combines this 
information with the signal from the camera for 
output to the video recorder. In addition to the view 
from the camera, the recorded image now has a text 
bar showing the GPS time when the frame was 
recorded. The time is also digitally encoded onto the 
video. 

m s ii 
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Figure   2     GIM System Video Camera 

During playback, the signal from the recorder is 
passed to the VED. The VED decodes the GPS time 
from the video signal, and outputs the information to 
a GIS workstation. This allows for automated 
generation of a GIS atfribute database from the video 
tape. A picture of the GIM video system is shown in 
Figure 3. The entire GIM system integrated into a 
mapping vehicle is shown in Figure 4. 

GIM NAVIGATION PERFORMANCE 
The GIM system is capable of maintaining a position 
accuracy of 1 -2 meters even in the case of GPS loss 
of up to 100 seconds [3]. In order to test this feature 
of the system a road survey was conducted with the 

Fxgure GIM Video System 

GIM system in a region with adequate GPS coverage 
so that a post process kinematic solution of the survey 

Figure Integrated GIM System 

could be computed. Then the data from the survey 
was played through the GIM system in post process, 
with a 100 second dropout introduced into the data 
stream during a section with several turns. The 
results of the GIM system position solution were then 
compared to the kinematic solution. Figure 5 is a plot 
of navigation solution computed by the GIM system 
in post process. The importance of INS aided 
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navigation is clearly demonstrated by this figure from 
the dotted line which mdicates the solution that 
would be generated by a GPS-only system. 

Figure 6 is a graph comparing the GIM system post 
process navigation solution to the kinematic solution 
for the North axis, during the dropout period. This 
figure demonstrates that the system maintamed better 
than one meter accuracy as compared to the 
kinematic reference for the entire dropout period. 
The results for the east and down axes demonstrated 
similar results. 

GIM SURVEY RESULTS 
Another survey was conducted on the roadways of El 
Paso County, Colorado for the purpose of 
demonstrating the value of INS aided navigation. 
The survey was conducted in urban, rural, and 
mountainous regions during the month of September. 
The surveys in the mountain region demonstrated the 
expected results where many periods of dropouts 
where noticed. The most surprising results, however, 
were the surveys conducted in the urban areas. Most 
of the survey for this region was conducted on 
residential roadways with mature foliage. These 
roadways were a representative sample of those 
found in most of the residential areas in the county. 
Table 1 shows the results of the percentage of 
satellites visible during the survey. This table clearly 
demonstrates that fewer than four satellites were 
visible for more than 15% of the survey. This is a 
clear indication of the value of INS aided navigation. 

CONCLUSIONS 
NAVSYS Corporation has developed an accurate, 
reliable GIS data accession system. The GIM system 
incorporates differentially corrected GPS and INS 
data in a geo-referencing unit that computes 
navigation solutions in real time with 1-2 meter 
accuracy in real time. The system integrates the geo- 
referencing unit with a powerful user interface, and 
an mtegrated video attribute collection system. The 
GIM system has been used to clearly demonstrate the 
importance of usmg INS aided navigation to ensure 
accurate and complete GIS databases. 

Table 1 Satellite Coverage 

# SVs Percentage 

0 .44% 

1 .89% 

2 3.77% 

3 8.66% 

4 14.87% 

5 20.87% 

6 14.43% 

7 32.30% 

8 3.77% 
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GIM VS GPS DURING FORCED DROPOUT 
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Figure   5     GIM System Post Process Survey Results with Forced Dropout 
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GIM relative to kinematic witli opt, processing 
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Figure   6 GIM Relative to Kinematic - With Optimal Processing (North Difference) 

1830 



Twenty-Centimeter Kinematic DGPS Positiening 
Witii Digitai Barometpy 

John Schleppe, James McLellan, Jill Battle, and J. Scott McCarron 
Pulsearch Navigation 

BIOGRAPHY 

John B. Schleppe is the Manager of Geomatics 
Engineering for Pulsearch Navigation Systems Inc. He 
holds his B.Sc. in Surveying Engineering from The 
University of Calgary and is currently pursuing an 
M.Eng. degree. Mr. Schleppe has over 14 years 
experience in operations and systems development for 
land and marine exploration surveys. 

James F. McLellan is the Vice President and General 
Manager of Pulsearch. He has a B.Sc. and M.Eng. in 
Surveying Engineering from The University of New 
Brunswick and The University of Calgary respectively. 
Mr. McLellan has over 18 years experience in the design 
of geodetic software, establishment of geodetic control 
networks, and the design and development of integrated 
navigation and fleet tracking systems. 

Jill Battle is a Geomatics Engineer at Pulsearch with a 
B.Sc. in Surveying Engineering from The University of 
Calgary and is currently pursuing a M.Eng. degree. She 
has over 4 years experience in survey operations and 
software development with her focus for the last two 
years being modeling and software development for 
barometric leveling. 

J. Scott McCarron is the Pulsearch Product Line 
Representative for NavSEIS. He holds a diploma in Land 
Surveying and a B.Sc. in Electrical Engineering. Mr. 
McCarron has 4 years experience in exploration 
surveying and navigation and 7 years experience in 
electrical project engineering, design and manufacturing. 
Mr. McCarron is responsible for the mechanical design 
and manufacturing of the NaviGATOR system. 

ABSTRACT 

Use of GPS in land geophysical surveys has increased 
significantly over the last few years, with dual frequency 

Real Time Kinematic (RTK) systems dominating the 
market. While effective in open areas, GPS signal 
attenuation and multipath limit its use in free covered 
terrain. Conventional surveys remain the primary means 
of layout and survey of seismic points in free covered 
areas. Pressures on oil and geophysical companies to 
limit free cutting have made them look for alternate 
methods for surveying under free canopies. An integrated 
system developed by Pulsearch Navigation Systems Inc. 
provides a solution to this problem, offering satisfactory 
vertical accuracies in both open and free covered areas. A 
description of the system is given, along with a review of 
baromefric leveling techniques. A series of confroUed 
and field tests were performed to assess the achievable 
accuracies of the system and to help identify main error 
sources. Tests demonsfrating the achievable accuracy of 
the integrated system are described and results are 
discussed. 

INTRODUCTION 

GPS has been used m exploration surveys since the fu-st 
viable commercial receivers were infroduced in the early 
1980s. The marme and land geophysical communities 
quickly made use of this new tool to aid their integrated 
marine radio navigation systems and provide highly 
accurate geodetic confrol for the conventional land 
geophysical surveys. As DGPS systems with viable radio 
links became available and satellite coverage improved, 
marine geophysical operators began to rely more on GPS 
and less on medium and low frequency radio navigation 
systems. 

Today DGPS systems are used for the majority of marine 
geophysical positioning tasks rangmg from vessel 
navigation and positioning to gun and cable buoy 
positioning. On the other hand the land geophysical 
community has been slower to adopt GPS systems for 
general point layout and positioning. Up until the early 
1990's, GPS was still only being used for establishing 
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control with conventional survey techniques being used 
for the actual station layout and coordinate determination. 
There were several reasons for this, including: high 
DGPS system costs; the inability of early pseudorange 
based DGPS systems to determine accurate elevations; an 
incomplete satellite constellation; high power 
consumption and system weight making backpacking 
difficult; and resistance to change techniques which had 
provided satisfactory results for years. Things started to 
change with the introduction of the dual frequency RTK 
systems. These systems provided elevation accuracies 
better than 1 metre when used in open terrain; could be 
backpacked; and though their cost was significantly 
higher than a conventional total station, their increased 
production capability made them economically viable. 

Currently we are seeing GPS crews replacing 
conventional crews in open areas, with the conventional 
crews being shifted to forested and swamp areas. The 
GPS signal attenuation caused by the forest makes 
accurate DGPS positioning difficult [Lachapelle et al 
1994] in these areas without significantly increased 
occupation times, clearing trees or somehow raising the 
GPS antenna above the canopy. Conventional techniques, 
while being able to provide the vertical accuracies 
required by the geophysicists, also require line clearing in 
forested areas. Moreover oil and geophysical companies 
are encountering increased pressures to reduce tree 
cutting for a number of compelling reasons: less cutting 
exposes personnel to fewer of the risks inherent in tree 
falling; fees to forestry companies owning timber rights 
over seismic prospects can be significant; decreased 
impact opens up increased opportunities to conduct 
surveys in environmentally sensitive areas. 

As a solution to these issues, barometric leveling was 
investigated by Shell Canada Ltd. in 1991 and Pulsearch 
was approached in 1992 to develop an integrated DGPS / 
Barometry system for use during Shell's heli-portable 
surveys in the Rocky Mountains of Alberta and British 
Columbia [McLintock et al. 1994]. 

Research continued on barometric leveling and the first 
commercial systems featuring the NovAtel 10 channel 
2151R narrow correlator LI, C/A code receiver and the 
AIR SB barometer were available in 1994. These 
systems were used to conduct seismic surveys in Canada, 
United States and Venezuela. The 10 channel 2151R 
board provided satisfactory horizontal positioning for 
most applications, but lacked the necessary accuracy to 
achieve in real-time 1 metre vertical accuracy at a 95% 
confidence level. The barometry was relied upon to 
provide the vertical component for the seismic programs 
under taken by Pulsearch's clients, with the vertical 
control being provided by static GPS surveys. The first 
systems used by Pulsearch's clients were subjected to 

conditions radically different from any the systems had 
previously been used in. In previous years, prototypes 
had been used by Shell and contractors in mountain and 
winter conditions. Now the systems were being used in 
near tropical climates along coastal regions. This 
identified a number of problems with the first systems 
and engineers participating in the survey projects took 
note of the problems and made a successful case for new 
packaging. 

Late in the fall of 1994, the RT-20™ OEM board was 
made available by NovAtel. It was based on the 12 
channel 3151R board, and allowed the surveyors to 
perform real-time phase double differencing using one 
frequency. This system proved itself to be capable of 
providing vertical accuracy's below the 1 metre at 95% 
level. Companies that switched from the 215IR to the 
RT20s reported excellent results with resurvey 
percentages being reduced and the need for barometry in 
open areas eliminated. This still left barometry in the tree 
covered areas and Pulsearch continued refinement of the 
barometry system, introducing in 1995 a repackaged 
backpack system, a new barometer and a new suite of 
Windows ™ based processing software. 

BAROMETRIC LEVELING 

Barometric leveling is used primarily for reconnaissance, 
mapping and resource exploration surveys. It was widely 
used to provide vertical control throughout many of the 
developing countries during their initial mapping 
programs. Below we will describe the physical principles 
behind barometric leveling and some of the error sources. 
In the other sections we will discuss the hardware and 
software in Pulsearch's barometric leveling system, along 
with the survey methodology. 

The primary observable in barometric leveling is air 
pressure. Air pressure is the weight of a column of air on 
a unit area. A basic property of air pressure on Earth is 
that it decreases with increasing elevation. That is, as we 
move uphill, the air pressure decreases. The reduction in 
pressure is not constant with each metre of elevation 
increase. At sea level a reduction in 1 mb of pressure is 
equal to approximately 8.5 metres increase in elevation. 
At 1000 metres elevation, the same 1 mb decrease in 
pressure is equal to approximately 9.6 metres increase in 
elevation. The air pressure observed is not only dependent 
on elevation, it is also dependent on air temperature and 
to a lesser extent on humidity, gravity and geographic 
region. The equation we use must account for all of these 
factors. When leveling with barometers the relationship 
between elevation difference and change in air pressure 
are of the most interest, so other effects on air pressure 
are modeled out.   Temperature is measured along with 
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latitude (gravity changes with latitude) while humidity is 
estimated and these parameters are placed in the 
barometric height difference equation allowing us to 
solve for elevation differences by inserting two pressures. 

The barometric leveling equation used gives elevation 
differences as a function of pressure at two stations, 
average temperature, average elevation, and average 
partial pressure of water vapour in air. It does make 
several assumptions: the first is that the two points are 
assumed to lie on the same pressure gradient plumb line, 
or the isobaric surfaces at the two points are parallel; the 
second is that temperature is considered constant 
(isothermal) and that it changes uniformly between 
stations; the third is that the humidity is the same at both 
stations [Kahmen, 1988]. 

Air pressure is measured by comparison with an opposing 
pressure. Mercury barometers use a mercury column for 
this. You still commonly see these barometers at airports. 
They are cumbersome and most have to be read 
manually. The aneroid barometer uses the tension of a 
spring connected to a vacuum box to measure air 
pressure. Many of the handheld altimeters commonly 
used by hikers and foresters come from this class of 
barometers. Several different techniques are employed by 
digital barometers to measure air pressure. One technique 
used in military and commercial aircraft engine pressure 
sensors and recently applied to the barometric market by 
Weston Solartron relies on a vibrating cylinder 
surrounded by a vacuum. As the differential pressure 
changes, it changes the resonant frequency of the hoop 
mode of vibration in a predictable fashion [Copley, 
1994]. The Weston barometer has good drift 
characteristics at 0.1 mbar and a very good short term 
noise of 0.035 mbar. Another manufacturer, 
Paroscientific, employs transducers that use a vibrating 
quartz beam with an output frequency that varies with 
applied pressure. These also have good drift rates at 0.1 
mbar per year and excellent short term noise 
characteristics at 0.015 to 0.020 mbar. Atmospheric 
Instrumentation Research produces a lower cost digital 
barometer, but short term noise increases to 0.06 mbar. 

Observation techniques always involve the use of two or 
more barometers. Typically base barometers are deployed 
in the area we are working in. They measure the change 
in pressure from one epoch to another and allow us to 
estimate how much the regional pressure has changed in 
the time it has taken the surveyor to move from one 
station to the next. With barometric leveling then we do 
not obtain absolute elevations from the pressure 
measurements, rather we obtain elevation differences 
between stations. 

Error Sources 
A number of error sources can affect the accuracy of the 
height determined using barometric leveling techniques. 
The major sources of error are: barometer reading errors, 
temperature measuring errors, localized pressure and 
temperature anomalies, and wind. 

Performing calibrations or observations with a barometer 
undergoing rapid heating or cooling can be another 
source of error. Pulsearch has performed tests with two 
barometers attached to the same pressure source, one 
undergoing rapid temperature changes and the other in a 
stable temperature environment. The tests revealed a 0.04 
to 0.08 mbar bias between the two barometers due to the 
I degree Celsius per minute temperature shock. Once 
temperatures stabilized the bias disappeared. 

The measurement of temperature is an integral portion of 
barometric leveling since the temperature of an air 
column affects its weight and hence the pressure read by 
the barometers in that air column. In the field, the air 
temperature can at best be obtained to ±1°C. In elevations 
up to 1000m, a temperature error of ±1°C corresponds to 

a height error of about ± 0.0037 AH. Table 1 shows the 
effect of a 1°C temperature error for a range of height 
differences. 

Table 1 - Effect of 1°C Temperature Error on 
Computed Height Difference 

Height Difference (m) Height Error (m) 

10 0.04 

20 0.07 

50 0.18 

100 0.37 

200 0.74 

500 1.85 

1,000 3.7 

It is important for field operators to be aware of the effect 
temperature can have on computed height differences. 
The temperature probe must be isolated from body and 
equipment heat and be kept in a shaded spot. The 
temperature probe should also be situated as high as 
possible, and be at least 1.5 metres above the ground. 

Weather systems can often increase a region's ambient 
pressure by 1 to 10 mb equating to roughly 9 to 90 mefres 
in elevation change. These weather systems are regional 
in nature and their effect can be reduced if simultaneous 
measurements are made at several base barometers spread 
throughout the region. The barometric base station allows 
us to measure the pressure change and remove it at the 
remote station. 
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Wind is a major source of error that is difficult to 
eliminate. It can produce random effects, such as when 
the wind gusts, or systematic effects as are evident when a 
strong steady wind blows. Longer observation times and 
air probe design can help eliminate some of the random 
effects of wind. 

SYSTEM DESCRIPTION 

The NavSEIS integrated GPS / Barometry system consists 
of field hardware, a field collection software system and 
post-mission processing software. The NaviGATOR field 
pack worn by surveyor is comprised of a number of major 
components integrated into a rugged, waterproof survey 
system as illustrated in Figure 1. 

Figure 1: NaviGATOR Components 

The instrument enclosure is a heavy duty aluminum 
extrusion powder painted while the face plate and bottom 
plate are machined from solid aluminum stock to ensure 
exact fit and strength. The end plates are finished with a 
durable anodizing process to prevent fading and protect 
the finish of the plates. The face plate features a recessed 
lexan panel to facilitate viewing the diagnostic LEDs and 
labeling the functionality of the various connectors. The 
bottom panel has a recessed power connector and fuse 
holder. The recess protects the connector and allows the 
unit to stand upright. The instrument enclosure also 
features four quick-release brackets that allow the 
instrument to be attached quickly and securely to either 
the backpack or vehicle mounting plate. 

A custom power management board distributes power to 
the radio datalink, the controller board, the NovAtel GPS 
board and the barometer. A custom controller board acts 
as a data distribution centre, combining data from the 
radio datalink, the GPS board, the barometer and 
temperature sensor and communicating with the Corvallis 
PC-5L datalogger which controls the various components 
and stores the survey data for post mission processing. 

All NaviGATOR units include a 2 watt, UHF or VHF 
radio modem for transmission (from Base units) and 
reception (at Rover units) of GPS differential correction 
messages. Base units can also be equipped with 15 or 35 
watt power amplifiers to increase range. A UHF or VHF 
waterproof repeater is also available in a 2, 15 or 35 watt 
configuration. This option allows the surveyor to easily 
extend radio coverage into areas not accessible from the 
main base station. Lightweight flexible whip antennas 
attach directly to the NaviGATOR face plate, thereby 
eliminating an external cable. Base stations typically use 
a high-gain antenna mounted on 10 to 20 metres of tower. 

The barometer in the NaviGATOR unit receives its 
external air supply by means of a specially designed 
probe which attaches to the front panel of the 
NaviGATOR. This sensor shelters the air supply from 
the elements and filters out wind disturbances. The air 
supply is then piped through the instrument to the integral 
air dryer chamber that uses a desiccant pack to keep the 
air dry. 

The NaviGATOR uses a digital temperature sensor that is 
built into a connector shell which simply attaches the 
mating connector on the face plate of the instrument. 

The system has a NiCad battery pack to allow the unit to 
keep running while changing main battery modules. This 
feature is designed to minimize downtime due to battery 
changes. 

The battery modules are packaged in the same heavy duty 
aluminum extrusion as the electronics with t 

he end plates machined from solid aluminum stock and 
anodized to match the instrument plates. The top of the 
battery module mates to the bottom of the instrument to 
eliminate     interconnecting     cables. The    mating 
components have an interlocking tongue and grove 
feature to provide additional lateral rigidity and the 
battery module fastens to the electronics package by two 
stainless steel spring loaded clamps which have a safely 
lock to prevent accidental disconnection. 

A backpack is supplied for surveying on foot. The pack 
is built around a high quality mountaineering backpack 
suspension with an adjustable shoulder harness, lumbar 
support, vertical and horizontal stabilizers, contoured 
shoulder straps, reflective stripes and three large pockets 
for storing gear. 

NovAtel RT-20™ Receiver 
The NovAtel RT-20'^" receiver used onboard the 
NaviGATOR is a 12 channel LI, C/A code receiver 
capable of real-time double differencing providing 
accuracies at 20 cm (1 sigma) [Ford et al.  1994]. It 
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features a robust floating ambiguity filter capable of 
providing positions at 10 Hz and incorporates NovAtel's 
MET (Multipath Elimination Technology) [Townsend, 
1994]. The base station transmits a RTCM type 59 
proprietary message every 2 seconds, a RTCM type 1 
pseudorange correction message every 5 seconds and a 
RTCM type 3 position message every 15 seconds. A 
choke ring antenna is normally used at the base and a 
standard NovAtel 501 geodetic antenna used by the rover. 
During layout and positioning operations, the field system 
uses position data from the RT-20^'^ at a 2 Hz rate. 

Software 
There are several steps to take in order to obtain results 
from NavSElS. Figure 2 illusfrates the data flow diagram 
for the NavSEIS system, followed by a description of the 
software packages and their role relative to seismic 
surveying. 
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Figure 2 - Data Flow Diagram 

The first step is to import any preplot information which 
may exist on a project. This is done using Confrol which 
sets up the point attributes, survey parameters, lines, 
waypoints, and control points used on the project. The 
data are then uploaded to the dataloggers. Next the field 
work is conducted. This includes the use of both the 
NaviGATOR backpack units as well as the barometric 
base station units. 

The post-mission processing procedures come next in the 
data flow. Data are first downloaded from the dataloggers 
and placed on a PC in an appropriate directory. The data 
files are then "cleaned" using Stations which ensures 
consistency in individual data files and between the 
different types of data. 

Isobar is used to process the barometric leveling data. 
The remote and base baromefric data are loaded into 
Isobar and processed with the output containing a height 
file of all the stations which have been surveyed. 

The raw GPS data can be processed using Jupiter and the 
height file from Isobar can be used to aid in processing if 
required. 

Finally the real time inventory files, height files, post 
processed files, and preplot files are loaded into NavQC. 
Here they are combined into a database and analyzed for 
quality confrol. The user sets tolerance levels and the 
program runs a series of tests on the database. The 
preplot information is used to find missing stations and 
gaps in the data, as well as determining offsets and skids 
from lines in the project. The output from NavQC is a 
SEG PI file containing the "best" results from NavQC's 
analysis. 

FIELD TESTS 

In order to assess critical GPS and barometry errors and 
quantify achievable position accuracy, a series of 
confrolled tests were performed in Calgary at varying 
baseline lengths. In addition the completed systems were 
taken to an active seismic survey site in Louisiana and 
tested under actual field conditions. 

Calgary Tests 
A series of confrolled tests at varying baseline lengths 
were conducted in Calgary during the summer of 1995. 
Weather conditions were unsettled allowing the engineers 
the opportunity of investigating the use of base 
barometers in improving baromefric leveling 
performance. The first test performed measured the RT- 
20^" lock on time and static position accuracy. A 
MicroSAT field collection software was modified to reset 
the RT-20'^" every 10 minutes. Position data was 
collected at a 15 second epoch for approximately 12 
hours at each of four locations. At the same time, phase 
data was collected and later processed using Semikin 
[Cannon, 1990] to provide antenna locations accurate to 1 
centimefre for comparison purposes. The four locations 
chosen included a zero baseline, and sites located at 4.2 
km, 8.8 km and 15.2 km from the base station. Figures 3 
to 6 show the RT-20'^'^ position error plotted against the 
time since the RT-20''''^ was reset.  This provides us with 
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both an illustration of the time required for the RT-20'^" to 
achieve lock-on and the overall static accuracy of the 
receiver after 10 minutes. 
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Figure 5 - 8.8 Km Baseline - RT-20™ Position Error 

Figure 3 - Zero Baseline - RT-20™ Position Error 
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Figure 4 - 4.2 Km Baseline - RT-20™ Position Error 

Figure 6 -15.2 Km Baseline - RT-20™ Position Error 

The results of the static - reset tests are tabulated in Table 
2. The approximate position stabilization (lock on) times 
were estimated from the graphs. The rms estimates for 
the positions were computed for the data following lock- 
on. Generally better accuracies were achieved over 
shorter baselines, but the differences are not significant 
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with accuracies approaching 20cm horizontally and 30 
cm vertically. 

Table 2 - Calgary RT-20™ Static Baseline Results 

Baseline 
Length 
(km) 

Lock On 
Time (s) 

Latitude 
Error 
(mRMS) 

Longitude 
Error 
(mRMS) 

Height 
Error 
(mRMS) 

0 60-80 0.063 0.080 0.070 

4.2 80-90 0.167 0.233 0.329 

8.8 80-90 0.157 0.238 0.276 

15.2 100-120 0.210 0.177 0.353 

The second test used both the data from the broadcast 
base station and a local base station while processing the 
remote stations data. The local base stations helps model 
the changes in local atmospheric pressures. No 
appreciable deterioration in the results should be seen, 
since the local base station was in close proximity to the 
remote station during the test. Figure 8 shows the results 
of the multibase processing. 
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Barometric results were also determined over varying 
baseline lengths. The field collection software was 
modified to create a new station every 15 seconds and log 
barometric data for periods ranging from 10 to 20 hours. 
Two series of tests were performed with the data collected 
at each of the four stations. The first test included 
processing the remote data along with the data collected 
at the broadcast base station's barometer. Since no local 
base barometer was used, the results should deteriorate as 
baseline length increases. The results are plotted in 
Figure 7. As was expected, the best results were obtained 
for the zero baseline and the worse for the 15.2 km 
baseline. The poor results are a result of not adequately 
modeling the change in atmospheric pressure at the 
remote station between station readings. 
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Figure 8 - Barometric Leveling With Local Base 
Barometer 

The results for the processing with a local base station are 
significantly better than those without. Table 3 
summarizes the results for the tests and shows that as 
baseline length increases, the barometric leveling 
accuracy deteriorates when a local base barometer is not 
used to model local atmospheric pressure changes. In the 
case of the 15.2 km baseline, the accuracy is L4 metres 
RMS without a local base, and improves to 0.113 metres 
RMS when a local base barometer is used. Several 
spikes are evident in Figure 9 on the plot for the 15.2 km 
data. These could be due to the gusty wind conditions at 
the station during the evening and early morning hours. 
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Figure 7 - Barometric Leveling Without Local Base 
Barometer 
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Table 3 - Barometric Leveling Results With and 
Without Local Base Barometer 

Baseline   Length 
(km) 

With Local Base 
Barometer 
(mRMS) 

Without     Local 
Base   Barometer 
(mRMS) 

0 NA 0.063 

4.2 0.116 0.252 

8.8 0.060 0.358 

15.2 0.112 1.391 

Louisiana Tests 
During June 1995 a test of Pulsearch's new NavSEIS 3D 
system was carried out at Egan, Louisiana. The purpose 
of the test was to perform rigorous field testing of 
Pulsearch's new seismic navigation system concentrating 
on the hardware, field acquisition software and pre- 
mission and post-mission processing software. The 
primary goal of the testing was to identify the primary 
problems preventing the system from achieving ftill 
operational status. Secondary goals included proving the 
performance of the barometry and identifying areas where 
fiirther development on the NavSEIS system was 
necessary. 

While at Egan two series of tests were performed on the 
NavSEIS systems. The first was the seismic survey tests 
where the new systems and software were introduced 
gradually into a crew doing production seismic surveys. 
Various surveyors operating under varying conditions 
used the systems. 

Seismic Survey Tests 
On days 168, 170, 172 and 173 surveyors used the beta 
NavSEIS systems during production surveys. During the 
various partial and full days of surveying approximately 
101 stations were placed using the NaviGATOR. 

Figure 9 compares the GPS heights derived from the RT- 
20^" with the barometric heights from Isobar. The 
vertical axis gives the difference between the two 
methods of height determination, while the horizontal 
gives the reported RT-20'^" vertical standard deviation. 
As the standard deviation of the RT-20^'^ height increases 
so should the difference between the RT-20™ GPS and 
barometric heights since the higher standard deviation 
indicates a degradation of quality in the GPS height. 
Comparisons below 0.5 metres of GPS standard deviation 
are all below 0.95 metres with the majority below the 0.5 

metre range. Above a standard deviation of 0.5 metres 
the comparisons are randomly disfributed across a wider 
height difference range. Typical survey practice on the 
GPS crews dictates that a 0.5 metre standard deviation 
cutoff be used. 

Comparison of Baro/GPS Hgt Difference and GPS Vertical SD 
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Figure 9 - Barometric Height Compared to Real-time 
RT-20™ Height During Seismic Survey 

A comparison of the height profiles from GPS RT-20™ 
and barometry is given in Figure 10. Visible differences 
between the two profiles include several spikes present in 
the GPS heights but not the baromefric. These spikes 
occurred when the GPS standard deviation exceeded 0.5 
m indicating poor geometry or a recent loss of lock. 
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Figure 10 - Comparison of GPS and Barometric 
Height Profiles for Seismic Survey 

Tree Testing 
The repeatability of the barometric height determination 
system was tested on Day 171 in a treed area outside of 
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Egan, Louisiana. Weather was clear, with slight wind and 
temperatures in the 32 degree Celsius range. Nine 
stations were located along a truck trail through the 
heavily treed area as shown in Figure 11. The deciduous 
trees were oak with heavy foliage. The stations were 
spaced at 15 metre intervals along the trail. The first two 
stations were placed beside a rice field with the first 
station having a clear view above 10 degrees elevation. 
Stations 3 through 7 are each beside large trees. Station 9 
has a clear view of satellites above 20 degrees elevation. 

station 9 

DIRT 
TRACK 

RICE 
FIELD 

Figure 11 - Egan Test Area 

A total of 6 occupations of station 1 to 9 were performed 
with two packs to give 108 station occupations. Figure 
12 compares the barometric height given by Isobar with 
the GPS heights output from the RT-20^" receiver. The 
differences between the two methods of height 
determination are larger than for the production surveys. 
This is due to the increased multi-path and signal 
attenuation experienced by the RT-20™ under the heavy 
tree cover. Height differences in the 1 to 2 metre range 
were obtained when the RT-20^" vertical standard 
deviation was less than 0.5 metres as compared to 0.5 to 1 
metres difference for open areas. 
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Figure 12 - Barometric Height Compared to Real-time 
RT-20™ Height During Tree Testing 

Figure 13 shows the vertical standard deviations reported 
by the RT-20™ for each station occupation. In addition to 
the standard deviations, the mean deviation (thick 
crosses) along with the associated standard deviation is 
also plotted (thin crosses). 

Plotting the RT-20'^" vertical standard deviations recorded 
at each station occupation shows that the standard 
deviations increase with tree cover as would be expected. 
It is interesting to note that in some cases standard 
deviations below 0.4 metres are achieved in heavily treed 
areas. It is doubtful that the absolute accuracy in these 
cases was comparable given the tree canopy and probable 
GPS signal attenuation resuhing from it. 
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Figure 13 - Reported GPS Standard Deviations 
During Tree Testing 

The height profiles for stations 1 through 9 are plotted in 
Figure 14. Separate profiles for GPS and barometry were 
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made. The repeatability of the GPS height profiles is in 
the order of 0.5 to 1 metre for the GPS in open areas and 
5 metres in treed areas. The repeatability of the 
barometry is in the order of 0.3 to 0.5 metres at all 
stations. Since Stations 1 and 9 were used as control in 
the barometric processing their heights remain the same 
on all runs. 

0.00 3.00 6.00 9.00 
Stalon Number 

Figure 14 - Comparison of GPS Height Profile With 
Barometric Height Profile During Tree Testing 

CONCLUSIONS 

Results show that seismic point layout and positioning are 
possible with a single frequency LI C/A code GPS 
receiver and barometry system. In this case the NovAtel 
RT-20™ integrated within the Pulsearch NaviGATOR 
provides a cost effective positioning system which is 
accurate and reliable. The RT-20'^*' receiver provides 
positions and control in open areas, while the barometry 
is an effective tool in tree covered terrain. 

Static tests show that the RT-20™ requires from 60 to 120 
seconds to achieve stable positioning results below 1 
metre following a loss of lock on all satellites. 
Accuracies of 20 cm horizontally and 30 cm vertically 
are achievable on short baselines of up to 8 km, while 
accuracies of 25 cm horizontally and 35 cm vertically 
were achieved on a longer baseline of 15 km. 

Tests during production surveys and tests in treed areas 
showed the new barometry system to be consistent 
regardless of tree cover. The synergism between the GPS 
and barometry is an important factor in the accuracy of 
the barometry. The barometric heights are only as 
accurate as the GPS heights providing control, so it is 
important to ensure that adequate and accurate GPS 

heights are gathered during the course of the working day 
to be used for barometric control. With the new 
barometers, drift between barometers is not as large a 
factor as external effects such as temperature fluctuations 
on slopes and the effect of weather systems. Tests 
performed in Calgary showed that by utilizing local base 
barometers, the effect of local pressure systems on 
barometric leveling can be reduced. 
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ABSTRACT 
The purpose of this paper is to document a new 
method of performing cost-effective testing of 
GPS/INS systems in fighter-like environments. In 
addition to cost savings, this method also has 
other advantages over actual flight testing of 
Global Positioning Systems/lnertial Navigation 
Systems (GPS/INSs). (See Figure 1). 

The Problem 
In the late 1980s, I was at Holloman Air Force 
Base's Central Inertial Guidance Test Facility 
(CIGTF) and found myself brainstorming with a 
CIGTF engineer about better ways to test tightly 
coupled GPS/INS systems in highly dynamic 
(fighter-like) conditions. There were many 
problems to overcome. 

One problem was that the accuracy of tightly 
coupled GPS/INSs was neariy equal to the 
accuracies of even the most advanced test-range 
telemetry and position determination systems. 
This made it difficult to determine if errors 
recorded during flight tests were coming from the 
GPS/INS being tested or from the range's "test 
equipment." 

Another problem was that, while simulating 
inertial inputs to an INS had been done for years 
and simulating satellite signals to a GPS was not 
overiy difficult, successfully simulating both strap- 
down-INS and GPS inputs in a manner that didn't 
confuse the blending Kalman filter of a tightly 
coupled GPS/INS was extremely difficult. 

Also, while simulating highly dynamic profiles can 
uncover some anomalies, it doesn't simulate the 
effects of g-loading of, for instance, the GPS's 
oscillator. These "real" forces on the hardware 
can create error combinations which can cause 
acquisition and re-acquisition performance 
characteristics in "real" flight tests which differ 
greatly from "identical" flight profiles which are 
merely simulated. 

The fourth problem was that flight testing is 
extremely expensive. Tum-around time is also a 
problem. For instance, testing the dynamic 
performance of five different types of aiding or 
Kalman filter parameter settings could require five 
flights spread over an entire week (and a flight 
test bill of $100,000 or more). 

Figure 1. The H-764G and its GPS Antenna on 
thenoseofthe KUMBA ro lie r co aste r. 
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And the final problem was that, while testing a 
GPS/INS on a rocket sled simulates the g levels 
of afiighttest, it can't accurately simulate the GPS 
outages created due to antenna shading during 
loops, rolls, etc. 

TheCIGTFengineerandlbrainstormed for hours 
over better ways to cheaply and accurately test 
GPS/INS systems in highly dynamic 
environments. Atthe end of the night, our"best" 
idea was for CIGTF to build a fully instrumented 
rocket sled that did loops and rolls. Obviously, 
even back in the big-budget-'80s, this idea never 
gotfunded. 

As we developed the H-764G GPS/INS at 
Honeywell in the late '80s and early '90s, I often 
re-played that CIGTF discussion in my mind. 
There had to be abetteroption. 

60  70  80  90  100 110 120 130 140 150 

Time (in seconds) 

Figure 3. Total Acceleration (RSS of all three 
axes). 

The Answer 
And then it happened. The Busch Gardens 
theme park, across the bay from us in Tampa, 
built "KUMBA" — a state-of-the-art, seven-loop, 
60-mph roller coaster. As soon as the H-764G 
design team saw it, we knew that our "looping 
rocket sled" had arrived. 

The KUMBA simulates fairiy well the g-loading 
(3.5-4.5 g's), angular rate dynamics (neariy 
2007sec), and GPS antenna shading 
characteristics of a fighter aircraft. It provides an 
excellent, highly repeatable test-bed for verifying 
the H-764G's ability to quickly re-acquire satellites 
in high-g, fighter-like dynamic environments at a 
fraction of the cost of a fully instrumented fighter 
flight test over a desert test range. 

Plots of a few kinematic parameters are shown in 
Figure numbers 2 through 4. 

70      80      90      100    110    120    130    140    150 

Time (in seconds) 

-200 
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Time (in seconds) 

Figure 4. Roll rate plotforasingle run. 

A map of the KUMBA track (generated from 
H-764 data) is shown in Figure 5. 

. Max G Level = 4.5 gs 

IVIax Yaw Rate 
= 597sec 

Max Roll 
Rate = 

180°/sec 

Max Velocity = 60 mph 

I 

Figure 2. Velocity for a single run. 

Figure 5. The KUMBA offers an exciting ride. 
Map of the KUMBA track, looking down. 
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A major advantage over flight testing was the 
KUMBA's five-minute "turn-around time" which 
allowed us to quickly test performance with a 
variety of aiding methods, Kalman filter settings, 
etc. A test series which would require a week of 
flight tests at Edwards Air Force Base can be 
completed in only an hour or two of KUMBA 
testing. 

The cost of roller coaster testing is minuscule 
compared to a fighter-based flight test. Busch 
Gardens only charged us for overtime labor and 
the electricity required to operate the roller 
coaster (a standard per-hourrate). 

Safety concerns, however, approached those of 
a real flight test. Drawings and test plans had to 
be approved by Busch Gardens engineers and 
the engineering firm in Switzerland that originally 
designed and built the KUMBA. Safety wires, 
locking fasteners and large design margins were 
required throughout. This process took several 
months. It was also stipulated that no one would 
be allowed to ride on the coasterduring the test. 

„«(«jrt*T** *^. .^Sa- 

The System 
The   H-764G is   an GPS/INS   that ,,,c ,, , w^^ .- -■ 18-pound 
Honeywell is producing at a rate of approximately 
60 per month in a number of variants for 
approximately two dozen different applications 
(fixed wing aircraft, helicopters, missiles, land 
vehicles, and portable "back-pack" applications). 

The H-764G creates a precision navigation 
solution and high bandwidth kinematic data 
outputs using information from three sets of 
sensors: 

• Three Honeywell GG1320 digital lasergyros 
(DLGs) 

• Three AHiedSignalQA2000 accelerometers 
• A Rockwell Collins GEMT^ ill P/YCode GPS 

module. 

TheH-764GusesaBierman Upper Diagonal (UD) 
Kalman filter to blend 1536 Hz inertial data with 
GPS pseudo-range and delta-range data to 
create a highly accurate, high-rate, low-lag 
solution for sensor stabilization, flight control, 
pointing, and general navigation applications. An 
H-764G system is shown in Figure 6, a 
disassembled system is shown in Figure 7 and a 
block diagram of the H-764G is shown in Figure 8. 

Figure 6. H-764GGPS/INS. 

Figure "   H ^i" lGb>i I   •rn\'\c 

Figure 8. H-764G Block Diagram. 
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The Test 
Once all the approvals were in place, we were 
readyto test the system. Testing was performed 
at night after the parl< had closed. Engineers 
fromBusch Gardens installed a camera mount on 
the nose of the lead car of the coaster. This 
mount normally holds a Beta-Cam and is used in 
the making of promotional videos. 

For this test, Honeywell fabricated an adapter 
plate which allowed us to mount the H-764G 
system and GPS antenna on the camera mount 
(Figures 9 and 10). A 24 Vdc battery was 
mounted in KUMBA's front seat along with a PC- 
based 1553 buscontroller(forgathering data). A 
video camera went along for a few of the rides as 
well. 

Figure 9. H-764G mounted on the Ky/WSy^'s 
camera mount. 

Figure 10. Viewof the H-764 & GPS antennaon 
KUMBA's Uon\ (nose) camera mount. 

The ruggedized PC (Figure 11) gathered 
approximately a dozen 32-word 1553 messages 
at rates as high as 256 Hz. We used a PC 
featuring a removable hard drive. After every 
circuit of the course, we removed the hard drive 
and replaced it with a new hard drive so that the 
data from one run could be analyzed while the 
next run was in progress. 

Figure 11. Ruggedized PC in front seat. 

We are presently working on a test set-up in which 
acellularphone mounted on the roller coaster and 
connected to the on-board-PC's modem will be 
able to modem data back to the base station in real 
time. This set-up could also be used to send 
commands to the H-764G in real time (mode 
commands for instance) while   it   is  "in  flight." 
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Results And Observations 
Test results for the H-764G were generally very 
good. Some of the results were expected: 

• The test again brought to light the 
advantages of using corrected line of sight 
(pseudo-range and delta-range) Satellite Vehicle 
(SV) data over position, velocity, and time (PVT) 
data to aid the inertial solution. As the KUMBA 
flipped and twisted, satellites were seldom in view 
formore than acouple of seconds. The ability of 
the H-764's Kalman filter to aid the inertial 
solution with datafrom only one ortwo SVsat any 
onetime was crucial. 

• The advantages of aiding the GPS tracking 
loops with high quality inertial data was shown. 
Without inertial aiding, it was virtually impossible 
for the GPS to re-acquire in high-gs after it had 
flipped upside down and lost all SVs (it had no 
idea where to start looking in either the areas of 
frequency or code tracking). With inertial aiding, 
the GPS was able to quickly re-acquire SVs, even 
in high-g environments. 

Other results, however, were a little more subtle: 

• High-dynamic environments greatly 
accentuate time-tagging errors. Small timing 
errors in either the GPS aiding of the inertial 
solution or inertial aiding of the GPS tracking 
loops will cause little or no degradation in 
"normal" conditions. But in "KUMBA-Wke" 
conditions, a data timing error of a few milli- 
seconds can be the difference between tracking 
and not tracking SVs. 

• Proper processing of lever-arm information 
(the distance from the center of the GPS antenna 
to the inertial system's center of computation) 
must only be "close" for most situations, but in 
high dynamic situations, it must be exact. The 
lever arm data must be processed and time 
tagged flawlessly for the integrated GPS/INS 
systemtoperformwellin high dynamics. 

What's Next? 
"What is the relationship between the accuracy of 
inertial sensors and the ability of a GPS to track 
(andre-acquire) SVsin high dynamics?" 

Honeywell's latest generation of inertial systems 
is unique in that the interface between the 
system mother board and the Inertial Sensor 
Assembly (ISA) is standardized, and totally digital. 
The H-764G, for instance, (produced by 
Honeywell's Guidance and Navigation Operation 

in St. Petersburg, Florida) is designed so that its 
GG1320 DLG sensor assembly can be easily 
removed and replaced with a Fiber Optic Gyro 
sensor assembly (produced by Honeywell's 
operation in Phoenix) or with a lower cost, lower 
performance GG1308 ring-laser-gyro-based 
sensor assembly (produced by Honeywell's 
operation in r\/linneapolis). It is this digital 
interface that makes "swapping ISAs" practical. 

Later in 1995 or early 1996, Honeywell plans to 
run tests on KUMBA to determine the effects of 
these various classes of inertial sensors on GPS 
tracking quality in high dynamics. A single 
H-764Gcould be tested multiple times, placing a 
new type of sensor assembly in the system 
following each run. Or, three H-764Gs, each with 
a different class of inertial sensor, could be 
"flown" on KUI\/IBA simultaneously. Eitherway, it 
should be a good test in that everything, except 
the inertial sensors, will be held constant. 

Conclusion 
Testing the H-764G GPS/INS on a roller coaster 
was a very cost-effective method of gathering 
some excellent test data. It gave us great 
confidence prior to actual high performance 
fighter flight tests. Other avionics may also 
benefit from this test method, Fonward Looking 
Infra Red (FLIR) imaging systems come to mind 
immediately. The test was truly a win-win 
situation as Busch Gardens engineers found the 
256 Hz kinematic data useful in analyzing the 
performance of their rollercoaster. 

In any case, it sure beat spending another night 
in the lab! 

Figure 12. Navigation engineers "simulating" a nde 
on the KUMBA. (For safety reasons, no one 
actually rode with the system during testing). 
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ABSTRACT 

LITEF produces the FOG-AHRS LCR-92 (with bubble 
levels). This system is presently the only AHRS in the 
world with Fibre Optical Gyros, and is certified by the 
German authorities and the FAA. The next generation 
FOG-AHRS with micromechanic accelerometers is 
under development. As an interim solution an AHRS 
using conventional accelerometers has been built for 
integration with (D)GPS/ GLONASS. 

Presently, this prototype system uses an external 

processor to perform the full AHRS/DGPS calcula- 
tions. Further studies are focussed on different inte- 
gration approaches of the DGPS measurements: the 
cascaded and integrated Kalman filter approach. The 
next step is to implement the algorithms we are eval- 
uating into a second processor of the AHRS. 

The paper will give an overview of the project and it's 
present status, including van test results of the proto- 
type system using a cascaded and an integrated 
Kalman filter approach. 

1 INTRODUCTION 

LITEF is producing and developing a family of highly 
integrated attitude and heading reference systems 
(AHRS) using new technology for application in the 
general aviation (GA) market. The family started with 
the LCR-92, a vertical / directional gyro compass 
system with fibre optic gyros (FOG) and bubbel lev- 
els. This system has been certified by German and 
US authorities and is meanwhile well established in 
the market. 

The more accurate successors LCR-93 and LCR-94 
presently under development are using micro-me- 
chanical accelerometers and are equipped with a 
powerful computer for the integration of GPS. The 
systems are based as its predecessor on fibre optical 
gyros. Fibre optical gyro systems are expected to 
have a higher MTBF than the last generation (DTG) 
systems because they have no moving parts, and are 
therefore well suited for the application in today's 
guidance and approach systems, where highest reli- 
ability is expected. The systems will have the capabil- 
ity for autonomous navigation and are designed to 
meet the upcoming requirements for precision ap- 
proaches according to the new tunnel concept. 
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The new tunnel concept for precision approaches [1] 
defines the Required Navigation Performance (RNP) 
in terms of a Total System Error (TSE) and does not 
distinguish as in the older requirements between the 
Navigation System Error (NSE) and the Flight Techni- 
cal Errors (FTE), i.e. errors of the autopilot. This 
makes it easier to distribute the accuracy between 
different components of a complete system, but the 
requirements on integrity, continuity and availability 
are very demanding. 

The development of the new systems is separated 
into two major steps. Because the development of a 
flight critical avionics system is very costly and the 
process of certification is quite time consuming, it was 
decided to explore in a first step the feasibility of the 
new concept and alternate concepts in a prototype 
system. In a second step the final concept is trans- 
ferred to the target system. 

The prototype system described below is developed 
to meet all standards, which are used to certify air- 
worthiness. It is an experimental system only in that 
sense, that the computer used for the integration of 
the AHRS and (D)GPS is a stand-alone unit. 

2        HARDWARE 

As already mentioned the prototype system built and 
tested had to fulfill all standards of airworthiness. On 
the other hand - to examine different concepts - it has 
to be as flexible as possible with respect to the inter- 
faces and to easy modification and adaption. 

Therefore, it was decided to distribute the system into 
an AHRS with a dedicated interface and a general 
purpose computer, which can be adapted to different 
needs and can also incorporate a GPS receiver. This 
configuration is shown in Fig. 1. Additionally, a sepa- 
rate computer (ruggedized PC) is used to record the 
data of the different units of the system. 

AHRS systems are the gyros and its errors especially 
the gyro drift and the random walk of the FOG's. The 
parameters of the FOG's used in the protopype sys- 
tem are: 

bias repeatability <0.5 7h (1a) 
random walk <0.1 7h (1a) 
scale factor error <300 ppm (la) 

COMPUTER 
SYSTEM 

FOG-AHRS 

*■   OUTPUT 

GPS 
RECEIVER 

GPS 
\ RECEIVER i 

k 

V DGPS 
CORRECTIONS 

TEST 
DATA 

RECORDER 

Fig. 1    AHRS/DGPS Test System 

Fig. 2   FOG-AHRS with B-280 

FOG-AHRS 

The basis of the prototype system is the already 
mentioned LCR-92. The LCR-92 was broadened to 
get additional space for the three accelerometers. At 
the time the development of this prototype system 
was started, the micromechanical accelerometers 
were not yet available. Therefore, LITEF's standard 
accelerometers B-280 were used. This prototype 
system is shown in Fig. 2. It is expected, that the 
performance of the old and new technology accelero- 
meters will not differ largely. The keyrole in such 

INTEGRATION COMPUTER AND GPS RECEIVER 

The integration computer for the combination of 
AHRS and GPS data was built using LITEF's 
ruggedized VME-Bus modules. The main CPU uses 
a Motorola 68030 and a math co-processor. Two 
multi-purpose I/O boards contain each a processor 
68302 and can handle a variety of I/O: 

-     RS-232 and RS-422 buses including high 
speed HDLC protocols 
ARINC-429 high speed serial buses 
dual port RAM interface 
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The completed computer including an internal GPS 
receiver is shown in Fig. 3. 

Fig. 3   Integration Computer with GPS-RX 

The system was planned as an open architecture 
system. Any kind of GPS receiver can be connected 
to the computer, as long as the interface uses either 
RS-232, RS-422 or ARINC-429. 

Presently a Collins GEM-I GPS receiver is used. To 
achieve fast data access and to minimize data laten- 
cies, the GPS unit is mounted in the computer hous- 
ing and communicates with the main CPU via a dual 
port RAM interface to get the original GPS raw data 
(pseudoranges, deltaranges and ephemerides). For 
the synchronization of the GPS data and the AHRS 
data the 1PPS signal is essential. Provisions are 
made for internal or external input of this signal. 

3        SOFTWARE 

The software for the main CPU, mainly the Kalman 
filter, was written in Ada. It was developed and tested 
on a VAX as host and then loaded into the target 
computer. This transition was remarkably easy and 
fast. New methods in developing the algorithms of 
this software were introduced by using real time data 
collected by a special test system already described 
in [4]. This considerably accelerated the development 
process. The interface software was written in C. 

The use of Ada will enable LITEF to re-use large 
parts of this code in the final design. The certification 

of software written in a high-level language for flight 
critical applications is usually laborious and compli- 
cate. The use of Ada and certified compilers takes a 
lot of pain out of this work. 

3.1      REDUNDANCY CONCEPT 

To achieve the required extremely high integrity of an 
autonomous landing system, a sophisticated redun- 
dancy concept is necessary. Besides the integrity, the 
availability and continuity criteria are also regarded in 
this concept. 

Integrity is the probability to detect errors in an appro- 
priate time interval (alarm time) after their occurance. 
Continuity is the probability that the required system 
functions are further available with the specified accu- 
racy to successfully terminate the approach proce- 
dure. Availability is the probability that the functions 
are available when starting the approach. 

Numerous examinations have shown that a GPS 
based navigation system alone cannot fulfill the re- 
quirements with respect to integrity, availability and 
continuity. Therefore, several concepts have been 
developed to ensure the integrity. The concepts are 
based on the combination of GPS measurements with 
inertial measurements or other sensors and specific 
algorithms for failure detection and isolation, i.e. re- 
ceiver autonomous integrity monitoring (RAIM) and 
aircraft autonomous integrity monitoring (AAIM) [2], 

[3]. 

In the following, a new integrity concept based on the 
combination of a FOG-AHRS with differential GPS for 
failure detection and isolation is presented. This con- 
cept is based on several features. These are 

individual failure detection on the level of GPS 
measurements (pseudoranges and delta rang- 
es) based on a new RAIM algorithm, 

failure detection by testing the measurements 
for plausibility with respect to vehicle capabil- 
ities, 

failure detection on the level of Kalman filter 
observations (divergence problem) using de- 
layed Kalman filter updates, 

failure detection by sophisticated built-in tests 
(BIT) for the digital control loops of the fibre 
optical gyros and the interfaces used for data 
transmission and 
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failure detection by comparison of two indepen- 
dent platform and navigation computations 
(conventional AHRS compared with AHRS/ 
DGPS). This concept is called "brickwall" con- 
cept. 

Details of the algorithms are described in the follow- 
ing. 

3.2     PROCESSING OF DGPS DATA AND RAIM 

To achieve the required stringent integrity of a flight 
critical Attitude and Heading Reference System a 
sophisticated redundancy concept for the total system 
and for the external sensors used is necessary. This 
is especially important for an AHRS/DGPS combina- 
tion, because an AHRS does not have the long term 
stability of an INS and therefore the position and 
velocities mainly depend on the DGPS data. For 
these reasons the cascaded filter concept (based on 
the PVT solution of the GPS receiver) and not the 
integrated filter concept (based on the PR/DR mea- 
surements) was chosen for the final system. 

The cascaded filter concept comprises 

the calculation of DGPS positions and veloc- 
ities from the corrected pseudoranges (PR) 
and deltaranges (DR), 

the monitoring of the DGPS position and veloc- 
ities using a new powerful receiver autono- 
mous integrity monitoring algorithm (RAIM), 

and the derivation of corrections for the AHRS 
parameters from the DGPS positions and ve- 
locities used as measurements in the AHRS/ 
DGPS 16 state Kalman filter. 

The DGPS positions and velocities are derived by the 
least squares method using the corrected carrier 
smoothed pseudoranges and deltaranges of all satel- 
lites. The pseudoranges and deltaranges have to 
pass a RAIM test shown below. 

X = Xo + (H'^H)-^H'^(PR-PRo) (1) 

with 
X:      position vector including the clock bias 
XQ! approximate position and clock bias vec- 

tor 
H:       measurement matrix 
PR: vector containing the pseudoranges of 

all satellites 
PRQ!   approximate vector of the pseudoranges 

Using the same measurement matrix H, the velocities 
of the antenna and the clock rate can be calculated 
from the deltarange measurements: 

V = VoMH''H)-^H'-(DR-DRo-DR5j    (2) 

with 
V 

Vo: 
velocity vector including the clock rate 
approximate velocity and clock rate vec- 
tor 

DR:     vector containing the deltaranges of all 
satellites 

DRQ:   approximate vector of the pseudoranges 
DRsat: vector containing the deltarange part 

due to the velocity of the satellites 

To ensure the integrity of the DGPS positions and 
velocities these data have to be monitored by an 
appropriate redundancy concept. In case of more 
than 4 satellites are tracked, redundant measure- 
ments exist which can be used for receiver autono- 
mous integrity monitoring (RAIM). 

Many RAIM concepts are based on the residuals 
calculated from the least squares solution shown 
before (e.g. see [6]). These concepts normally cannot 
detect more than one error once. In the following a 
new RAIM algorithm to detect and to isolate errone- 
ous pseudorange and deltarange measurements is 
described. 

The vectors X in (1) and V in (2) contain four un- 
knowns. Thus for solving the unknowns four GPS 
measurements (pseudorange and deltaranges) are 
required. But in case of more than four GPS mea- 
surements (pseudoranges and deltaranges) a failure 
detection is possible. An unambiguous failure isola- 
tion is only possible, if the following relationship is 
fulfilled: 

(3) ng< m - u - ^ 

with   n^: 
m: 
u: 

number of errors 
number of measurements 
number of unknows (here: u ■ = 4) 

The following method is designed to minimize the 
occurance of ambiguous results in the error detection 
and isolation solution. The method is applied indepen- 
dently to the pseudorange and deltarange measure- 
ments and is based on the following equations. 

Y = F X + e (4) 

with 
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Y: measurement vector, consisting of tiie 
pseudoranges or the delta ranges (m 
rows) 

F: linearized measurement matrix (m rows, 
u columns) 

X: vector of unkowns (coordinates and 
clock bias in case of pseudoranges or 
velocities and clock rate in case of delta 
ranges), (u rows) 

e:       error vector (m rows) 

It should be mentioned that the matrix F is the same 
for processing the pseudoranges and delta ranges 
and is equivalent to the matrix to be used in the least 
squares algorithms when calculating the vector X and 
the vector of the residuals v: 

be calculated. To get discrepancies with equivalent 
variances it is evident to normalize each row vector b. 

w '14/ 
14/ 

|b 
'14/ (10) 

14/1 

If more than 5 measurements are available, this pro- 
cedure has to be extended in such a way that all 
combinations of 5 measurements have to be estab- 
lished, resulting in the discrepancy vector w: 

w = BY (11) 

The number of discrepancy equations n^ can be cal- 
culated by 

V = F X - Y 

(5)(a,b) 

The magnitude of the residuals is in general not an 
unambiguous indicator for an error. A solution of this 
problem is to form a discrepancy vector, w, which 
depends only on the measurements, but not on the 
unknown itself. This leads to the following equation: 

w = BY = BF-X + Be (6) 

Obviously the independence of w from the vector X is 
guaranteed if the new condition matrix B fullfils the 
following condition: 

BF = 0 (7) 

The required condition matrix B can be found as 
shown in the following example. The first step is to 
calculate the vector of unkown X^ by using only the 
first four GPS measurements: 

*14 ^14 ^14 
(8) 

Taking any of the remaining GPS measurements Y; 
one can form the following equation for each mea- 
surement not used in the calculation of X14: 

or 
0=f;-F;:-Yi4-Y,  =  bi4,-Y,4, 

'14 (9)(a, 

The equation is only valid if no measurement errors 
occur or if the error vector e is O. But if one or more 
measurements are erroneous a discrepancy w.|4| can 

n„= li 
(/7-(y+1))l-(u+1)i 

(12) 

In case of 6 satellites tracked, 6 discrepancy equa- 
tions (of which two are linearly independent) can be 
found and ordered in the following way: 

Wi 

W2 

W3 = 
W4 

W5 

We 

0 bi2 bl3 bl4 bi5 bi6 

b2i 0 b23 b24 b25 b26 

b3i b32 0 b34 bss bae 

b4i b42 b43 0 b46 b46 

bsi b52 b53 b54 0 bse 

(13) 

bei  bgg beg b64 beg   0 

For example, assuming only one error in measure- 
ment Yi results in 5 discrepancies (Wj to Wg) while the 
discrepancy w^ is not affected. Thus the error of Y, 
can be detected and isolated. Generally a non affect- 
ed discrepancy W| indicates an erroneous measure- 
ment Y,, This scheme and strategy can be extended 
if more than 6 satellites are available. Generally 
(m-u-1) errors can be detected and at most (m-u-2) 
errors can be isolated but the number of equations 
increases with the number of measurements m. In 
case of 7 satellites the number is 21 and in case of 9 
satellites the number is already 126. Because of the 
slowly varying line of sight vectors to the satellites the 
coefficients by are varying slowly too. Thus the coeffi- 
cients need not to be calculated every second in con- 
trast to those coefficients to be used in the least 
squares solution. To minimize the amount of equa- 
tions in case of more than 6 satellites, subsets using 
different groups of satellites can be formed and ex- 
amined individually. 
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If all discrepancies are less than a predefined thresh- 
old all measurements are used in the least squares 
solution delivering the GPS positions and velocities. 
Othenwise only the measurements or groups of mea- 
surements are used which have passed the test. 

discrepancies wl to w6 

no faults 0.0023 0.0036 -0.0018 -0.0016 -0.0034 0.0030 
PRN 5: 0.0023 -0.2426* 0.2626* 0.2529* 0.2678* -0.0865 
PRN 1: 0.2069* 0.0036 0.1827* 0.1950* 0.0481* 0.1601 
PRN 9: 0.3268* 0.2760* -0.0018 0.0285* -0.2219* 0.3513 
PRN 6; -0.2485* -0.2294* 0.0223* -0.0016 0.1902* -0.2742 
PRN 24: -0.1606* -0.0336* -0.1087* -0.1195* -0.0034 -0.1355 
PRN 20 -0.1134* 0.2475* -0.3680* -0.3646* -0.3011* 0.0030 

In the follov\/ing, an example of the RAIM algorithm 
applied to the DGPS-corrected deltaranges of 6 satel- 
lites tracked is shown. The original measurements of 
the 6 PRN's and the corresponding measurement 
matrix H needed for the least squares solution and to 
calculate the condition matrix is shown. The measure- 
ments are already reduced by the velocity of the sat- 
ellites. Thus the measurements only contain the clock 
rate of the receiver and the velocity of the antenna 
which was not moved during this example. The re- 
sults are shown below: 

GPS time: 223244, 6 Satellites tracked on both sta- 
tions; the measurements are the DR's from which the 
satellite motion is removed. 

PRN meas. Measurement Matrix H 

5 
1 
9 
5 

24 
20 

194.4728 
194,4711 
194.4694 
194.4642 
194,4588 
194.4751 

-0,465228 
■0,537353 
■0.757881 
0,982342 
0,272917 
0,591787 

0,382469 
0,701787 
0,637048 
0,178837 
0,916207 
0,356585 

■0,798298 
■0,467704 
■0,067298 
0,054952 

■0.293396 
0,722885 

1,000000 
1,000000 
1,000000 
1,000000 
1,000000 
1,000000 

The normalized condition matrix B is calculated with 
the formulas shown before. The first row does not 
use the satellite with PRN 5, the second satellite PRN 
1, and so on. Due to the normalization the root 
summed square of each row is 1 resulting in discrep- 
ancies with same variances. 

Condition matrix B norma" ized 

0.000000 0,409344 0,549115 -0,501541 -0,325703 -0,231216 
0.492437 0,000000 0,544888 -0,465943 -0,074333 0,487826 
0,528793 0,368985 0,000000 0,048250 -0,213769 -0,732259 
0,508917 0,393017 0,060101 0,000000 -0,235890 -0,726144 
0,542350 0,102892 -0,436957 0.387104 0,000000 -0,595389 
0,179143 0,314185 0,696441 -0.554454 -0,277029 0,000000 

The 6 discrepancies calculated from the original 
deltarange measurements are shown in the following 
first row. The threshold to indicate an erroneous dis- 
crepancy is set to 0.01 m. In the first row all discrep- 
ancies are below this threshold. Thus the measure- 
ments of all satellites pass the test. Then, an error of 
only 0.5 m was added to the deltarange of the first 
satellite (PRN 5) and the discrepancies were calculat- 
ed again (see row 2). The asterisk behind the dis- 
crepancies indicate an error. In this case only the first 
discrepancy does not indicate an error. Thus the 
satellite with PRN 5 must be faulty. The same proce- 
dure is repeated with the other satellites. In all cases 
the faulty satellite is recognized correctly. 

3.3     BRICKWALL CONCEPT 

A latent danger using closed loop Kalman filters to 
integrate GPS or other measurements in inertial navi- 
gation systems are the non detected errors of the 
augmentation sensors which can corrupt all system 
parameters. A way out is the open loop Kalman filter. 

Another novel concept is to calculate the AHRS func- 
tions twice, the so called "brickwall" concept. 

The AHRS processor performs the conventional 
AHRS computations of the output parameters spec- 
ified in ARINC-705 [5]. The computations include the 
augmentation by means of a True Airspeed Sensor 
(TAS), a static pressure sensor (Baro Altitude) and a 
magnetic heading device. The magnetic heading 
device is used to initialize magnetic heading and to 
compensate for earth rate and drift of the vertical 
gyro. This is shown in the upper part of Fig. 4. 

The lower part shows the redundant and more accu- 
rate computations of the AHRS output parameters 
according to ARINC-704 using the (D)GPS measure- 
ments in a Kalman Filter. These computations per- 
formed by the integration computer use the same 
gyro and accelerometer data as the conventional 
computation but the analytical platform and the navi- 
gation parameters are now augmented by the 
(D)GPS positions and velocities already checked by 
the RAIM test. Thus true heading is also available. 

Fig. 4   Brickwall Concept 
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Although the RAIM applied to the DGPS positions 
and velocities already cancels the most significant 
errors, slowly varying errors, i.e. slight ramp errors, 
are difficult to detect. Due to the AHRS/DGPS 
Kalman filter, besides the inertial positions and veloci- 
ties, all the other states (i.e. the platform angles and 
the sensor error estimations) are additionally affected 
by such non-detected errors. On the other hand, due 
to the complexity of the Kalman filter computations 
these computations are critical with respect to certifi- 
cation purposes, i.e. the failure mode and error analy- 
sis (FMEA). For these reasons the standard AHRS 
functions are calculated twice using different proces- 
sors and augmentation sources. The parameters of 
both calculations are fed into a plausibility test to 
detect inconsistencies between the two independent 
computations and to increase the capability of the 
system to detect errors. 

This capability is further improved by additional tests 
and processing concepts. 

3.4     ADDITIONAL PRECAUTIONS 

CASCADED KALMAN FILTER APPROACH 

The cascaded Kalman Filter approach instead of a 
integrated Kalman filter is used in this concept to 
ensure the integrity of the overall system. As already 
proven in [4] the integrated Kalman filter has no ad- 
vantage if at least 4 satellites are available. If less 
than 4 satellites are available the GPS measurements 
should be neglected because its gain is very poor 
and the synchronization of the GPS data to the PPS 
signal is degraded rapidly with the clock rate. On the 
other hand RAIM can only be applied if measure- 
ments of more than four satellites are available. 

VEHICLE CAPABIUTIES 
AND DELAYED UPDATES 

Before the unfiltered GPS positions and velocities are 
used as measurements in the AHRS/DGPS Kalman 
filter, position and velocity changes are checked 
against actual speed for plausibility with respect to 
the vehicle capabilities. If the check fails, the mea- 
surements are rejected. 

Because of the time needed to validate the GPS 
measurements, delayed Kalman filter updates are 
performed, giving an additional benefit. As the model- 
ling of the vehicle motion dependent noise in the 
Kalman filter has a great impact on the filter perfor- 
mance, delayed  updates give the possibility to 

seperate accurately periods of high and low vehicle 
dynamics. 

KALMAN FILTER DIVERGENCE TEST 

Before entering the Kalman filter a second statistical 
test is performed comparing the differences between 
the inertially and the GPS derived parameters, i.e. the 
observations. The Kalman filter itself gives the possi- 
bility of testing the observations for reasonableness. 
The filter's estimated observation variance is evaluat- 
ed by: 

D = H-CH'^+ R ^^^^ 

H = measurement matrix 
C = error covariance matrix 
R = measurement noise matrix 

The square root of D is compared to the correspond- 
ing value extracted from the observations. Only if 
both values are similar, the observation is accepted 
and the update performed. The thresholds for accept- 
ing or rejecting the observations must be set very 
carefully, because of the consequences to filter per- 
formance. 

BUILT IN TEST (BIT) 

Besides the plausibility tests, which are applied to the 
external data, the internal sensor data processing 
must be monitored and augmented by a sophisticated 
BIT of the inertial sensors. FOG's, as developed by 
LITEF, have the advantage that BIT functions can be 
easily implemented due to the closed loop control of 
the FOG'S. Therefore, test signals are applied 
continously without disturbing the measurements or 
the accuracy. Thus, the function of the gyros is moni- 
tored and the data processing is verified. 

This concept is not feasable with so called "low cost" 
sensors. 

4        TEST RESULTS 

The first prototype of the LCR-94 has been tested in 
July 1995 in the LITEF test van. During the trials two 
G/A-Code GPS receivers from MAGNAVOX were 
used (a 12 channel receiver for the reference station 
and a 6 channel receiver in the truck). The tests 
show the accuracy of the prototype system in the 
DGPS augmented navigation mode and in the free 
inertial navigation mode when not enough satellites 
are available. Although the system is designed to 
meet the AHRS  requirements according to 
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ARINC-705 based on an additional magnetic heading 
input, the system is able to perform an autonomous 
alignment by estimating heading from the earth rate 
components. The initial heading errors are about 2°, 
but after some manoeuvres in DGPS augmented 
mode the heading error decreases to 0.1°. It should 
be mentioned that heading has not to be confused 
with track, which is calculated from the north and east 
velocity components. The difference between the both 
is the drift angle which can reach 10° and more in 
aircrafts. 

The following plots show the positions measured by 
the DGPS only and by the navigation system during 
the trials performed in a country region with small 
villages. The distance to the reference station was 
about 10 km. One can see gaps of several minutes in 
the DGPS positions (Fig. 5) caused by obstacles near 
the test route. The navigation system is able to bridge 
these outages (Fig. 6). A continuous GPS position 
was not available for longer than 1 min, thus the 
OTF-method to calculate reference positions in post- 
processing could not be applied. The accuracy was 
estimated by comparing the same positions at differ- 
ent times. The comparisons led to a position accura- 
cy in the DGPS augmented mode of 0.5 m to 1.5 m. 
This accuracy can be preserved in the free inertial 
mode only during the first ten seconds after GPS 
outages. The position accuracy decreases to 10 m 
after one minute and about 50 m after a 3 min GPS 
outage. The results show that an AHRS is only able 
to bridge GPS outages up to 1 minute. This is nor- 
mally enough for avionics applications. Improvements 
are only possible with sensors used in inertial navi- 
gation systems (INS). 
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Fig. 6   Position Plot, AHRS/DGPS 

Further examinations are focussed on the accuracy of 
the heading angle. Fig. 7 shows the heading angle 
when driving the same road four times. One can see 
the variation of the heading angle driving a lane in 
southern direction (see lower left part of the position 
plots). The heading angles are plotted with respect to 
the distance of an arbitrarily chosen reference point at 
the starting corner. The distance is calculated from 
the position of the hybrid navigation system. Thus the 
plots are showing the accuracy of the heading and 
the positions. The random variations of the heading 
angles are caused by the steering manoeuvres of the 
driver. Comparing the mean values of the four trials, 
the heading differences are below 0.1°. Further re- 
sults derived from the truck tests are: 

accuracy of roll and pitch angle: 0.02° 
velocity (with DGPS): 0,01 m/s 
gyro bias repeatability: 0.32°/h 
accelerometer bias repeatability: 0.323 mg 
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Fig. 5   Position Plot, DGPS only 
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CONCLUSIONS REFERENCES 

A new AHRS/DGPS system designed for flight critical [1] 
applications has been described. The system is 
based on the newest inertial sensor technology: fibre 
optical gyros and micromechanical accelerometers. 
Attitude, heading, velocities and position are available 
with a data rate of 64 Hz. A new sophisticated redun- 
dancy concept for the GPS measurements and the [2] 
integrated system shall guarantee the stringent integ- 
rity requirements. This concept is based on a specific 
RAIM algorithm to monitor the GPS measurements, 
and a dual calculation of the flight critical parameters 
using the "brickall" concept. 

The algorithms were developed and analyzed in a 
prototype system. The first tests with the described 
system have shown that a position accuracy of [3] 
±0.5 m to ±3.0 m can be achieved even during GPS 
outages of up to 10 seconds. During longer outages 
the position accuracy decreases between 5 m to 
20 m per minute depending on the manoeuvres. The 
accuracy achieveable is limited by the quality of the [4] 
GPS receiver. The 1 m level or better is only achiev- 
able if provision against multipath effects is applied. 

The new generation of C/A-Code GPS receivers (nar- 
row correlator receivers or the L1-receivers using the 
P-Code even under AS) will be able to offer this ac- 
curacy without the necessity of using ambiguity reso- 
lution techniques not suitable for flight critical applica- 
tions. Thus outages from 10 s to 20 s can be bridged 
to fulfill the requirements for precision approach up to [6] 
CAT III. 
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ABSTRACT 

The United States Air Force and, in particular, the GPS 
Joint Program Office (JPO) is acquiring the GPS follow- 
on satellites known as Block IIF. It is estimated that about 
33 Block IIF satellites will be procured. This paper 
presents a Strawman design for integration of the Global 
Positioning System (GPS) and the Wide Area 
Augmentation System (WAAS) into a seamless 
architecture to provide the highest level of system 
performance to both DOD and the civilian community. 
This architecture consists of three basic features: 
1) incorporation of the transmission of the WAAS signal 

from GPS satellites, 2) transmission of dual frequency 
civil signals to facilitate ionospheric delay estimation by 
civil users, and 3) uplink of WAAS data from WAAS 
ground stations to Block IIF satellites. The proposed 
design retains all Block IIR satellite features such as 
crosslink ranging and autonomous navigation, and adds 
new capabilities to uplink WAAS data from the WAAS 
ground station to any Block IIF satellite. This uplink data 
would be crosslinked to all Block IIF satellites so that 
updated data could be downlinked on the WAAS signal 
within six seconds to meet the WAAS integrity and 
availability requirements. This use of Block IIF satellites 
could eliminate the need for additional geostationary 
satellites beyond the three necessary for the initial state 
WAAS. 

This paper presents two designs for crosslinking WAAS 
data. One design consists of a Frequency Division 
Multiplexing (FDM) scheme using a UHF frequency band 
between 286 and 286.3 MHz and the second design 
utilizes a 60-GHz frequency crosslink. A cost benefit 
tradeoff should facilitate selection of the approach that 
should be implemented. This paper also presents a system 
architecture of WAAS with Block IIF satellites to 
supplement the geostationary satellites which already 
exist in the initial WAAS design to transmit the WAAS 
signal. 

1. Introduction 
It is important for the operational GPS to maintain a 
constellation of 24 satellites to provide the required 
navigation service to its users. Since the satellites have a 
specific expected design life, additional satellites must be 
procured to maintain the required constellation size. 
Currently operational satellites are identified as Block II 
and IIA; additional Block IIR satellites are in production. 
It is expected that, in late 1996 or early 1997, Block IIR 
satellites will begin to be placed in operation. There will 
be 21 Block IIR satellites available and these satellites 
will be launched over a 6- to 8-year period. Although the 
Block IIR satellites have been designed to maintain 
backward compatibility to GPS signal characteristics, 
these satellites have additional design features such as 
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autonomous navigation and reprogrammable software. 
Because DOD procurement lead time for satellites from 
the time of request for proposal to delivery is about six to 
seven years, the GPS Joint Program Office (JPO) is 
currently procuring the GPS follow-on satellites known as 
Block IIP. It is expected that about 33 Block IIP 
satellites will be procured. Based on expected design life 
and possible launch and/or on-orbit failures, this number 
will be sufficient for about an additional ten years. 

The 33 satellites will be designed in three 
groups. The initial design consists of six satellites. The 
second and third designs consist of 15 and 12 satellites 
each. New options can be incorporated in the second and 
third designs to be defined by the Government. The Wide 
Area Augmentation System (WAAS) crosslinks can be 
incorporated in the second and third designs for satellites 
7 through 33 if desired. Because of schedule constraints, 
incorporation of WAAS crosslinks in the first six Block 
IIP satellites may be difficult. However, dual frequency 
signals for civil ionospheric correction can be 
incorporated in the first six Block IIP satellites and may 
be as early as some of the later Block IIR satellites. 
Opportunities for design changes to incorporate WAAS 
functions on Block IIP are available. The time windows 
are critical however; appropriate and timely decisions will 
be necessary to ensure success. 

Although GPS was primarily designed for 
navigation service to military systems, civilian 
applications are increasing significantly. It is clear that 
without augmentation the current 24-satellite GPS 
constellation will be unable to meet the required 
performance for many of these desired civil uses, 
particularly aviation. To ensure aviation needs are met, 
the United States Pederal Aviation Administration (PAA) 
is augmenting the GPS with WAAS. Ultimately, 
GPS/WAAS will become the primary navigation system 
for the National Airspace (NAS) as civil and military 
aviation transition from land-based to space-based 
navigation service. 

The primary purpose of WAAS is to achieve 
enhancement to aviation system capacity, efficiency, and 
flight safety. To achieve these goals, WAAS is being 
implemented specifically for performance improvements 
in increased availability, accuracy, integrity, and 
continuity of service for civil aviation. 

WAAS architecture is described in the WAAS 
specifications'. As currently planned, WAAS depends on 
geostationary satellites (initially through Inmarsat) to 
broadcast GPS integrity and correction parameters to civil 
aviation users to provide additional ranging signals and to 
improve navigation accuracy, enabling precision approach 
landing for civil aviation. WAAS signal specifications are 
described in detail by Van Dierendonck and Enge^. The 
WAAS signal will be generated from the ground at Wide- 
area Master Stations (WMS) by processing data collected 

from Wide-area Reference Stations (WRS) located over 
the service area and by uplinking via Ground Earth 
Stations (GES) to the geostationary satellites for 
retransmission. 

In conjunction with the FAA, the GPS JPO has 
been studying the possibility of developing a 
communication satellite augmented GPS (CAG) payload 
which would be deployed on a number of existing 
Defense Satellite Communication System (DSCS) 
satellites to be launched over the next ten years. The FAA 
was also interested in the possible development of CAG 
to supplement Inmarsat satellites for broadcasting WAAS 
signals. The CAG concept was to meet the needs of both 
DOD and WAAS and is discussed in a paper by Siegel et 
al \ The payload description is provided in a paper by 
Ananda et al "*. The signal structure is discussed in a paper 
by Ananda et al K The data format accommodating the 
needs of both military users and civil aviation users is 
described in another paper by Ananda et al '. CAG 
payload architecture has been studied in detail by the GPS 
Block IIR satellite contractor, results of which are 
presented in a paper by Aparicio et al ''. Further, the JPO 
also considered the possibility of developing an 
independent geostationary satellite identified as 
Augmented GPS (AGPS) instead of a payload on the 
Defense Satellite Communications System. This system 
architecture is presented in a paper by Ananda et al ^ 

Development of AGPS would be highly 
desirable; however, concurrent development of AGPS and 
procurement of Block IIF satellites would be extremely 
difficult due to existing cost constraints. Therefore, 
studies have been performed to evaluate whether Block 
IIF satellites could be modified to meet WAAS 
operational performance requirements while retaining all 
other GPS mission capabilities. Analysis has shown that 
without impacting the GPS satellite system architecture, 
the satellite design could be modified to accommodate an 
independent WAAS signal on the Block IIF satellite. 

This paper presents a satellite design for Block 
IIF that would meet all GPS mission and WAAS 
requirements. This paper provides a system architecture, 
describes signal structure, provides a description of the 
required satellite design changes, describes operational 
scenarios, and provides a summary and conclusions. 

The proposed concept can be considered as an 
extension of, and would not affect, the initial WAAS 
system to be deployed in the 1998-2000 time frame. As 
an extension of the end-state WAAS system planned for 
the 2000-2002 time frame. Block IIF with dual frequency 
civil signals and WAAS data relay crosslinks would, 
however, provide the possibilities of reducing the number 
of WAAS reference stations required for ionospheric 
measurements and the number of geostationary satellites 
required for availability and continuity of service. This 
paper does not discuss the phase-in time line for such 
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incorporation.   However,   the  possibility   of  such 
improvement is discussed. 

2. System Architecture 
As stated earlier, the primary requirements for 

WAAS are to achieve increased availability, accuracy, 
integrity, and continuity of service for civil aviation. The 
WAAS space segment should be deployed such that the 
satellites, in conjunction with the WAAS ground system, 
are able to meet specified requirements. Initial WAAS 
architecture requires three Inmarsat satellites. End-state 
WAAS would require three to five additional 
geostationary satellites '. Because availability 
requirements are extremely stringent, any WAAS 
subsystem failure will cause the system to be less 
available. Since every GPS satellite could transmit the 
WAAS integrity and correction signals, system 
availability will increase significantly and any single 
satellite failure will have minimal impact on system 
availability. 

One advantage of the geostationary satellite is 
that a single ground station can keep a continuous 
communication link with the satellite. However, a GPS 
satellite with a 12-hour orbit cannot keep a continuous 
communication link with the ground station. If, however, 
a crosslink communication system is built into the satellite 
architecture, a ground station communicating via any GPS 
satellite in the constellation could keep a nearly 
continuous communication link with all GPS satellites in 
the constellation. Further, if the communication link exists 
primarily to update data and not to transmit a ranging 
signal, then a nearly continuous communication link is 
sufficient. Moreover, onboard ranging code and carrier 
generation is preferable to ground generation to minimize 
errors of time synchronization and carrier and code 
coherence. 

Like the currently planned WAAS operations, an 
independent communication link between the WAAS 
ground system and the Block IIF satellite through the 
GES is required. The WAAS ground system will generate 
WAAS data and uplink to the satellite in a nearly 
continuous mode, with stringent requirements on lag time 
between observation and transmission time. A system 
architecture meeting all WAAS constraints and 
specifications has been generated and is depicted in 
Figure 1. GPS satellites will be interconnected by an 
independent, dedicated, cross-communication link to 
transmit WAAS data between satellites. In addition to the 
S-band uplink available for GPS to uplink data for the 
DOD mission via the GPS Operational Control Segment 
(DCS), there will be another S-band uplink dedicated to 
WAAS for uplinking WAAS data by the WAAS ground 
system through GES. 

GES operation will be independent of OCS, and 
both ground stations can uplink to the same satellite 
simultaneously without interference. Although the GES 

cannot continuously track any particular GPS satellite, 
nearly continuous communication with all satellites will 
be achieved by the ground station communicating with 
any visible satellite and then periodically switching to 
another visible satellite and repeating this process. GPS 
ranging signals on an additional frequency will also be 
generated onboard the satellite to facilitate ionospheric 
calibration. Aviation users with properly equipped 
receivers will be able to track the conventional GPS signal 
and the WAAS signal. 

"=HjjH=3-^—►czf^jJcDi M—►cn-ptzi 

UHForC-GHz      f ^-^^^ 
crosslink for / \  GPS and WAAS data 
WAAS data ' \         downlink 
relaying 

GPS and WAAS independent ground segments 

Figure 1. Block IIF crosslink to relay WAAS data: 
system architecture. 

3. L-band Signal Structure 
The GPS is an operational system; it is thus 

imperative that backward compatibility with the GPS 
signal be completely maintained. However, it is 
permissible to augment the signal without impacting the 
conventional GPS signal. Concepts for the GPS Block IIF 
satellite procurement have been presented by Decou'. 

The signal structure as proposed for the Block 
IIF satellite is shown in Figure 2. The inphase channel (I) 
of the LI frequency will contain a conventional C/A code, 
modulated with the navigation message identified as Dl at 
a rate of 50 bps. The conventional Y-code, modulated 
with the same Dl data, is on the quadrature phase channel 
of the LI frequency. In addition to the Y-code, a new 
WAAS C/A code identified as C/A' and modulated with 
WAAS data (identified as D3 at a rate of 250 bps) will 
also be transmitted on the quadrature phase channel. 

On the L2 frequency, the quadrature channel will 
contain the Y-code modulated with Dl data. Additional 
signals and data may appear on the inphase channel as 
well. Further, on a new frequency identified here as L5, 
about 20 MHz offset from the L2 frequency, the C/A code 
will again be transmitted to provide dual frequency 
measurements to civil aviation users to enable ionospheric 
calibration. The frequency identified here as L5 has been 
referred to as L4 by NRC and NAPA reports '°". With 
minimal modifications, the navigation message identified 
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as Dl could be modulated as the C/A code on the L5 
frequency also. 

Modulation of the LI signal structure can be 
accomplished with an Interplex modulator as shown in 
Figure 3, using one common high power amplifier (HPA). 
Another alternative is to use separate modulators and 
HP As for GPS and WAAS signals. A power budget of the 
LI signals is given in Table 1. 

Civil Signals 

C/A = conventional SPS code 
D3 = WAAS 250-bps message 
C/A' = WAAS code 
L5 = L2 offset 

P(Y)© Dl 

M/A 0(D4+ HOW) 

P(Y)0D1 

DOD signals 

P(Y)  = DOD PPS code 
Dl     = GPS 50-bps message 
M/A   = Ivtilitary acquisition code 
HOW = Handover word 
D4     = DOD special message 

Figure 2. Proposed Block IIF L-band downlink 
signal structure. 

P,=sin~lyil/3 

Diep 
x^>-> 

D19 C/A 

xp. 

D3BC/A' 
Mg)-^ xP, 

L1 
HPA 

(L1 carrier) 

Figure 3. LI interplex modulator. 

With regard to user receiver performance, 
analysis has shown that there will be practically no 
interference between the C/A and C/A' codes on 
quadrature channels of LI since the codes are nearly 
orthogonal to each other. Mutual interference is less than 
0.1 dB as the Gold code cross-correlation is less than 
65/1023 and assuming the orthogonal phase alignment 

error is less than 6 degrees. Analysis has also shown that 
the C/A' code does not interfere with P or Y code since 
the P(Y) code receiver spreads the C/A' signal in code 
correlation and the C/A' code appears as a wideband noise 
input. It has been calculated that degradation on P(Y) 
code C/No is less than 0.02 dB when nominal P(Y) 
channel C/No and C/A' code power twice that of the P(Y) 
power are assumed. Analysis also has shown that the 
P(Y) channel will not interfere with C/A' code receptions 
because the P(Y) signal appears as wideband noise to the 
C/A' code receiver. It has been calculated that degradation 
on C/A' code C/No is less than 0.01 dB for a nominal 
C/A'channel C/No. 

Table 1.   LI Downlink Power Split 

C/A Code 
NavData 

C/A'code 
WAAS Data 

P(Y) 
Nav Data 

Intermodulatjon 
Product Loss 

HPA power (dBw) 14.35 12.35 11.36 9.35 

Cireurtloss (dB) -1^5 -1.25 -1.25 -1.25 

Antenna gain (dBi) 13.0 13.0 13.0 13.0 

6IRP (dBW) 26.1 24.1 23.1 21.1 

Patti loss (dB) -184.4 -184.4 -134.4 -184.4 

Polariz. loss (dB) -3.7 -3.7 -8.7 -3.7 

Atm. loss    (dB) -1.0 -1.0 -1.0 -1.0 

User antenna gain 

(dBi linear) 3D 3B 3JO 30 

User rec'd power -160.0 -162.0 -163.0 -165.0 

Total LI RF power required 67 W 

Atmospheric loss is customarily assumed to t)e 2 dB in GPS budgets, whicti includes both atmospheric 
and muttipath losses, tn this calculation we did not budget for muttrpath loss. 

Therefore, the proposed signal structure for the 
Block IIF satellite will be backward-compatible and will 
meet signal requirements for WAAS without causing any 
potential interference problems. Further, two frequency 
measurements for achieving ionospheric calibration by 
civil aviation users can be accomplished without 
impacting DOD missions. The signal structure can also 
accommodate any needed additional data and code 
modulation for any specific DOD applications. 

4. Block IIF Satellite Design 
Since most system requirements for the Block 

IIF satellite are the same as for Block IIR, basic satellite 
design would be similar to Block IIR. However, certain 
key modifications are necessary to implement the 
additional requirements. Required new features are: an 
independent WAAS data uplink, independent crosslink to 
update WAAS data between all GPS satellites, new signal 
structure with backward compatibility, onboard 
processing to combine multiple WAAS uplink data to 
properly modulate data on the C/A' code to downlink 
according to the satellite location, and additional health 
and status monitoring subsystem elements. 

A block diagram of major subsystem elements of 
the Block IIF satellite is shown in Figure 4. Certain 
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existing modules can be modified and others developed. 
The existing S-band antenna could be used for receiving 
both the GPS and the WAAS uplinks. However, there 
must be an additional S-band receiver for receiving 
WAAS uplink data. The existing architecture of the 
mission computer unit can be suitably modified to 
accommodate data routing processor function for storing, 
combining, and forwarding WAAS update data on the 
crosslink. The reference frequency system and the 
synthesizer assembly need not be modified at all. The 
dithered reference frequency will be the input frequency 
for generating all carriers and codes onboard the satellite. 

GPS dithered 
reference 

frequency 

GPS 
S-band 
receiver 

Mission 
Computer unit 
/ data routing 

processor 

WAAS 

LI 
modulator 

WAAS 
Srbaad 
receiver m 

L2 
modulator 

C3 
L1 

HPA 

—c 
L2 

HPA 

S-band 
antenna 

|i-M>a Wito^l 

[ L-band antenna 
WAAS- 
required 
equipment 

Figure 4. Block IIF design to accommodate WAAS data 
crosslink and downlink. 

The current existing crosslink on the Block IIR 
satellite is based on a Time Division Multiple Access 
(TDMA) scheme on a UHF frequency band taking 36 
seconds to complete a single crosslink frame in which all 
satellites have an opportunity to transmit. This will not be 
suitable for WAAS data update because the update lag 
time required by WAAS is significantly less than 36 
seconds. Further, the existing crosslink supports other 
priority functions and may not always be available for 
WAAS. Therefore, a new dedicated crosslink for WAAS 
data is necessary and two potential schemes have been 
proposed in this paper. Depending on the complexity of 
implementation and associated cost, after a detailed 
tradeoff analysis, one proposed scheme can be selected. 

For the dedicated crosslink, a crosslink 
transmitter, receiver, and diplexer must be added to the 
satellite. However, it is possible to use the existing 
crosslink antenna if the new crosslink frequency is in the 
UHF band. Otherwise, new crosslink antennas must also 
be added to the design. Regarding the L-band systems, a 
new L5 modulator and an L5 high power amplifier must 
be designed to transmit the C/A code on L5. All other 
subsystems can be used. Some modification to incorporate 

the WAAS signal on LI will be required, such as LI 
power increase and the interplex modulator as discussed 
in Section 3. 

There would be measurable, but small, impact on 
the total satellite weight and power and if the new features 
are built into the early design of the total satellite, weight 
and power impacts can be further reduced. However, if 
these new features are added as improvements after the 
design of the conventional GPS satellite, the weight and 
power impact would be considerably higher. 

5. UHF Crosslink Option for WAAS Data 
Relay 
Two crosslink options have been considered in 

the study to relay WAAS data through the Block IIF 
constellation: 1) a UHF option, and 2) a 60-GHz option. 
The UHF crosslink option is the baseline approach 
because it has the least payload impact and schedule risk 
between the two approaches. By sharing the same 
crosslink transmit/receive antennas with the current GPS 
crosslink system, the payload cost and weight/power 
increase for WAAS data relay can be minimized. This and 
the following section describe the UHF and 60-GHz 
options and give preliminary weight and power impact on 
the Block IIF payload for each option. 

The system concept of using Block IIF crosslinks 
to relay WAAS data is illustrated in Figure 1. The basis of 
this concept is packet communication with crosslink 
relaying. The WAAS GES, which uplinks WAAS data in 
the current WAAS design to a geostationary satellite, is 
modified to transmit to Block IIF satellites within its field 
of view via S-band gimbaled antennas. A single Block 
IIF satellite is selected as the designated network entry 
satellite at any particular time. Satellite selection is 
achieved by ground-to-space antenna selectivity and by 
associating the uplink message packet with the identity of 
the selected satellite in a packet header added on the 
WAAS message structure during uplink transmission. 
Since the GPS satellites have 12-hour orbits, different 
network entry satellites, depending on satellite geometry, 
will be selected during each day. Two S-band uplink 
antennas will be used during network entry satellite 
transition, and a make-before-break strategy should be 
used in transition from one network entry satellite to 
another to avoid loss of uplink signal during this 
transition. 

The network entry satellite, after receiving an 
uplinked WAAS message, will broadcast the message 
across the Block IIF constellation through the UHF 
crosslinks using a flood routing or combined flood and 
directed routing protocol. Each satellite in the 
constellation that receives this message for the first time 
will rebroadcast the same message to its neighboring 
satellites. This is performed until each satellite has seen 
the message at least once, at which time the satellites will 
cease relaying that message within the constellation. They 
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are then ready to relay another WAAS message when it 
arrives on the upHnk. 

To facilitate message routing through the 
crosslink and to control crosslink transmission error, a 
new packet header (denoted here as the network routing 
header) will be added to the WAAS message during 
uplink and crosslink transmission. This header will 
contain the identity of the designated network entry 
satellite that receives the uplink transmission, a message 
count or a message ID number giving the order of the 
uplink messages during the day, and parity bits of a 
Cyclic Redundancy Code (CRC), which is used to verify 
that the message is correctly received over the crosslink. 
Only messages verified to be correctly received by the 
CRC will be retransmitted over the crosslink. This will 
minimize the throughput requirement of the network. The 
message ID can be given either by the time of day at 
which this message is generated at the WMS, or by 
numbering the uplinked messages within a convenient 
time period, such as a 24-hour day. The identity of the 
designated network entry satellite, as mentioned above, is 
used to select the appropriate Block IIF satellite for uplink 
message reception. The message ID will allow the 
satellites to determine whether they have received the 
message already, and cease relaying that message if they 
have seen it before. The network routing header length, 
including the network entry satellite ID, message ID, and 
CRC parity, is estimated to be 50 bits. 

In addition to crosslink relaying, the Block IIF 
satellite is also responsible for transmitting on LI the 
received WAAS message to aviation users as discussed in 
Section 3. The WAAS message received from the 
crosslink packet is reformatted before downlink 
transmission by deleting the network routing header and 
properly reordering message packets to form a continuous 
data stream of 250 bps, as currently planned, to be 
broadcast from the geostationary satellite. The 250 bps 
data is modulated with a satellite-generated Gold code 
(C/A') and transmitted to aviation users with GPS C/A 
and P(Y) code navigation signals. The C/A and C/A' 
codes will be different members of Gold codes belonging 
to the same Pseudo-Random-Noise (PRN) family, and are 
unique for each satellite. By choosing C/A' codes, the 
user can elect to receive the WAAS message from a 
number of visible Block IIF satellites. Availability of 
WAAS signals should be significantly improved over the 
current WAAS design with a maximum of only two 
visible geostationary satellites for CONUS users. This is 
especially true over high latitude regions where 
geostationary coverage is poor. 

A stored-and-forward mode is used for both GES 
uplink and satellite crosslink message transmission. To 
absorb the overhead of the network routing header used 
for uplink and crosslink transmission, and to reduce 
latency associated with crosslink relaying, the uplink and 
crosslink burst data transmission rate will necessarily be 

increased above the current WAAS downlink data rate of 
250 bps. A 2.4-Kbps uplink burst data rate is considered 
in the study, and preliminary analysis results indicate that 
the WAAS time-to-alarm requirement of 6 seconds can be 
met with sufficient margin including other WAAS data 
delays with this burst data rate. 

A scheme for crosslink message relaying is 
illustrated in Figure 5, in which a 6-plane 24-satellite 
constellation is shown. The numbers within each circle 
denote the order in which the uplink message was 
received from uplinks and crosslinks. The number 0 is 
used to denote the network entry satellite (i.e., satellite-0) 
which receives the uplink message from the GES, which 
in turn receives the 250-bit message from the WMS. The 
GES transmits the WAAS message to satellite-0 via S- 
band at a 2.4-Kbps burst rate after appending a network 
routing header to the WAAS message. Assume the 
network routing header is 50 bits in length as described 
above. The resultant packet with the network routing 
header is 300 bits. Transmission time of this packet is 1/8- 
second at the 2.4-Kbps burst rate. The propagation delay 
is < 0.1 seconds for GPS with a radial distance of 26,570 
km. The combined delay is 0.23 seconds before satellite 0 
receives the uplinked message from GES. After receiving 
this 300-bit packet, satellite-0 will retransmit it via the 
UHF crosslink to its neighboring satellites, again at a 2.4- 
Kbps burst rate. 

Numbers indicate how many hops are required 
to propagate through the constellation 

Figure 5. UHF/FDM crosslink latency. 

In Figure 5 we assume two satellites on the same 
plane, ahead of and behind satellite 0, and the two closest 
satellites on two adjacent planes to satellite 0 will tune to 
the transmit frequency of satellite 0 and receive its 
messages. These satellites are denoted by the number 1 
and will receive satellite O's retransmission of the uplinked 
message in the first hop of the crosslink network. The 
distance from one GPS satellite to adjacent satellites on 
the same plane and to the closest satellite on two adjacent 
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planes is < 38,000 km, resulting in a propagation delay of 
< 0.13 seconds. The combined delay due to propagation 
and transmission times in the first hop is < 0.26 seconds. 
The satellites labeled with the number 1 will retransmit 
their received messages to their in-plane and cross-plane 
neighbors and, in this way, the uplinked message is 
propagated throughout the constellation. The maximum 
number of retransmissions before the uplinked message 
reaches all satellites in the constellation is five, as 
indicated in Figure 5. The satellites keep a record of the 
IDs of all messages received. The received message 
packets are reformatted as described previously and sent 
to aviation users on LI. The downlink propagation delay 
is < 0.1 seconds, and the message transmission time is 1 
second at the downlink rate of 250 bps. The maximum 
delay between the time the message is transmitted on the 
GES uplink and the time that the user receives the WAAS 
message on LI is less than 2.6 seconds, as indicated 
below: 

uplink 
delay 

max crosslink 
delay 

downlink 
delay 

UHF Crosslink Delay < (0.1 +0.125) + 5 (0.13+0.125) + (0.1+1.0) 

- 2.6 sec. 

Note that the delay shown above is the absolute worst 
case delay because the message must propagate 
throughout the GPS constellation. For regional WAAS, 
the nominal delays are smaller. For example, only GPS 
satellites in view of the North American Continent are 
needed to relay the WAAS message to CONUS users, and 
satellites over Europe or Asia will not be required to 
broadcast the same WAAS message generated from a 
CONUS GES. The number of crosslink hops required to 
propagate the WAAS message among the satellites in 
view of the North American Continent is only one or two 
and not as many as five. Maximum crosslink delay for a 
regional WAAS such as the CONUS WAAS is thus < 2.0 
seconds. In addition, it should be noted also that the 
2.4-Kbps uplink and crosslink burst data rate sized in this 
study, while necessary to minimize latency in message 
relay throughout the network, is eight times higher than 
the information throughput requirement of the WAAS 
data (250 bps). This implies that this crosslink network is 
capable of accepting and relaying uplink data from other 
regional WAAS in addition to the CONUS WAAS, 
providing a future growth potential for international 
expansion of the current WAAS. 

The proposed frequency plan for UHF crosslink 
relay of WAAS messages is illustrated in Figure 6. This 
frequency plan is chosen to avoid conflict with current 
Block IIR crosslink frequencies used for GPS 
Autonomous Navigation and NDS Data Relay. Twenty- 
four frequencies in the band from 286 to 286.3 MHz are 
selected, producing a dedicated transmission channel for 
each Block IIF satellite. The minimum channel separation 

is 12.5 KHz. Since each Block IIF satellite has knowledge 
of its own position and that of its neighboring satellites, it 
can tune to three or four of its closest neighbors to receive 
the crosslink messages. The FDM concept requires 
implementation of a UHF receiver that receives three to 
four FDM channels simultaneously. This deviates from 
the current Block IIR Autonomous Navigation UHF 
crosslink, which uses a band of random frequencies and a 
Time Division Multiplexing (TDM) format with a 
36-second minimum TDM cycle and 1.5-second 
transmission slot for each satellite. The advantage of the 
FDM format is that each satellite can retransmit its 
received message as soon as the message is received, and 
avoid the inherent latency of the TDM format. 

250 
Existing UHF 
crosslink 
frequencies 

New FDM band for 
285   V WAAS data crosslinks 

286-286.3 
-fWlHz 

1 

< ► 
12.5 KHz 

24 

4 

tM l!\ 
One transmit frequency assigned to 
each satellite In the constellation 

Figure 6. Proposed UHF crosslink FDM frequency plan. 

Table 2 gives a link budget for the UHF 
crosslinks. The UHF transmit power is estimated to be 
around 85 W for the UHF FDM crosslink with a 2.4-Kbps 
data rate. The WAAS data and the GPS data crosslinks 
will share the same UHF transmit and receive antennas, 
which are broad beam antennas that do not require 
pointing. 

The equipment to be added to the basic Block IIF 
payload for receiving the WAAS data from WAAS GES, 
relaying it through the Block IIF crosslinks, and sending it 
down to the users at LI are the following: 

• S-band receiver to receive WAAS uplink 

UHF transmitter for WAAS crosslink 

UHF receiver for WAAS crosslink 

• crosslink multiplexer 

• L5 modulator 

• L5 high power amplifier 
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Table 3 details the weight and power impact of 
the WAAS crosslink and up/downlink equipment on the 
Block IIF payload. A weight increase of approximately 60 
lbs and a power increase of approximately 275 W is 
estimated. An estimate of the total weight increase of the 
launch due to these added weight and power requirements 
is also given in Table 3. The total increase in launch 
vehicle weight is estimated to be about 360 lbs for the 
UHF crosslink option. In this estimate, redundancy is only 
assumed to be internal, and there is no provision for cross- 
strapping redundancy. However, both the UHF and 
60-GHz crosslink option discussed in this paper are very 
tolerant to satellite failures and link outages. Since there 
are multiple paths by which a message can propagate 
through the constellation, ground communication to 
different Block IIF satellites is assured even in the 
presence of link outages. This, combined with the fact that 
the WAAS signal can be received by the user from several 
Block IIF satellites in his field and that in practice he 
would only require to receive the WAAS signal from one 
of these satellites, indicates that the WAAS performance 
on availability and continuity of service would be 
improved over the initial WAAS design and would not be 
affected by crosslink outages and would, in fact, not 
require an excessive redundancy design on the WAAS 
crosslink equipment. 

Table 2.   UHF FDM Crosslink - Link Budget 
(RHCP antenna, circular coverage, 
85 W transmitter) 

Link Design Parameters Unl< Budget 

Frequency GHz 029 Transmit power dBW 1929 

Burst data rate Ktps 2.40 TX CM loss dB -0.50 

TX to RX dist Km 38000.00 TX ant gain dBi -1.00 

TX RF power W 85.00 EIRP <ew 17.79 

TXcktIoss dB 0.50 TX point loss dB 0.00 

TX point error deg 0.00 Spaceless dB -173.29 

RX point error deg 0.00 Polariz loss dB -020 

Polariz loss dB 020 RX ant gain dBi -1.00 

RXantteirp K 100.00 RX point loss dB 0.00 

RXci<tloss dB OX Rain loss dB 0.00 

RecvNF dB 1.00 Rec'd sig power dBW -156.69 

Req'd BER E (-6) 1.00 RX ant temp K 100.00 

Req'd rain marg dB 0.00 Temp due to WG K 35.39 

Req'd Eb/No dB 9.60 TempduetoRXNF K 8425 

impleniloss dB 2.00 Syst noise temp K 219.64 

WF ovtid loss dB 0.00 Syst noise PSD dBW/Hz -205.18 

Rec'd P/No dB+lz 48.49 

Implemloss dB -2.00 

Rec'd Eb/No dB 12.69 

Req'd EtVNo dB 9.60 

Margin d8 3.09 

6. The 60-GHz Crosslink Option 
In addition to UHF, other frequencies can also be 

considered for Block IIF crosslink to relay WAAS data. 
The final selection will depend on system cost and risk, as 
well as impact on the existing crosslink system and Block 
IIF payload. While final recommendations cannot be 

made now, a 60-GHz alternative has been considered and 
the study result is summarized here. 

One advantage of the 60-GHz crosslink option is 
antenna size. Small aperture antennas can be used to 
provide a substantial gain (e.g., more than 30 dBi with a 
4-inch slotted array). This results in a much smaller RF 
power requirement for the crosslink transmitter (e.g., 2 W 
for 2 Kbps) than that required by the UHF crosslink 
(85 W) with broad-beam, low-gain antennas. However, 
the antennas must be gimbaled because of the relative 
orbital motion of GPS satellites and satellite motion 
required to point the solar panels toward the sun. 
Furthermore, the DC/RF efficiency of current 60-GHz 
solid state power amplifiers (SSPA) is still very low 
(10 percent maximum), resulting in a high DC power 
requirement although the RF power requirement is small. 

Table 3.   Preliminary Estimate of WAAS Payload 
Impact on Block IIF (UHF Crosslink 
Option) 

We^tit 
Obs) 

Power 
(W) 

S-band SGLS recv SB 8X) to receive WAAS uplink 

Processor 10.0 SB data routing, network mgmt 

FDM modulator, U/C 25 2S 

UHF HPA 5X1 142.0 85 W RF, 70% efficient 

UHF diplexer 5X1 OlO 

UHF D/C IS 25 

FDM multichannel recv SO 10.0 

Frequency synthesizer IS 20 

LI modulator increase 2X) 15 for add'l WAAS signal 

LI HPA increase 5X) 75.0 X W RF, 40% efficient 

L5 modulator, U/C 2S 2S 

L5 HPA, DODC converter 11.0 22S 9WRF,40%eKk;ient 

Total payload 62.0 276S 

Power subsystem, AKM 
structure 

299.5 

Total launch weigiit increase 361S 

Block IIF Inaease due to WAAE 

Block IIF 4619.0 1152 

Block IIF with WAAS 4980.5 1429 

% increase TB 24 

The same packet communication concept as 
described in the UHF crosslink option can be used in the 
60-GHz option. The WAAS data is packet reformatted by 
adding a network routing header of approximately 50 bits 
in length to the 250-bits WAAS message and transmitted 
to the Block IIF network entry satellite by the WAAS 
GES via S-band at the 2.4 Kbps burst rate. The network 
entry satellite retransmits this message to its closest 
neighbors after the message is received and verified to be 
correct. The neighboring satellites retransmit this message 
to their closest neighbors. This process repeats until all 
satellites have seen this message, when network routing of 
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this message will cease. The main differences between the 
UHF and 60-GHz options are the antennas and the HP As, 
and that signal multiplexing in the crosslink network is 
provided by FDM alone in the UHF option, while it is 
provided by both frequency division and antenna 
directivity in the 60-GHz option. 

Figure 7 illustrates a 60-GHz crosslink network 
with full connectivity between each satellite to two 
adjacent satellites on the same orbital plane, and one 
satellite each on the two adjacent planes. This will require 
four gimbaled antennas on each satellite, and each 
antenna will be required to transmit and receive 
simultaneously (full duplex). The network entry satellite 
that receives the WAAS S-band uplink is labeled with the 
number 0. The received message is retransmitted by 
satellite-0 to its four closest neighbors, labeled with the 
number 1. These satellites, after they have received the 
message correctly from satellite-0 as verified by the CRC 
check, will again retransmit this message to their 
respective closest neighbors. The process repeats until the 
message is propagated throughout the constellation. The 
maximum number of retransmissions required to 
propagate a message throughout the 24-satellite 
constellation is five, as illustrated in Figure 7. Thus, the 
maximum end-to-end latency from the GES uplink 
transmission to the aviation user for this 4-antenna-per- 
satellite configuration is the same as for the UHF option 
described earlier, which is < 2.6 seconds for global 
relaying, and < 2.0 seconds for the regional WAAS for 
CONUS. 

Numbers indicate how many hops are required to propagate 
signal from ground earth station through the constellation 

Figure 7. 60-GHz crosslink connectivity with four 
antennas on each satellite. 

To reduce system cost, a 3-antenna-per-satellite 
option is also considered. Network connectivity for this 
option is illustrated in Figure 8. Each satellite is connected 
to three of its closest neighbors: two on the same plane, 
and one on an adjacent plane. The message latency is 
slightly degraded with this option because connectivity 

between network elements is reduced. However, the 
penalty is only one more retransmission, as illustrated in 
Figure 8. Instead of five, the 3-antenna-per-satellite option 
requires six retransmissions before a message can 
propagate throughout the constellation. The end-to-end 
latency for the 3-antenna-per-satellite option is < 2.9 
seconds for global relay, and < 2.0 seconds for regional 
relay for the CONUS WAAS. Both options will meet the 
6-second  time   to  alarm   requirement  of  WAAS. 

Numbers indicate how many hops are required to propagate 
signal from ground earth station through the constellation 

Figure 8. 60-GHz crosslink connectivity with three 
antennas on each satellite. 

Since the crosslink antennas have to operate in 
full duplex mode, separate 60-GHz frequencies must be 
selected for neighboring satellites in order to avoid 
transmit/receive conflict. To solve this problem, it is 
possible to select three different 60-GHz frequencies and 
assign them appropriately to satellites in the constellation 
to be used as their transmission frequencies. This 3- 
frequency plan will avoid transmit/receive conflicts on 
each satellite, since each satellite will be receiving four 
crosslink signals with frequencies other than its own 
transmission frequency, as illustrated in Figure 9. 

With the 3-frequency scheme discussed above, 
crosslink signals from different satellites can still be 
received on the same frequency even though 
transmit/receive conflict is completely avoided. Since the 
60-GHz antennas have narrow beams, separation can be 
provided by antenna discrimination alone. However, 
more separation between crosslink reception, if necessary 
can be provided by assigning more frequencies in the 
constellation to be used for satellite transmission. 
Figure 10 illustrates a 6-frequency scheme in which a 
total of six different 60-GHz frequencies are used. This 
scheme is capable of providing frequency separation 
between the four crosslinks on which messages are 
received from each satellite's closest neighbors, in 
addition to eliminating transmit/receive conflicts for every 
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satellite in the constellation. A 3- to 6-multiplexer is 
required in the antenna compartment for the 60-GHz 
crosslink implementation. 

A crosslink RF power requirement estimate is 
given in the link budget as shown in Table 4. For the 
2.4-Kbps burst rate, the required RF power is estimated to 
be < 2.5 W with the proposed 4-inch slotted-array 
antenna. 

• Numbers indicate frequehcies assigned to each satellite 
for its transmission 

• Channelizaton in V-band crosslinks provided by FDM 
and spatial division 

Figure 9. 60-GHz crosslink transmit frequency plan using 
three frequencies. 

4,3,6,2 

• Numbers inside the circle indicate frequencies assigned 
to each satellite for its transmission 

• Numbers adjacent to the circles indicate receive frequencies 
for each satellite from its neighboring satellites 

Figure 10. 60-GHz crosslink transmit frequency plan 
using six frequencies. 

The weight and power impact of the 60-GHz 
crosslink on the Block IIF payload is estimated and given 
in Table 5 to be approximately 80 lbs and 260 W for the 
4-antenna-per-satellite configuration, and can be slightly 

reduced with the 3-antenna-per-satellite option. An 
estimate of the total weight increase of the launch due to 
these added weight and power requirements is also given 
in Table 5. The total increase in launch vehicle weight is 
estimated to be approximately 390 lbs for the 60-GHz 
crosslink option. 

Table 4.   60 GHz Crosslink - Link Budget 
(4-inch gimballed slotted array antennas, 
2.4 W transmitter) 

Link Design Parameters urn Budget 

Frequency GHz 60.00 Transmit power cBW 3.80 

Burst data rate Kbps 2.40 TX ckt toss dB -1.60 

TXtoRXdist Km 38000.00 TX ant gain dB< 34.09 

TX RF power W 2.40 BRP cBW 36.39 

TX array diam m 0.10 TX point toss dS -0.16 

TXantetf 0.65 Rpacfiloss dB -219.60 

TX ckt loss dS 1.60 Polariz toss dB -0.20 

TX 3-dB Ijeann v» *g 350 RX ant gain dBi 34.09 

TX point error deg 0.40 RX point toss dB -0.16 

RX array diam m 0.10 Rain toss dB 0.00 

RX ant eff 0.65 Rec'd sig power dBW -149.63 

RX 3-dB lieam v» deg 3J0 RX am temp K 100.00 

RX point error deg 0.40 Temp due to WG K 119.64 

Polariz loss dB 02D Temp due to RX NF K 885.75 

RX ant temp K 100.00 Syst noise temp K 1105.38 

RX ckt loss dB 150 Syst noise PSD dBW/Hz -198.16 

RecvNF dB 5.00 Rec'd P/No dB-Hz 48.54 

Req-d BER E (-6) 1.00 Implem toss dB -2.00 

Req'd EbINo dB 9,60 Rec'd Eb/No dB 12.74 

Imptem loss dB 2.00 Req'd EblNo dB 9.60 

Margin dB 3.14 

In selecting crosslink design, the constellation 
build-up phase must also be considered. This phase can 
span several years before a full operational capability is 
achieved. During this phase, a mix of Block IIR and IIF 
satellites will coexist. Block IIR satellites will be replaced 
gradually by Block IIF satellites until the entire 
constellation is composed of Block IIF satellites. A 
detailed constellation build-up study is underway and the 
effect on the WAAS data relay capability using Block IIF 
crosslinks is being evaluated in detail. A simple analysis, 
given below, shows that an 8-satellite buildup could be 
adequate to relay WAAS data over the CONUS. Assume 
the Block IIF satellites are uniformly distributed among 
the 24-satellite constellation. There will be an average of 
four satellites over the Northern Hemisphere, and from 
one to three satellites will be visible over the CONUS. 
Either GES, located in Los Angeles or Boston, can uplink 
the WAAS message to one of these visible Block IIF 
satellites, which will then attempt to relay the message to 
the other seven Block IIF satellites in the mixed 
constellation. In the build-up phase, the Block IIF 
satellites will complement the geostationary satellites. 
However, the initial study indicates that, in the fully built- 
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up Block IIF constellation, the primary means availability 
requirements for WAAS signals can be met worldwide 
without geostationary satellites. 

Table 5.   Preliminary Estimate of WAAS Pay load 
Impact on Block IIF (60-GHz Option) 

Urn 
Weight 

(bs) 

Power 

(W) Comments 

&43andSGLSrecv ao ao to receive WAAS uplink 

Processor 10.0 ao 

FDM modulatof, U/C 25 25 

6CW3HZ SSPA (4) 20 gao 
2.4 W RF each at 10% DC/RF 
efficiency 

60-GHz multiplexer/switch (4) eo 120 

6(M3Hz D/C (4) 40 10.0 

Crosslink recv (4) 4fl 10.0 

Crosslink antenna w GDA (4) 20.0 16.0 

Frequency synthesizer 15 20 

L1 modulator increase 20 15 for additional WAAS signal 

L1 HPA Increase 5D 75.0 
30 WRF power at 40% 
etfKlency 

L5 itxxkilator, U/C 25 25 

L5 HPA, DC/DC conv 11.0 225 9 W RF power at 40% efficiency 

Total payload 78.6 266.0 

Power sutKystem, AKM 
structure 

310.7 

Total launch weight Increase 389.2 

BkJCk IIF Increase due to WAAS: 

BklckllF 4619.0 1152 

Bkx* IIF with WAAS 6008.2 1418 

% Increase 8A 23.1 

7. WAAS Operations With Blocic IIF 
Unlike a geostationary satellite, which serves 

only one region, a Block IIF satellite provides global 
service. Therefore, failure of a single Block IIF satellite in 
the constellation will have an insignificant impact on 
integrity and availability of WAAS to users. Since C/A 
code measurements are also available on two frequencies, 
maintenance and operation of a large network of ground 
stations to model the ionosphere, as currently planned in 
conjunction with Inmarsat satellites, can be significantly 
reduced. Similarly, concerns of time synchronization 
between the WAAS signal and GPS time are eliminated 
since all signals are generated with reference to GPS time. 
This also will eliminate the need to create and maintain an 
independent WAAS network time. 

WAAS operation would become much simpler 
with Block IIF satellites. However, the WAAS ground 
system would be independently managing the WAAS 
uplink. Further, WAAS data processing will be done 
independently by the WAAS ground system. Such 
independent data processing would provide independent 
integrity verification to enhance system safety. 

As currently planned and similar to the case of 
geostationary satellites, a network of ground stations 
(WRS) would be tracking Block IIF satellites and the 

measurements sent to master stations (WMS) where data 
processing will be done to compute the WAAS update 
data. Such data will be uplinked to the satellite via GES. 
GES will be tracking a particular Block IIF satellite 
during its viewing period. Before the satellite goes out of 
view, the GES will switch to another satellite and this 
process will be repeated. This guarantees continuous 
connectivity between the GES and any Block IIF satellite. 
Uplinked data will be crosslinked to all other Block IIF 
satellites in the constellation and the crosslink process 
occurs automatically without control by the ground 
system. 

It is expected that there will be adequate 
redundant ground system elements to support WAAS 
operations. Although a particular GES would be the 
prime ground station assigned foflTplink to the satellite, 
there would be another GES in a hot standby mode, 
prepared to assume the uplink function in the case of any 
failure in the prime GES. Similarly, there would be a 
backup WMS that would be prepared to generate update 
data in the event of a failure in the prime WMS. This 
would be coordinated to guarantee continuity of 
operations. 

Until the constellation consists of only Block IIF 
satellites, for a considerable period of time the 
constellation will consist of both Block IIR and Block IIF 
satellites. During this period. Block IIF satellites could 
function to supplement the geostationary satellites to 
provide the WAAS signal. Crosslink design has been 
carried out to maximize crosslink communication between 
all Block IIF satellites even when there are only a few 
Block IIF satellites in the mixed constellation. 

Prior to deployment of Block IIF satellites, 
WAAS signals are only available via geostationary 
satellites. Over the CONUS region, it is expected that 
there will be initially three geostationary satellites which 
will provide dual coverage over the coastal regions and 
single coverage over the central region. Unless additional 
geostationary satellites are placed in orbit the availability 
requirements will not be met. Moreover, WAAS signals 
will not be available from geostationary satellites in the 
high latitude regions, whereas the Block IIF satellites 
have no such limitations. Further, when Block IIF 
satellites are deployed, their number increases in the 
constellation and eventually when the constellation 
consists of only Block IIF satellites, there will be as many 
WAAS signals as GPS signals, eliminating the need for 
additional geostationary satellites beyond the initial three 
Inmarsat satellites. Further study may show that a full 
Block IIF constellation alone is adequate to meet the 
WAAS signal in space requirements. 

The Block IIF satellites are designed such that 
multiple ground systems from different regional WAAS 
could uplink to the satellites simultaneously and the 
satellites could downlink WAAS data to respective 
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regions as a dedicated geostationary satellite would be 
able to transmit data to a particular corresponding region. 
This feature allows interconnection to the various regional 
WAAS operations to provide a seamless navigational 
service to the global civil aviation user. 

8. Summary and Conclusions 
A system architecture incorporating the WAAS 

operational system with Block IIF satellites has been 
presented. A GPS signal structure consisting of backward- 
compatible conventional GPS signals and WAAS signals 
has been suggested and analysis has been performed to 
show that almost no interference would occur between the 
various signals. Further, it also shows that two frequency 
measurements to calibrate the ionosphere for the civil 
aviation users can be implemented without affecting 
backward compatibility. 

A preliminary design of the Block IIF satellite 
that meets the requirements of both GPS and WAAS has 
been presented. The design modifications were based on 
Block IIR architecture and have minimum cost and weight 
impact to the satellite. The new features include an 
independent uplink, an independent crosslink, new signal 
structure, improved onboard processing to facilitate data 
routing and related subsystems. A preliminary estimate of 
the weight and power impact of the Block IIF satellite has 
been presented and the increase in weight and power 
could be minimized by incorporating the design changes 
in the early design stage. 

Two alternate schemes for implementation of the 
crosslink have been proposed. The first scheme is based 
on an FDM access method on a UHF frequency band. 
The second scheme is also an FDM method, but on a 
60-GHz frequency band. These schemes have distinct 
advantages and limitations. Further detailed tradeoff 
analysis would be required to select the method based on 
weight, power, and cost impact. 

A brief discussion regarding the operation of 
WAAS with Block IIF satellites was also presented. 
However, further studies are required to evaluate how the 
operations could be improved during the buildup phase of 
the Block IIF satellites. 

This study has shown that incorporation of dual 
frequency civil signals for ionospheric delay calibration 
by civil aviation and WAAS signals meeting WAAS 
operational performance requirements on the Block IIF 
satellite is not only feasible but also achievable with 
minimum impact to the satellite. 
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ABSTRACT 

According to the current approach to Kalman time 
propagation based on taincated Taylor expansion of 
matri.x exponent one must choose a propagation inter\'al 
such that the dynamic matrix will be approximately 
constant within it. For \ehicles submitted to drastic 
dynamic behavior this method implies the use of 
extremeh short propagation infer\al. Consequently 
heavy recursi^•e computations of the covariance matrix 
has to be done at high frequenq'. 

In this paper a new approach to Kalman time 
propagation for GPS/INS integrated systems is proposed. 
This new method allo\\s a considerable saving of 
computational load \\'hile keeping the required accuracy 
of the propagation. 
The proposed propagation algorithm consist of two 
phases: a) auxiliar> computations carried out at the high 
frequency during the inten'al between GPS - 
measurements reception;   b) recursive computations of 

the co\ariance matrix carried out only at the time of 
GPS - measurements reception (before Kalman updates). 
The required accurac)' is kept due to the fact that the 
propagation is based on the approximate solution of INS 
- error differential equations up to the given order of 
small parameter, which is inherent in INS - error 
dynamic matrix. 

INTRODUCTION 

Kalman filter for GPS/INS integrated systems includes 
Kalman time propagation - recursive computations of the 
covariance matrix according to INS - error dynamic 
model, which is the system of linear differential 
equations. The coefficient matrix of these equations (the 
dynamic matrix) depends on vehicle's velocity' and 
acceleration, consequently it \'aries as a function of time. 
To carry out Kalman time propagation INS - error 
differential equations must be approximately solved on 
the inten'al (~ 1 sec) between GPS - measurements 
reception. Howe\er since the most known approximate 
solution method based on taincated Taylor expansion of 
matrix exponent suits onh the case of the constant 
dynamic matrix one presets a propagation interval so that 
^■ehicle's velocit}' and acceleration will be approximateh' 
constant within it. For vehicle's with drastic dynamic 
behaviour this approach forces to carrj' out heavy matrix 
computations at a high frequency. 

Our purpose is to obtain an appro.ximate solution of INS - 
error differential equations with the time-var\ing 
dynamic matrix during the interval between GPS - 
measurements receptions in order to utilize this inler\al 
as a propagation of the co^•ariance matrix only at the 
time of GPS - measurements reception (before Kalman 
updates). The desired solution must ha^e an 
approximation order selection which allows to keep the 
required accurac)' of the propagation. 

1869 



STEP-BY-STEP METHOD 

Let INS - error dynamic model be described by the 
svstem of linear differential equations 

X(t) = A(t) X(t) (1) 

where X(t) is the vector of INS - errors and A(t) is the 
dynamic matrix. Consider an interval [tti , tk] between 
times   tk-i . tk of GPS -   measurements   reception. 

T = tk - tk-i . 

For Kalman time propagation of the covariance matrix 
from tk-i tq_tk we need a matrix Bk which connect 
X(tk-i ) and X(tk) i.e. 

X(tk) = BkX(tk-,) (2) 

To obtain Bk the equation (1) must be sdved in the 
interval [tk-i . tk] given the initial condition X(tk-i). Since 
the accurate solution of (1) cannot be computed our 
purpose is to find an approximate solution and 
consequently an approximation to Bk. In case of the 
constant dynamic matrix A(t) = Ak for t e [tk-i . tk] such 
an approximation is well known - truncated Taylor 
expansion of Bk= exp {TAk}. i.e. 

Bk = Bk'"' = I + TAk + jlAk' +...+r^Ak" (3) 
2 n! 

where I is the unit matrix. 

The dynamic matrix is a ftmction of time due to it's 
dependence on vehicle's velocity and acceleration. For a 
vehicle submitted to drastic dynamic behaviour the 
assumption that it's velocit>' and acceleration are 
constant on an interval ~ 1 sec is often wrong. For this 
reason the interval [tn . tk] is divided in several 
subintenals 

(4) [tk-, + (i-l)A. tk-i +iA]. 
so that A(t) = Aki  for 

i=l J.    J=T/A 
t € [tk-i + (i-l)A, tk-i + iA]. 

These subintervals are utilized as propagation intervals 
for recursive computations of the covariance matrix 
based on the approximations 

Bk, = Bk/"' = I + AAki +A' Aki' +....+A;;Aki" (5) 
2 n! 

This approach results in heavy computational load even 
for powerfiil processors. 

To develop a different concept let us obtain an 
approximate solution of (1) free of any assumptions 
regarding dynamic matrix variability^ on the inten^al [tk-i. 
tk]. It will be noted that matrix exponent method is not 
applicable to the case of time - varying dynamic matrix 

tk 
since Bk ^ exp {! A(T)dT}. 

tk-i 

The equivalent integral form of the differential equation 

(l)is 
_        t       _ 
X(t) = X(tk-i) + J A(T) X(T)dT (6) 

tk-i 
The approximate solution can be obtained based on a 

recursion formula 

SL — ^ — 
X'"'(t) = X(tk-,) + f   A(T) X'"-" (T) dT (7) 

tk-i _r^       _ 
given the initial approximation X'"' (t) = X(tk-i). This 
step-by-step method yields 

tk                    tk                Ti 

Bk = Bk'"' = I + f  A(T)dT + f    A(Ti) f    A(T2)dT2dTi +  

tk-I tk-1        tk-1 

tk f] Tn-i 

....+ {    A(T,)  I  A(T2)..../A(T„)dV..dT2dTi (8) 

tk-1 tk-1 tk-1 
The obtained approximation generalizes the matrix 
exponent method for the case of time - varjing dynamic 

matrix. Indeed, by substitution of A(t) = Ak into (8) we 
get equation (3) given that 

tk       "^l        ■^m-l 

I    I...  I  dT„...dT, =_r:   ,    m=I....n 
tk-1 tk-1    tk-1 m! 

However for a general case of time-var\ing dynamic 
matrix the integrals in (8) cannot be computed 
analytically. To evaluate these integrals approximately 
we must utilize the subintervals (4) and replace the 
integrals in (8) with the corresponding sums. It yields 

Bk Bk'"' = I + Si + S2 + ... + S„ (9) 

where the sums 
J 

S, = Al Ak, 
i=I 

J 

S„ = A" I Akii 
ii=l 

Ak ■kil 

ll 

2 Ak 
i,=l 

J 

. S, = A^ I 

ii in-i 

E    Aki2 ••• ^    Akin 
i2=l i„=l 

can be obtained by means of recursion formulas 
S,'" = S,'"" + AAk,. 
S2"' = S2'-" + AAkiS,''\ 

(10) 

(11) 

Sn '  - Sn '"    + AAki S„-i 

where i=I.. 
S2'" = 0, ... 

J and the initial conditions are S/"' = 0. 
Sn""' = 0. At the moment tk we obtain 

Si"' = S, , S2'" = S2 ,.... S„'^^ = S„ which must be 
substituted into (9).Therefore the proposed propagation 
algorithm can be divided in two phases: a)auxilarj' 
computations (U) carried out at the high frequency 
throughout the propagation interval [tk-i . tk]; b) Kalman 
time propagation of the covariance matrix from tk-i to tk 
carried out only at the time tk and based on the 
approximation (9). 
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ACCURACY ANALYSIS 

To keep the required accuracy of the propagation we 
must select n in the approximation (8) such that the 
approximation error 

CO tk Ti Tn,.i 

are the maximal vehicle's velocity and 

^,„ = 2 I    A(T,)I   A(T2). 
m=n+l   tk-i      tk-i 

j   A(TjdTn,....dT2dT,     (12) 

tk-i 

will be sufficiently small according to some criteria. Let 
|.i be some given small parameter (unitless positive 
number much smaller than 1). Let us specify that the 
approximation error is sufficiently small if ^n ~ o(n'). i.e. 
all the elements of the matrix ^n have an infinitesimal 
order with respect to |.i less than (.i'. where 1 is predefined 
according to the required accuracy. The validity of this 
criteria will be demonstrated by the natural existence of 
the small parameter which is inherent in the INS - error 
dynamic matrix. Let us specify' the state vector of INS - 
errors: 

X = 

8P Ix' 5Ve 
R 

58e 

5V :8P = 5L :   5V = 8VN 

R 

;    88 = 5GN 

5s 5h 5Vz 6ez 
L—    _ 

_R _R_ 

where ?>k. 5L. 5h are the errors in vehicle's longitude X, 
latitude L and altitude h; 5Ve. 8VN . 8Vz are the errors 
in vehicle's east velocify Ve, north velocity VN and 
vertical velocify Vz : 5se. 8SN . 88z are the vehicle's 
attitude errors: R is the earth radius. Let ae. an ■ az be the 
Vehicle's acceleration; Q. be the earth rotation rate. Now- 
let us describe the dynamic matrix of INS - error model: 

A=  'AvT:Avv:Ave     - (13) 
App APV iO 
AvT :AvV jAve 

Ac? 'AeV    JAEE 

The submatrices of A are shown in figure 1. 

To estimate the approximation error t,„ let us substitute 
into (12) such a matrix A that it's elements are upper 
bounds for the corresponding elements of the dynamic 
matrix (13). It yields 

^n~ 

where 

0(^1") 0(^1"-') o(^") 
o(n") o(^") 0(^1") 

0 (^i") o(^"-') 0 (n") 

(14) 

u = T max { Q + Vmax + (g + an,ax)   }   ,       (15) 
R        ~W- 

acceleration. For reasonable values of Vmax , amax the 
unitless positive number (x is much smaller than 1 

(fo, ~ 10"' -^ 10"^) and can be considered as a given small 
parameter. 

As follows from (14), to ensure that ^„   ~ o (|.i') for a 
given 1 we must select n = 1 + 1. However the last 

summandof Bk"^'Ms 

tk tl Tl 
1   A(T,)f     A(X2)...   1    A(Ti+,)dTi+, ...dT2dTi = 
tk-1        tk-1 tk-1 

0 r^   (1+11 
Lpv 0 

0 

0" 

0 0 

0 

+ 0 (n') (16) 

where the submatrices Cpv"^", Csv"^'* have the 
infinitesimal order (.i'. We may omit in (16) all the terms 
with infinitesimal order less than |.i', i.e. we may use 

instead Bk     an approximation 

B'll+I    _ ID  (1> 
k -Dk + 

0   iCpv*'"'^   \ 0 
0 :o 
-orcT"'^ 

(17) 

An example (1=1) is shown in figure 2. 

CONCLUSIONS 

The proposed propagation algorithm is based on the 
approximate solution of INS - error differential equations 
with the time - varying dynamic matrix on the interAal 
between GPS - measurements reception. This interval is 
utilized as a propagation interval, i.e. Kalman 
propagation of the covariance matrix is carried out only 
at the time of GPS - measurements reception. 

The approximate solution of INS - error differential 
equations obtained by means of step-by-step method 
includes some integrals of dynamic matrix elements. To 
compute these integrals the propagation inter\'al is 
divided in several siibintervals so that the dynamic 
matrix will be approximately constant within each of 
them and the integrals can be replaced by the 
corresponding sums. Thus the proposed propagation 
algorithm includes auxiliary computations carried out at 
the high frequency, but the overall computational load 
has been significantly decreased. 

Step-by-Step method allows to obtain the sequence of 
approximations. To keep the required accuracy of the 
propagation the approximation is selected to have the 
given infinitesimal order with respect to some small 
parameter which is inherent in INS - error dynamic 
matrix. 
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Abstract 

It is very important to monitor the mechanical be- 
haviour of an extensive area in geotechnical en- 
gneering such as high cut slopes, landslides and 
subsidences. It is very expensive to continuously 
measure many points to monitor the behaviour. 

Since GPS is available in all weather, day and 
night, and can monitor a large measurement net- 
work, it is very useful tool for measiu-ering displace- 
ment vectors over an extensive area. 

Recently, some applications of GPS to subsi- 
dence and landslide measurement have been stud- 
ied. A real-time system to measure the positons of 
up to 10 points and to detect displacement of these 
points, however, has not yet been developed. 

The authors have developed a system using pre- 
cise carrier phase GPS techniques to detect dis- 
placement for monitoring the mechanical behavior 
of an extensive area at the level of a few centime- 
ters. In this paper, the system concepts are de- 
scribed and results of the field experiments to prove 
the applicability of the system are given. Field 
tests show that displaements on the order of 2 cm 
can be detected. 

Figure 1: A Landslide Area 

INTRODUCTION 

Since Japan is a small and moimtainous coim- 
try with a large population, many people five in 
or around areas with potential risk of landslides. 
Statistics show that the nunmber of areas with po- 
tential risk of disaster from landslides in Japan is 
more than ten thousand. In order to avoid these 
disasters, it is important to accurately monitor the 
mechanical behaviour for movements. 

Figure 1 shows a typical landslide area which 
can measure a few hundred meters long and a few 
hundred meters wide. These landslide areas tend 
to move in blocks such that many points in the 
area must be monitored so that a complete picture 
of the displacement can be formed. By knowing 
the direction and distance of displacements within 
the various blocks, a decision can be made as to 
whether an area is dangerous or not, so that coun- 
termeasures can be taken to avoid disasters. 

Displacement measurements have conventionally 
been done using extensometers or electro-optical 
distance measuring instrmnents. While an exten- 
someter is able to measure to an accuracy of a 
millimeter, it can only measure in one direction. 
Electro-optical distance measuring instrimients are 
widely used in the surveying field, however, they do 
not work well in poor visibility. In addition, when 
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Figure 2: Real-time Landslide Detection System 

using both these instruments, the measurement of 
a large number of points on a continuous basis is 
very expensive. 

Recently, the application of GPS to measure sub- 
sidence and landslides has been undertaken [1] [2]. 
When using GPS precise positioning techniques 
based on carrier phase data, the resulting accuracy 
can rival conventional surveying methods. GPS is 
also available in all-weather, day and night and of- 
fers the capabihty to automatically process data 
on a small computer to generate positions in an 
autonomous mode. For these reasons, GPS was 
selected as the tool to measure displacement vec- 
tors over a large area. 

Traditionally, most static and kinematic GPS 
surveys require post-processing in order to gener- 
ate accurate position information. Recently, Real- 
Time Kinematic (RTK) systems have been devel- 
oped which accurately locate a user with respect 
to a fixed reference system in real-time [3]. A real- 
time system which continuously determines the po- 
sition of several receiver locations simultaneously 
to determine if displacements occur over time, has 
not yet been developed. Such a system has been 
developed by the authors and is capable of provid- 
ing accuracies on the order of 2 cm in real-time. 
System concepts and test results form the basis of 
this paper. 

SYSTEM OVERVIEW 

A system for monitoring a landsUde is required to 
have the following functions: 

• to be able to simultaneously determine the po- 
sitions of several points (up to 10) 

• to measure these points automatically in real- 
time 

• to measure the points with a high accuracy 
(1-2 cm) 

• to detect displacement accurately and reliably 

• to be capable of operating over a long period 
of time (weeks to months) 

In order to satisfy these requirements, the sys- 
tem was developed according to Figure 2. All data 
from the GPS receivers are collected at the PC 
via the communication network. The baseline vec- 
tors between each receiver and the reference are 
then calculated in real-time using the carrier phase 
data. In order to detect displacement, these es- 
timated positions are compared to an intial posi- 
tion determined at the start of the test. If sig- 
nificant displacement is detected, it is reported to 
users through warning messages displayed on the 
PC screen. This procedure of position estimation 
and displacement detection is performed repeat- 
edly. 

The GPS receiver used for the reference station 
as well as in the monitoring area is shown in Fig- 
ure 3. It is a C/A code, 8 channel unit, capable 
of outputting raw GPS data such as pseudorange 
and carrier phase at a 0.5 Hz rate. 

The communication network consists of a Relay 
Unit, Interface Unit and some cables. In Figures 4 
and 5, the Relay and Interface Units axe shown, 
respectively. The Relay Unit passes data from the 
GPS receivers to the Interface Unit and also sup- 
phes power to each receiver. The Interface Unit 
passes data from the GPS reference receiver and 
the Relay Unit to th PC, as well as supplies power 
to the reference receiver. Since the GPS receiver 
and Relay Unit are waterproof, they can be placed 
in the monitoring area during inclement weather. 

The monitoring area which can be covered by 
the receivers is within a diameter of 800 m cen- 
tered by the Relay Unit. The maximum distance 

1878 



Figure 3: Receiver and Antenna 

Figure 4: Relay Unit 

between the reference GPS receiver and each re- 
mote receiver is 1200 m. Since the power source of 
the each receiver is supplied from either the Re- 
lay Unit or Interface unit via some cables, only 
these two units are actually powered from external 
sources. 

Figure 6 shows an example of some of the graph- 
ics that can be displayed on the PC screen during 
normal operations. This figure shows the location 
of all receivers as well as numeric results of the 
baseline analysis and detection tests. Plots of lati- 
tude (or longitude) versus time and baseline sepa- 
ration versus time can also be displayed. 

Some specifications of the system are as follows: 

• the number of reference receivers is one 

• the maximum number of measurement points 
is ten 

• the monitoring area must be within a ckcle of 
800 m centered by the Relay Unit 

• the maximum distance between the reference 
point and each measurement point is 1,200 m. 

• measurement interval is 1 minute. 

• power consumption is less than 160 VA with 
one reference receiver and ten receivers placed 
on the monitoring area. 

System Behaviour 

The system has two modes, namely Initialization 
Mode and Monitoring Mode. A flowchart of the two 
modes is shown in Figure 7 and each is discussed 
below. 

Figure 5: Interface Unit and PC 

Initialization Mode 

The goals of the initialization mode are to 1) ac- 
curately determine the initial coordinates of the 
receivers in the monitoring area with respect to 
the reference receiver, and 2) determine the dou- 
ble difference integer ambiguities for each of the 
baseUnes. 

In order to fulfil goal (1) above, approximately 
30-60 minutes of data are collected at each receiver 
location. Each baseline is then computed using 
a standard least squares adjustment which ulti- 
mately results in a double difference fixed-integer 
ambiguity solution [4]. Once the position of eaxi 
receiver is determined using this process, the coor- 
dinates are stored in a database so that they can be 
recalled during monitoring mode for movement de- 
tection purposes. It is clearly important that the 
receivers in the monitoring area be stable diuring 
initialization mode. 
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Figure 6: An Example of Display 

Monitoring Mode 

This mode is the method by which the position 
of each receiver is tracked to determine if move- 
ment has occurred. This entails the processing of 
distinct epochs of data which are then compaired 
to the database of the positions generated in the 
initialization mode. 

Since integer ambiguities are held fixed during 
monitoring mode (using the values obtained from 
the initialization mode), only ten seconds of data 
are used to estimate each receiver's position. This 
ten second span is considered one epoch. The spac- 
ing between measurement epochs is one minute if 
ten receivers are deployed in the monitoring area. 
If the nmnber of receivers is reduced to four, then 
the epoch interval is increased to every 20 seconds. 

set up 

i 
Initialization 

1 
_.__   A , 

correction of 
observations 

i 
BaseUne 
cinalysis monitoring i 

Displacement 
Detection 

mode 

indicate of 
Results 

1 

Displacement Detection 

Two statistical tests have been implemented in or- 
der to detect displacement in each of the reference- 
receiver pairs. The first test is to assess whether 
the computed distance between the reference and 
receiver falls within a normal (Gaussian) distribu- 
tion. The estimated baseline length is compared 
against the mean distance such that if the devia- 
tion is too large, a flag is set and the user is warned. 

The second statistical test which is implemented 
is a Chi-squared test on the difference between the 
estimated position of a particular receiver versus 
the true value as stored in the database from Loi- 
tialization. Again, if this test fails, a second flag is 
set and the user is warned. 

Figure 7: flow-chart 

In order to generate reUable results, a statistical 
probability level of 99% is used for both tests. 

EXPERIMENTAL RESULTS 

Fundamental Tests 

Two tests were made to check the fundamental 
function and performance of the system. Both tests 
were conducted in an open field shown in Figure 8. 

Test 1 
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Figure 10: Movement of Receiver No.4 
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Figure 11: lat-lon about Receiver No.2 and No.3 

GPS receiver No.l 
(reference point) 

42.1m 

GPS receiver No.4 

GPS receiver No.2 

Figme 9: Receiver Placement for Testl 

In this test, four receivers numbered 1 to 4 were 
deployed as shown in Figure 9. The reference 
GPS receiver was No. 1 while the other three re- 
ceivers were considered measurement points. The 
distances between the measurement points and 
the reference receiver ranged from about 40 to 
80 m. Approximately 20 minutes of data was used 
to initialize the baseUnes, and then the positions 
of the measurement points were computed every 
20 seconds thereafter. 

In order to test the performance of the system, 
receiver Nos. 2 and 3 were held stationary dur- 
ing the 84 minute test while Receiver No. 4 was 
moved 1cm or 5 mm every 2 minutes as shown in 
Figure 10. 

Figure 11 illustrates the horizontal position of 
receiver Nos. 2 and 3 during the test and shows 
that the precision of the position estimates is at the 
level of 5 mm. Alternatively, Figure 12 shows the 
estimated baseline length between receiver No. 4 
and the reference receiver. In this case, the black 
dots show epochs where the statistical test has de- 
tected that motion has occurred. The white dots 
indicate that the system considers the point sta- 
tionary, i.e. no movement has been detected. In 
this case, it is clear that movements on the order 
of ±lcm can be detected. Figure 13 shows a sim- 
ilar plot, but in this case, differences between the 
horizontal coordinates from the epoch results and 
the true coordinates from the database are shown. 
Again, once there is movement of ±1 cm, it can be 
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Test 2 

In the second test, three receivers were deployed 
as shown in Figure 14. Receiver Nos. 2 and 4 were 
alternatively considered the reference receivers as 
will be discussed below. Receiver No. 3 was moved 
in 1 cm increments every 2 minutes as shown in Fig- 
ure 15. The distances between the measurement 
points and the reference receiver ranged about 
20 m. Approximately 15 minutes of data was used 
to initialize the baselines, and then the positions 
of the measurement points were computed every 
20 seconds thereafter. 

Figure 16 gives the horizontal position errors of 
Receiver No. 3 when Receiver No. 4 is considered 
the reference receiver. Also shown on the figure 
are the results of the Chi-squared test on the po- 
sition difierences. Again, the block dots indicate 
when the statistical test fails, i.e. motion is de- 
tected. Figure 17 shows similar results for the base- 
line test (i.e. for normal distribution). The graphs 
show that in some cases, one test may pass while 
the other fails. 

The use of more than one statistical test is use- 
ful in maintaining a high system reliability since 
each statistical test has diffrecence character and 
each estimated value of coordiaates or a baseline 
length has diffirecent deviations. For example, Chi- 
squared test can detect displacements of all direc- 
tions, but the baseline test can not detect displace- 
ments along a circumference centered by the refer- 
ence point. 

Figure 18 give an analogous result to Figure 16 
and 17 when receiver No. 2 is considered as the ref- 

N 
A 

Receiver No.4 

23.1m 

20.1m 

Receiver No.3   Receiver No.2 

Figure 14: Receiver Placement for Test2 

? 1cm 

start point 

Figure 15: movement of antenna 
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erence receiver exept that the block dots mdicate 
when at least one of the two statistical tests fails. 
The results are similar to those discussed above ex- 
cept that the statistical tests pass along a diflferent 
axis of motion. 

It is shown in Figure 19 that the dots in Fig- 
ure 16 were made the block dots corresponding to 
the block dots in Figure 18. This result shows that 
displacements of order of 1-2 cm can be detected 
by measuring two baselines. 

One of the conclusions of this test is that redun- 
dancy in the baseline analysis is important. For ex- 
ample, the interstation vectors between the various 
measxu-ement points should be computed in addi- 
tion to the vectors between the reference and mea- 
surement points. This is particularly important if 
blocks within the monitoring area are moveing at 
different directions and speeds. This feature is also 
available in the current system. 
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Field Test 

A field test is on going in the real landslide area 
shown Figure 1. Five receivers are used in this 
test. One is on the reference point and others 
are on measurement points. It seems that there 
are some blocks moveing at different speeds in this 
area. It is expected that the movement of each 
block is cleared by using this system. 

CONCLUTIONS 

A system has been developed to continuously de- 
termine the positions in real-time of up to ten loca- 
tions for potential displacement using precise GPS 
carrier phase processing techniques. This system 
has advantages over conventional systems in that 
it works in all-weather, day and night and is au- 
tonomous. It can be used to measure displace- 
ments in an area such as landsUdes, high cut slopes 
and subsidences. 

Results of fundamental experiments show that 
the order of 2 cm of displacements can be detected 
by statistical tests. The use of more than one sta- 
tistical test is useful in maintaining a high system 
reliability and the redimdancy in the baseline anal- 
ysis is important. This system has the advantage 
of high system reliabiity because of it's redandancy 
of baseline analysis. 

In the future, the availability of this system in a 
real field will be evaluated by some results of field 
tests. And because of more feasibility of placement 
of receivers, the system using radio links instead of 
some cables wiU be developed. 
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ABSTRACT 

A GPS-based launch vehicle tracking architecture is under 
serious consideration by the Air Force to replace or 
augment the current radar-based tracking system. Due to the 
unique launch vehicle configuration, demanding operational 
environments, and stringent timing and reliability 
requirements, the application of GPS to launch vehicles 
presents special implementation and integration challenges 
different from both earth-surface and satellite navigation. 
Standardization of GPS antenna configuration and 
implementation for different launch vehicles is a critical 
element in AF's acquisition strategy. Finding such a 
standardized configuration is the objective of this paper. 

The paper presents a brief review of the antenna 
configuration trades including the frade between ring and 
patch antennas and the trade study on patch size and 
number. A 1/4-wave patch, which is commercially 
available, has a broad beam width but is more sensitive to 
edge diffraction effects caused by the neighboring structural 
elements. Aerospace has developed a prototype 1/2-wave 
patch, which can reduce the edge diffraction effects with a 
reduced beam width. Results of the frade studies indicate 
that either three 1/4-wave patches or four 1/2-wave patches 
should provide adequate GPS satellites coverage. A four 
1/2-wave patch configuration, which is less sensitive to 
peculiar neighboring sttuctural elements of different 
vehicles, is a better choice for standardization. 

The first phase of development of a modularized simulation 
program is completed and has been used to evaluate the 
system fracking performance. The simulation includes the 
following key modules: vehicle trajectory and attitude 
motion, experimentally verified patch antenna models (with 
user's choice of patch number, size, location on vehicle, and 
signal combining scheme), GPS constellation and visibility, 
antenna switching logic, and an integrated receiver/IMU. 
Using the actual flight trajectory and geometry of several 
vehicles, the same four 1/2-wave patch antenna 

configuration was simulated. The results confirmed the 
preliminary finding of the frade studies that the four patch 
configuration can satisfy the sttingent launch vehicle 
requirements. Therefore, a common patch antenna 
configuration is feasible for standardized applications. 

1. Introduction 

The USAF Space and Missile Systems Center and The 
Aerospace Corporation have recently concluded several 
top level studies [Ref 1] investigating the use of the GPS 
for primary fracking and metric data processing for space 
launch activities at the Eastern Range (ER) and Western 
Range (WR). The study results indicated that a GPS- 
based fracking system would enjoy significant cost and 
performance advantages over the current radar-based 
fracking system. Due to the unique launch vehicle 
configuration, demanding operational environment, and 
sfringent timing and reliability requirements, the 
applicafion of GPS to launch vehicles presents new 
challenges different from both earth-surface and satellite 
navigation. 

The range safety requirements are documented in 
References 2 and 3. Several important ones of interest 
here are described below. First of all, two totally 
independent trajectory measurement sources that meet 
Instantaneous Impact Point (IIP) accuracy are needed 
[Ref 2] with the reliability of each frajectory measurement 
source to be 0.999 at a 95% confidence level for a one 
hour duration. ER and WR have different IIP accuracy 
requirements [Ref 2] for real time fracking. For instance, 
ER has a 100-ft accuracy requirement for the Launch Area 
(LA) while WR's LA requirement is 1000 ft. On the post 
flight frajectory reconsfruction [Ref3], a 3-m position 
accuracy, a 0.003-m/s velocity accuracy, and a 100- 
nanoseconds timing accuracy are required for the 
guidance evaluation. Considering the high level dynamics 
that many launch vehicles and ballistic missiles will 
experience, these requirements are very sfringent indeed. 

1885 



The vehicles under consideration are Titan, Delta, Atlas, 
Taurus, Pegasus, and Minuteman. These vehicles vary 
greatly in physical size, geometric configuration, and 
flight profile. A major government acquisition objective 
is to be able to buy a common GPS User Equipment 
(GUE)configuration for standardized applications to all 
vehicles. As the first step of establishing the feasibility of 
achieving such an objective, The Aerospace Corporation 
has developed a database regarding the dynamics 
envelope, GUE placement constraints, and launch phase 
environments (e.g., thermal, vibration, shock, humidity) of 
these vehicles. The launch phase environments are highly 
dependent on where the GPS antennas and receiver are 
located. In the current study, it is assumed that they 
would be placed at the same locations as those of the C- 
Band antennas and transponder, respectively. In the 
presence of significant structurally transmitted and 
acoustically induced disturbances, the vibration and shock 
environments are extremely stressing. However, means 
are available to achieve adequate vibro-acoustic 
attenuation. Thermal and humidity environments, although 
still demanding, pose less a challenge to the GPS 
hardware. The rotational rates of these vehicles fall into 
two distinct categories; a few degrees per second for both 
large (e.g.. Titan) and small (e.g., Pegasus) launch 
vehicles and an order of magnitude or higher for ballistic 
vehicles (e.g., Minuteman). This suggests that the vehicle 
dynamics should be fully accounted for in evaluating the 
system level tracking performance. 
Despite the enormous size of some of the launch vehicles 
(e.g.. Titan, Delta), the placement of the GUE components 
is subject to severe constraints. Using Delta II as an 
example, the GPS antenna is limited to be placed on the 
so-called "mini-skirt" (Figure 1) for range safety 
operations. The mini-skirt is about 8 feet in diameter but 
only 11-inch wide. A ring antenna is not practical because 
of the existence of other critical components on the skirt 
as well as the prohibitive weight and cost penalties for 
vehicles of this size. Same conclusion was also arrived 
for Titan II, Titan IV, and Atlas. For Taurus, Pegasus, 
and Minuteman vehicles, it is possible to find adequate 
space for a ring antenna. However, the associated weight 
and cost penalties could still be unacceptable. A patch 
antenna configuration was therefore selected because of 
its universal applicability and its apparent cost and weight 
advantages. 

2. Antenna system 

For launch vehicles, the GPS antennas are subjected to 
very restrictive requirements above and beyond those for 
most other navigation users. The configuration and 
structure of launch vehicles dictate that the mounting 
space for GPS antennas are allocated very small sections 
of the cylindrical surface. For example, on Delta II, the 

real estate available is a "miniskirt" on the second stage, 
merely 11" wide. 

The requirements for light weight, low profile, and ease of 
integration very much point to micro strip patch antennas 
as candidates for launch vehicle applications. While many 
of the GPS antennas flown in past experiments with 
launch vehicles were rings, ring antenna is not a viable 
option for most large launch vehicles. A large ring 
antenna of a few meter diameter weights hundreds of 
pounds; there will also be structural obstructions on the 
vehicle surface to prevent the mounting of a complete 
ring. 

Figure 2 plots the gain pattern of patch antennas of 
different sizes, computed with the 2 slot approximation 
[Ref 4]. The sizes of antennas are expressed as fractions 
of the wavelength, X. It can be seen that for patch sizes 
above 0.5 X , the antenna patterns contain large nodes and 
sidelobes. These patterns are clearly undesirable because 
of the large gain variation leading to coverage holes at 20- 
60° zenith angles. 

The dominant multipath contribution for patch antennas 
mounted on a narrow cylindrical ground plane originates 
from the diffraction from the edges of the ground plane. 
An antenna pattern with a null at and around 90° zenith 
angle tends to be more immune to multipath effect. This is 
an argument against a 0.25X antenna, which offers no 
rejection of multipath interference. The 0.5A- patch, on the 
other hand, offers an optimal balance between gain 
variation and multipath rejection. The physical sizes of the 
different patches for the 1.5754 GHz LI is listed Table 1. 

Because of the relatively severe rotational dynamics, a 
major concern of the launch vehicle antenna system is 
GPS coverage. A simulation documented in [2] has shown 
that with 4 65°-half-beamwidth patches, a Delta II has an 
average visibility of more than 10 GPS satellites over the 
launch frajectory. According to the gain pattern shown in 
Figure 2, 0.5X patches provide adequate coverage for this 
vehicle. 

3. GPS-Based Tracking Simulation 

Members of the Technical Staff at the Aerospace Corp. are 
developing a modularized GPS Tracking Simulation 
program (GTSIM) to study the application of GPS to 
launch and space vehicles. In particular, GTSIM will be 
used to perform trade studies in order to satisfy the 
stringent launch vehicle requirements. The program is 
written in FORTRAN and hosted on the SUN workstation. 
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Figure 3 shows the major modules of GTSIM that are 
related to launch vehicle applications. The vehicle 
trajectory parameters that are required to perform the 
simulation are read into GTSIM as data files. These 
parameters include the vehicle position, velocity, 
acceleration, body rate, thrust, weight, elements of the 
inertial to body transformation matrix etc.. Figures 4 and 
5 show the velocity(in ECI frame) and rates (about body 
axes), respectively, of the delta II vehicle which was 
considered for the simulation. From the figures, it is 
shown that the solid rocket burnout occurs at about 1 and 
2 minutes, the main engine cutoff at about 4.5 minutes, 
and the second stage cutoff at about 11.3 and 20 minutes. 
The vehicle performs two attitude maneuvers; one 
between 11.5 and 12 minutes and the second between 16 
and 18 minutes into the flight. 

GTSIM also includes experimentally verified models for 
multiple patch antennas (with user's choice of patch 
number) that can be mounted on desired locations on the 
launch vehicle. The antenna model requires azimuth and 
elevation angles of a line-of-sight vector from an antenna 
to a GPS satellite and produces antenna gain and phase. 

A broadcast GPS ephemeris file which includes the 
navigation message is used to propagate each GPS 
satellite motion. That is, the position and velocity vectors 
of each satellite in the constellation are updated using the 
broadcast orbital elements and the correction terms of the 
orbital elements. Knowing the position vectors of the 
launch vehicle and the GPS satellites, it can be 
determined, based on the usable beamwidth of the 
individual antenna, which GPS satellite falls within the 
field of view of each of the antennas mounted on the 
vehicle. Furthermore, because of the earth's finite 
dimensions, many GPS satellites are occulted from the 
launch vehicle by the earth. This condition on visibility is 
also included in GTSIM. 

Coverage of the GPS satellites with patch antennas is 
demonstrated by the simulation of the Delta II mission. 
Figure 6 shows the number of GPS satellites tracked by 4 
patches of 85 degrees half-beamwidth antennas evenly 
spaced on the skirt of the second stage. At liftoff, where 
the antennas are looking sideways(horizontally), there are 
7 satellites visible but more come into the view as the 
vehicle gains altitude and pitches over. After 3.5 minutes 
from liftoff, the number of GPS satellites in the view 
varies between 11 and 12. The histogram in Figure 7 
shows the percentage of time (from liftoff until the end of 
the flight) that N satellites are visible (6<N<12). It is seen 
that 11 satellites are visible 45% of the time, 12 satellites 
are visible 38% of the time and so on. Figure 8 shows the 
prn's of the visible satellites. GPS measurement geometry 
is good throughout the whole time. 

Similar simulation results for 4 patches of 65 degrees half- 
beamwidth antennas were reported in [Ref. 1]. Of 
particular interest is the situation shown in Figure 9 where 
the tracking history of prn 19 by the 4 antennas is 
displayed. The abscissa is the boresight angle of the 
satellite in the coordinates of the individual antennas. 
During the vehicle maneuver (Figure 5), this satellite 
comes in and out of the field of view of one tracking 
antenna and then in the field of view of a neighboring one. 
This phenomena calls for a receiver control module with 
cooperative tracking capability between channels to 
maintain continuous lock and to acquire uninterrupted 
carrier phase measurement without incurring undetected 
cycle slips. When a satellite appears in the field of view 
of two neighboring antennas simultaneously, it is desirable 
to track the phase difference between the signals from 
these two antennas in anticipation of the transfer of the 
tracking task from one channel to the other. An integrated 
IMU/GPS systems dedicated to range safety bridge the 
gap during temporary GPS loss of track, and facilitate fast 
GPS reacquistion. 

4. GPS Augmentation Using Low Cost IMUs 

Due to the possibility of short duration GPS drop-out 
(typically due to inadequate antenna coverage) and 
subsequent loss of navigation data, it is desirable to 
augment the GPS receiver. This can be done with a low- 
cost inertial measurement unit (IMU - a combination of a 
three axis gyro and a three axis accelerometer). The idea 
is that the GPS receiver plus augmenting IMU would cost 
less than a navigation grade IMU. The recent emergence 
of micro machining techniques, in which integrated circuit 
technology is used to make mechanical as well as 
electronic components, has made possible the fabrication 
of very small, very low cost IMUs [Ref. 5]. Such micro- 
electromechanical systems (MEMS) including inertial 
measurement devices and interface electronics are 
currently under manufacture for various terrestrial 
applications    (e.g.     air-bag    triggers). Moderate 
performance levels have been reported. For example, 
[Ref. 6] cites a gyro drift rate of about 30 degrees/hour. 
We now look at the kinds of performance requirements 
which must be levied on the augmenting IMU for a GPS 
system for a launch vehicle. 

The GPS drop out periods (e.g. during fairing separation) 
would be of the order of few seconds. The basic 
performance requirement on the augmenting IMU must be 
that it adequately "fill in the gap", and that it also permit 
the GPS receiver to efficiently reacquire lock on its input 
signal as soon as that signal again becomes available. 
Without the presence of the IMU to fill in the periods of 
GPS outage, vehicle course changes could go undetected 
for the duration of the outage times, possibly incurring a 
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safety problem. With an IMU, any sudden course 
deviations would be immediately detected. For this 
purpose, a relatively low performance IMU will be 
adequate. For example, during a few second GPS outage, 
even a 30 degree per hour gyro will detect if large enough 
course deviations have occurred to have an impact on 
range safety. 

To evaluate the trade between IMU performance and 
system performance, we need to take into account a 
number of factors, including the duration of the expected 
GPS drop-outs, and the GPS reacquisition time as a 
function of error when reacquisition is started. 

Assume that the drop-outs are due to the loss of signal 
from individual satellites (i.e. not due to the loss of the 
whole constellation) and that these losses are due to 
geometric effects (antenna pointing due to launch vehicle 
maneuvers, satellites going over the horizon, etc.). Under 
these circumstances, drop-outs are typically a few 
seconds. Exceptions would be if the launch vehicle only 
has, for example, an antenna on top, and it rolls so that the 
antenna faces the earth and loses contact with all GPS 
signals until it rolls back again. We must now look at the 
build-up of errors as a function of IMU presence and 
quality. Figure 10 illustrates the error build-up as a 
function of IMU drift. 
Another question which arises concerns whether the more 
accurate tracking afforded by the IMU during GPS drop- 
outs would result in improved GPS reacquisition times. 
To translate the accuracy numbers into reacquisition 
times, we note that this will depend on algorithms being 
used in the GPS receiver. 

In order to provide a multi-access, low power (i.e. very 
low signal to noise ratio) signal, the GPS satellite outputs 
use pseudo random noise coding. The receiver generates 
a similar code, the phase of which must be varied until the 
correlation between the two signals is optimized. The 
amount of searching required to achieve this depends on 
the accuracy of the initial guess, and on the search 
algorithm used. Typically, the search time for 
reacquisition on C/A code will range from several seconds 
for an initial error of hundreds of kilometers down to 
practically instantaneous for errors under a kilometer. 
Even at a 10 g acceleration for a 10 second drop out, the 
error will only be 5 kilometers, so the impact of an IMU 
on reacquisition time should be small. 

As indicated above, the main advantage of the IMU is that 
it could warn of an anomaly without having to wait for the 
end of the drop-out period. Another advantage of the 
IMU is that it improves the performance of the Kalman 
filter. 

5. GPS Measurement Equation and Kalman Filtering 

Presently, the GPS receiver measurement equations used 
in GTSIM is pseudo range. The pseudo range 
measurement Zi to the j* satellite is given by 

Zi = [(S„. - P,)^ + (Sy,- - P/+ (S„- - P,)']^'^ - C*Br - 

C*Dr*time -i- Vr 

where 

Si = (Sxj, Sy,-, S„) is the /* GPS position vector (ECI) 

P = (Px,Py,Pz) is the launch vehicle position vector (ECI) 

C = speed of light 

Br = Receiver clock bias minus satellite clock bias 

Dr = Receiver clock drift minus satellite clock drift 

Vr = random noise. 

The random noise Vr includes the pseudo range noise, 
range quantization, range mechanization, ionospheric dual 
frequency error, and tropospheric residual. Values and 
characteristics of these error sources are presented in 
Table 2. The GPS ephemeris error and GPS satellite cock 
bias error are combined as one bias error source of 3 
meters, la. As shown in the table, the error sources are 
modeled either as white noises or random biases and are 
added to generate the receiver measurements that drive the 
Kalman filter. 

Currently, an 8-state Kalman filter is used in GTSIM to 
estimate the launch vehicle position, velocity, receiver 
clock bias and receiver clock drift. 

The system is described by the state equations 

i(t) = F;e(t) H-Lw(t) 

where w(t) is a white noise process with covariance matrix 
given by 

£{w(t)w+(t + x)}=Qe8(x) 

where E denotes expected valueand the superscript f 
means transpose of the quantity. The elements of the 
process noise covariance matrix Qc represent unmodeled 
acceleration effects and receiver clock uncertainties. 
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It can easily be shown that the discretized state equations 
are 

x{k+l)= Oxik) + w{k) 

where 

0 = e' FT 

and 
T 

E{yvik)w\k)} = Qd = / 0(Y)LQcL^<D+(Y)dY 

0 

The Kalman filter corrector equations are: 

Kik) = Pik/k-l)H\k)mk)Pik/k-l)¥f(k) + R(k)]'^ 

X{kA) = X{k/k-l) + K(k)[Zi(k) - U(k)X{k/k-l)] 

Pik/k) = [I - K(it)H(it)] F{k/k-l) 

and the Kalman filter predictor equations are: 

X()t+IA) = OX(M) 

P(k+l/k) = OP(M)4)+ + Q{k) 

In these equations, boldface letters indicate vector and 
matrix quantities. The hat over a quantity means an 
estimate of the quantity, ant the superscript T means 
transpose of the quantity. 

In a single sample interval of 1 second, the Kalman filter 
corrector equations are processed sequentially for all GPS 
satellites in view, while the predictor equations are used 
once after all corrections are made. Other processing 
schemes and other Kalman filter implementations are of 
course possible. 

The measurement Jacobian matrix H(k) used in the above 
equations is given by 

3g(x) 
H(A:)-   g^   lx = J(t*-i) 

Uy     =     (Sy  -  Py)/IRI 

uz = (S,-P,)/IRI 

and 

IRI = [(Sx,- - Px)' + (Sy,- - Py)'+ (S,i -P.)1 
2il/2 

Figures 11, 12 and 13 show the preliminary simulation 
results of the above 8-state filter. In all these figures, the 
error is defined as the difference between the filter 
estimated state and the true state of the vehicle and the 
receiver. The launch vehicle RSS position error shown in 
Figure 11 is well under 100 meters during the mission 
except at the indicated spikes. The cause of these spikes 
is that the Kalman filter uses an oversimplified model of 
the acceleration during solid rocket burnout and main 
engine cutoff. Similar comments apply to the pseudo 
range residual error shown in Figure 12 and the receiver 
clock bias error shown in Figure 13. It can be shown from 
this figure that the position error due to receiver clock bias 
is about 4.5 meters. Recall that the receiver clock bias 
error also includes the receiver clock drift. 

6. Concluding Remarks 

The first phase of development of a simulation program 
designed for tracking and range safety applications is 
completed. Preliminary results show that vehicle position 
errors well under 100 meters are achievable. Effort is 
continuing at The Aerospace Corporation to simulate an 
integrated GPS/IMU system as outlined in Figure 3. As 
stated in Section 4, for brief drop-outs (of the order of a 
few seconds), the quality of the IMU will not be very 
important. Accelerometer bias stabilities of the order of 
0.01 g's and gyro drift rates of the order of a degree per 
minute will yield acceptable performance. Thus MEMS 
units can be used to great advantage in this application. 
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= [-Ux -Uy -Uz -C 0 0 0 0]l xAik/k-i) 

where g(x) is the noise free term of the measurement 
equation, and (u^ ,Uy ,U2) is the LOS unit vector given by 

Ux = (Sx-Px)/IR1 
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Table 1. Antenna sizes 

I'raclionof A.(L1) 0.9 0.7 0.5 0.25 

dimension (cm) 17.12 13.32 9.51 4.76 
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Figure 3. GPS-based launch vehicle tracking simulation block diagram 

Figure 4. Magnitude of Delta II velocity vector 
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Table 2. MEASUREMENT MATRIX (la) 

Error Contributor P8eudorange(meters) 

GPS Satellite Segment 

Satellite Ephemerls 2.12 

Satellite Group & Clock 2.12 

GPS User Seament 

Pseudorange Noise 1.0 

Range Quantization 0.3 

Range Mechanization Error 1.0 

Propaaation Link 

Ionospheric Dual Frequency Error 1.5 

Tropospheric Residual 1.0 
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ABSTRACT 

The integration of GPS positions with external sensors for 
use in a GIS database has been described many times. It 
is rare, however, for the description to be of sufficient 
detail to serve as a guide for a reader interested in 
adopting the technique. Many important details are 
usually glossed over in an effort to focus on the eventual 
success of the project. This paper focuses on the 
experience gained in trying to realize the dream of 
seamless GPS integration. The reader is guided 
experientially through the techniques of making integrated 
measurements during a time sensitive research project. 
All equipment was 'off the shelf and was selected for 
reasons of economy as well as capability. The reader will 
learn about NMEA strings, connectors, power and battery 
problems, dataports, datalinks and antennae to name a few 
topics. 

INTRODUCTION 

'Beyond the Gate' is the name of a collaborative 
underwater archaeological field school project involving 
the Los Angeles Maritime Museum, Sonoma State 
University and the California Maritime Academy (a 
California State University). The goal of the work is to 
create a better understanding of the role of the Central 
California riverine highway in the development of the 
California Gold Rush. The project name comes from the 
direction of travel that a gold miner would have pursued 

in 1849. When approached from seaward, the gold fields 
lay approximately 100 miles beyond the Golden Gate 
entrance to San Francisco harbor. This area is very flat, 
covers several thousand square miles and is crisscrossed 
with numerous waterways. In most areas, the elevation is 
only a few meters above sea level. The region is 
popularly known as the California Delta. The first phase 
of the research effort was to conduct an inventory of the 
submerged cultural resources that were suspected to exist 
in a portion of the delta. Legal permission to investigate 
underwater features in this region was granted by the 
California State Lands Commission. 

The Research Objectives 

The 'field school' (as the project became known) selected 
the wreck of the sailing vessel Chesapeake as one of the 
first resources to be inventoried. The vessel's trade was 
typical of the area, and the specifics of the wreck made it 
likely that artifacts could be located. This decision 
focused attention on a narrow waterway called Steamboat 
Slough. 

The Steamboat Slough Shortcut 

The water transit from San Francisco to Sacramento now 
benefits from a very well defined and maintained ship 
channel. In the middle part of the nineteenth century, 
however, this was not the case. There were many 
different ways to make the transit. Different routes also 
offered different trading opportunities with the many 
farms that were located between the waterways. The 
advantage offered by the Steamboat Slough route was that 
it was shorter than most others. A disadvantage, however, 
was that it was more narrow and winding than the longer 
routes. In the early 1850s the Chesapeake was making its 
way down the slough from Sacramento toward San 
Francisco. The holds contained mining equipment that 
had not been claimed by the consignee, and was being 
returned to San Francisco. The vessel is reported to have 
grounded on a sandbar and foundered at a point in the 
slough called 'the Hogback'. Newspaper and other 
reports from that era indicate that neither the vessel nor 
the cargo were ever successfully salvaged. 
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THE REMOTE SENSING PLAN 

The delta is considered a 'black water' area due to a high 
suspended sediment load. This means that even under 
good conditions the visibility for divers is extremely poor. 
At some points the visibility is near zero at a depth of only 
a few feet below the surface. These conditions made it 
necessary to first search the target area with remote 
sensing tools. Promising locations would then be 
'ground-truthed' by divers employing non-visual search 
techniques. Since visibility was such a limiting factor, it 
was necessary to attach the remotely sensed data to a 
highly accurate (and re-occupiable) location. Differential 
GPS (DGPS) was selected as the primary positioning tool 
because it offers the necessary accuracy, and is easier to 
accomplish, than the terrestrial methods that were also 
considered (e.g., survey poles or laser stations). 

In its new role as a California State University, the 
California Maritime Academy assumed the task of 
coordinating the equipment, personnel and expertise 
needed to accomplish the integration of various remote 
sensors with DGPS position information. The Academy 
also provided the marine vessels that would be needed as 
both remote sensing platforms and diving platforms. 

Economic and Time Constraints 

Nearly all the equipment available to the field school was 
'off the shelf. This term is usually applied to equipment 
that can be purchased without any special modifications 
being necessary. For this project, however, it also meant 
that nearly all of the equipment had to be already owned 
by the participating institutions. This is because the 
budget for the project was extremely tight. Every effort 
was made to avoid spending money on equipment that 
could be found without a cash outlay. For this reason, 
most of the equipment was not of the latest model or 
enhancement. The magnetometer was leased, however, 
and included all the common features. 

Once the field school assembled, everything had to 
happen within a two week period. The task list included 
the provision of room and board for the staff and students, 
the assembly and testing of the sensing equipment, and the 
training of the students. Field school staff were also busy 
with the operation of the remote sensing tools, the 
execution of the academic program, the post-processing of 
data, the selection of dive sites and the conducting of the 
dive operations. 

The Tools 

Magnetometer 

Since the shipwreck is believed to have been carrying a 
cargo of mining equipment, the usefulness of a 
magnetometer became self-evident. The model employed 
was of the proton-precession type. A magnetometer is 
capable of detecting local disturbances to the earth's 
magnetic field caused by concentrations of ferrous 
material.     As  the  sensor closely  approaches  a local 

magnetic disturbance (such as that produced by a mining 
equipment debris field) the instrument registers this 
variation and thus reveals the existence of the object 
causing the disturbance. 

Sidescan Sonar 

A sidescan sonar is an acoustic device that is capable of 
returning a record of the existence of objects on both sides 
of a vessel. This is accomplished by directing sound 
signals away from the survey platform as the sensor is 
moved across the area of interest. The sonar echo causes 
a trace on a recorder that reveals physical structures under 
the water. As the name implies, the area directly beneath 
the survey platform is not recorded. The interpretation of 
the printout requires a certain amount of experience. With 
practice, however, an observer can make some educated 
guesses as to the size and nature of objects that are 
detected with a sidescan sonar. 

GPS Tools 

The use of GPS was divided into two tasks. The first task 
addressed the need to archive the data from the other tools 
in such a way that the locations of objects of interest could 
be readily determined. The second task was to return the 
divers to any site that was selected by the project 
archaeologists. For both of these tasks, there would be 
scant opportunity to occupy the site except 
instantaneously as the vessel transited the desired position. 

Differential techniques were necessary to achieve an 
adequate level of positional accuracy. Both real-time and 
post-mission corrections were applied as appropriate to 
achieve final accuracies of two to-five meters. A higher 
accuracy would have been desirable, but was not possible 
given the budget constraints. 

The first task was accomplished through the use of a GIS 
grade receiver. The magnetometer data was integrated 
automatically with the GPS position data using a 
commercially available software package. The software 
writes the GPS positions and external sensor data to the 
same GIS attribute record in a database. Since the 
sidescan sonar data is graphical instead of tabular, it was 
necessary to also log event positions that could later be 
used to ensure that features on the sidescan printout could 
be linked to GPS positions. The event marks were logged 
at two minute intervals. 

The second task was accomplished by using a marine 
navigation receiver. The change in receivers was 
beneficial because the navigation receiver readily lent 
itself to displaying real-time differentially corrected 
position information in a way that was useful to a person 
who was actually operating the vessel. The GIS receiver 
did offer some utilities for this task, and would probably 
have been adequate if the need had been pressing. 
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A SUCCESSFUL OUTCOME 

The focus of this paper is to discuss some of the 
difficulties associated with the integration of GPS 
positions with other sensors during a field application. 
Before moving in that direction, however, it is useful to 
first review the techniques that produced a successful 
outcome for the project under review. 

Locating a Submerged Cultural Resource 

The search for archaeological artifacts, whether 
submerged or not, is not a random one. Long before the 
start of the field school, staff archaeologists had been 
studying the delta area. Thus, the target area was selected 
because there was good reason to believe that the site was 
not only relevant but also promising. 

The most useful piece of information when searching for 
the shipwreck was provided by the sidescan sonar. A 
portion of the printout is shown below in Figure 1. The 
figure shows an area of white near the bottom of the 
display. This area represents a likely debris field on the 
bottom of the slough. The debris field is also close to the 
location where it is suspected that the shipwreck exists. A 
distance scale is provided with the sonar trace, so distance 
measurements can later be made with a ruler. Figure 2 
shows the trace of the magnetometer at the time the sensor 
passed near the debris field evident in Figure 1. The large 
dip located near the middle of the chart matches the 
location of the debris field shown in Figure 1. 

The Role of GPS 

The displays shown in Figures 1 and 2 represent only a 
tiny fraction of the total data collected. It was not known 
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Figure 2: A Sidescan Sonar Printout 

Figure 1: A Magnetometer Hit. The Plot Is Adjusted For 
The Distance Of The Sensor To The GPS Antenna. 

with any certainty which particular two minute interval of 
data would draw the interest of the archaeologists. GPS 
was used to ensure that the entire data set was linked to 
accurately determined locations. Event marks matching 
those linked to the GPS positions were physically logged 
on the sidescan trace in the field. In Figure 1, one of the 
event marks (event #8) can be seen in the upper right hand 
corner of the trace. The magnetometer data was fed to a 
laptop that was also linked to the GPS positions and the 
event marks. The resulting data was then post-processed 
to produce differentially corrected positions. The 
magnetometer data was also printed as a graphic in real- 
time on a dot matrix printer. Event marks were manually 
marked on this trace as well. 

Figures 3 and 4 on the following page provide examples 
of how the data was logged with a laptop. Figure 3 shows 
the track of the survey platform with the event marks. At 
the top of the screen is the notation 'at wreck site'. This is 
a special event mark. It constitutes a note by the navigator 
that the vessel was occupying the suspected site of the 
wreck at that particular time. A notation such as 'at target 
location' would have been a somewhat better logging 
practice. 

Figure 4 shows the magnetometer data as it was read to 
the software. The data was logged automatically every 
two seconds. 

Making The Dive Happen 

Determining The Location (Ashore) 

Once the area of interest was located on the sidescan 
sonar trace, distance measurements were made from the 
nearest event marker (event #8 in this case). These 
measurements were made directiy on the paper trace using 
the built in distance scale. Since great care had gone into 
steering the boat in as straight a line as possible, the 

1897 



.I^ij.j(^^ >, ,< 

"&^jtprp' 

ll.***^ 

XX''^^J'^it'-^ 

X(h»i» ~.\r'. 

Background   File 621761.3 
DftY3_4 . COR 

3t   wreck   :s£te 

^   event  8 

Figure 3: Event Marks Logged As Attributes. 

Geoliiik 
Uiewing File 

DftY3_4.C0R 

Background File 621627.2 

4229385.4 

,S,i«= 

Factor 

U indDU 

+ 

t 

S8SS§:St§39   8:8      8:88  ^i:? §§:? 
ri00;!0.38   KDt 
;ii>'«j3 .'.irf j>3i 

o.n 
o.o 

n.uo 4^ .V 
4"i> . V 

IV..-7 

c^fmH:-}^ &W   8:H      8:m   ^.?.-:^ Jr^.-X 
:iiiH3i).7r) -ji'Vi    o.«i O.tJO      4'J.V   22.7 

=    §Bg^8:38 S33    0:G        B.-On    4§:? iS:? 

is. 

Irack 

TOO Is 

gpnltoly 

y 

Uuit 

S()ltf.2.J2   2;jr|      O.t) 

-    nnn7i.4f. 235    0.0 

O.dtl      4<J.V   22.7 

o.nn    49.7 22.7 

^8il?:-?§^? §:■§ 8:88 l§:"^^:-^ 
riQOfeS:SS §33 
riOHSfi . B3   23^1 

.".lO   227 
')?.   231 :iOH44 . 

a:8 
0.0 
U.ll 
(i.n 

G:iJIJ 33:? §§:? 

n. 0(1 
(1.00 

49.7 
4<*. 7 
41 .7 

:-:2.7 
;!2.7 
22.7 

:g^ S34 B:B   8: 

;ill672. 1» 227  O.n 

H:H8 
+ 
^ 

■t- 
:>(J:J9() . 20 227 O.t) 

(J . 00  49 .7 22 . 7 
f) . 00  49 .7 22 . 7 

B:HH Ji^:i^ Sg:i^ 
0.0c 
Map Units: Kiloneters 

O. I?!.. 

Figure 4: Magnetometer Data and Event Marks Logged As Attributes 

1898 



Geoliiik DftY3_4.C0R 

Background   File 

event   8 

Lxtirnt 

Vi'c 

Iartor 

UI nclohi c> 

F>«n 

T rark 

(.'lint rtil^ 

IJijit 

Distance: 
Delta X : 

«iwc»n I   V 

ftziMuth:    196.9» 
Delta   Y:    -58.6   n 

Figure 5: Measuring Distance From An Event Mark 

measurements could be considered to be in terms of so 
many meters between events and so many meters over 
from the event to event line. As a cross-check, the 
distance back from event 8 was also computed as a 
percentage of the total distance between events 7 and 8. 
The difference between this calculation and the one 
described above was a fraction of a meter. Since this is 
well below the measurement capability of both the 
sidescan sonar and the GPS receiver, it was subsequently 
ignored. 

Once the location was referenced as a distance from event 
8, that distance could be transferred to the laptop where 
the events had been logged as attributes. This process is 
shown in Figure 5. Since the track of the vessel is shown, 
the distance between events can be applied in the correct 
direction. The distance 'over' was applied by moving the 
cursor in a direction 90 degrees from that which 
represented the distance back. The coordinates of a 
position resulting from applying these offsets can be 
viewed on the computer screen (the top right corner of 
Figure 5 shows an example). 

Determining The Location (Afloat) 

The coordinates (in latitude and longitude) of the desired 
location were transferred to the marine receiver as a 
waypoint. Three persons checked the numbers to make 
sure that the waypoint had been entered properly. The 
position was also plotted on a nautical chart to make sure 

that no gross errors had been made in deriving the 
position from the computer. Real-time differential 
corrections were fed to the receiver (using a commercial 
FM subcarrier service) and the survey vessel was 
navigated to the correct position. The navigation utilities 
provided with the marine receiver made it a much more 
suitable choice than the GIS receiver. The site was 
marked by placing a buoy at the correct location. 

To achieve maximum accuracy, the GPS antenna offset 
from the edge of the boat was taken into account. It was 
also necessary for the boat to be moving at a speed that 
would allow the operator to maintain control of the boat, 
but not so fast that a small delay in actually dropping the 
buoy would cause an important position error. 

Since the location was near land, several evaluation passes 
were made before dropping the buoy. During this time, 
terrestrial bearings were taken and checked on each pass. 
This helped make sure that the same location was being 
occupied each time the GPS receiver indicated that the 
proper site was being passed. 

When the navigator was satisfied in all respects, the buoy 
was released. The boat then made several more passes at 
the location of the buoy in order to detect any possible 
errors 
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The Dive Site 

When the divers made their first descent, the visibility was 
nearly zero. Thus it was necessary for them to adopt a 
physical search pattern. The search located a debris field 
a few feet from the buoy anchor within a few minutes. 
Subsequent investigation over the next two days showed 
the debris to consist of wood and iron objects. This kind 
of material is consistent with the type that would be 
associated with the wreck. No conclusive evidence of the 
origin of the objects has yet been recovered, however. 
The site is so promising, though, that future dives have 
been scheduled. 

DIFFICULTIES AND WORKAROUNDS 

A time and budget sensitive collaborative project to be 
conducted on the water is probably the surest way to 
experience equipment problems. The field school had its 
share. Some of these problems were just bothersome; 
others were somewhat more serious. The paragraphs 
below will describe some of the problems that might be 
expected, and also offer some advice as to how to keep 
problems from developing. 

The Three Golden Rules 

No project should be expected to be problem free. 
Problems can be reduced or mitigated, however, if three 
simple rules are always kept in mind: 

1) Always have more than one way to do whatever it is 
you are trying to do. 

2) Keep it simple. 

3) Test all equipment configuration changes - no matter 
how small. 

A near golden rule would be: 

4) Involve   field   personnel   in   the   installation   of 
equipment on the survey platform. 

These rules are probably universally known and also 
universally broken.    Discipline in this area, though, is 
certain to have its payoffs. 

The NMEA 0183 Standard 

This standard data format has become fairly popular in 
recent years because it allows the machines of different 
manufacturers to communicate with each other without a 
protocol arrangement between the manufacturers. A well- 
known problem with the standard, however, is that it can 
be interpreted by different manufacturers in different 
ways. The GPS receivers used for this project were 
capable of outputting a position to the sidescan sonar but 
the sonar was unable to recognize what the receiver was 
sending. The problem was that the same NMEA 0183 
sentence was formatted differently by the two 
manufacturers. The workaround for this standoff was to 
use manual event markers in the field. The magnetometer 
software did accept the NMEA sentences as output by the 
receiver. 

Gender Changers and Adapters 

It is highly recommended that every conceivable serial 
cable adapter be taken into the field. Gender changers for 
9-pin and 25-pin connectors will be needed. It may also 
be useful to have 9-pin to 25-pin adapters and vice versa. 
Serial cables that have a connector at one end and are 
loose wired at the other end (9- and 25-pin models, of 
course) were needed to route the differential corrections to 
the navigation receiver. Standard spare serial cables 
should also be on hand. RS-232 splitter boxes may prove 
invaluable. These can be made from printer data switch 
boxes. A Volt-Ohm Meter (VOM) will prove useful but 
make sure to have an assortment of leads. Pin-out 
documentation for every piece of equipment should be 
available to be taken into the field. A 9-pin and a 25-pin 
null modem adapter may also be necessary. 

Once all of the pieces that might be needed are identified, 
be sure to have at least two of all of them. Electrical tape 
and contact cleaner are both useful as well. 

Data Format Problems 

The data set had to be corrected, mapped, identified, 
converted, and exported or imported. It seemed to be a 
function of Murphy's Law that each one of these steps 
required a different format for the data in one respect or 
another. The idea of collecting the data in a GIS format 
proved to be a good one indeed. The GIS format allowed 
both the position data and the magnetometer data to be 
output into an ASCII file. The format of this file could be 
tailored for the specific use of the data. 

If an ASCII file is not exactly in the desired form it can be 
manipulated by both Microsoft Word and Microsoft 
Excel. Between these two readily available packages, it is 
possible to accept an ASCII file in almost any form and 
export it in almost any desired form. Microsoft Word is 
especially good at searching for unwanted formatting and 
replacing it with desired formatting. Microsoft Excel is 
especially good at dealing with delimiting characters, 
charting data and adding or removing feature counters or 
indices. 

Accomplishing the Differential Corrections 

To integrate the magnetometer readings with the GPS 
positions, it was necessary for the positions to be fed to 
the computer. Since this used the receiver's only dataport, 
it was no longer possible to use the real-time differential 
signals that were available in the area. Thus it became 
necessary to post-process differential corrections in the 
field. This procedure involved downloading base files by 
way of a modem. Since a land line was not readily 
available, a cellular telephone was used to make the 
connection. The reader is cautioned that most cell phones 
are not able to download data reliably. In the case of the 
field school, a special adapter for the cell phone was 
required.   The cell phone was then used to access a US 
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Forest Service base station that was located about 30 
miles distant. 

It developed that the cellular coverage in the delta area 
was rather poor. This caused a loss of data when 
downloading a base file. After some experimentation, it 
was discovered that occupying the highest point in the 
region (a hill with an elevation of about 50 feet) made all 
the difference. From this vantage point the base files were 
downloaded easily. 

The base files were provided free of charge to anyone who 
could access them. This does not mean that the service 
was guaranteed, however. One very important base file 
was found to simply not contain a full set of corrections! 
Lucidly, another base station at about 60 miles distant was 
available and provided a base file that would work. The 
extra distance probably slightly decreased position 
accuracy for that hour, but the alternative would have 
been to use uncorrected data. 

Both of the available base stations had begun logging their 
files in a new format. A user of older equipment would 
have found that the correction process no longer worked 
unless the base files were converted fi-om the new format 
to the old one. The process is simple and the converter 
software is distributed free of charge but it is not 
distributed automatically. A user who had not learned of 
the change would receive error messages that would lead 
troubleshooting efforts in a fruitless direction. 

A real-time FM subcarrier differential service was 
available in the area and worked very well. The service 
was received via a common FM automobile antenna. It 
should be remembered that this technique offers different 
levels of position accuracy at different prices. Thus, 
differentially corrected positions acquired this way may 
have accuracies that vary from very good to very 
mediocre depending on the terms of a subscription. To 
the uninformed user, the two outcomes are produced by 
equipment that looks identical. 

Some receivers are capable of accepting differential 
corrections and simultaneously outputting NMEA 0183 
sentences on a single dataport. The user is cautioned that 
the differential modem will probably have to be 
configured for a 4800 baud rate in order for this to work. 

Software Compatibilitv Problems 

The integration software advertises that it is completely 
compatible with the receivers that were to be used on the 
project. In fact, the GIS attribute data is stored in a 
format that is not completely compatible with the post- 
processing software that comes with the receiver. Thus, 
features cannot be viewed or edited from within the 
software shipped with the receiver. 

The only substantive problem encountered in using the 
integration software was that it did not support data 
collection in a space-delimited format. This (of course) 
was   the   only   format  that  could   be   output  by   the 

magnetometer. The advertising for the software leads one 
to believe that the software itself can handle up to dozens 
of external sensors. In reality, an extra piece of hardware 
is needed between the software and the external sensors. 
Also, the user has no control over which field in the GIS 
database the information will be logged. 

Computer Considerations and Power Supplies 

One thing to be considered ahead of time is how the data 
will flow from one machine to another. When operating 
more than one sensor (GPS plus another) it is likely that 
two physical serial ports will be required on the field 
computer; most laptops only provide one. In the field, it 
may be necessary to disconnect the mouse and recover a 
serial port in this way. This causes little trouble in 
practice because a mouse is nearly useless on a moving 
platform such as a small boat or an automobile. In these 
cases, it is much more efficient to use keystrokes to 
implement the logging process. 

A second serial port might be added via a PC Card 
(formerly PCMCIA Card). These devices sell for under 
$150. The same PC Card slot can also be used for a PC 
Card modem. It has become popular for laptops to offer 
two PC Card slots along with the regular serial port. This 
can be useful, but when operating more than two 
peripheral devices, the computer must be specially 
configured to avoid memory conflicts. Modems and PC 
Cards also consume conventional memory. This can 
cause logging and mapping software to be unable to run. 

Electrical power management can be a critical issue. Be 
sure to carefully flowchart the requirements for batteries, 
generators (and the appropriate fuel), extension cords and 
inverters. As might be expected, the need to pre-plan the 
way the machines connect to the power supplies is 
paramount. If a power system is to be built in the field, it 
will prove very useful to have voltage and amperage 
meters handy. 

The Check Off List 

Table 1 on the following page provides a check off list 
that may be useful before going into the field. The format 
is self-explanatory. This list is not product specific, so it 
can be used in conjunction with the check off lists that are 
provided by most manufacturers of GPS equipment. 

SUMMARY 

This paper focuses on the experience gained in trying to 
realize the dream of seamless sensor integration. The 
specific application involved a survey of the underwater 
archaeological resources located in a specific area of 
interest. Sonar and magnetometer data was integrated 
with GPS positions in such a way that a site of interest 
could be re-occupied within a very short amount of time. 
Differential techniques (both real-time and post- 
processed) were employed to achieve the accuracy level 
required by the application. 
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Further comments, questions or advice concerning the 
topics raised in this paper are invited. Please Email to 
tobias@ix.netcom.com. 
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Table 1: Sample Check Off List 

INTEGRATED MARINE SURVEY 
CHECK OFF LIST 

Project 

Date 

GPS TOOLS: 

Power Supply 

Cable Check Completed: Data Format Correct 

DIFFERENTIAL CORRECTIONS: 

Source Expected Accuracy Cable Check Completed: 

REMOTE SENSOR #1: 

Power Supply 

NOTES: 

REMOTE SENSOR #2: 

Power Supply 

NOTES: 

Sensor Type 

Cable Check Completed: Data Stream Format 

Sensor Type 

Cable Check Completed: Data Stream Format 

Sensor Offset 

Sensor Offset 
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Experimental Demonstpation of GPS for Rendezvous 
Between Two Prototype Space Vehicles 

Kurt Zimmerman and Dr. Robert Cannon, Jr. 
Stanford University 

Abstract 

The objective of this research is to demonstrate that 
Differential Carrier Phase GPS techniques can be em- 
ployed as the primary means of sensing both the rel- 
ative position and the relative attitude of two space 
vehicles in order to perform complex maneuvers such 
as multi-vehicle rendezvous and station-keeping in 
Low Earth Orbit. An experimental hardware sys- 
tem, consisting of a prototype space robot, target ve- 
hicle, and GPS system, has been devised to closely 
emulate real spacecraft. Since the experiments take 
place indoors where GPS satellite signals cannot be 
received, several GPS pseudolite transmitters have 
been built and installed around the perimeter of the 
laboratory to provide the GPS signals. The indoor 
GPS environment created by the close-range pseudo- 
lite transmitters poses additional constraints on the 
algorithms used to extract relative position and rel- 
ative attitude from the carrier phase measurements. 
Therefore, a secondary objective of this research is 
to develop GPS for indoor sensing, where it has the 
potential to be applied to indoor mobile robots and 
to automated manufacturing systems. This paper 
presents the theoretical formulation and results of 
a rendezvous experiment between a prototype space 
robot vehicle and a passive target vehicle. An mpeg 
movieof this experiment can be viewed at http://sun- 
valley.stanford.edu/movies/movies.html. 

tonomous robot systems - managed at the task level 
by a ground or space-based supervisor - can make 
these tasks more routine and lower risk. 

Communication bandwidth limitations and data 
delay between the robot and the human supervisor 
force the need for a highly autonomous robot that can 
react to unpredictable situations. The degree of au- 
tonomy required for such a robotic system can only be 
achieved through reliable, high-bandwidth on-board 
sensors that enable dynamic control loops to be closed 
at the local level. Specifically, in order to perform a 
rendezvous task or multi-vehicle station-keeping, it 
is necessary to sense the relative position and orien- 
tation between both vehicles. This research project 
takes advantage of Differential Carrier Phase GPS 
technology to perform a precise intercept and capture 
of a free-floating target by an autonomous free-flying 
space robot. This paper presents: 

• The fundamental research issues involved in de- 
veloping an indoor testbed for GPS-based ren- 
dezvous. 

• A description of the hardware system that has 
been developed. 

• The theoretical analysis for using GPS to sense 
two non-stationary vehicles. 

• Practical implementation issues, results and con- 
clusions from this experiment. 

1    Introduction 

This work is motivated by the need to increase the ef- 
ficiency and safety of assembly, maintenance, inspec- 
tion, and repair tasks in the high-risk environment 
of Low Earth Orbit. Examples of such tasks include 
satellite retrieval, Orbital Replacement Unit (ORU) 
change-outs on satellites and the proposed space sta- 
tion, and assembly of modules and truss structures 
for advanced space missions. Currently these tasks 
are performed by astronauts through hundreds of 
hours of Extra-Vehicular Activity (EVA). Highly au- 
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1:   Rendezvous Experiment Configura- 
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2    Research Issues 

There are several fundamental research issues that 
had to be addressed prior to the successful comple- 
tion of this project, and prior to the use of GPS tech- 
nology in a true space rendezvous mission. The issues 
addressed by this research are listed below. Related 
research issues have been studied by  [1],   [2] and  [3] 

The use of GPS as a sensor in real-time feedback con- 
trol - GPS sensing is susceptible to both predictable 
and unpredictable loss of sensor data due to occlu- 
sion, vehicle configuration, and multipath. Partial 
loss of signal information can be compensated for 
with measurements from several satellites together 
with proper prediction using vehicle dynamics. 

The use of GPS for indoor sensing - The prospect 
of using GPS indoors presents several fundamental 
problems, such as those initially discussed in   [4]: 

• Spherical wavefronts - Since the transmitters are 
very close to the workspace, the wavefront will be 
spherical rather than planar. This leads to non- 
linear phase measurement equations from which 
the position and attitudes must be derived. 

• Lack of pseudorange - Pseudorange (time-of- 
flight measurements) cannot be used indoors due 
to the relatively low accuracies available. The 
pseudolites are therefore not even designed to 
broadcast the data needed to calculate pseudor- 
ange. This resulted in the need to reformulate at- 
titude and integer-resolution algorithms to meet 
this constraint   [5]. 

• High multipath environment - Signal reflections 
off of walls can result in a much greater occur- 
rence of multipath indoors than outdoors. This 
problem is being alleviated through the use of 
custom-designed helical antennas with conical 

shaped beam patterns. 

• Near-far problem - The close proximity of th 
transmitting sources to the receivers leads t 
very large variations in the power of the sign; I 
received as the vehicle traverses the workspac* 
The signal power of each of the pseudolites mus 
be carefully adjusted so that the receiver doe 
not cross-correlate signals (jam) at one extrem 
of the workspace and yet is still able to receive 
the signal at the other extreme of the workspace. 

• Calibration of a pseudolite positions and antenna 
baselines - The locations of the phase centers of 

the pseudolite transmitter antennas and the ve- 
hicle receiver antennas need to be precisely de- 
termined before the necessary tolerances to per- 
form rendezvous can be met. 

Coordinated control of a multi-arm space robot -The 
Stanford Aerospace Robotics Lab (ARL) has already 
demonstrated the coordinated control of a multi-arm 
free-flying space robot for target rendezvous and cap- 
ture [6]. These pioneering experiments were success- 
fully demonstrated through the use of an overhead 
vision sensing system which was employed to provide 
the relative vehicle/satellite position and orientation. 
A constraint of this vision system is that it operates 
in only two dimensions and requires an overhead, per- 
pendicular view of illuminated target points on each 
object in the workspace. The GPS system replaces 
the overhead vision system as the source of relative 
position and attitude information. Data from the vi- 
sion system is still used as a means for evaluating the 
performance of the GPS system. 

m ■ iinir ■ ■ -iJlimlltmit.tm <i JiiiWlriirilllll«l18lllllfH". .'..i .^nf JtgTpffiSTttff.'i.a.j.. it^ 

Figure 2:   ARL Free-Flying Space Robot and 
Target Vehicle 
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3    System Description 

Experiment Configuration - The experiment configu- 
ration is shown in Figure 1. GPS signals are gener- 
ated by six pseudohtes distributed around the labo- 
ratory above the workspace of the vehicle. The robot 
is commanded at an intuitive, task level through a 
graphical user interface to rendezvous and capture 
the moving target. The robot combines its phase 
measurements with the target's phase measurements 
to estimate the relative position and attitude and 
plan an intercept trajectory in real time. Once it 
is within capture range, the robot can grasp the tar- 
get using its manipulators. 

Robot and Target Vehicles - The robot and target 
vehicles are each equipped with a six-channel GPS 
receiver that is capable of multiplexing between four 
antennas, i.e. up to 24 carrier phase measurements 
on each vehicle, prior to taking differences. The re- 
ceivers are off-the-shelf TANS Quadrex receivers from 
Trimble Navigation, with customized internal soft- 
ware. Carrier phase measurements from the target 
vehicle's GPS receiver are time-tagged and broad- 
cast out through a 19.2k baud modem. The robot 
receives the measurements and combines them with 
its own measurements and processes them to derive 
position and orientation relative to the target vehi- 
cle. Specifically, the target broadcasts 18 differential 
carrier phase measurements and 6 raw carrier phase 
measurements at lOHz (see Figure   6). 

The robot, depicted in Figure 2. uses an air- 
cushion support system to achieve the drag-free, 
zero-g characteristics of space in two dimensions. 
It is a self-contained autonomous vehicle, complete 
with on-board VME-bus computers, radio-link Eth- 
ernet transceiver, batteries, cold-gas propulsion sys- 
tem with eight on-off thrusters, and dual cooperat- 
ing manipulators. The control software is written 
in "C" and "C++" and is being developed using 
ControlShelF^ [7] and the VxWorks'^'^ Operat- 
ing System. 

The target vehicle, also depicted in Figure 2 is 
equipped with its own power, communication, and 
flotation devices. 

Pseudolite Constellation - Each pseudolite produces 
its own LI (1.575GHz) carrier phase signal modulated 
by its own unique C/A code. In order to perform 
differential carrier phase measurements between the 
robot and the target vehicle, the receivers on both 
vehicles must be synchronized to within one milUsec- 
ond, so that the carrier phase measurements from 
each are tagged to the same millisecond epoch. Syn- 

Figure 3: Mounted Pseudolite 

Figure 4: Pseudolite Transmitter 

chronization is achieved through a "Master Pseudo- 
lite" which broadcasts a 50bps GPS data signal mod- 
ulated on top of the C/A code. This 50bps data sig- 
nal contains valid timing information from which the 
two receivers can automatically synchronize, enabling 
differential carrier phase measurements between the 
two receivers. Figure 3 shows a mounted pseudolite 
(broadcasting as PRN 11). The pseudolite is com- 
pletely self-contained, and can be mounted anywhere 
around the room on a standard track-lighting fixture 
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which supplies power at 12V. Figure 4 shows the in- 
ternals of a GPS pseudolite transmitter box as it is 
mounted on the back of the helical antenna. For size 
reference, the ground plate of the antenna is 8.5" in 
diameter. The transmitter electronics board was de- 
signed by the Stanford GPS Laboratory for use on 
their automated landing system for aircraft [8]. The 
antenna is designed to broadcast LI in the normal 
mode with a conical beam pattern. 

Overhead Global Vision System - An overhead vision 
system (not shown) that is capable of tracking the 
robot and target vehicles also exists for evaluation of 
the GPS system performance. The vision system can 
track the vehicles at 60Hz, with an absolute accuracy 
estimated at better than than 2cm over the entire 
workspace and static noise of less than 1mm. 

4    Theoretical Analysis 

Conventions 

• Subscript i is always a vehicle index, j is an an- 
tenna index, and fc is a pseudolite index; Sub- 
script j = m refers to the master antenna of a 
vehicle and k — M refers to the master pseudo- 
lite. 

• A plain-text A refers to the first-difference be- 
tween antennas on the same vehicle; a boldface 
A refers to the first-difference between the mas- 
ter antennas of the two vehicles. 

• The attitude is alternatively represented as a 
rotation matrix, i?,, and also as an equivalent 
angle-axis vector, Vi. These representations are 
related to the quaternion state as shown below: 

The rendezvous and station-keeping experiments re- 
quire the estimation of the attitudes and positions of 
both vehicles. This section provides the derivation 
of the equations needed to compute the states of the 
vehicles from the GPS carrier phase measurements. 
Figure 5 shows the method in which the phase dif- 
ferences are taken and Figure 6 shows the variable 
definitions. The following assumptions and conven- 
tions are made in the derivation: 

Assumptions 

• The initial position of each vehicle is known. 
This means that as long as the pseudolites stay 
in lock after initialization, the integer ambiguity 
problem can be ignored ^. 

• Pseudorange cannot be used in the formulation. 
The pseudolites do not provide the information 
required to perform pseudorange measurements 
since the accuracy of these measurements would 
be useless at very close range. 

• The receivers provide measurements synchro- 
nized to within one millisecond. These measure- 
ments are further refined to effectively achieve 
much better than millisecond synchronization, as 
described in Time Bias Corrections below. 

• The positions of the pseudolite transmitters are 
known and fixed. 

^ In the actual implementation, knowledge of the state and 
dynamics of the vehicles is used to recompute the integer values 
when pseudolite signals are lost or gained 

Ri 
j _ 2£2e2 - 2f3f3       2(eie2 - ^3^4) 2(£i£3 + f2«4)' 

2(ei£2 + «3«4)    1 - 2eiei - 2e3£3       2(£2e3-£lf4) 
,    2(£i£3-£2e4) 2(f2f3 + «lf4)    1 - 2£i£i - 2e2f2. 

Vi 

2til COS~'(£i4) 

sin(cos-'(£i4)/2) 
2£i2 COS~'(£i4) 

sin(cos~'(£i4)/2) 
2£,3COS~^(£,4) 

sin(cos-'(fi4)/2) 

Pseudolite k, Pseudolite k2 

Vehicle 1 Vehicle 2 

Master-Slave Antenna First Difference A^jjj, 

Receiver-Satellite Second Difference    VA(|)i^ j^ 

Figure 5: Phase Difference Method 

1908 



The fourth quaternion ej4 is constrained by the equa- 
tion: 

World Frame 

Figure 6: Variable Definitions 

Pi     Position of vehicle i, in world frame 
Ri     Attitude of vehicle i, in world frame 

(as rotation matrix) 
Bij   Baseline from vehicle center to antenna 

position, in vehicle frame 
c       Speed of light 
Tvi    Receiver clock drift for vehicle i 
Tpk    Transmitter clock drift for pseudolite k 
A       GPS LI carrier wavelength 
Kijk Integer ambiguity between antenna j 

of vehicle i and pseudolite k 
Vi     Attitude of vehicle i, in world frame 

(as equivalent angle-axis vector) 
Qij    Antenna bore site vector of antenna j 

of vehicle i, in vehicle frame 

The Unknown State 
The state of each vehicle is represented as a 7x1 vec- 
tor: 

Measurement Equations 

(2) 

The measured carrier phase for vehicle i, antenna j, 
from pseudolite k is: 

<f>ijk      =      K-Pj + RiBij )-Qk\ + CTyi + CTpk + 

XKi, Vi ■ aij (3) 

The term Vi ■ aij represents the change in the phase 
measurement due to antenna rotation in the circu- 
larly polarized field. If all the antenna bore sites are 
aligned on the vehicle, this term cancels after taking 
phase differences. 

Master-Slave Antenna First Differences 
(for each vehicle): 

The master-slave antenna first differences are used 
to determine the attitude of each vehicle. These are 
derived by taking the differences between the master 
antenna [j = m) and each of the slave antennas j of 
vehicle i for measurement from pseudolite k: 

A4>ijk     =      \{Pi + RiBi,n)-Qk\- 

\(Pi +RiBij)-Qk\ + 

XMijk - Vi ■ {aim - aij) (4) 

where Mijk = Kimk - Kijk- 

Receiver-Satellite Second Differences 
(between vehicles): 

The receiver-satellite second differences are used to 
determine the relative positions between each vehi- 
cle. Starting with first differences between master 
antennas of each vehicle (i £ {1,2}): 

Xi 
Pi 
Ei 

Pix 

Piy 
Viz 

et4 

(1) 

where €ii, ej2, fj3, and ei4 are the four quaternion pa- 
rameters that describe the attitude of the vehicle. 

A.^it    =    \{Pi^RiBim)-Qk\- 

\{P2 + R2B^m)-Qk\-\- 

C{TVI - Tv2) + A(A'lmfc - K2mk) + 

Vi ■ aim - V2 ■ a2m (5) 

Given N pseudolites, there are A^ unique second dif- 
ferences between pseudolite ki and k2 (fci ^ ^2)- 
These differences are taken to eliminate the remain- 
ing effects due to clock errors c{Tyi — TV2) 
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A<f>ljk hxiXi) 
0 1 - (f 11 + f 12 + f 13 + f 14) 

^<p2jk = h2iX2) 
0 l-(eil + f22 + fi3 + f24) 

^Mk,k,, hi2{Xi,X2) 

VA<f>k,k,    =    \{Pi + RiBi,n)-Qk^\- 

\{P2 + R2B2m)-QkA- 

\iPl + RlBi,n)-Qk,\ + 

\iP2 + R2B2m)-Qk,\ + 
AiVfc.fc, (6) 

where Nk,k2 = Klmki - I<2mki - I<lmk2 + K2mk2- 

Combining the Measurements 

All of the measurements are coupled to the states of 
both vehicles, so all of the measurements must be 
combined to resolve these states. From equations 
( 4), ( 6), and constraints ( 2) the complete set of 
measurements can be related to the vehicle states: 

(7) 

where hi is a set of nonlinear functions of Xi, /i2 is 
a set of nonlinear functions of X2, and hi2 is a set of 
nonlinear functions of both Xi and X2 ■ The optimal 
estimate of Xi and X2 can be solved using a Newton- 
Raphson algorithm as described in [9]. 

Note that for the case in which all pseudolites are 
in view by all antennas of both vehicles, the dimen- 
sion of hi and /12 is 18x1, and the dimension of ^12 is 
6x1. Adding the two constraints, there are a total of 
44 measurements. This is far more than necessary to 
resolve the 14 state variables. The fewest number of 
pseudolites that can be in view and yet still resolve 
the states is three, so long as all three are in common 
between both vehicles. Since time is synchronized by 
a single master pseudolite, a fourth pseudolite is not 
needed to solve for time. 

Time Bias Corrections 

The equations derived thus far assume that the phase 
measurements <f>ijkit) are taken at the same instant 
for both vehicles. In reality, this is not true. Each of 
<f'ijk{t) can be thought of as a "snapshot" of the car- 
rier wave at time t. Since the receivers are only syn- 
chronized to within a millisecond by the data message 
that is broadcast by the master pseudolite [10], the 
error can be as large as the maximum observed car- 
rier phase rate (Doppler « IkHz) times the receiver 
time bias (w 1msec) times the wavelength (0.19m), 

which can be several centimeters. It is therefore nec- 
essary to estimate the measurement at time t, given 
only measurements at times tk. This is done with a 
simple first-order expansion: 

<Pijk{t) <i>ijkitk) +   /    <j>ijk 
Jtk 

{t)dt 

<l>ijk{tk) + 

<t>ijk{tk) - '^ijkjik-l) 
tk — tk-l 

(t-h)   (8) 

If the master pseudolite clock is assumed to be "true 
time", then the C/A code phase of the master pseudo- 
lite i>Mitk) is directly proportional to the time bias 
error {t — tk) and this can be used to compute the 
phase correction factor: (note here that the M sub- 
script indicates that this is the code phase for the 
master pseudolite, k = M, and that the corrections 
are only applied to the phases used in the difference 
equations between the vehicles, where j = m). 

imk      «^     <Pijk{tk) + 

<t>imk{tk) - <i>imkitk-l] 
tk — tk-l 

lUlpMitk)    (9) 

If ip is measured in chips, then K^ = 1/1.023x10® 
sec/chip. All of the phases used in ( 6) are adjusted 
for receiver time bias using ( 9). 

5    Implementation Issues 

Several issues needed to be resolved before practical 
experiment implementation was possible. These were 
dealt with as follows: 

Mitigation of Multipath Errors - The effects of mul- 
tipath measurement errors are reduced by comparing 
the actual phase measurements with predicted phase 
measurements. Knowledge of vehicle dynamics and 
the current state are used to predict the next set of 
phase measurements through a Kalman filter. The 
new phase measurements are then compared with the 
predicted phases, and the difference between the two 
is bounded to produce an estimated phase that is 
used in the next computation of the vehicle state. 
Figure 7 is a diagram of how this is done. The signal 
<i)(.rr is bounded by passing it through a sigmoid func- 
tion, with linear gain and an adjustable cutoff level. 
The phase that is used in the next state computation 
(^est is then the sum of the bounded error and the 
predicted phase. Note that for small values of (j)err, 
the value of ^est is <f>meas, while for large values of 
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(/.err, the value of (i)e,t is <i>pred + cutoffievcl. If the 
value of (f)err IS greater than one full integer wave- 
length, then it is assumed that an integer slip has oc- 
cured and (jimeas is adjusted accordingly. The cutoff 
level of the sigmoid function was experimentally set 
to be 2.5cm for these experiments. Setting the cutoff 
level too high will miss the multipath errors; setting 
it too low is essentially running the control system 
"open-loop". This technique is a simple work-around 
to implementing a full extended Kalman filter that 
would incorporate both the dynamics of the vehicle 
and the nonlinear transformation from carrier phase 
measurements to the vehicle states. 

Sigmoid 

<i) 
A(l)e 

•<+) ►   Mest 

Figure 7: Multipath Error Mitigation 

Near-far Problem and Occlusion - The near-far prob- 
lem and occlusion of antennas by other antennas or 
vehicles results in a weak, unreliable measurement or 
complete loss of a signal. These problems are man- 
aged by having many more measurements available 
than necessary to solve the state estimate equations, 
and then reducing the set of valid signals for the so- 
lution. The method used to reduce multipath, as de- 
scribed above, can also reduce errors introduced by 
partially occluded signals. In order to deal with com- 
plete loss of signals, the algorithms that solve equa- 
tion ( 7) were implemented to handle any combina- 
tion of pseudolites in view by the two vehicles. The 
equations in ( 7) can be solved for any set of mea- 
surements, as long as at least three pseudolites are in 
common between both vehicles. For example, if vehi- 
cle 1 is locked on to five pseudolites, and vehicle 2 is 
locked on to four pseudolites, with three in common 
between them, then hi will be of dimension 15x1, /i2 
will be of dimension 12x1, and hi2 will be of dimen- 
sion 3x1, and all available information is used in the 
solution. 

Calibration of pseudolite positions and antenna base- 
lines - A method to simultaneously calibrate the an- 
tenna baselines and pseudolite positions was imple- 
mented by considering equation ( 7) to be a function 
of unknown states Bij and Qk, with Xi known. The 
Xi were obtained from the global vision system, and 
data was collected for over one hundred vehicle loca- 
tions over the workspace. This data was then used 
to obtain a least squares fit for the antenna baselines 
and pseudolite positions. 

Integer ambiguity resolution - A motion-based algo- 
rithm has been developed and tested in simulation, 
but has not been implemented. The algorithm relies 
on spherical wavefront properties for resolving the in- 
tegers and would be greatly enhanced in practice by 
incorporating other sensors, such as accelerometers, 
to increase the rate of convergence. For this exper- 
iment the integers were initialized by observing the 
vehicle locations with the overhead global vision sys- 
tem. 

6    Results 

Several experiments were carried out to demonstrate 
the functionality of the integrated GPS-controlled 
robot system. The most visual of these was the ren- 
dezvous experiment shown in the snapshot sequence 
on the following page. In this sequence, the target 
vehicle was given an initial velocity and the robot 
was commanded to follow a trajectory to close-in on 
the target. Once the target vehicle was within grasp 
range, the robot arms were commanded to track the 
gripper ports on the target. This was done using the 
relative position and orientation to infer the port lo- 
cations on the target. Once the gripper ports were 
tracked, the robot lowered its grippers into the ports 
to grasp the target vehicle. Except for initialization, 
GPS was the only sensor used to complete this ex- 
periment. It has been shown that the robot can con- 
sistently grasp inside the the 9cm diameter gripper 
ports of the moving target vehicle. 

Another experiment that was performed was au- 
tonomous station-keeping, in which the robot was 
commanded to hold station a fixed distance from the 
target and to follow the orientation of the target. The 
target vehicle was then manually perturbed in posi- 
tion and orientation and the robot followed. In order 
to get a sense for how well the robot can track the 
target, the vehicle's response to step inputs in posi- 
tion and orientation are shown in Figures 9 and 10. 
These plots also show a comparison between the GPS 
system and the global vision system. The static noise 
levels of the GPS system are summarized in the table 
of Figure 11. It is important to note that these are 
static noise levels, i.e. the RMS values of the noise 
observed when the vehicles remained in a fixed posi- 
tion and orientation. These do not reflect the effects 
of more serious error sources such as pseudolite and 
antenna baseline calibration errors, antenna phase- 
center stability, and multipath. These sources can 
create a "steady state" error of the vehicle position 
and attitude. 
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Figure 8: Rendezvous Sequence 

Figure 9: Position Step Response 
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Figure 10: Orientation Step Response 
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Figure 11: Static Noise Characteristics 
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The comparison between the GPS and vision systems 
in the step response plots provide some sense of typ- 
ical "steady state" errors in the GPS measurements 
(e.g. the orientation error appears to be approxi- 
mately 3" around time t = 15 sec). The worst con- 
sequence of these errors is that when a pseudolite 
signal is acquired or lost, the recomputed integers for 
the new system configuration may be incorrect if the 
absolute position of either of the vehicles if off by 
more than half a wavelength (9.5cm), and the system 
needs to be re-initialized using the vision system. 

7    Conclusions 

The research presented in this paper has demon- 
strated a broad range of objectives: 

• Established feasibility of performing rendezvous 
and station keeping using GPS as the primary 
means of sensing. 

• Demonstrated an innovative use of GPS for in- 
door systems. 

• Introduced a method for potentially testing 
GPS-based space systems end-to-end in lab prior 
to flight. 

• Identified limitations and areas for improvement 
as GPS is developed for future space systems. 
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ABSTRACT 

The Flight Technology Department and the Electrical 
Engineering Department at Embry Riddle 
Aeronautical University's Prescott Arizona Campus 
have embarked upon a joint program to apply GPS 
technology in a major upgrade of their Part 141 Flight 
Training Program. Recorded GPS position data will 
be used as an additional tool in the evaluation of both 
students and instructors. Position data (latitude, 
longitude, altitude) is recorded at ten second intervals 
throughout each training, solo and check flight. This 
data may be used to replay the flight^and objectively 
evaluate the proficiency of the student pilot. 

This paper describes the development of the 
experimental Mission Recorder Units (MRU's). The 
availability of actual mission data provided by these 
units will allow the data distribution, debrief and 
evaluation   infrastructures   to   be   designed   and 

implemented within the context of the existing Part 
141 pilot training environment at Embry Riddle 
Aeronautical University. 

OVERVIEW 

Embry Riddle Aeronautical University operates its 
flight training curriculum under FAR Part 141 rules. 
Certification under Part 141 provides for "self 
examination authority", whereby the recommended 
exposure (or hours) at a particular training stage may 
be waived on the basis of "demonstrated proficiency." 
The objective of the current program is to more 
clearly and objectively specify levels of proficiency 
appropriate to progressive training stages, and also 
to provide a mechanism for objectively demonstrating 
student proficiency during solo operation. The 
knowledge on the part of the student that his solo 
operations will be scrutinized will certainly discourage 
the abuse of solo time, with obvious benefits to both 
the students training progress and safety. 

Integration of recorded flight position data into the 
pilot training program is progressing on several fronts. 
A computer network has been installed at the flight 
training facility which will provide the archiving and 
secure distribution of student flight data. It will also 
provide for the availability of secure and well 
maintained evaluation tools, both for debrief and 
research. 

The requirements for the debrief tools will evolve as 
experience with prototype tools accumulates, the 
needs of instructors and students come into clearer 
focus, and evaluation metrics are integrated into the 
curriculum. 

It is imperative that use of the data collection 
equipment does not adversely affect the flight training 
environment during the initial phases of the program. 
In addition, it is important that use of the equipment 
not effect the STC of the aircraft. Thus, the following 
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set  of  requirements  present  themselves   in  tlie 
definition of the IVlRUs: 

1) Self contained, portable, easy to handle, 
rugged. 

2) Not dependent upon aircraft power (internal 
battery required). 

3) Secure and unobtrusive, no operator 
controls, unambiguous status indication, 
autonomous operation. 

4) Sufficient battery and data capacity for 12 
hours of operation between charges. 

5) Data extraction process is straightfonward 
and secure. 

6) Dispatch from the charging environment. 
(Charge while awaiting dispatch) 

7) Functional flexibility (software based design). 

OPERATIONAL INFRASTRUCTURE: Software 

Deployment of the MRUs in the training environment 
requires a suite of four integrated software modules: 

1) MRU control/data acquisition program 
(AlVLOGxx). This is the program which 
resides within the MRU and provides all of 
the operational functionality of the unit, 
including control of the GPS Sensor, 
determination of flight conditions, logging 
data, and provision for download of flight 
data as well as upload or download of 
system operational or initialization data 
(almanac, time/date, initial fix, etc.) 

2) Ground Support Equipment test and 
initialization program (AlVGSExx). This 
program is the primary maintenance, test, 
debug, and validation tool. Running on a 
host PC, it exercises all interface functions of 
the MRU. 

3) Dispatch, Download, and Network Data 
Distribution Program (DDNDDxx). This 
program runs on a host PC in the dispatch 
environment and provides for the 
downloading of recorded flight data files from 
the MRUs after a mission. It performs some 
preprocessing   functions   (such   as   error 

correction and/ or detection, flight leg 
concatenation, differential correction, etc.) 
and archives the mission flight file on the 
flight line network server with the appropriate 
access security. 

4) Data   Evaluation   and    Debrief   program 
(FLT_TRAX). This program is resident on 
the debrief cubicle PC. It accesses mission 
data files archived on the server and is used 
to display all pertinent aspects of the flight 
using a graphical interface. It is within this 
program that performance metrics will be 
applied to the flight data to provide objective 
evaluation of student performance as a basis 
for both grading and advancement decisions. 

MRU CHARACTERISTICS 

The MRU consists of an AIV-10 GPS sensor 
manufactured by Magellan Inc., a KS3-B single 
board computer manufactured by Kila Systems Inc., 
a 6.3 volt sealed lead acid storage battery, and a 
three    terminal    voltage    regulator. Internal 
commnication between modules as well as 
communication between the MRU and the host 
computer are accomplished using the Magellan/AIV- 
10 message protocol shown in figure 1. 

s 
s 

MSB 
LSB 

Type 
Sub 

JQ 

Sync 

Length 
= n 4- 4 

ID 

dn-1 
XOR 
LF 

> 
Data: 

n  bytes 

Checksum   
Message  Terminator 

Figure 1: Message Format 
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AIV-10. The AIV-10 sensor contains a ten channel 
GPS receiver and operates on +5 VDC. 
Communication with a controller is provided via a 
serial link having timing characteristics identical to 
RS-232, but using voltage levels of 0 and +5 VDC. 

Several messages not defined in the Magellan 
protocol were created to serve host related functions 
required by the application. Table 1 lists all 
messages used by the application, including newly 
created ones. 

Message ID 
Typ/Sub Description 

01/00 General Setup Data 
01/10* MRU Mode Change 
01/11* Download Specified Data File 
01/12* Kill Specified Data File 
02/00 Message Request 
03/01 Initial Position 
04/00 Initial Time/Date 
06/00 Simulate Power Cycle 
06/01 Erase RAM 
06/02 Erase All Memory 
08/00 Initial Almanac 
81/22 Fix Data 
82/01 GPS System Time (UTC) 
84/00 Receiver Status 
86/00 Current Almanac Data 
88/00* Download Fix Record 
88/01* Download Terminator/Checksum 
88/02* Data Filename (Download Header) 
88/03* Data Filename (Name List) 
88/10* Text: Response Message 
88/11* Text: Status Message 

* Indicates new message defined for this application. 

Table 1: Message Definitions 

Table 2 shows which messages are passed between 
the GPS Sensor, the KS3-B, and the host PC. 

Message ID 
Typ/Sub AIV-10  <> KS3-B <>   Host 

01/00 < 
01/10* < 
01/11* < 
01/12* < 
02/00 < < 
03/01 < < 
04/00 < < 
06/00 < < 
06/01 < < 
06/02 < < 
08/00 < < 
81/22 > 
82/01 > > 
84/00 > 
86/00 > > 
88/00* > 
88/01* > 
88/02* > 
88/03* > 
88/10* > 
88/11* > 

Table 2: Message Interface 

KS3-B. The KS3-B computer is a DOS based single 
board PC, which operates on +5 VDC. It contains 
three directories. A:\ is a ROM directory which 
contains the DOS system operating software as well 
as utilities for up/downloading, control of the clock, 
etc. D:\ is a ROM directory which contains the 
application module and the run-time module. C:\ is 
a battery backed static RAM directory in which 
initialization data and flight data files are held. 
Application modules may be downloaded and run 
from this directory during development and test. The 
B:\ directory is reserved for a floppy disk drive, which 
is not used in this application. It contains three RS- 
232 compatible serial ports: system console, C0M1 
and COM2. The fact that console I/O is a serial link 
precludes the use of screen based programming 
environments such as QuickBASIC on the KS3-B as 
host. A dumb terminal (or emulator) is used as a 
console for the KS3-B. 

Communication between KS3-B and the AIV-10 is 
accomplished via the C0M1: port. The C0M1: 
output circuitry had to be modified to provide 
compatibility with the voltage levels required for serial 
communication with the AIV-10. 

Communication between the MRU and its external 
host is conducted over COM2:, which is connected 
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directly to the external data connector, as shown In 
figure 2. 

Conn2: GPS Messages 
Serial Ba-ta 

In Ou-t 
GHD 

©  ®   ©   ©  (B) 

©    ®   ©    ® 

In Outj 

Serial Data GND 

Console: DOS Messages 

Figure 2: Data I/O Connector 

Note that console I/O is also available at the output 
data connector using pins normally associated with 
hardware handshake signals. Since the AIV-10 
protocol does not include hardware handshaking, only 
Tx and Rx lines are provided. A standard two wire 
(plus ground) null modem (reversing) cable is used 
for host communication, and an adapter may be used 
for console communication with the MRU. 

Mechanical. The unit is housed in an aluminum 
case measuring 8 x 5 x 3.5 inches with a fixed 
carrying handle. The unit weighs 2.5 Kg, including 
the battery. The only external operator control is an 
on/off switch, and the only indicator is a green status 
LED. 

There are three connectors on the rear of the unit: a 
power connector for charging the battery, a 9-pin 
subminiature D connector (figure 2), and a BNC 
connector for the GPS antenna.. 

The 9-pin subminiature D connector is used in 
conjunction with a null modem cable to connect the 
unit to a lap top PC or other host. This connection is 
for data download, unit initialization, and/or test. 

The center pin of the BNC connector provides a +5 
VDC bias supply for an active antenna. If a passive 
antenna is to be used, this bias supply can be 
disabled by cutting a wire inside the box; however 

tracking performance can be severely degraded if a 
passive antenna is used, therefore this is not 
recommended. The BNC form factor was used rather 
than the preferred TNC to facilitate the frequent 
connect/disconnect cycles which the application 
demands. 

The power connector has been positioned such that 
a mating connector in the storage rack will provide 
charging current while the unit is not in use. A 
charge status indication is also provided by the 
charging circuitry in the rack. 

The battery is a nominal 6.3 VDC sealed lead acid 
type with a 10 hour discharge rate of 6.5 Amp-Hours. 
This provides an endurance of approximately 12 
hours of continuous operation on a fully charged 
battery. Recharging should be accomplished using 
practices compatible with maximum life of a lead acid 
battery with the above described characteristics. A 
recharging station for the ten units in service has 
been designed, but will not be discussed here. 

UNIT OPERATION 

Installation. The aircraft should be equipped with an 
installation position which provides that the unit be 
secured with a strap which passes through the 
handle (velcro works great) and an antenna 
connection via a male BNC connector on a cable with 
sufficient service loop to preclude any sharp bends or 
kinks occurring. After the unit has been secured and 
the antenna connection made, the power switch is 
switched to the "ON" position. 

Initialization. Upon application of power the KS3-B, 
operating under PC-DOS, executes 
A:\AUTOEXEC.BAT which initializes system time 
from the battery backed calendar/clock. It then 
transfers control to the file USER.BAT in the C:\ 
(static RAM) directory. This is another batch file 
which transfers control to the AlVLOGxx application 
module. Recall that the A:\ directory, hence the 
AUTOEXEC.BAT file, is in ROM. The C:\USER.BAT 
file is used so that execution may be redirected in the 
development environment, since it is a static RAM file 
and can be easily modified from the DOS command 
prompt. 

The application program (AIVLOGxx.EXE) utilizes 
data contained in files on the C:\ directory which were 
resident within the unit when it was last turned off, 
along with KS3_B system time and date (ZULU) to 
initialize the GPS sensor. During the initialization 
process, the green LED indicator flashes at a one 
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second rate. Assuming current initialization data and 
a good satellite geometry in view, an initial fix is 
usually available within 60 seconds. The LED 
indicator will remain on steady as long as a 
continuous fix is maintained, and flash if the 
continuous fix condition is interrupted. 

If the unit has not been used for several months, the 
stored almanac information may not be valid. If the 
unit has been moved a substantial distance (say, 100 
Km) since it was turned off, the initialization position 
may not be sufficiently accurate to allow a fast first 
fix. These are the most likely causes for poor first fix 
performance; however if any initialization data is 
severely corrupted, the unit may revert to the "I'm 
lost" mode, in which case it may take up to 30 
minutes to achieve a first fix. If such conditions 
occur, one can update the initialization data using the 
AlVGSExx utility on a lap top or other host computer 
if a long wait for self initialization cannot be tolerated. 

Flight Data Logging. After a continuous fix has 
been achieved, the unit monitors and filters ground 
speed as determined by the GPS sensor. When 
filtered ground speed exceeds 45 knots, a data file is 
opened and given a name which encodes time and 
date. The data file is closed when filtered ground 
speed falls below 15 knots. In this way each flight 
leg is assigned its own unique data file and filename. 
After the data file has been closed, current almanac 
data and position information is saved on the C:\ 
directory in anticipation of the next initialization 
sequence. 

Internal static memory capacity provides for 
approximately 15 hours of flight data. Each data 
record contains latitude, longitude, altitude, and a fix 
timetag. The final record of a data file contains a 
vertical checksum of all data records. All data items 
are stored as binary long integers (4 bytes per value). 

Removal and Data Download. After completion of 
the flight, the unit is turned off, the antenna cable 
disconnected, and the unit removed from its secured 
position. It is carried to the download station, turned 
on, and connected to the 9-pin subminiature D 
connector of the host download cable- Both the host 
computer and the MRU should be" ON when the 
connection is made to prevent on/off transients from 
generating error conditions on the RS-232 medium. 
Host download software initiates the data download 
process in response to a menu command initiated by 
the user. The normal download sequence is initiated 
when the host requests message 88/00 (download 
data record) from the MRU using message 02/00 

(message request), whereupon all files are 
transmitted to the host and deleted from the unit 
memory. If greater fault protection is required, files 
may be downloaded and deleted individually by the 
following sequence: 

1) Request message 88/03 using message 
request 02/00. The MRU will respond by 
transmitting 88/03 messages containing one 
data file name for each data file (flight leg) 
currently in memory. 

2) Command Download of each file individually 
using message 01/11. 

3) Kill each file individually using message 
01/12 after successful download has been 
verified. 

Each data record (message 88/00) is transmitted as 
a GPS message consistent with the defined AIV-10 
message protocol. Presence of a checksum byte 
with each record, and the final vertical checksum 
record (message 88/01) allows correction of single bit 
errors and detection of multiple bit errors. 

Soft flow control (XON/XOFF) has been implemented 
to protect the host from input buffer overflow during 
download. 

ALTERNATE OPERATIONAL MODES 

Three alternate operational modes have been 
provided, and are initialized by dedicated commands 
issued by a host via the download connection. 

Bench Test. This command bypasses the velocity 
dependent data logging capability. A data file is 
immediately opened, logging of position data begins 
and continues independent of ground speed, until the 
bench test mode is exited. At this time the data file 
is closed and velocity dependent data logging is 
reestablished. 

Direct Mode. This command provides a direct link 
between the host and the GPS sensor. The KS3-B 
acts simply as a data conduit between its two serial 
ports. It examines incoming messages, and 
terminates direct mode when the command to cancel 
direct mode is detected. In addition, it continuously 
monitors position changes and updates the 
initialization position data accordingly. 

Quit. This command provides for an orderly exit from 
the application module and a return to the DOS 
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command level of the KS3-B operating system. 

DEVELOPMENT ENVIRONMENT 

Application and ground support software for the MRU 
is developed on the Imbedded Application 
Development System for GPS, or lADS-GPS. 

A functional schematic for this environment appears 
in figure 3. IADS operates in three fundamental 
modes, which are defined by the routing of the serial 
I/O lines between the various components and their 
ports. This routing is accomplished by a rotary switch 
assembly. Each communication line shown on figure 
3 represents both transmit and receive serial lines. 

AIU-IB 

f^ntenna 

RS-232 

MRU 
AIU-10 

Antenina 

HS-232 

KS3-B 

Cotiso le 

Figure 3: lADS-GPS Schematic 

Mode I: Code Development, in this mode the host 
PC plays the role of the embedded controller (KS3- 
B). The host C0M1: port is connected to an AIV-10 
GPS receiver which is an integral part of the IADS 
system. Since the serial I/O of the AIV-10 board 
operates at 0-5 volt logic levels rather than standard 
RS-232 levels, a PS/5V interface adapter provided by 
Magellan must be placed between the AIV-10 and the 
host PC to provide signal level compatibility with the 
host COM port. The C0M1: port of a lap top PC is 
connected to the host COM2: port to monitor the 
status and download information which the MRU 
would ordinarily provide at its output connector. Both 
the host PC and the lap top may be operating in the 
QuickBasic    (or    other    high    level    language) 

development environment to facilitate debugging. In 
this mode, the dumb terminal is connected to the 
console port of the KS3-B to provide a functional 
access to the controller, although it is not an active 
participant of the development process in this mode. 
Once a module has been developed and debugged 
in the language development environment, it can be 
compiled and linked into an .EXE file and run on the 
host or lap top. It is thus possible to debug and 
integrate AlVLOGxx (on the host) and AlVGSExx (on 
the lap top) simultaneously. 

Mode II: Download. The only functional connection 
in this mode is between the C0M1: port of the host 
and the console port of the KS3-B. This mode is 
used to download executable code compiled on the 
host to the C:\ (static RAM) directory of the KS3-B for 
integration testing. Test data files can also be 
transferred between host and KS3-B. 

Mode III: Monitor. This mode is used to monitor and 
verify operation of the functioning MRU once the 
application module has been downloaded to the C:\ 
(static RAM) directory or burned into the D:\ (ROM) 
directory. The COM2: port of the KS3-B is connected 
to the C0M1: port of the host, which may be running 
AlVGSExx or some other compatible test/debug or 
download program. The console port of the KS3-B is 
connected to the dumb terminal for monitoring 
messages and control at the DOS level. 

The IADS system has shown itself to be quite flexible 
and adaptable to configuration changes as the MRU 
design matured. For example, the original 
configuration provided for the sharing of the IADS 
GPS sensor between the host in Mode I and an 
isolated KS3-B board in Mode III. As completed 
units having their own GPS sensor became available, 
this feature was no longer necessary. A simple 
change of interconnect cables allows use of the IADS 
system with either completed units or separate 
subsystem boards. 

OPERATIONAL STATUS 

Ten units have been constructed, tested, and placed 
on operational status. The charging station has been 
designed and is currently under construction. Several 
test missions have been flown and the units 
performed as required. 

Three MRUs were use extensively during June of 
1995 for collection of simultaneous fixed and mobile 
ground data. Ten ground missions were executed 
over the same 50 mile closed route.   Fixed MRU's 
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loacted at the origin and extreme point on the route 
recorded fixed position data as the ground route was 
traversed. These data will be analyzed and the 
results incorporated in an upgrade to the download 
software for providing differential correction to flight 
data as it is being downloaded. The units performed 
admirably over more that 100 hours of combined data 
collection time. 

The inherent flexibility of the MRUs was 
demonstrated through the ease by which the logging 
criteria could be reprogrammed from a velocity 
dependency to a fixed schedule of missions over a 
three week period. This was necessary since one of 
the units was pre-positioned at a remote site and was 
left running continuously during the entire experiment. 

STAY TUNED 

Regular service of the ten MRUs in the recording of 
large numbers of training flight missions is scheduled 
to commence in the Fall 1995 semester at the 
Prescott Campus of Embry Riddle Aeronautical 
University, and should be undenway as this paper is 
delivered. The data will initially be used solely for 
student debrief. As data and experience 
accumulates, a well focussed set of requirements will 
evolve for the design of a seamless and well 
integrated infrastructure utilizing recorded GPS 
position data as an integral component of flight 
training in a Part 141 training environment. 

The long term vision of this program is to install 
commercially available GPS avionics in the fleet and 
utilize this sensor as the data source. A data storage 
unit will be designed for permanent installation 
concurrent with the installation of the commercial 
GPS systems. The data storage unit in the aircraft 
will be linked to the operations network in a manner 
which has yet to be determined. The timing of this 
phase of the program is strongly dependent upon any 
changes in Part 141 rules addressing the use of GPS 
navigation sensors in pilot training curricula; or 
unilateral decisions regarding this issue as made by 
the Embry Riddle Flight Technology Department. 
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ABSTRACT 

The US Army has a requirement to train soldiers in the use 
of nuclear radiation detection devices (Radiacs) to help 
them survive on a modem battlefield in the event nuclear 
weapons are employed. A Radiac Training System is also 
required to train for health and safety tasks such as 
response to nuclear weapons accidents and the monitoring 
of depleted uranium after a war is over. 

The currently fielded training system uses a radio- 
frequency (RF) transmitter and a simulated doserate meter 
that functions like a radiac but is, in fact, a radio frequency 
signal strength meter. The system simulates operation in a 
typical nuclear fallout field. The readings on the simulated 
ratemeter are inversely proportional to the distance from 
the transmitter and the resulting "fallout pattem" can be 
changed in shape by changing the antenna design. With 
this approach, however, it is difficuh to get reproducible 
results because of multi-path reflections from power lines, 
fences, vehicles and the soldier's body. Receiver antenna 
orientation and position with respect to the body must be 
constant to obtain consistent readings.    Changing the 

fallout pattem becomes difficult after certain limits are 
reached because of power and antenna design 
considerations. 

The development of GPS and the continuing reductions in 
size, weight, power consumption and cost made it possible 
to consider integrating a position location receiver into a 
simulated radiacmeter to provide an alternate approach to 
using RF transmitters and receivers. A prototype system 
was developed using a commercial GPS receiver and a 
palm-top computer. Software was written to input 
latitude and longitude from the GPS and to calculate a 
simulated doserate reading for that position based on a 
previously input latitude and longitude for "ground zero" 
(GZ). The prototype was tested by setting GZ to be a 
known road intersection, mounting the GPS antenna on 
the roof of car and driving to GZ. The test was successflil 
and the resulting "fallout pattem" was a fair representation 
of the real situation. 

This technique has great promise for use in military 
training for operation on the nuclear battlefield, for 
operation in peacetime for nuclear weapons accidents and 
in civilian training for nuclear reactor accidents. 

DESCRIPTION OF NEED 

The US Army recognized the need for training devices for 
nuclear radiation detection instmments (commonly 
referred to as radiac instmments) in the 1960s. Radiac 
instmments are used on the battlefield to help soldiers 
survive if nuclear weapons are used. They are used in 
peacetime to monitor maintenance areas where equipment 
containing radioactive materials are repaired and for 
response to nuclear weapons accidents. Most recently, 
they have been used to safely recover damaged armored 
vehicles that contain depleted Uranium in the ammunition 
or the armor plate. It is not feasible to use radioactive 
materials in training soldiers on the use of radiacs because 
of personnel safety and environmental considerations. 
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DESCRIPTION OF EXISTING HARDWARE 

A radiofrequency training system was developed and 
fielded during the 1970s. It consists of a 1/4 watt 
transmitter for small area training and hotspot simulation, 
a 20 watt transmitter for large area training and simulated 
receivers that look like the Army's tactical radiacmeter. 
The receiver is basically a signal strength meter that 
registers higher readings when either the transmitter power 
is increased or the operator moves closer to the antenna. 
While the system provides fairly realistic training, it also 
suffers from some problems that limit the usefulness of the 
data obtained. Signal reflections from buildings, power 
lines, vehicles and people cause inconsistencies and a lack 
of reproducibility in the obtained data. Training scenarios 
are also limited by receiver sensitivity, antenna size and 
design and transmitter power. The maximum effective 
range for the fielded system is approximately 12 miles. 
Because of the age of the system, spare parts are no longer 
available and a new system is required to replace it. A 
modem radiofrequency system could be easily developed 
using standard military and/or commercial transmitters and 
antennas. The operational and technical drawbacks, 
however, would not be overcome. 

DESCRIPTION OF PROPOSED SYSTEM 

Attempts have been made in the past to utilize a GPS 
receiver and a computer to simulate a radioactive fallout 
field on the ground. Limited success was obtained. The 
main problem was to develop a way to generate a large 
fallout pattern using portable computers with limited 
memory. Until recently, this technique could only be 
considered for large equipment simulators of relatively low 
fielded density, such as helicopter mounted survey 
systems. The trend of size reduction in GPS engines and 
continually dropping prices has made this technique usable 
in almost any simulated radiac instrument. In the case of 
radiacsets with detachable probes, the GPS engine and a 
microcomputer would be built into the probe. In smaller 
instruments without probes, the GPS and the 
microcomputer would be built into a simulated instrument. 
In either case, the programed scenario would be 
downloaded into the simulated radiacset via an external 
PC using the serial port. 

DESCRIPTION OF PROTOTYPE 

A technique was devised to simply generate data for 
simulated fallout patterns using a few algorithms. This 
eliminated the need for large lookup tables and large 
memory requirements. A program was written in 
GWBASIC to input position data from a GPS receiver 
and, based on a previously input location for the simulated 
GZ,  calculate a simulated  radiation doserate for the 

operator's current position. A prototype was assembled 
using a Garmin GPS 75 receiver and a Hewlett Packard 95 
palmtop computer. 

DESCRIPTION OF SOFTWARE 

A technique was required to convert latitude and 
longitude to simulated radiation doserate readings. 
Typical nuclear fallout patterns are elliptical in nature. 
Fallout is radioactive dirt and debris that is formed when 
large quantities of ground material are sucked up and into 
the fireball and results in the familiar mushroom shaped 
cloud. This cloud is then wind driven and the 
contaminated debris falls out along the path of travel. An 
idealized pattern would be elliptical with ground zero 
forming the point of highest contamination. Lines of equal 
contamination concentration, on which the doserate 
readings are identical, called isopleths, are ellipses starting 
at GZ with the major axis oriented with the wind direction. 

The major axis for the simulation was picked as the line of 
latitude passing through GZ which, in the simulation, is 
picked by the user and becomes the X-axis. GZ becomes 
the origin for the coordinate system and the Y-axis is the 
line of longitude passing through GZ. Since prevailing 
wands are normally from the west, the pattern for the 
simulation was chosen as starting at GZ and oriented from 
west to east. The users position, as determined by the 
GPS receiver, is used by subtracting the coordinates for 
GZ and the results then become the XY coordinates for 
the simulation. 

A technique was required to generate the required 
"fallout" pattern without using a lookup table. A lookup 
table could be used but requires a large amount of memory 
for even relatively small patterns. Since a fallout pattern is 
relatively continuous, resolution with a lookup table would 
be very crude and interpolation would be required to 
adequately describe patterns of tens to hundreds of square 
miles. An ellipse can be described algebraically. All that is 
required, therefore, is a way to assign simulated doserate 
readings to a family of ellipses that will resuU in a 
simulation that will adequately resemble a fallout pattern. 

The formula for an ellipse is as follows: 

(X-C//A^ + (Y-D)VB^ = 1 eq. 1 

where X and Y are the XY coordinates, C and D are the X 
and Y coordinates respectively for the center of the ellipse 
and A is the major radius and B is the minor radius. Since 
the ellipses are to lie on the X-axis with the western most 
points of the major radii to go through the origin (GZ), 
C = A and D = 0. Since fallout patterns are elongated in 
the direction of the wind, A was chosen to be equal to 2B. 
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This is arbitrary, however, and other ratios can be used, 
Substituting the values for A, C and D and solving eq. 1 
for B, the following equation results: 

B = (4 Y^ + X^) / 4X eq. 2 

For any position obtained from the GPS receiver, 
therefore, a unique ellipse can be obtained that lies on the 
X-axis, passes through the position and GZ, and has the 
characteristic A = 2B. The easiest way to assign 
"doserate" values to the ellipses is where they cross the X- 
axis. These points are obtained by the following equation: 

L = 2A eq. 3 

Since fallout patterns are not linear but tend to increase in 
doserate faster as GZ is approached, a non-linear function 
was selected to assign values. 1 / L^ was picked as a 
starting point and gave a good representation of 
historically mapped patterns. The instrument being 
simulated, the AN/VDR-2, is a microprocessor based 
digital ratemeter (see Fig. 1) that covers a range from 
background, which is approximately .1 uGy/hr, to a 
maximum rate of approximately 230 Gy/hr (A Gy is a 
Gray, a unit of measure for absorbed nuclear radiation 
dose). 

Fig.l 

The values for L are calculated in seconds of longitude and 
the displayed "doserate" values were desired to be at the 
maximum value of 230 Gy/hr at or very close to GZ. The 
initial value required to give the expected results was 
1080000. The equation to convert to doserate is: 

Some typical values for the simulated fallout patterns are 
shown at Fig. 2. 
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Fig. 2 

This method only generated patterns that were oriented 
from west to east. In order to make the system more 
flexible, a method was needed to select other wind 
directions. It was decided that the simplest way to do this 
was to rotate each pattern back to the base case since the 
XY coordinate system was defined using latitude and 
longitude. Once this is done, all of the methods used to 
calculate the simulated doserates are still valid. The 
formulae for rotating coordinates are as follows: 

X„ = X cos (6) - Y sin (6) 
Y„ = X sin (0) + Y cos (9) 

eq. 5 
eq. 6 

where X„ and Y„ are the new coordinates in the rotated 
system and 6 is the angle between the original X-axis and 
the new X-axis. Since this technique requires rotation 
back to the original coordinate system, the expressions for 
X and Y in terms of Xn and Yn were required. Equations 
5 and 6 were solved for X and Y and are as follows: 

X = X„ cos (6) + Y„ sin (9) 
Y = Y„ cos (9) - X„ sin (9) 

eq. 7 
eq. 8 

DR= 1080000/L^ eq. 4 

Wind directions are input by the user and the angle, 9, is 
calculated by the software. Once this is done, each 
position obtained from the GPS is converted to an XY 
coordinate and then rotated into the base case (elliptical 
patterns vnth the major axis on the positive X axis) where 
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the formulae are applied to calculate the simulated 
doserate. 

A real fallout pattern has a relatively small circular pattern 
around GZ caused by the initial explosion. This causes a 
backlobe that extends in the opposite direction from the 
main elliptical pattern. This was simulated using the 
equation for a circle to get the X-axis crossover and using 
the formula: 

DR= 1080000/L' eq. 

to give a backlobe of much smaller dimensions than the 
main ellipse pattern. This same technique will be used to 
introduce "hotspots". These are caused by bomb debris 
and highly concentrated areas of contamination caused by 
rain water runoff. The circular pattern will be used but the 
exponent in the denominator of eq. 5 will be increased to 
give an even smaller pattern and the number in the 
numerator will be decreased to reduce the overall 
intensity. A "GZ" for each hotspot will be used so that 
they can be placed anywhere in the simulated area. 

If a relatively new event is to be simulated, a rise and 
subsequent fall of the doserate at a given location is 
necessary to accurately depict the arrival and following 
decay of the fallout intensity. This will be done by 
increasing the initial value (the numerator in eq.4) from 0 
to the maximum value in the first hour of the simulation 
and then applying the formula T '^'^, where T is the time in 
hours after the maximum value is reached. The equation 
for this scenario would be; 

TEST RESULTS 

The prototype was tested by mounting the GPS receiver 
antenna on the roof of a car using a lab built magnetic 
mount. "GZ" was obtained from a map and was selected 
by picking a major intersection of two roads, one of which 
was generally in an east/west orientation. The simulated 
readings increased as predicted as the vehicle travelled 
west toward "GZ". The readings reached the maximum 
value just before reaching "GZ" and then dropped to 
"background" just past the intersection (the backlobe was 
not implemented for this demonstration). The results were 
reproduced on the return trip. 

FUTURE PLANS 

The long term goal is to develop simulated radiac 
instruments that contain the GPS receiver and 
microcomputer in a configuration that looks and operates 
like the actual instruments. The microcomputer would 
contain the firmware with the fallout pattern generating 
algorithms and the necessary data inputs for "GZ", wind 
direction, pattern size, etc. would be via an RS-232 serial 
port and an external PC. This technique is also applicable 
to biological and chemical detectors and methods are 
being developed to simulate moving chemical clouds. 

DR =(T"'^) (1080000/L^) eq. 10 

Because the display on the palmtop computer is small, it 
was difficuh to read the simulated doserate while 
operating the prototype. The numbers and letters required 
were developed in the software using graphics commands 
and were placed in a lookup table. As each new reading is 
obtained, the lookup table is used and the appropriate 
characters are displayed in the appropriate position on the 
display. 
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ABSTRACT 

In the use of GPS, receiver autonomous fault detection 
and exclusion (FDE) often plays a major role in assuring 
integrity of the user navigation solutioa For use of GPS 
as a supplemental means of navigation, simple detection 
of the presence of a fault was considered sufficient since 
the aircraft can immediately revert to an alternate means of 
navigation. In the case for the use of GPS as a primary 
means of navigation, however, detection would not be 
sufficient; upon detection of a fault, the avionics should 
try to exclude the bad satellite and continue navigation 
whenever possible since no other normal means of 
navigation is available. Such use of FDE for primaiy 
means of navigation is currently being proposed to 
provide integrity for oceanic airspace and even in 
conjunction with the Wide-Area Augmentation System 

(WAAS), namely outside WAAS signal coverage area or 
as a backup in the unlikely event of a WAAS outage. 

While the basic FDE techniques have been well 
established, the relation between the FDE algorithm 
performance and the primaiy means integrity requirements 
has not been well established. This paper proposes and 
analyzes new methods of correctly calculating two 
quantities that must be properly calculated to ensure 
meeting the primary means integrity requirements. The 
first one is a proposed method of calculating the 
horizontal protection level (HPL), based on which the 
probability of missed detection (Pmd) is determined. It 
will be shown that this new method consistently meets 
the integrity requirements while the existing method does 
not, and yet it has minimal impact on FDE availability. 
The second is a method of calculating probability of 
incorrect identification/exclusion, which has not been 
investigated before. 

1.0 INTRODUCTION 

Fault detection and exclusion (FDE) is a receiver 
processing function that autonomously provides integrity 
monitoring for the position solution, using redundant 
range measurements. FDE consists of two distinct parts: 
fault detection and fault exclusion. The fault detection 
part detects the presence of an unacceptably large 
position error for a given phase of flight. Upon detection 
of an error, fault exclusion follows and excludes the 
source of the unacceptably large position error (without 
always necessarily identifying it), thereby allowing 
navigation to continue using GPS without interruption. 

An FAA document, Technical Standard Order (TSO) C- 
129, described avionics requirements for the use of the 
Global Positioning System (GPS) as a supplemental 
means of navigation for civil aviation in December 1992 
[1,2]. Since the TSO was intended for use of GPS as a 

1 This paper is based on navigation system research and development studies performed by The MITRE Corporation for the 
FAA SatelUte Program Office (AND-510). The contents of this paper reflect the views of the author, who is solely 
responsible for the accuracy, analyses, and suggestions presented hereia 
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supplemental means of navigation, safety was the primary 
concern so it specified use of only the fault detection 
function under the name of receiver autonomous integrity 
monitoring (RAIM). Recently, an FAA notice on use of 
GPS as a primary means of navigation in oceanic and 
remote airspace has been issued, which calls for an 
improved version of the FDE function beyond that 
specified in the TSO, including use of a fault exclusion 
function [3, 4].2 Currently, the Radio Technical 
Commission for Aeronautics (RTCA) Special Committee 
(SC)-159 is wrapping up its efforts developing FDE 
requirements to include in the WAAS Minimum 
Operational Performance Standards (MOPS) [5]. 
According to the MOPS, the FDE capabilities may be 
used for primary means navigation when and where 
WAAS is unavailable for en route through nonprecision 
approach phases of flight. The study contained in this 
paper applies to these phases of flight. 

Integrity requirements are defined by two parameters : a 
false alert rate and probability of missed alert (P^j^). A 
false alert is a false annunciation that the position error 
has exceeded some specified limit when it has not. For 
supplemental use of GPS, the maximum allowable false 
alert rate requirement is once every 500 hrs or 
equivalently, 1/15,000 samples [6]; for primary means 
use of GPS, it is much tighter (10'^ per hr) since no other 
normal means of navigation is available [7]. A missed 
alert is defined to be a failure to annunciate to the pilot 
(or externally outside the sensor in case of a sensor only 
equipment) within the time-to-alert when the position 
error exceeds a certain specified limit (or level). (Note: 
An alert refers only to those pilot-observable indications 
that are provided by the equipment while detection refers 
to an internal processing condition associated with the 
FDE algorithm.) The integrity requirement for missed 
alert is set at a conditional probability of 0.001. 

With regard to the limit that the position error shall not 
exceed, two limits are used in the definition of ?^^ to 
serve different purposes: one is horizontal alert limit 
(HAL) and the other is horizontal protection level (HPL). 
HAL is a limit that the position error shall not exceed for 
a safe operation in a given phase of flight (e.g, 0.3 nmi 
for nonprecision approach phase of flight). HPL is a 
limit (or level) that a receiver guarantees that the 
horizontal position error would not exceed without being 
detected. Therefore, while Pj^^ with respect to HAL is an 
operational requirement, performance of a receiver FDE 
algorithm is tested for Pj^^ with respect to HPL. It is the 
latter definition of Pj^^ that is of concern in this paper. 

A simplified state flow diagram in Figure 1 shows what 
events lead to a missed alert, which is of ultimate concern 
for integrity. Upon occurrence of a satellite failure, a 
missed detection may occur, which results in a missed 
alert.       If   the   satellite    failure   is   detected, 

identification /exclusion will follow. If the exclusion is a 
correct one, it will go back to a normal state. However, if 
it is an incorrect exclusion, it will go to a transient state, 
from which missed detection may again occur. Therefore, 
a missed alert may occur not only from the initial missed 
detection but also from a missed detection that follows an 
incorrect identification/exclusion. Because these two 
sequences of events are mutually exclusive, Pjj^g is a sum 
of the two probabilities (neglecting probability of a 
missed detection following a second or later incorrect 
exclusion). Therefore, in order to have a sufficientiy 
small Pjjjg meeting the requirement, it is important to 
assure ourselves of sufficiently small P^^^ and probability 
of incorrect identification /exclusion. In order to do that, 
that is, in order to ensure meeting the primary means 
integrity requirements, it is necessary to be able to 
correctly calculate HPL, based on which Pjj^^ is 
determined, and probability of incorrect 
identification/exclusion. 

Missed detection 

Correct 
exclusion 

Mksed 
detection 

Incorrect 
exclusion 

Transient 
sUte 

Figure 1 
Siinplifled State Flow Diagram 

Currently existing FDE techniques can be classified into 
two groups: one is called the least squared residual 
(LSR) scheme, and the other is called the parity space 
scheme [8, 9, 10]. These two schemes have been shown 
mathematically identical [ 11,12]. While basic detection 
and isolation techniques have been well established, 
performance of these techniques and the primary means 
integrity requirements have not been well related. 
Specifically, no method exists to correctiy calculate HPL 
and Pr{incorrect identification/exclusion}. For this 
reason, tiiis paper proposes and analyzes new methods of 
correctiy calculating these two quantities. 

2 A primaiy means of navigation refers to the aiibome 
navigation equipment that meets the requirements of 
radionavigation for the intended phase of flight (route to 
be flown). These requirements include satisfying the 
necessary level of accuracy, integrity, continuity, and 
availability for a particular area, route, procedure, or 
operatioa [5] 
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The next section develops a new formula for calculating 
horizontal protection level (HPL) and compares it with 
the existing method. The subsequent section derives a 
formula for calculating probability of incorrect/exclusion 
upon detection of a fault. The last section summarizes 
the paper. 

2. NEW METHOD OF CALCULATING 
HORIZONTAL PROTECTION LEVEL (HPL) 

In the following, the basic relationship between the 
position error and the test statistic is examined along with 
the Pjjjj performance for a growing bias error on the 
failed satellite. This is followed by a review of the 
existing HPL calculation methods, and then a new 
method is proposed. Finally, the proposed method is 
compared with the existing method(s) in terms of FDE 
performance and availability. 

2.1 Position Error vs. Test Statistic 

Detection performance may perhaps be best explained 
with a plot shown in Figure 2. It plots position error 
that we want to protect against vs. test statistic, i.e., 
observed quantity (e.g., RSS of range residuals or parity 
vector magnitude). The decision threshold is set on the 
basis of the maximum allowable false alert rate in a 
normal condition. Upon selection of two parameters, 
decision threshold and HPL, the whole region is divided 
into four sub-regions: normal region, timely detection 
region, early detection region, and missed detection 
region. Among these, the missed detection region is the 
most critical. That is, when we select the HPL, we have 
to make sure that upon occurrence of a satellite failure, the 
missed detection region is not reached with a probability 
greater than 0.001 

PMlUon 
ElTIX 

SMctMl 
HPl 

TUndjrlMKtloil 

*                   SVI 

iiaitk>i»           ^  

Noni«l                ^^.-^  
Early DdectkMi 
Rcgkm 

 SVk 

.- 
ihoM 

•UUtOc 

Figure 2 
Position Error vs. Test Statistic 
- Deterministic Error Trajectory 

(Note: Strictly speacking, in order to meet Pjjjg of 0.001, 
Pjjjjj should be slightly smaller. This is because as stated 

earlier, a missed alert results not only from the initial 
missed detection but also from a missed detection that 
follows an incorrect identification/exclusion. Because the 
small deviation does not alter our discussion, Pjjj^j 
requirement of 0.001 is assumed in our analysis.) The 
fundamental problem of FDE is that there is no direct 
measurement. However, if one considers only the bias 
error on one of the satellites at a time and neglects the 
range errors on all the other satellites, then the position 
estimation error and the test statistic become linearly 
proportional to each other, and the slope varies depending 
on which satellite has the bias error. The satellite that is 
the most difficult to detect is the one with the maximum 
slope because for the same observed test statistic, the 
probability of missed detection is the highest for the 
failure of that satellite. 

Figure 3 again plots the position error vs. test statistic. 
As the bias error grows, the center of the distribution 
remains on the slope, but the realizations of the position 
error-test statistic pair are scattered around the center. One 
can observe how this Pj^j per sample basis might vary as 
the bias error magnitude varies as follows. If the bias 
error magnitude is very small, the probability of position 
error exceeding HPL is small so that Pjjj^j is also small. 
At the other extreme, if the bias error magnitude becomes 
very large, the probability of position error exceeding 
HPL is very large but the probability of the alarm going 
off is also large so that Pjj^^ is again small. It is 
somewhere in between where Pjjj^ is the maximum. It 
will be shown later how this Pjj^^j per sample varies as a 
function of the bias error. 

As discussed above, the detection requirement is that any 
occurrence of a satellite failure shall be detected with a 
probability of 0.999 or greater. However, as was 
observed above and as will be further discussed later, 
Pjjjjj varies depending on the bias error magnitude, which 
the receiver has no knowledge of and which may 
continuously vary. For this reason, the off-line 
simulation tests for Pj^ J verification specified in the 
WAAS MOPS [5] have been designed as follows (The 
same test scenario was also specified in RTCA DO-208 
[6], which later became a part of TSO C-129 [1, 2]). 
First, the effect of SA with a correlation time constant of 
2 min is simulated on all satellites. A ramp-type failure 
with a range error growing at a rate of 5 m/sec is then 
introduced into the most difficult-to-detect satellite with 
the ramp error allowed to continue to grow until either 
detection or missed detection occurs in each test. Many 
of these tests are performed, in each of which a condition- 
in which the HPL is exceeded, but the alarm is not 
triggered within the specified time-to-alarm, is counted as 
a miss. Pj^ j is then obtained as the average of the 
occurrence or this event. The question is how this Pjj,^ 
observed in the tests is related to the Pjj^^j per sample 
basis. 
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Figure 3 
Pr{mlssed detection} vs. Bias Error 

In order to relate the P~j calculated on a per sample basis 
and P~j observed in the tests, it is important to 
recognize that even if Pj^j I>er sample is small for a given 
value of bias error, the probability of having one or more 
missed detections in the test will be increasingly large as 
the duration of the test gets larger. This is because as the 
duration of the test gets longer, the number of 
independent samples during the course of the test 
increases. The same would be true if the bias error grows 
very slowly, such that many independent sample 
realizations occur while the bias error grows. It will be 
shown later (Figure 7), the Pj_^ values are negligible 
except for some small range of oias error values. With a 
bias error growing at the rate of 5 m/sec and a correlation 
time constant of 2 min for the random errors, practically 
only one independent set of samples is realized during the 
time the bias error passes through this small region. For 
this reason, the P^j, j that results in the tests specified in 
the WAAS MOPS [5] and the TSO [1, 2] is governed by 
the maximum of the P^^ calculated on a per sample 
basis. 

Having established that the Pj^^ observed in the tests can 
be approximated by the maximum of the Pjjjj that varies 
as a function of the bias error, the following questions are 
asked: 

1. How does Pjjjj vaiy as a function of the bias error 
magnitude? 

2. When does the maximum V^^^ occur? 

3. How to choose HPL such that maximum PJ^A ^ 
0.001? 

The analytic approach to be proposed later answers these 
questions. 

2.2 Existing HPL Calculation Methods 

Two HPL calculation methods exist. As shown in Figure 
4. the first method, which was proposed by Prof G. 
Brown a few years ago, determines HPL as a scalar 

multiple of a quantity called Approximate-Radial- 
Protected (ARP), which is the product of the decision 
threshold and the maximum slope [13]. Via extensive 
Monte-Carlo simulation, it was determined that HPL 
should be approximately 1.7 times the ARP to meet the 
^md '■SQuirs^s^t of 0.001 (Note: More precise values are 
obtained as a function of the number of satellites used as 
ranging sources [13].) Remember that the decision 
threshold is determined by the maximum allowable false 
alert rate, which is set differently depending on whether it 
is for supplemental means or primary means of 
navigation. The scale factor of 1.7 was determined for 
the maximum allowable false alert rate requirement for 
supplemental use of GPS.   For primary means use of 
GPS, this requirement becomes much tighter (10" per 
hr), and thus, the scale factor of 1.7 no longer applies. 

The second method was proposed by people advocating 
the parity space RAIM scheme [10, 12]. In this method, 
one first determines how large the bias error has to be in 
order that the probability of the test statistic being less 
than the decision threshold becomes equal to 0.001. 
Then the position error due to the bias error is taken as 
the HPL. This HPL can be expressed in a simple analytic 
form. However, what they did not recognize was that 
Pj^^ varies as a function of the the bias error magnitude, 
and this HPL applies only to the bias error of the chosen 
magnitude in a snapshot mode. This method is not 
sufficiently accurate as discussed below. 

It was first reported by VOLPE National Transportation 
Systems Center (VNTSC) that HPL calculated using the 
second method often fails to meet the Pjj^^ requirement 
when the tests are performed according to the off-line 
dynamic simulation test scenario described earlier [14]. 
This has also been confirmed by MITRE as shown in 
Figure 10. In the dynamic simulation test scenario, as 
the range error for the failed satellite increases, the 
maximum V^^ occurs before the bias error reaches the 
value that determines the HPL in the second method. 
This, which was observed in Figure 3, explains why HPL 
calculated using this method often fails to meet the Pj^^^ 
requirement. 

(Note: Pjjjj appears to become smaller than the 
requirement if one counts a miss as a missed detection 
only if the position estimation error exceeds the HPL for 
longer than the time-to-alert, which is 10 sec for the case 
of the nonprecision approach phase of flight and longer 
for the en route and terminal phases of flight. However, 
the discussion and analysis at hand is important because 
one should correctly design the HPL calculation 
algoritlun and cannot simply rely on the time-to-alert in 
its design.) 

Now, with the second method not usable, we could redo 
the Monte-Carlo simulations to derive a similar 
expression that applies to the primaiy means use of GPS. 
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Method #1 Method #2 

Position 
Error 

HPL1 

Position 
Error 

HPL2 

Decision 
Thiresiioid 

Test 
statistic Decision 

Threshold 

Test 
statistic 

HPLIS 1.7xARP 

1.7 obtained via Monte-Carlo simulation 
for Pr{false alert} = 1/15,000 samples 

HPL2 

Analytically derived 
Not sufficiently accurate 

Figure 4. Existing Calculation Methods of Horizontal Protection Level (HPL) 

However, this is tedious and time consuming and gives 
no insiglit, wliicti an analytic approach often gives. An 
analytic method is proposed below that is sufficiently 
accurate without requiring a Monte-Carlo simulation. 

2.3 Proposed HPL Calculation Method 

The basis of proposed analytic approach is illustrated in 
Figure 5, showing two separate spaces to work with: 
parity space (or observation space) and the horizontal 
position domain. It is first assumed tliat a bias error of a 
given magnitude is on the satellite that is the most 
difficuU to detect. The parity vector and position error 
due to this bias error determine the center of statistical 
distributions in the two spaces, respectively. The 
distances of these centers from the origins of their 
respective domains are denoted as dl and d2, respectively, 
as shown in Figure 5, where dl = cl x Bias, d2 = c2 x 
Bias, and cl and c2 are scalars determined solely by the 
geometry. 

An advantage of working with parity space is that the 
components of a parity vector due to random errors have a 

joint normal distribution of dimension (N-4) (assuming a 
normal distribution for the random range errors), where N 
is the number of satellites used as raning sources, with an 
equal variance in all directions. (The variance is identical 
witli that for the pseudorange error in a normal condition.) 
With tliis observation, the probability of a parity vector 
not exceeding the decision threshold circle (a sphere of 
dimension (N-4), in general) is approximated as a 
cumulative Gaussian distribution of die following form: 

Threshold - cl • Bias 
Pr{no alarm} = erf( ) 

crSV 

where 

erf(x)=   j 
1      _f^ 
— e   2 dt 
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Parity Space 
Characteristic Bias Line for the 
satellite most difHcuIt to detect 
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4y 
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andom Errors 
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Figure 5 
Basis of the Proposed Analytic Approach 

In the horizontal position domain, a similar 
approximation can be made. In this case, one first 
obtains the standard deviation of the Ax and Ay position 
errors (having a non-zero correlation coefficient, in 
general) along the axis defined by the origin and the 
position error vector due to the bias error on the satelUte 
that is the most difficult to detect. This can be done as 
follows. 

Step 1: Determine the angle 0 between the Ax axis and 
the axis defined by the origin and the position error vector 
due to the bias on the satellite whose error is the most 
difficult to detect. 

Step 2: Construct a matrix rotating the Ax-Ay axes of 
the solution vector by angle 9 on the Ax-Ay plane as 
follows: 

Qe = 
cos d -sin 0 0   0 
sin e cos 0 0   0 

0 0 10 
0 0 0   1 

Step 3: Obtain the covariance matrix for the user position 
and user time with respect to the rotated reference frame 

(Ax'-Ay'-Az-At), assuming an equal variance for the 
pseudorange errors. 

DOP = COv[Ax'] 
[(HQe/iHQQ)] 

Step 4: Obtain the standard deviation GJJJ along the Ax' 
axis, as given by 

(am)2 = D0P[l,l] 

The probability of a position error exceeding a selected 
HPL radius is then approximated as another cumulative 
Gaussian distribution of the following form: 

Pr{position error > HPL} 

HPL - c2 • Bias 
=   1  - erfi ) 

(Jm 

Figaie 6 shows results of numerical evaluation of Pr{no 
alarm} and Pr{position error exceeding HPL}, using the 
above formula as a function of bias error. Then, the joint 
probability of position error exceeding HPL and no alarm, 
which is Pjjj(j, is approximated as tiie product of those 
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two probabilities. This is an approximation because in 
general, the two events are not uncorrelated. Later 
simulation results, however, show that it is a good 
approximation. 

The ARP ratios giving P j no greater than 0.001 are 
plotted in Figure 8 for 30 different geometries. The plot 
shows a clear pattern on how the critical ARP ratio varies 
as a function of ARP. Based on this observation, the 
following formula is proposed for the ARP ratio: 

— ,U I 71 
NontullKd BlM Error M«tnkudc 

Figure 6 
Example Pr{iHii^ed detection} vs. Bias Error 

For derivation of an HPL formula, we start with a 
formula for HPL of the following form: 

HPL = (ARP ratio) x (ARP) 

Figure 7 shows how V^^^ approximated as above varies 
as a fiinction of bias error magnitude for a given geometry 
for different values of ARP ratios. It is observed that 
different peak V^ values are obtained depending on the 
ARP ratio used, from the figiu^, one can determine what 
ARP ratio one has to use as a minimum in order to have 
maximum ¥^^ no greater than 0.001. For the case 
shown in Figure 7, the minimum ARP ratio is 1.53. 

ARP rrflo - 1 Jl 

■■>•■> AKr reUo - 132 /\ 
l.OE-03 -■V' AIIP nllo - 1J3 

M —ir- AW tOto - 1J1 

5.0K-04. A 
""•     ^^ "*■ " 

■       .\ ■\ !.«• 
-          \ 

Proposed ARP Ratio 

^ 
1.55. 1 

■    ■      ■ 
1.5. 

■ ■■         ■   ■ 

100      200      300      400       500      «00 

ARP (m) 

Figure 8 
ARP Ratio Providing Maximum Pmd < 0.001 

HPL = (ARP Ratio) x ARP 

For ARP < 300 m, 

Ai?P ratio = 1.62 - ^(x-230) 
70 

For 300 m < ARP < 440 m, 

Ai?Pratio = 1.55 - —(x-300) 
140 

For ARP > 440, ARP ratio = 1.52 

HPL is then given by 

HPL = (ARP ratio) x (ARP) + 8 (m) 

Note that a somewhat arbitrary value of 8 m is added as a 
"fudge factor" in the formula for HPL. 

Figure 9 shows the comparison of HPL values calculated 
using the existing method (the second method in Section 
2.2) and the proposed method for an identical set of 40 
different geometries. It is shown that HPL calculated 
using the proposed method is larger than HPL using the 
existing method typically by 40 m or so. It is noted that 
the increase is significantly smaller for geometries with a 
large HPL. 

NomMllMd MM trror Ma«ntliMl« 

Figure? 
Prfmissed detection} for Different ARP Ratios 
(HPL = (ARP Ratio) x ARP; ARP = 218.5 m) 
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2.4     Comparison  of the  Existing   and   Proposed 
Methods in terms of Pg^^ Performance 

Figure 10 shows Pr{inissed detection} obtained via 
Monte-Caiio simulation for the proposed method and the 
existing method. It is shown that while the existing 
method fails to meet the Pjjjj requirement of 0.001 in 
most cases, the proposed method consistently meets the 
requirement. 

E, 

S      40 
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Figure 9 
Increase in HPL with the Proposed Method 
Compared with the Existing Method 
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Figure 10 
Comparison of Pr{missed detection} 
between the Existing and Proposed Methods 
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2.S Comparison of the Existing and Proposed 
Methods in terms of FDE Availability 

Figures 11 and 12 compare FDE availability between the 
proposed method and the existing method. The FDE 
availability is evaluated at five airport locations in 
CONUS, assuming the optimized 24 constellation with 
all satellites operating and a mask angle of 5 deg. 

Figure 11 compares the detection availability for the two 
methods for the nonprecision approach and terminal 
phases of flight. For the terminal phase, there is no 
difference. For the nonprecision approach phase of flight, 
detection availability is reduced less than half a percent on 
the average. Maximum reduction was about 1.6 percent. 

As was stated earlier, while there exist different FDE 
schemes, they are basically equivalent. An FDE scheme 
used in our analysis is illustrated in Figure 13. This 
figure shows an example case of a two-dimensional parity 
space for a set of six satellites (A parity space has 
dimension (N-4), in general, where N is the number of 
satellites used as ranging sources). Each of the six 
characteristic bias Unes shown in Figure 13 represents the 
trace of a parity vector with increasing bias error on the 
corresponding satellite and with no errors on the others. 
Note that for any error monotonically increasing for a 
failed satellite, the trace of the parity vector is likely to 
remain close to the characteristic line corresponding to the 
failed satellite. Therefore, the characteristic bias line that 
is the closest to tlie observed parity vector is determined 
as the one associated with the failed satellite. 
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Figure 11 
Comparison of Detection Availability 
(Optimized 24 Conslellallon willi all SVs Operating; 
5 deg mask angle) 

Figure 12 compares the exclusion availability. For the 
terminal phase, there is no appreciable difference between 
the two methods. For the nonprecision approach phase of 
flight, exclusion availability is reduced by less than 1 
percent on the average and by 2 or 3 percent maximum. 

Satl(FailedSV) 

Trace of parity 
vector 

. SatJ 

Identiflcation 
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Tiiresiioid for parity 
vector magnitude for 
fault detection 

Figure 13 
Parity Space for a 6-Satellite Case 
(Failure of Satellite i assumed) 
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Figure 12 
Comparison of Exclusion Availability 
(Optimized 24 Consteiialion witli ail SVs Operating; 
5 deg mask angle) 

3.0 A Method of Calculating Probability of Incorrect 
Identiflcation/Exclusion Upon a Fault Detection 

As was discussed earlier, the components of a parity 
vector in parity space due to random errors have a joint 
normal distribution of dimension (N-4) (assuming a 
normal distribution for the random range errors) with an 
equal variance in all directions with the center of the 
distribution determined by the parity vector components 
due to the bias error on the failed satellite. Figure 14 
again illustrates a two-dimensional parity space as an 
example. With the parity vector magnitude used as the 
test statistic for detection, upon detection of a fauU, the 
parity vector due to a combination of the bias and random 
errors lies on the threshold circle (or sphere of dimension 
(N-4), in general). Since the satellite associated with the 
characteristic bias line closest to the parity vector is 
identified as being faulty, a wrong exclusion would occur 
if the parity vector happens to be closer to an adjacent 
bias line. 
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For the center of the distribution lying somewhere along 
the characteristic bias line for the failed satellite, one m^ 
draw an x axis perpendicular to the bias line at its center 
of the distribution at C in Figure 14. Then, the arc 
segment between A and B can be approximated as a 
straight line parallel to the x-axis if the two bias lines ate 
close to each other, which is the case of primary interest. 
In this case, the conditional probability along the arc is 
^proximately the same as the distribution along the x- 
axis. Therefore, 

hidt<«ltciioa 

SWl(KdWSV) 

Figure 14 
Calculation of Pr{Iiicorrect IdentificatioD/Exclusion} 
in Parity Space 
(A S-SalcllUc Enmpk Ca«; Failure of Satellite i assumed) 

Ptiwrong exclusion] = Pr^ ;c> 

a^I2^i^\  la") 

(3-1) 

where x is the distance between the parity vector and the 
bias line associated with the failed satellite and d is the 
distance between the two bias lines, that is, between point 
A and point B in Figure 14. Therefore, 

In order to have Pr{wrong exclusion} < 0.001, 

d/2 ^ 3.08 o (3-2) 

Qittfae other hand, note that 

d/2 = threshold radius x sin (G12) (3-3) 

where 6 is the angle between the two adjacent bias lines. 
This can be easily calculated from the matrix defining the 
characteristic bias lines. 

In general, more than one bias line may lie close to the 
bias line at hand. In this case, 

Pr{wrong exclusion) ■ H^>i] (3-4) 

Eq. (34) should be evaluated using Eq. (3-2) only for 
bias lines close to the bias line at hand on the decision 
radius circle (on the sphere of dimension (N-4), in 
general) since the approximation used in Eq. (3-1) holds 
only for such cases. 

While Pr {wrong exclusion} can be calculated as above 
for a given satellite failure, there are three different ways 
to calculate Pr{wrong exclusion} for a given geometry: 

1. Calculate Pr {wrong exclusion} assuming the 
failure of every satellite used and take the largest. 

2. Take Pr{wrong exclusion} assuming the failure of 
the satellite that is the most difficult to detect. 

3. Calculate Pr {wrong exclusion} assuming tlK 
failure of eveiy satellite used and take the average 
assuming that failures are equally likely among 
the satellites. 

While criterion #1 would guarantee Pr{ wrong exclusion} 
no greater than a specified value regardless of which 
satelUte fails, its requirement on geometiy is the most 
stringent. It should be noted that a failure is assumed 
always on the satellite that is the most difficult to detect 
in fault detection performance evaluations and that this 
most-difficult-to-detect satellite is, in general, not the 
same as the satellite that is the most difficult to exclude. 
Therefore, criterion #1 may be too conservative to 
represent most cases encountered in real operations. A 
final choice among the different criteria would depend on 
the operational requirements, which have not been fiilly 
resolved at this time. 

4.0 SUMMARY 

While the basic fault detection and exclusion (FDE) 
techniques have been well established, the relation 
between the FDE algorithm performance and the primaiy 
means integrity requirements has not been well 
established. Specifically, no method has existed to 
correctiy calculate horizontal protection level (HPL), 
based on which the probability of missed detection (Pjj^) 
is determined, and the probability of incorrect 
identification/exclusion. Correct calculation of these is 
essential in meeting the primaiy means integrity 
requirements. For this reason, this paper proposes and 
analyzes new methods of correctiy calculating these two 
quantities. 

1938 



A method to calculate P^^j for a given HPL was derived 

analytically. From this derivation, a formula was also 
developed that obtains an HPL that meets the Pj„^ 

requirement, without using Monte-Carlo simulation. It is 
shown that while no existing HPL calculation method 
meets the Pj„^ requirement consistently, the proposed 

method does. On the other hand, the new HPL 
calculation method brings a minimal impact on FDE 
availability. Proper calculations of the two quantities 
derived in this paper will ensure meeting the overall 
missed alert probabUity requirement for primary means 
operations. 
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ABSTRACT 

A new approach to receiver autonomous integrity 
monitoring (RAIM) is proposed. The basic idea is 
simple and Intuitive: A measurement anomaly 
affecting position estimate will affect clock bias 
estimate too. A clock with predictable behavior 
can, therefore, provide a basis for detecting faulty 
measurements. A test would consist of (i) 
prediction of clock bias on the basis of past 
measurements, and (11) comparison of the 
predicted value with the estimate obtained from 
the current snapshot of measurements. A 
discrepancy beyond that which can be accounted 
for would signal a measurement anomaly. That's 
fault detection, without requiring redundant 
measurements. This approach offers 100% 
availability of the fault detection function for 
nonprecision approaches with the 24-satelIite GPS 
constellation; availability of fault detection and 
exclusion exceeds 95%. 

Practicality of the proposed clock-based RAIM 
currently rests on our ability to model the receiver 
clock behavior accurately using GPS 
measurements. The basic requirement is that 
there be no significant, unpredictable change in 
the clock frequency, and the period of such 
stability be long enough to allow for the clock 
parameters to be estimated accurately. 
Laboratory and flight tests have shown the 
approach to be practical. 

1.   INTRODUCTION 

The basic objective of receiver autonomous 
integrity monitoring (RAIM) is to ensure that error 
in a position estimate based on satellite 
measurements is not so large as to compromise 
the user's safety. As is well known, the quality of 
a position estimate may be degraded by several 

• This work is sponsored by the Federal Aviation 
Administration. Opinions, interpretations, conclusions, 
and recommendations are those of the authors and are 
not necessarily endorsed by the FAA. 

factors: system malfunction, receiver malfunction, 
environmental anomalies, electromagnetic 
interference, poor satellite geometry, and 
unfavorable combination of measurement errors. 
For user requirements no more stringent than 
those for a non-precision approach, RAIM is 
essentially equivalent to ensuring that there are 
no     measurement     anomalies. Faulty 
measurements are to be detected and excluded 
from position estimation. This function Is referred 
to as fault detection and exclusion (FDE). The 
FDE schemes proposed to date are based on the 
following premise: If the measurements are 
verified to be consistent, the user can rule out 
measurement anomalies, and accept the position 
estimate as conforming to prior experience with 
similar satellite geometry and measurement data 
quality, typically characterized by dilution of 
precision (DOP) and rms user range error (URE), 
respectively. 

Two of the better known consistency checks deal 
with the least-squares residuals, and, the more 
intuitive, scatter of the position estimates obtained 
from subsets of measurements. These schemes 
require a redundant set of measurements. One 
redundant measurement is required at a minimum 
to detect an anomaly. Two redundant 
measurements are required at a minimum to 
identify an anomalous measurement. The 
performance of a consistency-checking algorithm 
depends essentially upon the number of 
redundant measurements available to the user, 
which, in turn, depends upon the size of the 
satellite constellation. With the current algorithms, 
the availability of fault detection (FD) function for 
nonprecision approaches over CON US for the 24- 
satellite GPS constellation is reported to be 
95% [1]; availability of the FDE function is reported 
to be 67-88% [2-4]. 

We propose a RAIM algorithm which is more 
economical in its use of the measurements, 
effectively freeing an additional measurement for 
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the purpose of consistency check. As expected, 
with each user effectively gaining an additional 
measurement for RAIM, the benefits are 
significant: 100% availability of FD function for 
nonprecision approaches, and better than 95% 
availability of FDE with the 24-satellite GPS 
constellation. This benefit is available at a modest 
price in terms of stability of the receiver clock. 

As is well known, clocks are at the heart of satellite 
navigation. The satellites carry very precise and 
ultra stable clocks costing several tens of 
thousands of dollars. What makes satellite 
navigation practical, however, is the fact that most 
users can get by with an inexpensive clock ($50- 
200) in their receivers. In general, the stability 
requirements on a receiver clock are modest, and 
relate to short term, that phase noise not be so 
large as to lose track of the satellites. There is no 
serious requirement on frequency stability over 
seconds and minutes. It turns out that if the 
receiver clock were stable in the looser sense that 
its frequency did not change unpredictably, it 
could provide a basis for FDE. Actually, such a 
clock can do more for a user. The clock stability 
can be exploited to improve the vertical navigation 
accuracy substantially, an important benefit for 
precision approaches. The clock can also support 
the RAIM function for precision approaches where 
FDE is effectively done by a ground reference 
station. A discussion of clock-aided navigation 
and RAIM for precision approaches is given in [5]. 
In this report, we'll focus on FDE with an 
unaugmented GPS. 

The next section lays out the basis for a clock- 
based FDE algorithm. Section 3 provides a 
background in the requisite clock stability and 
clock modeling. The focus is on empirical data 
from laboratory and field tests. Section 4 
discusses an FDE algorithm based on the receiver 
clock and its performance vis-a-vis the 
requirements of nonprecision approach. 

2. FDE BASED ON RECEIVER CLOCK 

The basic idea of RAIM based on receiver clock is 
as follows: From each snapshot of 
measurements, we can estimate three 
coordinates of user position and the 
instantaneous receiver clock bias. In general, any 
anomaly in the measurements that affects the 
quality of position estimates would affect the clock 
bias estimate too. If somehow we knew the 'right' 
answer for clock bias, we could compare it with the 

estimate obtained from the current 
measurements. A discrepancy beyond that which 
is to be expected would be reason to conclude 
that the current measurement snapshot is 
anomalous. That's fault detection. Having 
concluded that a measurement set is anomalous, 
we could check if there exists a subset of four or 
more measurements which gives a clock bias 
estimate 'close' to the 'right' answer. If so, we can 
trust the corresponding position estimate too. 
That's fault detection and exclusion. 

How can we know the right answer for receiver 
clock bias? Obviously if the frequency of the 
receiver clock were stable, its bias relative to GPS 
time would be stable and known once and for all. 
A requirement of such stability, however, is both 
unrealistic and unnecessary. We can estimate 
the right answer for the bias if the receiver clock 
behavior were merely predictable, given data on 
its recent trend. The premise of this approach is 
that we can model the receiver clock behavior 
accurately over time using the GPS 
measurements, and use this model to predict the 
value of clock bias. The minimum requirement for 
such modeling appears to be that there be no 
significant, unpredictable change in the clock 
frequency, or that the frequency drift rate be 
stable. The period of such stability has to be long 
enough to allow for the clock parameters to be 
estimated from the GPS measurements. If the 
receiver clock behavior is stable over 60 minutes, 
(i.e., the frequency drift rate is constant), the 
receiver clock bias can be predicted for, say, 15 
minutes with an rms error of 100 ns (or, 30 m), 
which is adequate for our purpose. 

It's easily seen that use of a receiver clock in this 
manner is tantamount to 'freeing up' or gaining a 
GPS pseudorange measurement. As we'll see, 
this additional degree of freedom improves the 
availability of fault detection and exclusion. But, 
first, we have to address several questions: How 
can we model receiver clock behavior so as to 
predict its bias? How do we verify in real-time that 
a model actually holds? And, what's the price of 
the required stability in a receiver clock? We deal 
with these questions in the next section. 

3. RECEIVER CLOCK MODELING 

It is well known that the rms error in the clock bias 
estimate (in units of length) based upon a single 
snapshot of pseudorange measurements is [6]: 

% = «^URE-TDOP, 

1942 



where 0^^^ is the rms error in the GPS range 

measurements, and TDOP is the time dilution of 
precision parameter reflecting the satellite 
geometry. The measurement error in GPS 
pseudoranges is generally modeled as Gaussian 
with zero mean and standard deviation OURE- 

denoted compactly as N(0, OyRE)- '" ^^^ 
presence of Selective Availability (SA), OyRE ^^^ 

been estimated conservatively as 33 m (observed 
value: 25 m). For the constellations of interest, 
TDOP typically ranges between 0.75 and 1.5. 
Taking a typical value of 1 for TDOP in our simple 
calculations below, the rms error in clock bias 
estimated from a single snapshot of the range 
measurements, ojj = OyRg = 33 m. 

Our focus in this report is on unaugmented GPS, 
but note that in differential mode OyRE '^ greatly 

reduced; the correlation time of the 
measurements is reduced too. As a result, the 
clock model parameters can be estimated both 
more accurately and more quickly, as discussed in 
the companion paper [5]. 

If we had available GPS measurements over a 
time period {tg, fj during which the receiver clock 
frequency drift rate was stable, we could model 
the clock bias at time t simply as a quadratic 
function 

b(t) = bo + bi(t-to) + b2(t-to)^, 

and estimate parameters bg, bf, and b^from the 
available measurements. The quality of these 
estimates, and of the prediction, would depend 
upon the number of statistically independent 
measurement samples available in time period 
(tQ.t).   Given   /r statistically     independent 
measurement snapshots, the rms error in the 
clock bias estimate will be oj, = ^URE ^^i^^'^) • ^^^ 

dominant error in the measurements is due to SA, 
which has been observed to have a correlation 
time of about 3-4 minutes. If the frequency drift 
rate of the receiver clock were known to be stable 
over, say, 60 minutes, we could fit a quadratic 
model to the clock bias estimates over the 
previous 45 minutes, and retain a prediction 
capability for the next 15 minutes with an rms error 
of about 33/V8 m = 12 m. As we'll see, this is 
more than adequate to support FDE for 
nonprecision approaches. 

Figure 1 shows the behavior of several receiver 
clocks as observed in our laboratory over a 12- 
hour period. Included are a cesium standard, a 
rubidium oscillator, an oven-controlled crystal 
oscillator (OCXO) and a temperature- 
compensated crystal oscillator (TCXO). The figure 
shows clock bias estimates in units of meters for 
each clock computed 3 s apart from GPS 
measurements snapshot by snapshot. The plots 
are intended as typical examples for each of the 
clocks, and our purpose is only to draw attention 
to certain qualitative features. 
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Figure 2. 

The clock bias estimates shown in Figure 1 
appear noisy, but are consistent with our model 
for SA. Stability of the cesium standard (FTS 
4040, price > $10K) is obvious: no frequency 
offset or drift is apparent. The rubidium oscillator 
(Ball Efratom FRS-C, $2-4K) also shows no 
significant frequency offset, but signs of slight drift 
are clear. Such drift, however, appears constant 
over 30-60 minutes. The OCXO (HP 1081 IE, 
$1K) has accumulated a small frequency offset 
(about 1 part in 10^) so that the clock bias actually 
changes by about 2 m/s on average. We have 
taken out the effect of this offset via a linear 
regression, and have plotted the residuals, which 
show a clear quadratic trend. The behavior of 
both atomic clocks and the OCXO appears 
consistent with the proposed model: clock bias is 
indeed predictable, given recent data on its trend. 
The actual quality of such prediction is discussed 
below. 

The TCXO (price = $100) has accumulated a 
frequency offset of about 1 part in 10^, and 
changes by about 200 m/s on average. Again, 
the residuals from linear regression are plotted. 
These residuals, however, are two orders of 
magnitude larger than those for the OCXO, and 
swing widely. It's clear that the TCXO does not 
exhibit the requisite stability of frequency drift rate 
for the time period required, and the proposed 
model does not fit. Experience with other TCXOs 
was similar. 

How well does the proposed clock model fit our 
measurements for the atomic clocks and the 
OCXO? For the OCXO, the answer is given in 
Figure 2; the atomic clocks did better. Figure 2 
gives the post-fit residuals for the OCXO bias 
estimates shown in Figure 1. At each point, a 
quadratic model is fitted to data over the previous 
hour and two hours separately, and clock 
parameters bg, b-f, and i>2 estimated in each 
case. The residual at each point is defined as the 
discrepancy between the predicted value of clock 
bias based on the fitted model, and the actual 
measurement. The parameter estimation process 
begins in each case at f = 0 with no prior 
knowledge assumed, and for the first 15-30 
minutes, there aren't enough measurements on 
which to base a model, and the discrepancy 
between the predicted and actual values tends to 
be large. The rms error in the snapshot-based 
clock bias estimates is 25 m; the rms error in 
model-based clock bias predictions is 19.1 m and 
12.3 m for the one-hour and the two-hour 
modeling windows, respectively. These rms 
values are generally consistent with the results of 
our simple calculations earlier in this Section. The 
model, clearly, fits the data. 

The measurements shown in Figure 1 were taken 
under typical laboratory conditions. The clocks did 
not have to contend with any serious temperature 
gradients   or   vibrations,   which   would   be 
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encountered by a receiver installed in an aircraft. 
Representative data from several field tests are 
shown in Figure 3 for the rubidium oscillator and 
the OCXO. These tests consisted of data 
collection using a mobile GPS receiver (a NovAtel 
GPS Card installed in a PC, with provision for 
external clock input). This demonstration unit was 
driven in a utility van and flown in an aircraft. No 
attempt was made to coddle the clock with a 
special shock mounting or temperature regulation. 
The results (Figure 3), show no significant change 
in clock behavior from that observed in the 
laboratory: for both clocks tested, the clock bias 
remains predictable, given recent data. The main 
purpose of the field tests was to see if the 
requirements of the proposed clock model could 
be met reasonably under real-world conditions. 
The clocks appear robust, but more tests are 
needed to observe their behavior in carefully 
controlled environments, as specified in RTCA DO- 
160C [7]. 

4.   FDE ALGORITHM 

The basic idea of the algorithm can be restated as 
follows: (i) a measurement anomaly affecting 
position estimate will affect the receiver clock bias 
estimate too, and (ii) if the clock bias could 
somehow be predicted reliably, the discrepancy 
between the predicted value and the estimate 
based on the current measurements can serve as 

a basis for FDE. In this section, we discuss an 
algorithm and its performance. 

Let b be the least-squares estimate of the 
instantaneous receiver clock bias based on a 
snapshot of measurements modeled as N(0, 
Oypjg). The distribution of b is N(0, TDOP. OURE)- 

Let bn be the corresponding predicted value 
based on adaptive modeling of the clock, 
distributed as N(0, a^p^), where CPE stands for 

clock prediction error. We define the clock bias 
discrepancy as 

bfj =b -bp 

If the measurements in the current snapshot 
conform to their model, the rms value of such 
discrepancy is easily seen to be: 

Ojj = rss (TDOP. CURE + OCPE)' 

Therefore, if the observed discrepancy conforms 
to distribution N(0, o^), we may conclude that the 

current measurements conform to the model N(0, 
OiiRp).   If not, the measurements are anomalous. 

The next question is if there exists a subset of the 
measurements that conforms to this model on 
which to base the position estimate. Clearly, there 
have to be at least four 'good' measurements 
available, and the algorithm has to be able to find 
them. 
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In practice, both Oypg and CTQP^ will be estimated 

adaptively from the measurements, any change 
in clock behavior beyond that predicted by the 
model will be seen as larger-than-expected 
residuals. The statistics of the residuals will 
provide an ongoing check to determine how well 
the models fits the data, and if RAIM can continue 
to be based on the receiver clock. There are at 
least two complications to be dealt with. First, with 
certain geometries, an anomaly in a particular 
satellite might manifest itself as a large position 
error, but with little impact to clock bias estimate, 
and vice versa. These geometries, however, are 
recognized easily, and have to be treated 
appropriately. The second complication deals with 
ensuring that clock modeling Is not corrupted by 
anomalous measurements. A reasonable 
approach is to maintain an appropriate time lag to 
allow for screening of the measurements by the 
GPS Ground Segment and by onboard FDE. A 
one-hour modeling window that doesn't include 
measurements from the past 15-20 minutes may 
be enough to assure that clock bias prediction is 
free of anomalies. 

Figure 4 is a scatter plot of position error vs. clock 
bias discrepancy from a simulation for the 24- 
satellite GPS constellation with Oypg = 33m, OQp^ 

= 20 m, and elevation angle mask = 5°. Results 
are shown in different gray levels for 0, 1, and 2 
anomalies in a snapshot of measurements. As 
expected, without any measurement anomalies, 
the distribution of errors in position and clock bias 
estimates is quite compact: the position error 
rarely exceeds 300 m, and the clock bias error 
generally remains below 200 m. The two errors 
are clearly correlated; given one, the other can be 
estimated. 

With an anomalous measurement, both errors 
grow, depending upon the size of the anomaly 
and the satellite geometry. The correlation 
between the two errors is less strong than in the 
case without anomalies. Note also the 
complication pointed out earlier that with certain 
geometries an anomaly can affect one estimate 
and not the other. In general though, a large 
clock bias error implies a large position error. With 
two anomalous measurements, the band of 
scatter grows wider, but without any qualitative 
change in the relationship between position error 
and clock bias error. 

An outline of the FDE algorithm based on receiver 
clock is given in Figure 5.   The basic elements 

200 400 600 800 1000 

RECEIVER CLOCK BIAS ERROR (m) 

Figure 4. 

have been discussed earlier and illustrated in 
Figure 4. Steps consist of determining thresholds 
accounting for (i) the satellite geometry in the form 
of horizontal-error-to-clock error magnification 
factor, and (ii) the statistical variability in terms of 
TDOP, Oypig, andoQpg.  Note that FD is possible 

with four satellites; FDE requires five at a 
minimum. If the geometry is seen as hiding perils, 
or if the clock bias discrepancy is seen as high, a 
consistency check is executed by computing 
estimates of position and clock bias (4-D 
estimation) leaving out one measurement at a 
time. Size of the scatter of these estimates 
serves as a consistency statistic. Once the hidden 
perils have been ruled out and a (sub)set of 
measurements (> 4) has been found with 
acceptable clock bias discrepancy, the predicted 
clock bias is accepted as the clock bias estimate. 
A final consistency check is executed in 3-D 
estimation mode. With clock bias no longer an 
unknown, 3-D position estimates are computed 
leaving out one measurement at a time. Size of 
the scatter, again, serves as a consistency 
statistic. 

5.    CONCLUSIONS 

We have analyzed an approach to RAIM based 
on receiver clock modeling to predict its bias. 
Such modeling requires that frequency drift rate of 
the clock be stable for long enough to allow 
accurate estimation of its parameters from GPS 
measurements. This approach, referred to as 
clock-aided RAIM,  has been found to offer a 
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Figure 5. 

significant improvement in availability of fault 
detection and exclusion functions. With the 24- 
satellite GPS constellation, the availability of clock- 
aided fault detection for nonprecision approaches 
is 100%; availability of fault detection and 
exclusion exceeds 95%. 

Laboratory and flight tests have shown the 
approach to be practical. Several commercial 
receiver clocks have been found to offer the 
requisite stability. In order for clock aiding to be 
practical for general aviation, however,  robust 

clocks have to be available at lower prices. It's 
noteworthy that there are encouraging 
developments in the time reference industry with a 
trend toward higher stability at lower prices. 

ACKNOWLEDGMENTS 

This work was sponsored by the Federal Aviation 
Administration under Interagency Agreement 
DTFA01-95-Z-02046. The authors are grateful to 
Joseph F. Dorfler, Program Manager, FAA 
Satellite Program, for his support. A debt of 
gratitude is owed to Simon Newby and Pat Fenton 
of NovAtel for being responsive to our unique 
requirements.. Thanks are also due to 
James Hungerford, GFI Technologies; Dr. 
Tom McLelland, Frequency Electronics, Inc.; and 
Andrew Snow, Frequency and Time Systems, 
Inc., for loaning us promising candidates for GPS 
receiver clocks for testing. 

REFERENCES 

[1] K. Van Dyke, "RAIM Availability for 
Supplemental GPS Navigation," 
NAVIGATION, Journal of the Institute of 
Navigation, Vol. 39, No. 4, Winter 1992-1993, 
pp. 429443 

[2] F. Van Graas and J. L. Farrell, " Baseline 
Fault Detection and Exclusion Algorithm," 
Proc. ION 49th Annual Meeting, Cambridge, 
MA, June 21-24, 1993, pp. 413-420. 

[3] K. Van Dyke, "Fault Detection and Exclusion 
Performance using GPA and GLONASS," 
Proc. ION National Technical Meeting, 
Anaheim, CA, January 18-20, 1995, pp. 241- 
251. 

[4] R. G. Brown, J. H. Kraemer, and G. C. Nim, 
"A Partial Identification RAIM Algorithm for 
GPS Sole Means Navigation," Proc. ION 
GPS-94, Salt Lake City, UT, September 20- 
23, 1994. 

[5] P. Misra, M. Pratt, B. Burke, and R. Ferranti, 
"Adaptive Modeling of Receiver Clock for 
Meter-level DGPS Vertical Positioning," Proc. 
ION GPS-95, Palm Springs, CA, 12-15 
September 1995. 

[6] R. J. Milliken and C. J. Zoller, " Principle of 
Operation of NAVSTAR and System 
Characteristics," Global Positioning System, 
Papers published in NAVIGATION, Vol. I, The 
Institute of Navigation. Washington, DC, 
1980, pp. 3-14. 

1947 



[7] Environmental Conditions and Test 
Procedures for Airborne Equipment, 
RTCA/DO-160C. RTCA, Washington. D. C. 
December 1989. 

1948 



Integrated GPS/lnertial Fault Detection Availability 
Mats Brenner 

Honeywell CAS-SPO 

BIOGRAPHY 

Mats Brenner graduated from the Royal Institute of 
Technology in Stockholm Sweden in 1974 with a 
degree corresponding to a master of science in applied 
Mathematics. From 1975 to 1984 Mats worked with 
various Kalman filter applications at SAAB in Sweden. 
Since 1984 Mats has been developing algorithm and 
architectures for autonomous GPS, differential GPS 
and hybrid GPS/inertial systems at Honeywell 
CAS-SPO in Minneapolis. 

ABSTRACT 

GPS systems possess a high availability of accurate 
horizontal positioning but detection and exclusion 
techniques based on satellite redundancy do not 
provide the integrity availability sufficient for primary 
means navigation in the terminal and non precision 
phases of flight. To achieve primary means integrity 
availability different types of augmentations such as 
WAAS, Loran, baro aiding, atomic clock and Inertial 
aiding are under consideration. Different techniques 
have been proposed to combine GPS and inertial 
sensor information and recent published findings 
seem to indicate that primary means integrity 
availability is achievable with standard 2 nmi/ h inertial 
sensor performance. This paper investigates and 
quantifies what different inertial effects that contribute 
to enhanced integrity of the integrated GPS/inertial 
system such as coasting, Schuler feedback etc. A 
Kalman filter based integration scheme that preserves 
the integrity information in an optimal fashion is 
presented and used to quantify integrity performance. 
The availability of fault detection and exclusion will 
depend on the geometry of the satellites used for 
positioning. The availability of satellites in good 
geometry is in turn a function of the status of the GPS 
constellation (failures, maintenance etc. ). Methods 
for availability calculations have been developed and 
adopted by the RTCA SC-159. The availability of fault 
detection and exclusion over a specified region can be 
calculated for most augmentations but corresponding 

estimates (conforming with RTCA SC-159 guidelines) 
of the FDE availability provided by GPS/inertial 
integration techniques have not yet been published. 
This paper proposes an approximate model, 
incorporating the main inertial effects contributing to 
integrity, that can be used to calculate the achievable 
integrity (horizontal integrity limit) at any geographical 
location and time. This model is used to estimate the 
availability of fault detection (FD) for an integrated 
GPS/lnertial system. The availability of fault detection 
for the GPS/inertial system is compared to the 
availability of FD for other augmentations to provide 
trade off information. 

INTRODUCTION 

As affordable computing capacity in embedded 
applications is steadily increasing a renewed interest 
in integrated GPS/inertial systems has emerged for 
meeting the anticipated RTCA/FAA requirements for 
primary means GPS based navigation. Integrity 
requirements and associated test procedures that 
meet future needs have been developed for 
autonomous GPS receivers. Due to the complexity of 
hybrid GPS/inertial systems, clear requirements and 
appropriate test procedures have not yet been 
developed. This paper describes one possible 
implementation and demonstrates how the availability 
of integrity monitoring, which is a major certification 
issue, can be determined. 

FDE REQUIREMENTS AND ASSUMPTIONS 

The RAIM requirements that were published in RTCA 
DO-208 are used throughout this paper. The false 
detection rate (pfd) is set to 0.002/h and the missed 
detection probability (pmd) is 0.001. Alert limits are 0.3 
nmi for non precision approach, 1 nmi for terminal and 
2 nmi for enroute and (deviating from DO-208) 5-10 
nmi for oceanic. 
A failure in a satellite that causes the horizontal error to 
exceed the alert limit for the phase of flight at hand 
must be announced to the pilot. The probability that the 
position error exceeds the alert limit at annunciation 
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must be smallerthan or equal to p^d- Although multiple 
satellite failures most likely will be announced, praxis 
mandate that only single satellite failures need to be 
considered when the integrity performance is 
evaluated. The false detection rate is internal to the 
algorithm and only false detections indicating failures 
that can not be contained within the alert limit, will 
cause false alerts. 

No assumptions can be made regarding the dynamics 
of the satellite failure i.e. whether it is a ramp, 
oscillation, random walk etc. This ground rule is crucial 
in the described implementation. 

The dominating measurement error is the selective 
availability noise (SA). For test purposes the total 
system error is modelled as a second order markov 
process (see reference 1) and a bias. The second 
order process has the following characteristics. The 

time constant is 118 s, the damping factor is -p and the 

pseudorange rate sigma Opv is 0.1217 x Opp The 
pseudorange sigma Opr varies depending on the bias 

such that /o^r+o^ < 33.3 m . The ratio of bias to 
dither is not known. However, SA bias components are 
rarely observed. The analysis in this paper is mostly 
directed towards the impact of dithered SA but bias 
components are also briefly discussed. This SA model 
has been established for certification testing by the 
RTCA. The details of the true SA model are not known. 

The satellite constellation used is the optimized 24 
satellite constellation. The constellation weights, taken 
from reference 4, and the representative average 
cases (reference 7) used are included in Table 1 below. 

gravity 
component 

1-sigma correlation 
distance 

anomaly 25 ppm 20 nmi 

deflections 5 arcsec 20nmi 

number of 
satellites 

weight excluded 
satellites 

24 0.703 N/A 

23 0.227 A3 

22 0.055 A1,F3 

21 0.015 A2,E3,F2 

Table 1 

The weights for 21 and less satellites are accumulated 
in the 21 satellite case. 

An essential error component in a hybrid system is the 
local variations of gravity. Deviations in the vertical 
direction (Agz) from the nominal vertical g are 
characterized as gravity anomalies and measured in 
parts per million (ppm). Deviations in the horizontal 
directions (Avx,Avy) are characterize as gravity 
deflections and measured in arcseconds. The 
following numbers are used in this paper: 

Table 2 

A SOLUTION SEPARATION BASED RAIM 
ALGORITHM 

Most snap shot RAIM algorithms are derivable from 
parity space theory. In such algorithms the monitoring 
either takes place in the measurement domain or in the 
parity space. The impact of a failure is calculated by 
projecting the estimated worst case offset into the 
horizontal plane. It is demonstrated here that it is 
possible to create a RAIM algorithm that is purely 
based on solution separation in the horizontal plane. 
The approach presented is somewhat different from 
the approach presented in reference 2 and 
incorporates derivations of threshold setting and 
calculation of horizontal integrity limit. The integrity 
limit derived this way has been shown to be almost 
identical to the integrity limit calculated by the 
Honeywell parity space algorithm which is a refined 
version of the algorithm presented in reference 3. The 
algorithm presented in reference 3 has been further 
refined to properly account for the SA noise in all 
involved satellites and not only the satellite in which a 
possible failure is considered. 
The solution separation algorithm proposed in this 
paper is derived as follows. Let SQ be the least square 
solution matrix for a full set of N measurements. Let Sn 
be the solution matrix for the subset were satellite n is 
excluded. Construct Sn so that it operates on the full 
set of measurements by extending the 4 by N-1 
subsolution matrix with an n*"^ zeroed column. 
The full solution is 

Mo = SoAa (1) 

The subsolutions are 

^n = Sn^    (n=1,N) (2) 

Ax denotes the position correction to the initial 
estimate in a local geographic north-east-down 
(NED) coordinate system. The fourth component is the 
receiver time correction times the speed of light. ^ is 
the N dimensional measurement vector relative to the 
initial estimate. The discriminator dp is defined as. 

dn = y(AXo(1) - AXn(1) )2 + (AXo(2) - AXn(2) )2       (3) 

The impact of the SA noise in the full solution is 

8x0 = :^o - Ax = So w. (4) 

The SA noise impact in the subsolutions are 

8Xn = AXn-Ax = SnW    (n=1,N) (5) 

&< denotes the position error relative to the actual 
position offset Ax. w is the N dimensional 
measurement noise vector. E[w w^] = I a% 
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The covariance matrix describing the statistics of the 
separation between the full filter and the sub filter is 
defined as 

dPn = E[{AXo-Mn)  (^^-Mnri 

and can be calculated as follows 

dPn = (So-Sn) o% (So-Sn)^ 

Threshold Integrity limit 

full filter position 

(6) 

(7) 

Figure 1 

Due to the directional character of this distribution one 
eigenvalue will dominate and a stringent upper bound 
of the discriminator variance is the maximum 
eigenvalue X.'^P" of the horizontal position separation 
distribution. This eigenvalue can be calculated from 
the covariance matrix elements dpn(1,1),dpn(1,2) and 
dpn(2,2). 

Considering both sides of the distribution and the fact 
that any of the N filters may cause a false detection, the 
threshold Dp (Figure 1) is calculated as 

where Q"^ is the inverse of 

Q(X): 
yijt J 

-(2 
eTdt 

(8) 

(9) 

The covariance matrices Pp describing the error in the 
sub filters, defined as 

Pn = E[8Xn8Xn1   (n=1,N) (10) 

is calculated as 

Pn = SnO?rSnT   (n=1,N) (11) 

At detection (see Figure 1) the separation between the 
full filter and the sub filter is Dn- The distribution of the 
actual horizontal position versus the subfilter position 
is described by Pn. A stringent upper bound of the error 
variance along the direction of the separation Dn is 
given by the maximum eigenvalue A,"^". The error 
bound an corresponding to the missed detection 
probability Pmd is 

an and D may act in different directions (see Figure 1) 
but an upper limit on the full filter position error at 
detection is given by D + an . 
The horizontal integrity limit ( also referred to as the 
horizontal protection limit HPL) is then 

HlLcov = max { Dn + an } over n=1 ,N (13) 

The horizontal integrity limit HILparCalculated using the 
current Honeywell parity space algorithm and the 
covariance based horizontal integrity limit HlLcov are 
both plotted in Figure 2 . 

an = A''"Q-MPmd) (12) 

10 15 
time in hours 

Figure 2 

It is an important finding that these HIL's although 
calculated by fundamentally different algorithms 
employing seemingly different upper bound 
approximations are nearly identical. 

GENERALIZATION TO BANK OF KALMAN 
FILTERS 

When integrating inertial systems with GPS the 
complexity of the inertial dynamics suggests Kalman 
filter based implementations. The major difference 
between the covariance based RAIM algorithm and 
the parity space algorithm is that it is possible to 
generalize the former to Kalman filter based GPS 
implementations. As pointed out in reference 5 and 6 
the integrity assurance will require a separate sub 
Kalman filter for each satellite. In order to rigorously 
incorporate the basic FD requirements this paper 
proposes that a sub filter and a covariance propagator 
are assigned to each tracked satellite. The subfilter is 
a straight forward Kalman filter producing a position 
solution with one satellite excluded. The covariance 
propagator calculates the statistics of the separations 
between the full filter and the subfilters. 
The rationale for this is as follows. Assume that the 
state vector (see Appendix 1 ) for the full solution is 
Axo(t) and the corresponding covariance matrix is 
Po(t). Usually the dimension of the state vector will be 
at least 18 so Pn is at a minimum an 18x18 matrix. The 
dependence of time is included to emphasize that the 
(positioning) filtering occurs over time as opposed to 
the least square snap shot solution discussed in the 
previous section. N sub Kalman filters with covariance 
matrices Pn(t) excluding satellite n and providing 
solutions Mn(t) are generated. The N solution 
separations &(n(t) are calculated 
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dXn(t)=Mo(t)-AXn(t) (14) 

The covariance propagator calculates the covariance 
matrix dPn(t) describing the statistics of the 
separations between the full filter and the sub filters . 

dPn(t) = E[(AXo(t) - AXn(t)) (Mo(t) - Mni^       (15) 

For each satellite measurement that is processed this 
calculation utilizes the Kalman gain vector g^ from the 
n"^ subfilter and the gain vector go from the full filter to 
create the 2Nx2N covariance matrix Pn"'''(t). This is 
further described in Appendix 2. The covariance matrix 
P^"^'(t) can be partitioned as 

to the uncertainty in the estimated error states. This will 
cause a saw-tooth appearance. 

pdual(,) ^ 
Po{t)      cross corr 

cross corr     dPn(t) (16) 

The separation statistics are described by dPn(t). 

THRESHOLD SETTING AND HORIZONTAL 
INTEGRITY LIMIT 

The matrix elements of interest are the elements 
representing the horizontal position separation and 
error statistics. The error state vector (see Appendix 1) 
will carry these in position 7 and 8. Using the results 
from the previous section the two maximum 
eigenvalues are determined. /l"^P"(t) is calculated from 
the covariance matrix elements dpn(7,7), dpn(7,8), 
dpn(8,8) describing the statistics of the filter 
separations in the horizontal plane. X^'^{t) is calculated 
from the covariance matrix elements Pn(7,7), Pn(7,8), 
Pn(8,8) describing the statistics of the sub filter position 
error. 

For each subfilter a discriminator is defined as 

dp = y(AXo(7) - Ax„(7) )2 + (AXo(8) - AXn(8) f      (17) 

and a variable threshold Dn(t) is set based on the 
current subfilter versus full filter separation statistics 
represented by the upper bound variance X'^P"(t) in full 
correspondence with equation 8 . 

Dn(t) = A^Q-HST) 2N' 
(18) 

Likewise an upper bound on the subfilter error, 
commensurate with the missed detection probability, 
is calculated as 

(19) an(t)= A^Q-HPmd) 

In analogy with equation 13 it now follows that the 
horizontal integrity limit for the GPS/inertial hybrid 
system is 

HILhyb = max { Dn(t) + an(t)} over n=1 ,N    (20) 

The simulated HILhyb for a 2nmi /h inertial system is 
plotted in Figure 3 versus the snap shot based 
HILpar-The time step is 120 s between each set of 
satellite measurement updates. The HILhyb grows 
between the Kalman filter measurement updates due 

40      60 

time in minutes 

Figure 3 

Just after 50 min (4:50) a 0.3 nmi integrity hole occurs 
and the snap shot RAIM HILpa,- goes up to 560 m. The 
subfilters (in particular the subfilter representing the 
worst case satellite impact as shown in Figure 3) will be 
unaffected by any failure in this excluded satellite and 
will make use of the optimal estimates of the inertial 
error states in combination with additional 
measurements from satellites now in a less favorable 
geometry, to carry the truth reference through this 
integrity hole. In this particular case the hybrid integrity 
limit will stay below the 550 m required for non 
precision approach (NPA). The approach suggested in 
this paper for determining the availability of the hybrid 
integrity is to demonstrate first, that HILhyb (lower 
envelope) is always less than HILpar and second, (as 
demonstrated in Figure 3) determine for each RAIM 
integrity hole if the hybrid integrity will meet the alert 
limit for the particular phase of flight under 
consideration. 
The growth in HILhyb between Kalman corrections 
causes a variation in the corrected and uncorrected 
HIL of up to 80 m ( width of saw-tooth pattern ). The 
reason measurements are taken 2 min apart is that 
such SA samples can be assumed to be uncorrelated. 
The 2 min sample time is also related to the capacity of 
the on board hybrid computer and results in an 
acceptable CPU load. Theoretically though, since 
GPS measurements are available every second, 
nothing would prevent a series of independent banks 
of filters, shifted in time, all using a 2 min time step, that 
provided fully Kalman corrected error states every 5 
seconds. Availability results will therefore be provided 
both for the upper envelope and for the lower 
envelope. If further SA modelling details in addition to 
the 2 min decorrelation assumption, such as the 
second order characteristics of the dither, are pursued 
the sub filters in this approach can be extended with 
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additional SA states which would allow the update time 
to be shortened to seconds. However, to ensure 
compliance with available SA information the results in 
this investigation are based on the the 2 min SA 
decorrelation only i.e. no further assumptions 
regarding the dynamics of the SA dither are utilized. 

The simulation program that produced the result in 
Figure 3 containing the bank of the hybrid sub filters 
and covariance propagators used for detection and 
HIL calculations is modelling the airplane dynamics 
and runs with a 0.1 s time step. The number of integrity 
holes with a 5° mask angle ranges from 5349 for 24 
satellites to 23687 for 21 satellites. Due to time 
constraints it is currently not possible to run this high 
fidelity simulation for all integrity holes. One major 
result of this paper is the characterization of the basic 
effects responsible for the hybrid integrity and the 
creation of a simplified model that approximately 
predicts the coasting performance demonstrated in 
Figure 3. This simplified model will use a 2 min time 
step and will run fast enough to be used for the 
availability determination. 
Typical sensor errors for a 2 nmi/h inertial system are 
summarized in Table 3. 

gyro random walk 0.003 °/hi'2 

gyro bias 0.008 °/h 

gyro scale factor 5 ppm 

gyro misalignment 17 arcsec 

accel bias 80|ig 

accel scale factor 300 ppm 

accel misalignment 17 arcsec 

Table 3 

SCHULER FEEDBACK, GRAVITY FEEDBACK AND 
COASTING 

In order to create a simplified model the basic effects 
that provide the hybrid integrity enhancements were 
determined. An extensive simulation effort has 
rank-ordered the effects as follows. 

1 Inertial coasting 

2 Vertical gravity/Schuler feedback coupling 

3 Vertical gravity feedback/clock coupling 

4 Schuler feedback/clock coupling 

Note that the effect responsible for the estimation of SA 
biases in a Kalman filter using separate bias states for 
each satellite is due to the satellite motion and is not 
related to any inertial effect. Such bias estimation 
requires long term stability of the SA biases. There is 
currently no DOD or FAA endorsed SA bias 
specification available. 

Inertial Coasting 
Inertial coasting is the main contributor to integrity. For 
any single satellite failure there is always at least one 
subfilter that has been calibrated for a long time with 
measurements that are completely unaffected by this 
satellite failure. Even if the failure has been in progress 
over a long time the subfilter is still providing a true 
reference for integrity monitoring. Inertial coasting was 
illustrated in Figure 3. 
Schuler Feedback/clock coupling 
Any horizontal position error will induce a velocity error 
which in turn will reduce the position error and 
subsequently reverse the sign of the initial error. A 
clock phase error will have different dynamic 
characteristics. The hybrid sub Kalman filters can use 
such characteristics to reduce the position error over 
time even if only 3 satellites in good geometry are 
available in each sub filter. Due to the gyro drift and the 
unfavorable correlations created during alignment the 
integrity limit that can be obtained based on this effect 
by a 2 nmi/ h system using only 4 satellites, is about 
56,000 m (30 nmi). 
Vertical Gravity Feedback/clock coupling 
An inertial system incorporates a gravity model. The 
accuracy of this model is reflected in the gravity 
anomaly and deflection first order processes in Table 
2. The gravity model includes a height (h) dependence 
based on the familiar inverse square law. An offset in 
altitude will cause a residual z-acceleration. The 
relation between the residual acceleration and the 
height offset is (see Appendix 1) 

dg = -2/Rg(0)dh (21) 

In a stationary application the height can be measured 
by processing the z-accelerometer outputs. In a 
dynamic application the vertical channel is inherently 
unstable. If the vertical channel is combined with a 
receiverclock model using a 0.1 m/s/Tsrandomwalkin 
clock frequency (6 state model) and measurements 
are performed that observe the sum of vertical position 
and clock phase error, the different characteristics of 
the clock and the gravity feedback allows the Kalman 
filterto pull in the vertical position and clock phase error 
to about 2500 m (la). This limit depends strongly on 
the clock performance but not much on 
z-accelerometer accuracy in the interval 40 - 300 (xg. 
Vertical Gravity/Schuler feedback coupling 
To demonstrate this coupling effect the vertical 
channel using a 40 |j,g z-accelerometer and the clock 
(6 states) are combined with the Schuler dynamics of 
one of the horizontal channels (6 states) in a 12 state 
Kalman filter. Measurements that are the sum of the 
vertical position and the clock phase error combined 
with measurements that are the sum of the lateral 
position and the same clock phase error, are 
performed. The vertical position error will be pulled in 
to about 300 m (1 o). This result is not sensitive to the 
clock performance but is strongly related to the 
z-accelerometer accuracy. The Kalman filter was able 
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to eliminate the cloci< phase error due to the radically 
different dynamics of the vertical and horizontal 
channels. The hybrid Kalman filter will automatically 
incorporate this type of information. This means that 
integrity below 1 nmi can be established with only 4 
satellites (in good geometry) in view and no altitude 
aiding. It can be demonstrated that an accurate 
z-accelerometer is approximately equivalent to an 
altitude measurement. The z-accelerometer versus 
altitude (1o) accuracy relation is summarized in the 
table below. 

accel 300 ng 100 ng 40 ng 20 ng 

altitude 920 m 420 rtl 300 m 280 m 

ALTITUDE AIDING 

Further benefits are provided by baro corrected 
altitude (50 m 1o accuracy) and calibrated pressure 
altitude (150-250 m la). The bank of Kalman filters 
and covariance propagators automatically 
incorporates pressure altitude aiding. This is required 
in orderto assure stability of the solution if satellites are 
temporary lost. Since every subfilter has its own 
private pressure altitude bias unaffected by the 
excluded satellite the integrity of the bias correction is 
automatically protected. For a 2 nmi/h system the 
benefit of altitude aiding (calibrated or baro corrected) 
will exceed any of the inertial coupling effects 
described except in special circumstances when 
pressure altitude calibration has not yet been 
performed and baro corrections are not available. 

SIMPLIFIED MODEL 

Availability is calculated by using a world wide grid of 
test points combined with time sampling over 24 hours. 
The grid elements are 180 nmi x 180 nmi in size and 
the time step used is 5 min. The total number of 
time-space points Ntot is 681,120. For each of the 4 
constellations, indexed by i = 0,3 , in Table 1, the 
integrity limit calculated at each time-space point is 
compared to the alert limit. The number of time-space 
points where the integrity limit is less than the alert limit 
is Nj. The weights in Table 1 are denoted Wj (i=0,3). 
The availability A is calculated as 

A=2: Wi 

starts. The number of holes is considerable and a 
simplified HILhyb model as described below has been 
developed for this purpose. 

It is a known fact that GPS/lnertial Kalman filters can 
be designed either to process pseudo ranges or 
position information from a GPS receiver. Even if the 
latter methods is not theoretically correct since 
position errors in the north and east directions 
sometimes are correlated, it usually works. In the 
simplified approach equations 1 and 2 are used to 
create the full least square solution Axo and the sub 
least square solutions ^„ ( one for each excluded 
satellite n ). The subsolution covariance matrix Pp 
(equation 10) and associated worst case variance ^P" 
as well as the separation covariance matrix dPn 
(equation 7) and the associated worst case variance 
;^dPn are calculated. A bank of 6 state Kalman filters 
and 6 state covariance propagators are used to model 
the inertial dynamics in the (horizontal) direction of the 
worst case variances as provided by the least square 
sub solutions and least square separations. The 6 
state vector is chosen as (see Appendix 1). 

M^ = (t|)y, Av!^, Ar^, Aco^y, Aa^„ Av^) (23) 

The Kalman filter measurement is defined by 

h"'" = ( 0,0,1 ,0,0,0) (24) 

The covariance matrix generated by the 6 state sub 
filter is P^(k) . At the beginning of the availability run 
P^(k) is initialized with a 300 m position sigma, 0.1 m/s 
velocity sigma and a 0.1 mrad attitude sigma and 
sensor errors (la) are initialized according to Table 3. 
The element Pn(3,3) approximates the worst case 
variance X^" of the hybrid sub filer. The covariance 
matrix generated by the covariance propagator is 
dP^(k). This matrix is initialized to 0 and dP^(3,3) 
corresponds to the worst case variance A,'^^" of the 
hybrid covariance propagator. The horizontal integrity 
limit HILhybavl 's calculated (following equations 8-13) 
as 

HILhybavl = fnax ( Dn + an } over n=1 ,N 

Where 

(22) 

Dn = ydP^(3,3)Q-i(gi) 

an=yP^(3,3)Q-1(p„,) 

(25) 

(26) 

(27) 

The location, time and duration of all contiguous 
integrity holes are stored on disc for each of the 4 
constellations. To investigate the availability of 
augmentations involving calibration such as pressure 
altitude aiding, atomic clock aiding and hybrid 
GPS/lnertial filtering, only the holes are run with 
allowance for sufficient calibration time before the hole 

The logic used for initializing and releasing these 6 
state filters and covariance propagators as satellites 
are lost and gained, is the same as for the complete 
hybrid integrity filters and propagators (see Appendix 
2). The performance of the simplified model is 
demonstrated in Figure 4 without pressure altitude 
aiding active. 
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Figure 4 

The simplified model accurately reflects the essential 
dynamics of the hybrid horizontal integrity limit. This 
demonstrates that the basic effects involved are 
understood. 
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Figure 5 

In Figure 5 two satellites are set unhealthy and 
pressure altitude aiding is incorporated in the 
simplified model. In each subfilter this is done by 
including an altitude measurement with an associated 
Sigma Oaltb that is calibrated to Ogitb = VDOP(pure 
GPS) X Opr X fac when the condition 

VDOP(pure GPS) x Opr x fac  < Oaitb 

is met. Oaltb 's propagated in compliance with FAA 
TS0-C129. The factor fac (=4), compensating for the 
non white character of the calibrated bias, is 
determined by matching HILhybavl with HILhyb. In this 
case the NPA integrity hole was of a type that can not 
be overcome by pressure altitude aiding and coasting 
in combination. 

Although the complete model can incorporate bias 
states the simplified model has not yet been refined to 
do so. The availability results presented assumes that 
the SA noise is dithered. 

AVAILABILITY RESULTS 

The simplified model has been used to determine the 
availability of the hybrid integrity. The simplified model 
is run through each registered integrity hole and 
allowed 1 hour of calibration. Credit is given for any 2 
min inten/al with HILhybavl below the alert limit. The 
results without pressure altitude aiding are given in 
Table 4.1 and 4.2 . 
When using the lower envelope and a 2 ° mask angle 
the results are: 

constellation 0.3 nmi 0.6 nmi 1 nmi 2 nmi 

24 0.99992 1.00000 1.00000 1.00000 

23 0.99809 0.99993 1.00000 1.00000 

22 0.99481 0.99966 1.00000 1.00000 

21 0.96900 0.99535 0.99920 0.99998 

weighted 0.99876 0.99990 0.99999 1.00000 

Table 4.1 

For   the   remaining   combinations   the   weighted 
averages are: 

mask.type 0.3 nmi 0.6 nmi 1 nmi 2 nmi 

2°,upper 0.99729 0.99981 0.99998 1.00000 

5°, lower 0.99524 0.99945 0.99995 1.00000 

5°,upper 0.99015 0.99898 0.99989 1.00000 

Table 4.2 

The impact of calibrated pressure altitude aiding in 
combination with coasting are presented in Table 5. 

mask.type 0.3 nmi 0.6 nmi 1 nmi 2 nmi 

2°, lower 0.99966 0.99998 1.00000 1.00000 

2°,upper 0.99896 0.99997 1.00000 1.00000 

5°, lower 0.99831 0.99989 0.99998 1.00000 

5°,upper 0.99557 0.99982 0.99998 1.00000 

Table 5 

The results for baro corrected pressure altitude aiding 
in combination with coasting are presented in Table 6. 
Oaltb = 50 m as recommended in FAA TSO-C129. 

mask.type 0.3 nmi 0.6 nmi 1 nmi 2 nmi 

2°, lower 0.99992 1.00000 1.00000 1.00000 

2°,upper 0.99980 1.00000 1.00000 1.00000 

5°, lower 0.99962 0.99997 1.00000 1.00000 

5°.upper 0.99910 0.99995 0.99999 1.00000 

Table 6 

The following augmentations are included to provide 
trade off reference data. 
Basic GPS: 
This is the availability averaged over the constellations 
in Table 1 with no augmentation. 
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mask 0.3 nmi 1 nmi 2 nmi 5 nmi 10 nmi 

2° 0.98849 0.99932 0.99978 0.99992 0.99996 

5° 0.96686 0.99702 0.99882 0.99954 0.99972 

Calibrated pressure altitude: 
Calibration of the pressure altitude bias only occurs 
when the vertical integrity limit VIL satisfies 

VIL/3 < Oaitb 
where Ogitb is the current predicted pressure altitude 
bias error 1 a. The time propagation of Ogitb adheres to 
the requirements in FAA TSO-C129. An integrity 
based calibration of this type is currently mandated by 
theRTCASC-159. 

masl< 0.3 nmi 1 nmi 2 nmi 5 nmi 10 nmi 

2° 0.99416 0.99990 0.99998 0.99999 1.00000 

5° 0.97968 0.99940 0.99986 0.99996 0.99998 

Exact and fault free altitude: 

The altitude is known without noise or faults and can 
therefore be eliminated in the RAIM algorithm. This 
provides an upper availability bound for any altitude 
aiding augmentation. 

mask 0.3 nmi 1 nmi 2 nmi 5 nmi 10 nmi 

2° 0.99928 0.99999 1.00000 1.00000 1.00000 

5" 0.99672 0.99987 0.99996 0.99999 0.99999 

Calibrated atomic clock: 
Calibration of the atomic clockphase only occurs when 
the time integrity limit TIL satisfies 

J\U3 < Ophase 
where Ophase 'sthe current predicted clock phase error 
1-sigma. The time propagation of Ophase corresponds 
to a 10-11 frequency stability. 

mask 0.3 nmi 1 nmi 2 nmi 5 nmi 10 nmi 

2° 0.99866 0.99996 0.99999 1.00000 1.00000 

5° 0.99306 0.99976 0.99992 0.99998 0.99999 

Exact and fault free clock: 
The clock phase is known without noise or faults and 
can therefore be eliminated in the RAIM algorithm. 
This provides an upper availability bound for any clock 
aiding augmentation. 

mask 0.3 nmi 1 nmi 2 nmi 5 nmi 10 nmi 

2° 0.99965 0.99999 1.00000 1.00000 1.00000 

5° 0.99771 0.99988 0.99996 0.99999 0.99999 

Pressure altitude aiding and inertial HIL coasting: 

A reference solution that has been assured by 
pressure altitude aided RAIM is propagated based on 
uncalibrated inertial information. The HIL is 
propagated through the integrity holes based on a 
predetermined Schuler based drift profile that reflects 

the 2 nmi/h performance. This type of inertial 
augmentation is currently the subject of RTCA SC-159 
WG3. 

mask 0.3 nmi 1 nmi 2 nmi 5 nmi 10 nmi 

2° 0.99416 0.99990 0.99998 1.00000 1.00000 

5° 0.97968 0.99940 0.99986 0.99998 1.00000 

TESTING AND CERTIFICATION 

The following off line tests in combination with formal 
verification of simulation model versus actual system 
are proposed for the hybrid integrity approach 
presented in this paper. 
1/ 
Verify the missed detection probability by simulating 
5000 failures (see RTCA DO-208). If no assumptions 
about the dynamics of the failure have been used in the 
derivation of the horizontal integrity limit or in the 
Kalman filters, as was the case for the algorithm 
presented, it is sufficient to use ramp failures. If the 
calculation of the integrity limit is based on the 
assumption that the failure growth is a ramp (linear) 
other types such as parabolas etc. must be included in 
the test. The missed detection probability for the 
presented algorithm has been verified in 1000 ramp 
tests. 
2/ 
Verify the false detection rate by lowering the internal 
detection threshold and perform 5000 runs to assure 
that the false detection rate corresponds to the 
predicted value based on this modified threshold and 
assumptions about the simulated SA noise. This was 
done for the presented algorithm and it was verified 
using 33.3 m (la) white noise SA that the false 
detection rate was correctly predicted. With the 2 state 
SA dither model the false detection rate was about 8 
times too high. This indicates that the FAA/RTCA 
SC-159 assumption that SA samples taken 2 min 
apart can be considered uncorrelated is not met for the 
recommended test model (see reference 1). However, 
the RTCA assumption that real SA samples taken 2 
min apart are uncorrelated is used throughout this 
paper. 
3/ 
Show by analysis and simulation that the hybrid 
integrity limit ( lower envelope) always will be better 
than the normal parity space based RAIM algorithm. 
This was done by demonstrating that the hybrid 
integrity limit is obtained by providing the snap shot 
based separation and positioning variances as the 
measurement variances used by the simplified 6 state 
covariance propagators and Kalman filters. Any 
Kalman filter with calibration capability will reduce the 
variance of the white noise measurement variance . 
4/ 
Use the parity space based RAIM algorithm to identify 
integrity holes. Record the location , time and duration 
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of these holes. Demonstrate the claimed availability by 
using either a high fidelity model of the complete hybrid 
bank or a verified simplified model to show that the 
outage time accumulated overall holes correspondsto 
the claimed availability. 

5/ 

Demonstrate by simulation that the impact of airplane 
dynamics such as holding patters are properly 
incorporated when calculating the horizontal integrity 
limit. 

It is also recommended that the inertial performance is 
constantly monitored based on GPS for a system in 
service and that any observed significant statistical 
deviation from the model used for the integrity 
calculations is flagged as a fault. 

CONCLUSIONS 

It was demonstrated that inertial effects such as 
coasting can be used to enhance the integrity provided 
by receiver autonomous integrity monitoring (RAIM). 
Primary means detection capability is achievable for 
the enroute and oceanic phases of flight. By using an 
accurate z-accelerometer or altitude aiding, primary 
means detection capability can most likely be 
achieved in the terminal phase as well. Depending on 
the mask angle used and the capacity of the 
embedded CPU an availability of failure detection in 
the range 0.995 - 0.9996 is expected for 0.3 nmi and 
0.9998 - 0.99998 for 0.6 nmi when calibrated pressure 
altitude aiding is used. The availability is 0.9991 - 
0.99992 for 0.3 nmi and 0.99995 -1.00000 for 0.6 nmi 
when baro corrected altitude is used. The 0.99999 
availability proposed for sole means GPS non 
precision approach (0.3 nmi) is not readily obtainable. 
These results assume that SA is dithered and that the 2 
min SA decorrelation time is valid. Similar results can 
be obtained with SA biases present but if there are 
slower frequency components not meeting the 2 min 
decorrelation time nor the constant bias 
characteristics, more investigations and further 
information about SA are needed. Primary means 
capability also requires exclusion. Although the bank 
of Kalman filters and covariance propagators 
presented can be extended to perform exclusion for 
favorable geometries a rigorous investigation of 
exclusion availability is not yet available. 

APPENDIX 1 : INERTIAL MODELING 

The inertial error model used is summarized below. All 
errors are referenced to the local vertical coordinate 
frame L. 

ij)' = CB Acofs + i' X ( »IE +   «EL ) (28) 

Av = I1)'"XCB a,^„ + CB Aa^B + (2 «,£ + WEL ) x .4Y^ + 

g(0)/R m 0                   0 

0 - g(o)/R 1^1       0 Ar^ + 
0 0         2 g(0)/R 12! 

Ag^ 

Ar = Av'"+ MpiX Ar^ 

(29) 

(30) 

Where 
B 

Acoin = Acon + scale factor and misalignment errors 
B B 

AaiR = Aan + scale factor and misalignment errors 

ij)'"      Attitude error in local vertical frame L. 

Av      Velocity error in L frame. 

WiE     Estimated rotation of earth fixed frame E versus 
inertial frame I transformed to L frame. 

TOEL     Estimated rotation of local vertical frame L versus 
earth fixed frame E transformed to L frame. 

p 
AcOn    Gyro   biases   modelled   as   first   order   Markov 

processes with a 100 h time constant. 

Aan    Accelerometer biases modelled as first order Markov 
processes (100 h) 

a^a^    Measured raw acceleration in body frame B. 
(Oraw    Measured raw angular velocity in body frame B. 

CB      Transformation matrix from body frame B to local 
vertical frame L. 

Ag      Gravity deflections and anomaly (vx g, Vy g , Ag^) 
R~     Earth radius. 
g(0)     Gravity at zero height. 

In addition since the vertical channel needs pressure 
altitude support for stability the pressure altitude bias 
Aaltb is included. This bias is modelled as a first order 
Markov process with a 10,000 s time constant. Since 
pseudorange is measured, the receiver clock also 
needs to be included. The two states used are the 
clock phase error Artc expressed as a distance and the 
clockfrequencyerrorAvfc expressed asavelocity. The 
terms that affect integrity are marked in the error 
model. [1 ] indicates the two terms that are responsible 
for the Schuler feedback. [2] indicates the term 
responsible for the vertical gravity feedback. The error 
state vector used in the basic hybrid filters has the 
following 18 states. 

M^= {±\ Av\ Ar\ Artc, Avfc, Acoo. Mo. Aaltb) (31) 

The coasting capability is provided by the continues 
estimation of these error states. If SA biases are 
considered this state vector can be extended with up to 
12 additional states AfisA that represent the bias part of 
SA yielding a total of 30 states. 

APPENDIX 2 : THE HYBRID INTEGRITY KALMAN 
FILTERS AND COVARIANCE PROPAGATORS 

The inertial model is linearized and the time 
propagation of the error states of the full filter (n=0) and 
subfilters (n=1,N) can be expressed in time discrete 
form (T= 2 minutes) as 
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^{k+^) = o(k)^(n(k) (32) 

The error 8)(n(k) in the propagated estimate versus the 

actual inertia! offset ^(k) (^n(k) = Mn(k)-Ax(k)) is 
propagated as 

8xn(k+1) = 4'(k) &<n(k) + v(k) (33) 

Herey(k) is the process noise, Q(k) = E[v(k)y(k)"'']. The 
full filter and the subfilter covariances are propagated 
and updated according to the standard Kalman recipe. 

The covariance time propagation is 

Pn(k+1) = <D(k) Pn(k) a)(k)T + Q(k) (34) 

For each GPS measurement except the n**^ do the 
following 

gn = Pn(k)h/(hTPn(k)h + r) (35) 

Pn(k) = Pn(k)-gnh^Pn(k) (36) 

hdefines what error states that are involved intheGPS 
measurement, r is the measurement noise variance r= 
E[w2 ] = ol,. 

hT =(0,0,-Jos'-, 1,0,0,0,0) (37) 

Jos'- is the line of sight vector to the satellite. The 
covariance propagator keeps track of the statistics of 
the separation dXn(k) = Axo(k) - Mn(k) by forming a 
state vector 

M(k) = 
6xo(k) 
dx„(k) 

This vector is time propagated as 

r8xo(k)1 
dx„(k) = 

'm 0 ■ 
0    (t)(k) 

r8Xn(k)1 
dx„(k) + 

"v(k)" 
0 

(38) 

(39) 

resulting in a covariance propagation 

P^""'(k+1) = 0 m 

Q(k) 0 
0    0 

PS""'(k) 
<\>{ky   0 

0   (^{ky 

(40) 

For each satellite measurement except the n'^ the 
covariance vector is updated based on 

8xo(k) 
dx„(k) = <t, 

8xo(k) 
dx„(k) 

+ rw 

with 

<t' = 
(In - lo) ii'   '  -  Sn ^' 

and   r = 

(41) 

io 
lo-Sn 

Resulting in a covariance update yielding 

p^"^'(k)= (t)P^"^'(k)<t)'^ + rrrT (42) 

Pfi and dPp contain all information about the 2 
dimensional elliptical distributions in the horizontal 
plane. 

Special rules apply to the initialization and release of 
the sub filters and propagators to assure that a satellite 
failure in the excluded satellite can never affect the 
subfilter associated with this satellite and that at least 
one subfilter is kept that is always unaffected by any 
satellite failure. When a new satellite is providing 
measurements a new subfilter is initialized with the full 
filter solution which is unaffected by any failure in this 
new satellite. When the pseudo range measurements 
from a satellite are lost and the corresponding sub filter 
is to be released, special logic will assure that the 
impact of a failure in this satellite is not propagated in 
the remaining subfilters. This is done by delaying the 
release of any subfilter until the HDOPs of all subfilters 
are below a predetermined threshold for at least 5 
minutes. 
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ABSTRACT 

A mathematical justification for AIME is developed, and 
it is compared with the mathematical justification for 
RAIM. It is seen that the mathematical bases for the two 
approaches is essentially the same. The test statistic for 
AIME is based on the residuals in the innovations 
process of the Kalman filter, rather than the residuals 
from the instantaneous "snapshot" least squares solution 
used in RAIM. This is logical since the Kalman filter 
residual is the difference between measured Pseudo 
Range to each satellite and the predicted Pseudo Range 
from the estimated solution, which is the least squares 
solution based on all past measurements. 

Rather than the parity transformation used in RAIM, 
AIME transforms the residuals to the principal axes 
(eigenvectors) of the ellipsoid for the n dimensional 
normal distribution of the residuals. It is shown that any 
deterministic failure of a satellite leads to a non-central 
chi square distribution. This makes it possible to 
determine the exact probabilities for failure detection and 
exclusion on a single covariance run, which corresponds 
to an infinite number of Monte Carlo runs. 

INTRODUCTION 

Autonomous Integrity Monitored Extrapolation (AIME) 
is a software mechanization for integrating GPS with 
IRS to solve the GPS integrity/availability problem 
(References 1,2). AIME can be used to achieve primary 
means of navigation for en-route, terminal area, and 
non-precision approach, without WAAS. 

Using Kalman filter principles, AIME generates a least- 
squares solution based on the entire history of GPS 
measurements. There are 24 parameters estimated in 
each of the many parallel Kalman filters used in AIME, 
in addition to four parameters estimated separately. 
These include all of the significant user clock bias states, 
baro error states, and inertial error states. Also included 
are DC bias error states for each satellite. This means 
that once the integity of a new satellite is established, 
only changes in the DC bias over 2.5 minute averaging 
intervals need be monitored to detect satellite failures. 

At the request of RTCA Special Committee 159, 
Working Group 3A (GPS/INS), a mathematical basis for 
the AIME failure detection and exclusion (FDE) 
algorithm was developed. It is comparable to that used 
for the RAIM FDE, as developed by R. Grover Brown 
in Reference 3. The mathematical basis for RAIM is first 
reviewed in this paper. The corresponding mathematical 
basis for AIME is then presented, with corresponding 
equation numbers so that they can be compared step by 
step. 

In RAIM, llie instantaneous "snapshot" least squares 
residual vector is used to compute the test statistic. In 
AIME, the Kalman filter innovations process residual 
vector is used to compute the test statistic. In both cases, 
the test statistic is chi-square distributed, which is the 
basis for computing the failure detection and exclusion 
(FDE) probabilities. 
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RAIMFDE where p is the magnitude of the parity vector. 

(This review is a summary of the methods described by 
R. Grover Brown in Reference 3). 

1. RAIM uses n satellite measurements y (nxl) to obtain 
a least squares estimate of four parameters x (4x1). 

The four estimated parameters x are the errors in the 
three position coordinates, and the aircraft receiver clock 
bias, which have been obtained from previous estimates. 
The measurements y are the differences between 
measured pseudoranges and predicted ones, based on the 
previous estimates. The linearized relationship between y 
and X is: 

y = G X + £ (Rl) 

where G (nx4) is a linear observation matrix, dependmg 
on satellite geometry. Its first three columns are the 
direction cosines to each of the satellites, and a column 
of ones corresponding to the receiver clock bias error. 
The measurement error t (nxl) may have both random 
and deterministic parts. 

Assuming n > 4, the least squares estimate is obtained 
as: 

XLS = (G^G)-lGTy (R2) 

2. RAIM determines integrity from the range residual 
vector w (nxl). 

The range residual vector is defined by first determining 
the measurement change yLS (iixl) which results from 
the least squares fit solution: 

yLS = GxLs (R3) 

The   range   residual   vector   w   (nxl)   is   then   the 
measurement difference: 

w = y - yLS = y - G XLS (R4) 

3. Satellite failures are detected by using the magnitude 
of the parity vector p (n-4)x(l) as the test statistic. 

The range residual vector is first transformed by the 
parity transformation P ((n-4)x(n)): 

p = P-w (R5) 

The sum-squared residuals are then given by: 

p2 = pT.p = ^T.^ (R6) 

If there are no satellite failures, it is assumed that the 
random part of the measurement error e is normally 
distributed with zero mean. The sum-squared residual p 
(1x1) is chi-square distributed with n-4 degrees of 
freedom (DOF). The threshold pp for detecting failures 
is selected from this distribution to result in the false 
alarm rate Pp^ = 10 /hour, assuming no satellite 
failures. 

4. The effect of a deterministic range bias error b in the 
ith satellite is determined. 

The parity vector resulting from this range bias error is 
given by: 

dpi = P bj (R7) 

where vector bj (nxl) has a b in row i, and zero elements 
elsewhere. The magnitude of this parity vector is 
denoted dpj. 

From Equation (R2) for the least squares solution, the 
effect of this same error bj on the solution is given by: 

dxi = (G'''G)"lG'^bi (R8) 

The horizontal (radial) position error is obtained from 
the first two components, dxjj^, and dxj2, of dxj. The 
horizontal error dRj is: 

dRi = (dxii^ + dxi2^)^'^ (R9) 

The linear relationship between the horizontal error and 
the test statistic is given by the characteristic slope: 

SLOPE(i) = dRj/dpi (RIO) 

In this relationship, the assumed magnitude b of the 
original range bias error has cancelled out. 

5. The test statistic p resulting from both the random 
noise with zero mean and the deterministic bias error b is 
next considered. 

This statistic has a non-central chi square distribution. 
When the corresponding horizontal error exceeds a 
specified protection level HPL, it is desired that this 
statistic exceed the threshold pjj so that the satellite 
failure is detected. 

The critical bias p^jjag is defined as the deterministic 
value of the test statistic which exceeds the detection 
threshold by a sufficient margin that the probability 
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Pmiss °^ °°' exceeding the threshold is less than 0.001, 
when the random noise is added. The probability Pmigs 
is also called the probability of missed detection. 

6. The horizontal protection level (HPL) is determined. 

The satellite whose failure is most difficult to detect is 
the one with the smallest test statistic when the 
horizontal limit exceeds the protection level. This is the 
satellite with the maximum slope, SLOPEjoa^. as 
computed in Equation (RIO). The HPL is then computed 
as: 

HPL = SLOPEmax-Pbias (Rll) 

The value of Pbias i* determined from the non-central 
chi-square distribution with n-4 degrees of freedom. It is 
the non-centrality parameter which results in a 
probability less than Pmiss of p being less than the 
detection threshold pQ. 

7. If a fault is detected, using 3 above, the faulty satellite 
is excluded. 

This is done by selecting the jth subset of n-1 satellites 
with the smallest normalized test statistic. (Reference 4, 
Appendix K). However, for navigation to continue, the 
test statistic must be less than a 99.9% decision 
threshold. Also, the HPL; based on this threshold must 
be less than the horizontal alert limit (HAL) for that 
phase of flight. 

The reason the decision threshold can be temporarily 
reduced to the 99.9% level is that the false alarm rate is 
determined by the original fault detection threshold in 3 
above. Once a fault is detected, the probability of failed 
exclusion is less than 0.001, using the reduced threshold, 
regardless of which satellite is faulty. 

AEMEFDE 

Both the step numbers and the equation numbers in the 
following correspond to the respective numbers for 
RAIM above. By comparing the two approaches, it can 
be seen that the mathematical justification for them is 
essentially the same. In both cases, the probabilities for 
detection and exclusion are based on both the central and 
the non-central chi square distributions. 

1. AIME uses (nxt) satellite measurements z(t) (nxt) to 
obtain a least squares estimate of 24 parameters x (24x1) 

The 24 estimated parameters are the error states x(t) in a 
Kalman filter. The measurements z(t) are the differences, 
at  1  Hz.,  between  the measured pseudoranges and 

predicted ones, based on the previous estimates. These 
measurements are pre-filtered by averaging over the 
Kalman filter cycle time (tjj^ - tjj^.j) = 150 seconds (2.5 
minutes). The linearized relationship between the 
averaged measurements z and the residual errors x is: 

z(k) = H(k) • x(k) + v(k) (Al) 

where H(k) (nx24) is an averaged observation matrix. 
The averaged measurement error v(k) (nxl) may have 
both random and deterministic parts. 

For any number of satellites n > 0, the least squares 
estimate is obtained as: 

x'^(k) = x"(k) + K(k)- 

[z(k)-H(k)-x-(k)] (A2) 

where x"(k) is the previous least square estimate. 

2. AIME determines integrity from the residuals r(k) 
(nxl) in the Kalman filter innovations process. 

If x'(k) is the estimate of flie error state before the 
updates at cycle k, the predicted measurement is 

z"(k) = H(k)-x"(k) (A3) 

The Kalman filter residual (denoted Greek letter "nu" in 
the literature) is: 

r(k) = z(k)-z-(k) 

= z(k) - H(k)-x"(k) (A4) 

The components of r(k) have an n dimensional normal 
distribution with zero mean and known covariance: 

E[r(k)] = 0 

E[r(k)TT(k)] = V(k) 

where the covariance is: 

V(k) = H(k)-P'(k)-H''(k) -I- R(k) 

If there are no satellite failures and the Kalman filter 
model is correct, the residual vectors are independent for 
different k (the "innovations property". Reference 5). 
The innovations property can be expressed as: 

E[r(j)TT(k)] = 0, if j n.e. k 
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3. Satellite failures are detected by using the magnitude 
of the normalized residual vector s (nxl) as the test 
statistic. 

Since the covariance matrix V is symmetric and positive 
definite, its eigenvectors 1: (nxl) are orthogonal, and its 

,2 •' •■■       '^ -• eigenvalues   dj "S are   positive   (Reference   6). 
Denoting the modal matrix by L (nxn), and the diagonal 
matrix of eigenvalues by D (nxn), the residuals are 
transformed by: 

r = L-q 

(A5) 

The test statistic is the normalized sum square of the 
normalized transformed residual s (nxl). In Appendix A 
it is shown that: 

s2 = s'^s = r'^V^ r (A6) 

If there are no satellite failures, it is shown in Appendix 
A that s is chi square distributed with n degrees of 
freedom (DOF). The threshold sj) for detecting failures 
is selected to result in the false alarm rate Ppy^ = 10" 
/hour, assuming no satellite failures. 

The innovations property makes it possible to detect very 
slow satellite drifts. This is done by estimating the mean 
of the residuals over a long time interval, to determine 
the averaged residual. To avoid contaminating the 
Kalman filter, both the measurements and residuals are 
stored in buffers for periods of 30 minutes or more. 

Batch processing is used to determiae the averages. 
Using the alternative form of the Kalman filter, the 
inverse covariance of the final estimate is obtained first: 

V"\vg = 2kVV) 

The estimate of the mean is then obtained as: 

ravg = (V"\vg)'^ -Ek V-l(k)T(k) 

The normalized sum-squared estimated mean residual is: 

avg - (•" ava)*(^  ave)'(''avff) avg avg-* v'avg'' 

As shown in Appendix A, this statistic has a central chi- 
square distribution if there is no failure. As shown in 
Appendix B, the distribution is non-central chi-square if 
there is a failure. By taking a long averaging interval, 
the covariance of the averaged residual becomes small. If 
there is a failure, the averaged residual does not become 

small, so that the statistic becomes large. This makes it 
possible to detect very slow satellite failures. 

4. The effect of a range bias error b in the ith satellite is 
determined. 

The transformed residual dsj (nxl) resulting from this 
range bias error is given by: 

dsj = D'^^^L'^bj (A7) 

where vector bj (nxl) has a b in row i, and zero elements 
elsewhere. The magnitude of this transformed residual 
vector is denoted dsj. 

From equation (A2), the effect of this same error on the 
solution is given by: 

dxi+(k) = K(k)-bi (A8) 

The horizontal (radial) position error is obtaiaed from 
the first two components of dxj. The horizontal error is : 

dRi = (dxii^ + dxi22)l/2 (^9) 

The linear relationship between the horizontal error and 
the test statistic is given by the characteristic slope: 

SLOPE(i) = dRi/dsi (AlO) 

In this relationship, the assumed magnitude b of the 
original range bias error has cancelled out. 

2 
5. The test statistic s   resulting from both the random 
noise with zero mean and the deterministic bias error b is 
next considered. 

It is shown in Appendix B that this statistic has a non- 
central chi square distribution. The critical bias ds = 
^bias ^® defined as the deterministic value of the test 
statistic which exceeds the detection threshold by a 
sufficient margin that the probability Pjjusg of the total 
statistic not exceeding the threshold is less than 0.001, 
when random noise is added. 

6. The horizontal protection level is determined. 

The satellite whose failure is most difficult to detect is 
the  satellitte  with maximum  slope,   SLOPE 
computed in Equation (AlO). The HPL is: 

max' as 

HPL = SLOPE max ®bias (All) 
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The value of Sjjjag is determined from the non-central 
chi-square distribution to give a probability   less than 

niiss of s being less than the detection threshold sjj. 

7. If a fault is detected, using 3 above, the faulty satellite 
is excluded. 

This is done by running a bank of n test Kalman filters 
in parallel with the least squares Kalman filter. Each of 
these test Kalman filters excludes a different satellite and 
uses a subset of n-1 satellites. If a failure is detected by 
the least squares filter, which uses all n satellites, the test 
Kalman filter with the smallest test statistic s; is assumed 
to exclude the bad satellite. 

For navigation to continue, this test statistic must be less 
than the 99.9% decision threshold. Also, the HPLj for 
this threshold must be less than the HAL for that phase 
of flight. 

CONCLUSIONS 

Unlike RAIM, which only uses present measurements in 
a "snapshot" approach, AIME uses all present and past 
measurements to determine a least squares solution in a 
Kalman filter. This means that failure detection and 
exclusion does not require a minimum number of 
satellites in view. As a result, AIME can be used for 
primary navigation for all flight phases with a high 
availability. 

To isolate and exclude failures, AIME uses parallel 
Kalman filters, each of which excludes different 
satellites. An additional filter is used to exclude baro or 
inertial failure modes. If a failure is detected using all 
satellites in view, the failure is isolated by comparing 
averaged residuals from each of the parallel Kalman 
filters. 
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APPENDIX A. WHY THE TRANSFORMED TEST 
STATISTIC IS CHI SQUARE DISTRIBUTED 

The modal transformation L transforms the residual 
vector r to a transformed residual q, whose components 
qj are uncorrelated: 

r = L*q (AAl) 

The covariance matrix V is transformed to diagonal 
form: 

where 

D = L'^VL 

dij = 0, ifin.e.j, 

.2 

(AA2) 

dii = ffi (AA3) 

Since V is symmetic, the eigenvectors are orthogonal. 
The modal matrix L is ttien an orthogonal 
transformation, so that L' = L . This transformation 
rotates the axes to the eigenvectors, which are the 
principal axes of the ellipsoid representing the n 
dimensional normal distribution. 

The inverse V   is obtained from (AA2): 

D"^ = L'^V^L = L^V"^L 

V"^ = LD'^L"^ = LD'^L"^    (AA4) 

The transformation Equation (AAl) and Equation (AA4) 
are then substituted into the definition of the transformed 
test statistic: 

s2 = r'^^-V'^T 
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The substitution gives: 

s^ = q^L'^^LD'^L'^Lq 

= qT-D-lq 

= EiqiW 

= EiSi^ 
2 

Since the q^ are independent with variance q , the sj are 
independent, and are N(0,1). By definition, s   is chi 
square distributed with n DOF. 

APPENDIX B, WHY THE TRANSFORMED 
STATISTIC WITH SATELLITE FAILURE IS NON- 
CENTRAL CHI SQUARE 

If there is a failure in satellite i, resulting in range bias 
error bj, the corresponding residual is denoted dr = bj. 
More generally, dr could represent any satellite failure, 
such as a ramp. Also, the components of dr could be 
correlated if the failure extended over more than one 
Kalman filter cycle. 

Since the Kalman filter is a time-varying linear system, 
the total residual due to a failure is determined by 
superposition as: 

rj- = r + dr 

where r is the residual with no satellite failure, and dr is 
the system response due to the failure alone. 

The total residual with the satellite failure included is 
transformed into the total test statistic by: 

sp = D"^'^L'^(r + dr) 

= s + ds 

where 

s = D-l/2.LT.r 

ds = D'^^^'jJ'dt 

Since s has an n dimensional spherical normal 
distribution, the axes can be rotated so that ds lies along 
one of the axes. This proves that 

2        T Sp   = sp  'Sp 

has a non-central chi square distribution with non- 
centrality parameter ds . 
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Abstract 

In order to use GPS as a sole-means navigation aid for 
non-precision approach it is necessary to insure that the 
system can produce navigation solutions, with integrity, 
reliably 24 hours a day. In this context, integrity refers to 
the ability of user equipment to determine if a computed 
navigation solution is accurate to within 555m radially, 
the RTCA tolerance for non-precision approach. 
Unfortunately, all previous RAIM methods only provide 
such protection when 5 or more satellites are in view. 
Should ground masking or satellite failure reduce the 

number of usable satellites to less than 5, no integrity 
checking is available. 

Underdetermined Systems RAIM (UDSRAJM) allows 
solutions with integrity to be obtained when 4 satellites 
are in view. Three methods are detailed: The first two 
obtain integrity information by assuming one coordinate 
of the user position 4-vector to be constant, creating 
redundancy with only 4 satellites in view; the third works 
by using the pseudoinverse for underdetermined matrices 
to find 3-dimensional positions in space, with clock bias, 
using subgroups of 3 satellites. 

Introduction 

All previous RAIM methods require at least 5 satellites to 
be in view, reducing RAIM availability compared to 
navigation availability. This is no longer the case: We 
will derive several methods of performing RAIM when 
exactly 4 satellites are in view. 

Two general approaches to performing RAIM when 
exactly 4 satellites are in view are presented: The first 
approach fixes at a constant value one coordinate of the 
4-vector of user position and clock bias, resulting in 
redundant positioning information; the second performs 
RAIM by direct evaluation of position by 
underdetermined subgroups of 3 satellites. The second 
approach presents a possible problem as there is a 
potential that excessive vertical and temporal errors can 
be projected into the horizontal solution. We examine 
the effects of clock bias and clock drift on positions 
obtained with groups of 3 satellites, using quartz, 
temperature-controlled quartz, and rubidium clocks. 
From these alternatives, an algorithm for performing 
integrity checking with 4 visible satellites is developed. 
This algorithm, called UDSRAIM, is detailed, and 
algorithm performance, based on simulated results for 
non-precision approach, is presented. 
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Theory - Overdetermined Systems 

The Navisation Equation. 
It is well known that GPS positioning, given «> 4 
satellites in view, is accomplished by solving the 
navigation equation y = Hx + e, where y is the n-vector 
of satellite pseudoranges, H the n x 4 cosine matrix, e the 
n-vector of pseudorange errors, and x = {x,y,z,b) the 4- 
vector of user position and clock bias. When n > 4, the 
system is overdetermined; such a system may be solved 
by means of the overdetermined pseudoinverse, which 
yields the least-squares solution 

x = (H^H)-'H^yL>4. 

In this case, H contains redundant information about the 
user position, and can thus be directly used to obtain 
integrity for the solution. 

Now let us consider the case where some arbitrary 
coordinate k of \ = {a,b,c,k) is assumed equal to some 
initial value k^ and allowed to drift with time. For such a 
system \ = {a,b,c); accordingly, the direction cosine 
matrix H is a n x 3 matrix, and the condition for 
overdetermination n > 3. H can be constructed for such a 
system by assuming ^ = ^o for purposes of calculating the 
pseudorange, and treating any drift in k as pseudorange 
noise. Given that H is a n x 3 matrix, such a system is 
exactly determined for 3 satellites in view, and 
overdetermined for 4 or more satellites in view. In the 
next section we demonstrate how this technique can be 
used to obtain positions with integrity when exactly 4 
satellites are in view. 

Positionins and Integrity. 
As we discussed in the last section, if one of the 
coordinates of the 4-vector x = {x,y,z,b) is given some 
initial value and thereafter allowed to float, x becomes a 
3-vector and H a n x 3 matrix. If we do this when 
exactly 4 satellites are in view, H becomes an 
overdetermined 4x3 matrix. Also, 4 positions can be 
obtained by forming exactly determined direction cosine 
matrices from the 4 possible subgroups containing 3 
satellites. Therefore, we have both the 4-in-view position 
and redundant information about that position, and can 
thus determine integrity for the 4-in-view position. Since 
non-precision approach is a 2-dimensional specification 
we will examine the cases where z is allowed to coast, 
giving X = {x,y,b), and where b is allowed to coast, giving 
x = {x,y,z), respectively. In either case, allowing a 
coordinate to coast raises some concerns about 
positioning accuracy; we will address these concerns in 
subsequent sections. 

Since we are solely concerned with positioning in two 
dimensions, it should be understood that all values of 
user radial error (URE) in this paper are in x and >■ only. 

Positionins in x = {x,y,b). 
When the positioning method using x = {x,y,b) is used, 
error in estimating the value of the z-coordinate will 
generally result in increases in URE. Fortunately, any 
aircraft will have a check on z in the form of an 
altimeter. Previous research [5] states that the a = 49m 
for the altitudes measured by an altimeter at 1500 ft; this 
error is incorporated into our simulations. 

When positioning in x = {x,y,b), a potential problem 
arises in assuming Z4.in.view = Zreai- Since the z-coordinate 
is not being updated as position is calculated, all 
solutions in {x,y,b) will have a greater or lesser error in z, 
and it is possible that this error will project onto the 
horizontal plane, increasing URE. The tolerance of 
algorithms using x = {x,y,b) to such perturbations is 
examined later in this paper. 

Positionins in x = {x,y,z). 
If the clock is allowed to coast with the initial bias b 
known and a precise clock available to the user [2], x is 
transformed into the 3-vector x = (x,y,z). 

It should be noted that solutions obtained by this method 
will degrade with time; i.e., URE(f) will be an increasing 
function. From [2] it has been shown that for a known 
clock bias b the user position can be obtained by solving 
the exactly determined 3 satellite system 

y = Hx-HM, 

where 1 = [1 1 1]^. Accordingly, iib = b(t), successive 
solutions of the equation as t increases will allow us to 
measure the degradation of x. 

From [3] we know that, for a coasting clock, the time- 
averaged rms variance (fb of the clock drift is given by 

5 A? 

where Sf and Sg are white noise spectral amplitudes that 
are dependent on the type of clock used (see Table 1) and 
At the sampling interval, with At and a^b in seconds. 

Table 1 - White noise parameters.  
Clock Type  

Crystal 
Ovenized Crystal 

Rubidium 

4.0(10"'^) 
1.6(10-'') 
4.0(10"^°) 

1.67t^(10"'') 
3.271^(10"^^) 
3.27:^(10-^^) 
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After t seconds the expected clock-drift induced 
pseudorange error is 

fc(0 = c-o'(Af)-f, 

where c is the speed of light. Thus, if we assume our 
GPS receiver to be using a sampling interval of 1 second, 
when the receiver clock is allowed to drift we may expect 
the clock-drift induced pseudorange ramp error to 
increase at the rates given in Table 2. 

Table 2 - Expected rates of increase of clock-coasting 
induced pseudorange ramp error- 

Clock Type g^^, (meters/sec.) 

Crystal 
Ovenized Crystal 

Rubidium 

0.2885 
0.1203 
0.0600 

Theory - Underdetermined Systems 

The overdetermined pseudoinverse cannot be used to 
solve a system of 3 satellites for x = {x,y,z,b). Such a 
system, consisting of 3 equations and 4 variables, is said 
to be underdetermined. For any system of n < 4 
satellites, if a solution is desired for x = (x,y,z,b), the 
navigation equation must be solved by means of the 
underdetermined pseudoinverse, which yields the 
solution 

T\-K x = H'(HH')'y n <4' 

If we form the direction cosine matrix H for the 4-in- 
view case with user position x = {x,y,z,b), H is a 4x4 
matrix, and as such cannot alone provide a solution with 
integrity. In examining the 4 possible 3 satellite 
subgroups of the 4 satellites in view, we note that each 
one is an underdetermined system. If we solve each in 
turn we obtain 4 estimates of the user position, and thus 
have the redundant information necessary to provide 
integrity for the 4-in-view solution. 

It should be noted that, since we have a greater number 
of unknowns than of equations, a solution to an 
underdetermined system is not unique. This has lead to 
some concern that, when the underdetermined system is 
being solved iteratively, different initial estimates of x 
may lead to different final values. Due to this non- 
uniqueness of solution, this technique is not currently 
recommended for operational use. The results presented 
are intended as informational and may be the subject of 
future study. 

Integrity Monitoring 

Overdetermined Systems. 
For all methods of solving exactly determined and 
overdetermined satellite systems, covariance analysis [1] 
shows that 

COVX = (HW, 

where x is the optimum user position. Therefore, DOP is 
available as an admissibility criterion. The availability of 
HDOP and the fact that H is overdetermined imply that 
both the 5HMAX and Approximate Radial Error Protected 
(ARP) admissibility criteria are available to us, and we 
make use of both of them. 

In [12] Brown describes the ^HMAX and Approximate 
Radial Error Protected {ARP) admissibility criteria. For 
both measures a value is calculated based on geometry 
and compared to an allowable threshold. If the threshold 
is exceeded, the system is eliminated from further 
consideration [6]. Simulations were performed to 
determine these thresholds for solutions obtained by both 
X = {x,y,b) and x = (x.y.z) positioning. 

Given the existence of HDOP, the use of SHMAX as an 
admissibility criterion follows logically. When 4 
satellites are in view, if i = 1,...,4 denotes the ith subset 
containing 3 satellites, then 

8 //„,, = Max^ yj HDOP,'-HDOP'. 

UDSRAIM is available for a system if 
8HMAX T^<555m, where TA is the appropriate 
admissibility threshold. ?>HMAX has been demonstrated to 
be more discriminating than the older HDOPMAX 

criterion [4], and will be used in preference to it. 

Brown has demonstrated that ?>HMAX is linearly 
proportionate to ARP [12]; therefore, the availability of 
the former implies the availability of the latter. To 
calculate ARP we must first calculate a quantity called 
SLOPEr^. Let us define the quantity SLOPE{i) of the I'th 
visible satellite as 

SLOPE{i)\. 
\K^Al 

where H is the direction cosine matrix, A = (H^H)''H^, 

andB = H(H'^H)-'Hl Then 

SLOPErn^ = max[5L0P£(i)] I * =, 4 

and 
ARP = SLOPE^ X TA 
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where T^ is the appropriate admissibility threshold. If 
ARP < 555m, the point is admissible for non-precision 
approach. It should be noted that in [12] Brown 
expresses ARP as 

ARP = SLOPE^ xToXk, 

demonstrate in Figure 1, an inverse relationship between 
URE and V exists, where V is the volume of the pyramid 
whose vertices are at the locations of the 3 satellites 
being used for positioning and the user location. Based 
on this observation, we have elected to use the 
admissibility statistic 

where To is the detection threshold and k a scaling factor; 
in our work, TA =kTD . 

Detection is accomplished by means of the comparison 
of a test statistic y to some detection threshold To-, with 
an alarm being sounded if y >TD. TWO such test statistics 
were used: the square root of Sum of Squares Error 
(SSE), and Maximum Separation of Solutions (Axmax)- 

We will now demonstrate the availability of SSE as a 
detection criterion. Let H denote the overdetermined 
direction cosine matrix created by Taylor expansion 
about the nominal user position. It is well known that 
the optimal solution x to the navigation equation 
y = Hx + e for such H is the least-squares solution, and is 
given by [12] 

x = (H^H) 'HY 

We use this result to calculate the nominal pseudorange 
vector y„om = Hx. Let j denote the vector difference 
between the measured and nominal pseudorange vectors; 
i.e., the error vector e. We may then obtain the 
pseudorange residual vector 

w = (I - H(H^H) 'H^)i, 

which yields the sum of squares error 

SSE = wV. 

For the sake of convenience we use the test statistic 
y=^SSE. l{y>TD an integrity alarm is sounded. 

To compute our detection statistic using Maximum 
Separation of Solutions (Axmax), we note that from the 4 
satellites in view we may form 4 subgroups of'3 satellites. 
We obtain the test statistic y = max Ix, - x,,l, i,j = {1,...,4}, 
where x, and X; are the user's position in x and y as 
calculated from the I'th and jth subgroups respectively. 
Again, if y> Axmax> an integrity alarm is sounded. 

Under determined Systems. 

No equivalent to DOP can be said to exist for the solution 
to the underdetermined system. Since an infinite number 
of optimal solutions exist, it is meaningless to speak of a 
standard   deviation   from   one.      As   we   empirically 

where 

a = (K™)" 

V_ =min V 

and Vi is V of the I'th 3 satellite subgroup of the 4 
satellites in view. Detection is accomplished using 
maximum separation of solutions, with x„ and x, being 
calculated using the underdetermined pseudoinverse. 

I   01 

1 ^a 

l/V (l/{km/100001) 

Figure 1 - Empirical demonstration of the correlation between the 
volume of the pyramid whose vertices are at the locations of the 3 
satellites being used for positioning and the user location, and mean 
URE of 1000 positions obtained with that 3 satellite group under SA 
and receiver noise. 

UDSRAIM Algorithm 

The UDSRAIM algorithm consists of the following steps: 

1. Collect the GPS observables (number of satellites, 
ephemeral data, and pseudoranges to each satellite) 
as per Figure 2. 

2. Determine the number of satellites in view. 
a) If 5 or more satellites are in view, conduct 

standard RAIM. 
b) If 3  or fewer satellites  are in  view,  report 

navigation failure and terminate algorithm. 
3. Calculate the admissibility test statistic a. 

a) If a X TA < 555m the geometry is admissible; 
proceed to step 4. 

b) If a X T/i > 555m the geometry is inadmissible. 
Algorithm terminates. 

4. Calculate the detection test statistic y. 
a)    If y<TD, then it is assumed that there is no 

integrity failure. 
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b)   If Y > To, then a detection has occurred and an 
integrity alarm is sounded. 

Get GPS 
Observables 

i^ 
Navigation 

Failure 
♦—<^SV's in ^^>—► 

3- ^sView/^ 5+ 
Conduct 

Standard RAIM 

4 -. 

Calculate 
a 

1 
<^aT^ <^ 

No 
RAIM 

Unavailable 

Y( ;s 

Calculate Test 
Statistic Y 

.. 

<<<^ 1—► 

No 
Sound Integrity 

Alarm 

Y .    1 
No Failure 
Detected 

Figure 2 - UDSRAIM algorithm. 

Data and Results 

Test Parameters. 
All threshold determination simulations conformed to the 
RTCA Supplemental MOPS [13] for non-precision 
approach; i.e., 

1. Maximum alarm rate: 
2. Maximum Time to Alarm: 
3. Min. Detection Probability: 
4. Alarm Limit: 

0.002/hr. 
10 sec. 
0.999 
555 meters. 

Data was gathered on a 5° grid over the surface of the 
earth at 30 minute intervals over the course of 1 day. 
The Optimal 21 constellation was used. 

All admissibility and detection thresholds were calculated 
with the following algorithm: 

1. For each space-time point (STP) on the grid, as 
illustrated in Figure 3, examine number of 
satellites (SV's) visible. 
a)     If 5 SV's are visible, group SV's as 5 STP's 

with 4 SV's each. 

b) If exactly 4 SV's are visible, keep STP. 

c) If fewer than 4 or more than 5 SV's are 
visible, discard STP. 

ALL STP'S Examine SV's 
Visible 

i 
Group as 5 
4-§V STP's 

♦—<^ SV'S in ^^>—► 
5   ^^.^jejjt^^Oth. 

Discard STP 

4L - ~~ ^ 
Calculate a For 
All STP's; Sort 

STP'S Bv a 

Set admissibility 
celling C 

f ' 
Select T; 

Detection Test 

JL 

^^ass Test*> ) Increment C 

No^' 

Decrement C 

Yes>p 
No 

Calculate 
TA,TD 

Figure 3 - Threshold determination algorithm. 

2. Calculate the admissibility criterion a for each 
STP. 

3. Sort STP's by a in ascending order. 
4. Establish a ceiling cutoff C such that 80% of all 

STP's are admissible. 
5. At each admissible point generate 10 values of 

receiver noise and SA, and calculate the detection 
criterion for each. Based on these numbers, select 
a threshold T such that PA < 0.001. 

6. A ramp error test [13] is performed on the 10 worst 
admissible STP's, with 10000 runs executed per 
STP and 7 used as the detection threshold. 
a)     If the test is passed, increase C in a binary 

search pattern. 
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b) If the test is failed, decrease C in a binary 
search pattern. 

7. If the change in  C is greater than some minimum 
8, go to 4. 

8. Calculate TA . 
a) Let Oo equal a for the worst admissible STP. 

b) TA =(555m/ao). 
9. Calculate To . 

a) Let To equal the current T; let T\ and Ti equal 
the values of T from the previous iteration 
and the one preceding it, respectively. 

b) 10 = max T,- |, = (o,i.2i- 

For our implementation of this algorithm: 

1. Step 1 resulted in a test space of 34980 STP's. 
2. For all simulations in x = {,x,y,b) altimeter error was 

modeled as a N(0,49.0) meter random variable added 
to the z term of the measured pseudoranges. 

3. All simulations in x = {x,y,z) were considered to be 
taking place immediately after the number of 
satellites visible has dropped from 5 to 4. The receiver 
clock had thus not had time to drift, and the only 
clock-induced error was that resulting from the 
difference between the user and satellite clocks. In 
accordance with the 1994 Federal Radionavigation 
Plan specification [14] that the distribution of 
differences between the user and satellite clocks have 
a la level of 340 nanoseconds the initial clock 
difference for all simulations in x = {x,y,z) was 
modeled as a A^(0,170) nanosecond random variable. 

The thresholds obtained with the UDSRAIM algorithm 
are listed in Tables 3 to 5. A "-" indicates that the final 
admissible set was fewer than 10 STP's, rendering the 
algorithm unable to calculate either threshold. 

Table 3 - Admissibility thresholds (meters) for 
UDSRAIM using overdetermined systems. 

Table 4 - Detection thresholds (meters) for UDSRAIM 
using overdetermined systems. 

Positioning X = {x,y b) X = (xj.z) 

Method 
SSE (bHMAx) 349 280 
AXmax (^HMAX) - 309 
SSE (ARP) 115 607 
Ax^ax (ARP) 219 - 

Positioning \ = {x,y,b) X = (x,y,z) 
Method 

SSEibHMAx)  . 138 232 
AXmax (^HMAX) - 505 
SSE (ARP) 174 199 
Ax,„ax (ARP) 600 - 

Table 5 -  Admissibility  and  detection  statistics  for 
UDSRAIM using underdetermined systems.  

V 'mm 

([lO^kmf) 3vl (meters) 
1.222 334 

Effects ofz-error on Intesritv Monitorins for Positioning 
in x = (x.v.fe). 

UDSRAIM in X = {x,y,b) assumes that z is constant; that 
is, the user is maintaining the altitude he or she was at 
when UDSRAIM use began. If this assumption is 
rendered untrue through altitude change or altimeter 
error a shift in z is created. Since we have no way to 
know z with integrity, we must determine how change in 
z affects positioning in {x,y,b). 

To determine the effects of a change in z on positioning 
in (x,y,b), a test was run on the 10 worst admissible 
STP's for each UDSRAIM method: At each STP a z- 
bias of 1 meter/second was applied to the measured 
pseudoranges of all 4 satellites. The z-bias was allowed to 
increase until URE exceeded 555m or a detection 
occurred, at which point the total z-bias was recorded. 
This was done 1000 times per STP, with different values 
of receiver noise and SA used each time. When all 
10000 tests were completed, the mean of the recorded z- 
biases was taken; this quantity represents an estimate of 
the mean maximum allowable shift in z when using 
UDSRAIM in x=(A:,>',fc). 

The mean values of maximum allowable shift in z 
estimated by this process are given in Table 6. Given 
that these times are means it is possible that they are 
somewhat optimistic, and the reader is cautioned 
accordingly. 
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Table 6 - Mean maximum shift in z coordinate allowable 
during use of UDSRAIM in x = (x,y,b).  

Integrity                       Maximum z-shift (meters) 
Method   
55£(8W„xx) 414 
Aw (8WMAX) - 
SSE(ARP) 690 
Ax^iARP) 995 

Since TA and To could not be determined when detection 
by Axn^ and admissibility by ^HMAX were used, no 
simulations were performed for this combination. Note 
that the non-precision phase of flight occurs at altitudes 
between 1000 and 200 feet. Since 414 meters is about 
1360 feet, this implies that any aircraft operating in the 
non-precision phase of flight will not exceed the 
allowable shift in z for any UDSRAIM method in 
x = ix,y,b). 

Effects of Clock Bias on Integrity Monitoring for 
Positioning in x = (x.y.z). 

When the number of satellites in view drops from 5 to 4 
and UDSRAIM in x = {x,y,z) begins, the receiver clock 
offset is no longer known with integrity. Since there is 
no longer a mechanism to update the clock, the effects of 
clock drift become more pronounced, and increase with 
the passage of time. Since we have no way to correct for 
such effects, we must determine how long it takes before 
they degrade our positioning to the point of unsuitability. 
If this period is shorter than the length of time 
UDSRAIM may be in use a potential problem occurs in 
that positioning with integrity may be lost. To determine 
whether this problem may occur we must also know the 
maximum length of time exactly 4 satellites are in view 
from any point. 

To determine the maximum period any given spot on the 
earth can expect to have exactly 4 satellites in view, 
simulations of GPS availability were performed over a 24 
hour interval on a 5° grid, using a 10 second time 
increment. Since the United States Air Force guarantees 
that at least 21 satellites will be operational at least 98% 
of the time [11], we assumed 21 functioning satellites as 
a worst-case scenario; accordingly, we executed the 
simulations using the Primary 21 constellation with 
satellites #18, #19, and #20 failed, and the Optimal 21 
constellation. The simulations were accomplished by 
performing the following algorithm on each grid point: 

1. Using the information from the satellite ephemeris 
database, calculate the positions of all satellites in 
the constellation as illustrated in Figure 4. 

Satellite 
Ephemeris 
Database 

Calculate Satellite 
(SV) Positions 

Yes 
Increment D„ by 
one time period. 

Dj = 0 

c Next > D^ = D, 

Figure 4 - Algorithm for determination of probable maximum 
UDSRAIM duration. Dx is the duration of the current period of 
UDSRAIM use at point x; D^ is longest period of UDSRAIM use of 
any point in the simulation. 

2. Count the number of satellites in view at grid 
point X. 
a) If the number of satellites visible is not 

equal to 4, 
i)      Set Dx equal to zero, and 
ii)     proceed to step 3. 

b) Increase D^ by one time increment. 

c) If D, > D„ax, then D„^ = D^. 

3. Increase simulation time by one time increment. 
a) If simulation time exceeds time interval, 

end simulation. 
b) Else, go to 1. 

The D„ax values obtained with this algorithm are given in 
Table 7. These values represent the worst-case intervals 
of UDSRAIM use. 
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Table 7 - Global maximum interval (seconds) of exactly 
4 satellites in view. 

Mask Angle Optimal 21 Primary 21- 
3 satellites failed 

5.0 
7.5° 
10.0° 

3300 
4650 
6900 

3750 
4750 
8160 

To estimate the probable duration of usability for 
UDSRAIM in X = ix,y,z) a test was run wherein a clock 
bias increasing linearly with time was applied equally to 
the measured pseudorange of each satellite, with the rate 
of increase of the bias corresponding to the clock type 
used (Table 2). Each test was allowed to continue until a 
detection occurred or until URE exceeded 555m, at 
which point the elapsed time was recorded. In each case 
the ten worst admissible STP's were used, and 1000 tests 
were made at each point, with different values of receiver 
noise, SA, and initial clock difference for each test. 
When all 10000 tests were completed the mean of the 
recorded elapsed times was taken; this quantity 
represents an estimate of the mean period of UDSRAIM 
usability. 

The UDSRAIM usability durations estimated by this 
process are given in Table 8. Given that these times are 
means it is possible that they are somewhat optimistic, 
and the reader is cautioned accordingly. Since TA and TD 

could not be determined when detection by AXmax and 
admissibility by ARP were used, no simulations were 
performed for this combination. 

Table 8 - Maximum duration of use (seconds) for 
UDSRAIM in X = ix,y,z). 

Integrity 
Method 

Crystal Ovenized 
Crystal 

Rubidium 

SSE(bHMA^) 1445 3476 5953 
Ax^ (5//M/«) 2634 6330 10914 
SSE{ARP) 1278 3071 5269 
Ax^(ARP) - - - 

A comparison of the numbers in Table 7 with those in 
Table 8 leads us to conclude that it is possible that 
UDSRAIM use could continue long enough for the 
accuracy of UDSRAIM in x = ix,y,z) to degrade beyond 
usability. However, since UDSRAIM is a purely 
mathematical technique, there is no reason that a receiver 
using a x = {x,y,z) algorithm could not also be 
programmed with a x = (x,y,b) algorithm and switch 
between them as the situation demands. It would be of 
considerable interest to obtain data on the lengths and 
distribution of the actual intervals during which exactly 4 
satellites are in view, and thereby determine to what 

extent clock-coasting-related problems may be expected 
to occur. 

It should be noted that, if clock coasting is allowed, 
UDSRAIM is no longer strictly receiver autonomous, and 
relies on a functioning receiver clock. In light of the fact 
that a receiver failure effectively results in GPS 
unavailability, we do not regard this as a significant 
problem. 

Summary and Conclusions 

This paper has presented a new RAIM algorithm called 
UDSRAIM that makes it possible to have GPS service 
with integrity monitoring when only 4 satellites are in 
view. The three new methods of positioning that made 
this algorithm possible were presented, and the 
limitations of each discussed. Admissibility and detection 
thresholds were calculated for several different criteria in 
accordance with the RTCA specifications for non- 
precision approach. Since all previous RAIM methods 
require at 5 satellites to be visible, it is reasonable to 
surmise that UDSRAIM, when used in conjunction with 
some standard RAIM method, will increase RAIM 
availability. 

A large number of unanswered questions remain 
regarding UDSRAIM. As of now only empirical 
evidence exists for the use of Vmin as an admissibility 
criterion for UDSRAIM in x = ix,y,z,b); a mathematical 
justification for this result must be found both to ensure 
confidence and to allow the development of improved 
admissibility criteria. Our current means of selecting 
detection thresholds is somewhat crude, and requires 
refinement. Finally, it is of pressing interest whether 
UDSRAIM can augment the availability of some other 
RAIM method to the point where sole-means non- 
precision approach becomes possible; both simulations 
and experimental data are desirable in answering this 
question. 

It appears that, with further investigation, UDSRAIM 
will prove a useful augmentation to standard RAIM 
methods. In addition, it is possible that UDSRAIM, 
when used in such a capacity, may increase RAIM 
availability to the point where sole-means non-precision 
approach becomes possible. It is apparent that much 
work remains to be done to explore the possibilities of 
UDSRAIM, but such exploration appears justified. 
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ABSTRACT 

Carrier phase data from four or more GPS satellites can 
be used to determine the evolution of the trajectory of a 

vehicle from an arbitrary initial position with great 
precision and high update rate. The accuracy is limited 
primarily by incremental errors in satellite position and 
tune, ionospheric and tropospheric delay, multipath, and 
SA. If estimates of the primary components of satellite 
and propagation errors are provided through LAAS or 
WAAS correction messages, then phase-based techniques 
can allow a user to accurately determine their trajectory 
evolution at the correction epochs. 

Carrier phase data from five or more GPS satellites can 
be used to determine the initial position associated with 
the above trajectory. The sensitivity of the position 
estimation errors to the measurement errors decreases as 
changes in satellite geometry evolve. Increasing the 
number of satellites generally improves the rate of 
sensitivity reduction (seven or more satellites results in 
rapid convergence). Once the initial position has been 
determined to a certain level of accuracy, the accuracy is 
essentially preserved as long as four or more satellites are 
available with suitable geometry. 

Carrier phase data from five or more GPS satellites can 
be used to provide redundant estimates of trajectory 
evolution and, hence, can be used to detect new 
(incremental, since the start of the trajectory) violations 
of integrity criteria. We call this "incremental 
RAIM."[1] 

Carrier phase data from six or more GPS satellites can be 
used to provide redundant estunates of the trajectory's 
initial position and, hence, can be used in conjunction 
with incremental RAIM to provide absolute RAIM 
alarms. Once the initial integrity is established, absolute 
RAIM can be continued with incremental RAM, 
requiring five or more satellites (not necessarily the same 
ones) with suitable geometry. 

Because of the enhanced resolution of the phase data, in 
comparison with that of pseudorange data, the carrier- 
phase RAIM system can be used to enhance the 
performance of conventional RAIM. The amount of 
improvement depends upon the availability of suitable 
error-correction data from whatever augmentation system 
is being utilized. 
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The correction data from a WAAS that is designed for 
only pseudorange data may be sufficient for carrier-phase 
RAIM to be a useful augmentation. In tliis case, the 
carrier-phase-RAIM algorithm would incorporate 
accumulated incremental changes in the WAAS 
corrections, with the changes in ionospheric delay 
reversed in sign to account for the ionospheric phase 
advances corresponding to the ionospheric group delays. 
However, modifying the WAAS or LAAS corrections 
may allow further improvements in carrier-phase RAIM 
performance. 

This paper is an extension of the discussion presented in 
[1]. In contrast to this earlier discussion, here we assume 
that suitable corrections are received from either a 
WAAS or LAAS augmentation. In the following 
sections we present a description of tlie underlying theory 
for a carrier-phase RAIM system tliat is under 
development. In addition, some preliminary results 
obtained using the carrier-phase algorithm in tlie 
presence of satellite failures is presented. Tliese results 
suggest that carrier-phase RAIM is possible for 
Category I approach. This concept is expected to be 
important for the successful evolution of future GPS 
WAAS and LAAS systems. 

BACKGROUND 

Receiver Autonomous Integrity Monitoring is a process 
for identifying inconsistencies in received GPS data early 
enough to avoid including erroneous data in a receiver's 
navigation solution. Although such errors occur 
infrequently, tliey are important to detect due to tlieir 
potential impact on safety. 

Errors can enter the GPS system in a wide variety of 
ways. Most commonly, errors occur due to excessive 
clock drift, incorrect upload of navigation message data 
or corrections, or component failure. Within RTCA 
special committee 159, the typically assumed probability 
of a satellite failure is approxunately 10"^ per hour. This 
is close to the value of 1.64 x 10"* per hour previously 
determined by Durand using a simulation of system 
failure probabilities and outage duration[2]. 

In general, failures fall into two distinct classes: large 
step failures and ramp failures. Of the two, step failures 
are considered most common, occurring an order of 
magnitude more frequently than ramp errors. Loosely 
defined, a step error is an anomaly which causes a 
substantial, virtually instant shift in calculated user 
position. Such step errors are generally considered easy 
to detect, since they imply unrealistic vehicle dynamics. 

Ramp errors are more difficult to detect since the 
dynamics associated with a ramp error may be more 
similar in magnitude to normal aircraft dynamics. In 
this case, a user is slowly dragged off to an erroneous 
position. 

For non-precision approach, an integrity monitoring 
system must ensure that any satellite error causing the 
user position to deviate more than 0.3 nautical miles 
(555m) is detectable with high probability. This is easily 
achievable using a variety of widely publicized snapshot 
RAIM algorithms [3-6]. Practically, this means that the 
differentiation between step and ramp errors is 
unimportant for non-precision approach since the 
snapshot-type integrity algorithms are sensitive to the 
relative magnitude of satellite error, not the rate at which 
it accumulates. 

This situation changes somewhat as the required level of 
integrity protection approaches Category I precision 
approach. In this case, much higher navigation accuracy 
is required. Assuming an RNP tunnel concept is 
unplemented in the National Airspace (NAS), the 
required levels of positioning accuracy might be: 

Level of 
Precision 

Inner Tunnel Outer Tunnel 
Ilorz Vert Horz Vert 

Category I 33 9.7 130 33 
Category II 23 4.6 100 20 
Category III 16 na 75 na 

In the above, the inner tunnel numbers indicate the 95% 
accuracy requirements while the outer tunnel values 
indicate 99.99999% accuracy requirements. While 
integrity monitoring requirements for the RNP tunnel 
have not been formally stated, it seems reasonable to 
assume that the integrity protection limit must be well 
witliin the outer tunnel limits'. 

The more stringent accuracy requirements for precision 
approach present a difficulty for conventional RAIM 
algorithms since most are based on the use of the 
pseudorange residual as a test statistic[7]. While this test 
statistic is excellent at non-precision levels, it becomes a 
very noisy measure at precision levels. Figure 1 presents 
simulation data which illustrates the behavior of the 
pseudorange residual when there are no satellite failures 
and no signal degradation due to Selective Availability. 
In tliis figure, it is clear tliat at URE levels below about 
30 meters, tlie pseudorange residual is poorly correlated 

It should be noted that the RNP numbers reflect total system error which 
is a function of sensor error and flight technical error. This will impact the 
selection of an integrity protection limit. See [1]. 
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with URE. This makes it difficult to apply effectively to 
protect even a Category I outer tunnel limit. 
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Figure 1: Typical Residual vs. URE Without SA 

WAAS/LAAS INTEGRITY MONITORING 

It is well-known that the effects of selective availability 
limit the use of GPS in the NAS to supplemental 
navigation for enroute, terminal, and non-precision 
phases of flight. Sole-means use of GPS in these 
applications is limited largely by the availability of 
integrity monitoring. In an attempt to expand the role of 
GPS in the NAS, a Wide Area Augmentation System 
(WAAS) is being developed [8] to facilitate sole-means 
aircraft navigation down to the Category I precision 
approach phase of flight. 

An example of a WAAS integrity monitoring structure is 
illustrated in figure 2. In this system, the reference 
stations collect measurements from the GPS satellites and 
pass the data to the WAAS Control Station. This 
Control Station, in turn, determines vector and scalar 
corrections which are passed to users using geostationary 
communications satellites. 

nMam>;Mtti»«!B5i«^ 

Data CQBedod ByHefefence SlaliQ 

Figure 2: WAAS Integrity Monitoring 

As shown in the figure, integrity monitors receive both 
the raw GPS observables and the correction messages 
from the WAAS. Using this information, each integrity 
monitor can compute its position using WAAS 
corrections and compare it to its surveyed location. In 
the event that the calculated integrity monitor position 
exceeds the WAAS system specifications, the integrity 
monitor can alert the WAAS Control Station that an 
integrity failure has occurred. 

This WAAS-based integrity architecture helps solve 
several problems associated with integrity availability 
since integrity is constantly monitored over the coverage 
area. For non-precision approach, the WAAS provides 
substantial improvement over unaugmented RAIM since 
tlie latencies associated with the WAAS are low enough 
to fall within the requked time to alarm specifications. 
For Category I approach, however, the latency within the 
WAAS is approxknately equal to the time to alarm 
specification, making WAAS-based integrity monitoring 
for this phase of flight marginal[l]. In addition, it may 
be desirable for the user to retain the ability to locally 
monitor system status during precision operations. Thus, 
there is still a need for RAM during Category I and 
higher operations. 

PSEUDORANGE RAEM 

Most published schemes for performing Integrity 
monitoring base their integrity checks on pseudorange 
measurements. While figure 1 illustrates that this will 
not be sufficient for Category I operations, it is important 
to understand the operation of a typical RAM algorithm 
to form a basis for subsequent discussions. 

When performing RAIM, it is assumed that the integrity 
monitoring function is performed based solely on the 
signals available at the user receiver. Strictly speaking, 
true RAIM would use only the signals received from GPS 
to perform integrity monitoring. However, research 
suggests that in order to meet the availability 
requirements for sole means flight, (availability = 
0.99999) some form of augmentation is necessary[9,10]. 
Possible augmentations include altimeter aiding, clock 
aiding, or the use of additional ranging sources (such as 
Inmarsat satellites with navigation payloads), or WAAS. 

While there are many different approaches to performing 
RAIM, all are roughly equivalent in function. The basic 
algorithm, illustrated in figure 3, is fairly 
straightforward. First, an all-in-view position is 
computed using signals from the n visible satellites. In 
order to maintain sufficient redundancy for decision 
making, n must be greater than or equal to 5. Next, the 
visible constellation is checked for admissibility.   This 
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requires determining if each of the n subsets consisting of 
n-1 satellites has a sufficiently robust geometry. This 
selection ensures that each subset can provide a 
navigation solution that is reliable. This is important 
since, in the event of a satellite failure, all but one subset 
of satellites will be dragged off of the correct position. If 
the geometry of the remaining good subset was 
questionable, it may not provide a sufficiently reliable 
navigation solution to form a basis for comparison. Even 
worse, it is possible that a precarious geometry could 
degrade user position faster than a good geometry which 
includes a failed satellite. 

Select Visible 
Satellites 

No ̂ ^misslbleV 
\      7      / 

Yes 

Calculate 
Test Statistic 

Integrity 
Alert 

Normal 
Flight 

Figure 3: General RAIM Algorithm 

CARRIER-PHASE BASED POSITIONING 

Instead of performing RAIM based on pseudorange, it is 
possible to use carrier phase for both positioning and 
integrity monitoring. Using phase measurements is 
similar to using pseudorange measurements except that 
phase measurements: 1) have much less multipath and 
front end noise, 2) include an ionospheric advance 
instead of an ionospheric delay, and 3) include an 
arbitrary additive constant (the cycle count). When four 
accumulated phase measurements are available to an 
aircraft navigator over a period of time from satellites 
exhibiting a suitable PDOP, and if suitable corrections 
for SA and other errors are supplied, the flight path of 
the aircraft can be detennined with extreme precision 
[11]; however, the starting point remains unknown, 
being associated with the unknown cycle counts. 

In order to understand carrier phase-based positioning, it 
is useful to explore the basic process of ranging based on 
carrier phase information. In essence, the phase 
pseudorange is the distance between a user and a visible 

satellite measured in units of carrier wavelength. 
Ignoring tropospheric and ionospheric errors, this can be 
calculated as: 

O' =lp' +f 8/ (1) 

where p' is the geometric distance between the user and 

satellite /, and X is the wavelength at the frequency of 
interest (at the LI frequency of 1575.42 MHz X = 19 
cm). The 6; term characterizes the user and satellite 
time offsets from GPS system time. 

Unfortunately, there is no way to dkectly measure «I>' in 
a GPS receiver. Rather, the GPS receiver generates an 
internal copy of the GPS signal and measures the phase 
difference between the received signal and the internal 
copy. Thus, from some arbitrarily selected initial starting 
point, tlie receiver measures the fractional portion of a 
cycle and can keep track of the number of cycles that 
have passed since the count was started. We call this 
measurement the accumulated phase, Oj,. This 

measurement process is illustrated in figure 4. 

III 
K^ 

One Cycle = 19 cm. 

Delta-Phase measuret 
Delta Pseudorange. 

^|^|AA/^vAA|AAAAyV^AAAAy 
Relative Time —► 

Figure 4: Accumulated Phase Measurement 

Since we cannot know the actual number of cycles 
between the user and tlie satellite, we must modify 
equation 1 slightly to yield: 

0\=j-p'+^5t + N'+E (2) 

where N' is referred to as the integer ambiguity and e 
represents other system errors (SA, ionospheric, 
tropospheric, and ephemeral). Although this ambiguity 
is initially unknown, it remains constant as long as the 
receiver maintains phase lock on the GPS signal. 
Throughout this discussion, we will drop the physical 
constants and error term to simpUfy the equations and 
improve clarity. 

Incremental Positioning for a Static User 

Given tliis understanding of tlie carrier phase 
measurement, it appears that the main difference between 
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carrier and code based navigation lies in the liandling of 
the ambiguity terms. Since, at one level, these terms 
merely represent additional unknowns, given a sufficient 
number of satellites, it seems reasonable to formulate a 
carrier phase solution in a manner analogous to that used 
to formulate a code-based solution. The problem is that 
the number of unknowns is large enough to prohibit 
forming a solution in a single epoch. Thus, a solution 
must be formed inaementally. 

To explain how an incremental position is determined, 
we will first discuss the case of a static user. 

In principle, a static user can perform point positioning 
by observing satellites at different points in tune. In the 
carrier phase domain, each observation carries witli it an 
integer ambiguity. Further, the user's position is 
considered staUc, but unknown, and the user's clock bias 
may change between observation epochs. Suppose a user 
sees five satellites. How many epochs are necessary to 
solve for position and ambiguity? Consider the 
following: 

Epoch New 
Variables 

New 
Measurements 

1 x,\,z,N\N\N\N*,N\t, 5 
2 h 5 

We can see from the above that for a static user seeing 
five satellites, two epochs seemingly provide a sufficient 
number of equations to solve for all of the unknown 
variables. 

Following the presentation in [12] we can develop a 
system of equations to perform point positioning of this 
static user that are analogous to the navigation equations 
used for point positioning using pseudorange. In this 
case: 

where W is the change in the user state vector which is 
defined as: 

8[/ = [8xl8N|8t] 

and 
8x is a 1x3 vector denoting the change in user x, y, 

and z position, 
8N is a Ix Number of Satellites vector of change in 

ambiguity, 
8t   is a Ix Number of Epochs vector of changes in 

clock bias, 
//   is a sensitivity matrix consisting of the direction 

cosine    matrix,    augmented    with    additional 
columns to include the integer ambiguities and the 
user clock biases, and 

O^ is the change in incremental carrier phase. 

Since the satellite positions will change between epochs, 
the sensitivity mati-ix must contain information for 
multiple epochs. For example, for n visible satellites, we 
define 

HAt) = 

Kit) him hiit) 

Kit) Kit) 

where /»'(/) is the direction cosine between die user and 

satellite / at time t. We also define the n xn mati-ix 

[-X    0    •••    0' 
0    -X    0      i 
:    0   ••.   0 

0     -    0   -X 

x,= 

to yield the complete sensitivity matrix 

'H(t,) \X\1   6 
H = //.(OUIO   1 

(3) 

Once cast into tiiis form, a final solution to tiie point 
positioning equation could be sought. There is a subtie 
problem, however, witii tiiis sti-aightforward approach. 
Close inspection reveals tiiat tiie last column is a linear 
combination of tiie prior columns which contain X and 
time terms. An intuitive interpretation of tiiis result is 
tiiat since both tiie ambiguity terms and tiie user clock 
error result in tiie same effect on tiie solution, it is 
impossible to resolve all of tiie terms in diis manner 
witiiout additional information. Thus Uie formulation 
given in equation 3 leads to an underdetermined set of 
equations. 

We can manipulate tiie equations so as to eliminate these 
unobservable unknowns. Consider equation 2 for some 
particular point in time, /^: 

<^M=lp'{(^hl^h+N'{t,) (4) 

For each of tiie n visible satellites, tiie measurement 
contains unique information about tiie range and integer 
ambiguity for each satellite and tiie time offset witii 
respect to GPS system time. It is useful to note that tiiis 
time offset is tiie same for each of tiie satellite 
measurements taken at a given epoch. 

We can eliminate tiie time offset from tiie positioning 
equations by computing tiie differences between 
measurements from different satellites. Suppose we have 
n satellites in view. In tiiis case tiiere are n-1 differences 
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that may be calculated (assuming no cycle slip, the 
ambiguities are not a function of time). 

By defining AOJ^ =0;^ --O"^, substituting into equation 

4, and rearranging, we obtain: 

"A4>;. " \K' Wl] ' N'-N" ' 
^K = < - pl +x N'-N" 

AO- K\ K. _N''-'-N\ 

(5) 

which is a system of n - 1 equations in n + 2 unknowns 
(n - 1 ambiguity differences and jc, y, z position) that are 
purely a function of position and differential ambiguity. 

To solve for user position, we must derive a new 
sensitivity matrix ttiat can be used with A3>j .  For this 

we must linearize equation 5. 

Given that 

AS.; (£/) = O; (x, y, z, N\b, ) - <Pl (x, y, z, N", b, )   (6) 

where b,   is the unknown user clock bias.   We can 

linearize the equation by taking its Taylor series 
expansion about some estimated (n + 2)xl user state 
vector 

N-']. U^ =[x   y   z   N'   /V' 

Resulting in: 

Ao; (u) = Ao; (0)+(;v'- iv") 

+[{h:{h)-K{t,)lx-x) 

+{h':{h)-K{h)Xz-z)] 

which, as expected is purely a function of user position 
and integer ambiguities. 

Now, we define 

■ A<I>[{U)-A<Pl{u) 

"A0;'(f7)"-A0[p)" 

A^:;\u)-A^:;(u) 

and 

50,= 

K =lK{h)-Kih) h%)-K{h) K{h)-K{h)] 

Thus, in a manner similar to that presented in equation 
3, we have the sensitivity matrix for accumulated phase- 
based positioning for n satellites viewed over it epochs 
defined as 

ll,= 

hi 
]'^(n-lM»-l) 

-i-t ——  

-hir 
1^ 

t(n-l)x(n+2) 

Now, collecting terms into a matrix expression yields the 
following phase-based navigation equation: 

h^,=H,W. (7) 

Figure 5 shows the general approach to using equation 7 
in a navigation algorithm. First, phase measurements are 
taken from each visible satellite. If enough conmion 
satellites have been observed over a sufficient number of 
epochs, then a position solution is available. If not, 
additional measurements must be made at a future epoch. 

Collect 
Observations 

Delay 
n Minutes 

Compute 
Position 

I 
Figure 5: General Incremental Navigation Algorithm 

Based on equation 7, we can use the matrix 
pseudoinverse to obtain a least mean squares solution for 
W at a given measurement epoch as follows 

W^={HlH^yHl?><i>,. 

This equation can be used to solve for user position in a 
maimer analogous to that presented in [13]. 

Figure 6 shows the simulated position accuracy results 
obtained for a static user. In this case there were four 
satellites visible at two epochs yielding six equations in 
six unknowns (four satellites were selected to illustrate a 
worst-case situation, a lager number of satellites would 
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yield better results). In this experiment, 2mm of phase 
noise was added to represent receiver frontend noise and 
multipath. It is assumed that other system errors are 
eliminated through LAASAVAAS corrections. Root 
mean squared position errors were averaged over 100 
iterations. From the figure we see that user error 
becomes sub-meter when the amount of time that elapses 
between epochs is greater than 4 minutes. 

4.0 

3.5 

\ E   3.0  T  
c  T  

n°   , 
\ 

DC    1.0 
Q 
CO 

0.5 

 \ ^^^ 
,     

"•"O 4 8 12 16 20 

Time Between Epochs (Minutes) 

Figure 6: Static User Incremental Positioning Accuracy 

Incremental Positioning for a Moving User 

The next step is to extend the solution for a static user 
into the case where the user moves. In this case, the 
equations are similar to the static user case where for the 
first time measurement there are n-l equations in n+2 
unknowns (3 position components plus n-l ambiguity 
integer differences). At each measurement epoch n-l 
new equations are obtained. The difference for tlie 
moving user case is tliat user position is a function of 
tune, meaning that three new unknown user positions are 
added at each measurement epoch. Thus, U for the 
moving user becomes a function of time 

Given the increase in the number of unknowns, 
additional measurement epochs are needed to obtain a 
sufficient number of equations.    The following, table 

Thus, after four epochs, sufficient variables are available 
to solve 16 equations in 16 unknowns. Generally, for k 

epochs and n satellites, there are A:(n-1) equations with 
(n + 2)-i-3(A:-I) unknowns. The following table 
illustrates the number of measurement epochs necessary 
for a given number of visible satellites. 

Number 
Of Common 

Satellites 

Required Number 
of Measurement 

Epochs 
<4 No Positioning 

5 4 
6 3 

>7 2 

It can be seen from the table that tliere must be at least 
five satellites visible in four epochs to perform carrier 
phase positioning for a moving user. 

Fonning the actual navigation equafions is similar to the 
static user case, tlie primary difference being the need to 
account for the evolution of tlie user position. The basic 
navigation equation is 

(8) 60„=H^W^ 

where 

80^ = 

AO-(f/«(0)-Aa>;,(i7«(0) " 

T0[{U~{fJ-A^i(u~{t~^^ 

and 

5C/. 

U{t,)-U{t,) 

u{t,)-u{t,) 

Since the user now has a trajectory, the sensitivity matrix 
becomes 

illustrates case for five satellites: 

H^ = Epoch 
New 

Variables 
New 

Measurements 

1 ^(0>y(0'^(0.5^'.-'5^^ 4 

2 x{t2),y{t2),z{t,) 4 
where each H{ti 

3 x{tMhHh) 4 

4 x{t,),y{t,),z{t,) 4 

"//(r,)     0 ■•• 0 
0 H{t,) 0 : 
i       0 ••. 0 
0        - 0 H{t,) 
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m= 
hl{t,)-h:{t,)    hl{t,)-h;{t,)    hl{t,)-h",{t,) 
m-Kitd hi{tyh;{t,) h%)-h:{t.) 

K-%)-h%) r(0-A;(0 K-%)-h:{t) 

Figure 7 shows the results obtained using equation 8 as 
the basis for a moving user positioning algorithm. As 
before, the simulation includes phase noise and each data 
point represents a rms position error averaged over 100 
positions. Different simulations were run for various 
numbers of satellites and measurement epochs. 

In general, increasing the number of visible satellites 
reduces the time required to achieve a desired level of 
accuracy. 

e 
Uj     6 

to s 

CO 

\ ^^ 
-o-       5 Satellites per Epoch 
-o-       6 Satellites per Epoch 
-*-       7 Satellites per Epoch 

\ 

\ V 
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K^ v^ X 
'7r?-9-«—li 

'~-^-^< 
4 a 12 16 

Time Between Measurements (Minutes) 

20 

Figure 7: Moving User Positioning Accuracy 

DOP-Related Issues 

In the conventional GPS model, dilution of precision is 
used to predict the user error that might result as a 
consequence of satellite geometry. For the usual 
navigation equation for n visible satellites 

hi hi hi I 

hi hi hi 1 

'8x' 

= 

■8p'" 

8p^ 

hi hi hi 1 pb .8P"J 
or, 

mu=6p. 

Performing a covariance analysis shows that 

COV(//) = (H^//)""' = 

a 
o 
a„ a 

a    o yn       z 

v   *'»'   ^ty   ^h 

yi   ^^   Cffe 

^xh    '^yb    Ojj < 

For three dunensional positioning the geometric measure 
of interest is referred to a PDOP, which is defined by 

PDOP-^oL+oJ^+o^ 

Extending this concept into the carrier phase GPS model, 
requires substituting the H matrix defined in equations 7 
or 8 into tlie covariance calculation outlined above. For 
the moving user, this results in 

Cov{H^) = 

)   a,. 

0 0 

0 

 L. 

'•. 0 <^N 

 }— 

0 0 o 

<^N 
-rr- 

where, for simplicity, only the covariance terms of 
interest for a single epoch are expanded. 

Thus, for a given epoch along the user's trajectory a 
phase-PDOP term is calculated as 

PDOP(r.) = V<(0+<y^<S)- 

Like the normal pseudorange PDOP, since carrier phase 
PDOP is purely determined by satellite geometry, we can 
know in advance whether or not a position result is 
reliable by performing a carrier phase PDOP calculation. 
This can be seen figure 8 where user error and phase- 
PDOP are calculated for a simulated user traveling east at 
200m/s for 24 hours. In this simulation the tune between 
epochs was 10 minutes and each data point represents 
rms user error averaged over 100 positions. Other 
simulation parameters are identical to the static and 
moving user cases. 

It is important to note that since the simulation ran 
continuously, the number of satellites visible to the user 
could change. Thus, the positioning algorithm used had 
to store the history of four epochs (the current epoch and 
tliree previous epochs). In the event that the number of 
visible satellites changed, tlie algorithm could select an 
appropriate set of visible satellites from the historical 
data. 
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Figure 8: DOP Vs. Positioning Accuracy 

Figure 9 provides a scatterplot of tlie same data presented 
in figure 8. The dashed line represents the best fit to the 
data points. As can be seen in the figure, the 
phase-PDOP is very well correlated to user position error. 
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Figure 9: Correlation Between URE and Phase DOP 

ACCUMULATED-PHASE RABM 

Performing RAM using differential carrier phase is 
analogous to using pseudorange. For the current 
experiments, we defined an accumulated phase test 
statistic in a manner analogous the usual pseudorange 
residual[7]. In our case, the accumulated phase test 
statistic is the root sum of squares of the accumulated 
phase measurement residuals 

r(r,) = ^/5i^^05iy. 

Using this scalar as a test statistic requires it to be well 
correlated with the actual user position error that results 
from a satellite bias. Figure 10 illustrates this correlation 
for a static user. The constellation contained 6 satellites 
at 2 measurement epochs, each epoch being separated by 
10 minutes. As before, random phase noise is added to 
each measurement. A range bias from 0 to 10 meters is 
applied to each satellite. 
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Figure 10: Accumulated Phase Test Statistic Behavior 

As we can see in tlie figure, the differential accumulated 
phase test statistic is very well correlated with the actual 
user position error. The measurement noises are 
sufficiently well behaved that user position errors in the 
range required for Category I approach are detectable. 

CONCLUSIONS 

The work presented here is a first step towards 
performing integrity monitoring using carrier phase. 
Thus far, it appears that the differential accumulated 
phase test statistic derived here is much more sensitive to 
satellite biases than the pseudorange residual. In 
addition, for tlie 2mm random measurement errors 
assumed in the simulations, the test statistic appears 
sufficiently well correlated to user position error to be 
useful for Category I approach. 

There are, however, many additional issues which are 
currently under investigation. First, a complete phase- 
RAM algorithm is under development and will require 
additional work to complete and characterize. Second, 
tills work assumes Uiat errors in carrier phase are a 
proper indicator of satellite failure. Last, it is of interest 
to determine the viabiUty of the phase-based approach in 
the presence of anticipated LAASAVAAS errors. 
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ABSTRACT 

This paper describes an analysis of whether on-the-fly 
(OTF) carrier phase ambiguity techniques can fulfil the 
very strict required navigation performance (RNP) of 
Category III precision approach and landing. While 
carrier phase techniques have been shown to fulfil the 
accuracy requirements once the unknown carrier phase 
ambiguities have been resolved, the integrity, 
continuity and availability requirements are more 
difficult to meet because of the ambiguous and less 
robust nature of carrier phase compared to code phase. 
It is essential that rigorous techniques are developed to 
fulfil all these requirements, especially integrity, to 
determine if carrier phase can be used for Cat III. 

A critical analysis of OTF techniques is described in 
this paper. The impact on integrity of each stage of the 
ambiguity resolution process is examined. In particular, 
the final 'resolution' of the ambiguities, which is often 
loosely defined without reference to associated 
confidence levels, is addressed in this paper. 

The paper also describes the effects on the RNP when 
using ambiguity resolution techniques in practice due 
to the unmodelled errors encountered (eg multipath) 
and varying conditions (eg number of satellites). 

A brief analysis of the potential when combining 
GLONASS and GPS is also given. 

INTRODUCTION 

Differential positioning using GPS code phase routinely 
provides accuracies at the metre level. By 
simultaneously measuring ranges to at least 4 satellites 
from a GPS receiver on a vehicle, and from a receiver 
at a reference station of known coordinates, the 
differential position of the moving vehicle from the 
reference station can be determined. For centimetre 
level accuracy it is necessary to use the carrier phase 
observable. The advantage of using GPS carrier phase 
measurements is that they are precise to a few 
millimetres. However, they are ambiguous because the 
whole number of wavelengths between the satellite and 
receiver (the integer ambiguity) is unknown. 
Therefore, in order to use the carrier phase these 
ambiguities must be resolved. The problem is further 
complicated by the need to re-determine the 
ambiguities every time lock is lost on the ranging 
signal from the satellite (a cycle slip). 

This paper assesses the viability of achieving the 
Required Navigation Performance (RNP) for Category 
III Precision Approach and Landing using GPS carrier 
phase observables. Each aspect of RNP is addressed, 
namely accuracy, integrity, continuity and availability. 
The effect of ambiguity resolution techniques on these 
aspects of RNP is described. Particular emphasis is 
given to ambiguity search techniques. Two elements of 
search techniques are studied in more detail, 
(i) the integrity of the criteria and tests used to 

resolve the ambiguities, 
(ii) the time required to resolve the ambiguities under 
varying conditions. 
Finally, a brief analysis of the potential of combining 
GPS with GLONASS is given. 
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CAT in REQUIREMENTS 

ICAO [1] defines the Required Navigation performance 
(RNP) of an aircraft positioning system according to 
four parameters: accuracy, integrity, continuity and 
availability where: 

• Accuracy is the ability of the total system to 
maintain the aircraft position within the total system 
error (TSE) limit with a 95% probability. 
• Integrity is that quality which relates to the trust 
which can be placed in the correctness of the 
information supplied by the total system. The integrity 
risk is the probability of an undetected failure of the 
system to provide the specified accuracy. Integrity 
includes the ability of a system to provide timely valid 
warnings to the user when the system must not be used 
for the intended operation. 
• Continuity is the ability of the total system to 
perform its function without interruption during the 
intended operation. The continuity risk is the 
probability that the system will be interrupted and not 
provide the required guidance information during the 
intended operation. 
•Availability is the ability of the total system to 
provide the required guidance at the initiation of the 
intended operation. Availability risk is the probability 
that the required guidance will not be present at the 
initiation of the intended operation. 

These RNP requirements proposed in [1] for Cat. Ill 
precision approach and landing are given in table 1. 
The decision heights are given in brackets for the 
lateral and vertical accuracies. The integrity warning 
time is shown in brackets and the time of operation for 
the continuity requirement. The integrity and continuity 
are per hour. 

CARRIER PHASE AMBIGUITY RESOLUTION 
TECHNIQUES FOR CAT HI PRECISION 
APPROACH AND LANDING 

For any Cat. Ill precision approach and landing system 
which uses carrier phase, which is either wholly a GPS 
system, or if GPS forms only part of the system, the 
performance of the ambiguity resolution algorithm will 
affect the RNP parameters as follows: 

• Accuracy. It is necessary to resolve the integer 
ambiguities in order to be able to use the GPS carrier 
phase observable to obtain unambiguous ranges for 
precise positioning. Until the ambiguities are resolved 
centimetre level positioning will not be achieved. The 
ambiguities must be resolved within a specified time to 
obtain the required accuracy early enough on the 
approach for efficient aircraft traffic management. 

• Integrity. The ambiguity resolution technique must 
correctly specify the level of confidence in the position 
solution. Additionally, after the ambiguities have been 
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initially resolved the integrity of the resolution can be 
continuously monitored not only by continuing the 
initial resolution algorithm, but also by continually re- 
initialising the resolution algorithm (which requires 
ambiguity resolution in short periods to be most 
effective). 

• Continuity. Once ambiguity resolution is achieved 
it must be maintained throughout the operation to 
ensure centimetre level positioning. If cycle slips occur 
then the ambiguities for the ranges where the cycle slip 
has occurred must be re-resolved. In the worst case 
this might apply to enough satellite ranges such that 
3D positioning is not available until the ambiguities are 
resolved. If they can be resolved very quickly then the 
operation may be able to continue, otherwise a missed 
approach would have to be initiated. The exact time 
periods must come from an analysis of RNP. At the 
very least, unresolved cycle slips reduce the number of 
satellite ranges available, thus reducing the RAIM 
capability. 

• Availability. Centimetre level positioning will only 
be available when conditions are such that the 
ambiguities can be resolved. 

Clearly, therefore, performance requirements for Cat 
III precision approach and landing when using an 
ambiguity resolution technique must include a time 
element. For example, a definition of the time 
available to resolve the ambiguities with the required 
confidence and availability (including details such as 
the distances from the threshold). The same will be 
true for any positioning system which may not achieve 
the accuracy required instantaneously. 

The rest of this paper concentrates on the following 
particular aspects of using satellite navigation systems 
for Cat III Precision Approach and Landing: 
• the integrity of ambiguity resolution techniques 

(including an analysis of the integrity of the 
criteria and tests used to resolve the ambiguities in 
a search technique), 

• the variation of the time taken to resolve the 
ambiguities. 

Firstly, a description of the essential steps in a search 
algorithm is given, followed by a description of an 
example search technique implemented for this 
analysis. The steps in the search algorithm are then 
analysed in more detail. 

Ambiguity Resolution using Search Techniques 

The ambiguity search technique is the one most often 
used in on-the-fly applications [2,3,4]. The reasons for 
using a search technique are as follows: 

• it is not affected by numerical instability. A 
solution is not necessarily dependent on more than 



Phase Lateral 
Accuracy 

Vertical 
Accuracy 

Integrity Continuity Availability 

Cat III +6.0 m 
(ht=15m) 

+0.6 m 
(ht=15m) 

3.3x10' 
(2 sees) 

4.0x10* 
(15 sees) 

1.0x10-^ 

Table 1 RNP requirements for Cat III precision approach and landing 

one epoch of data if no significant unmodelled errors 
are present. Therefore, a significant change in satellite 
geometry is not required for stability. Furthermore, the 
integers are held fixed so there is greater redundancy. 

• Pseudorange observations are only used for the 
initial estimate of position so the effect of 
pseudorange multipath is less. 

There are many different algorithms for search 
techniques. However, all search techniques are made 
up of two basic essential steps which have to be 
considered in an integrity analysis: 

(i) Define a Search Volume. The search volume 
defines the space in which the correct ambiguity 
combination  will  lie,   and  which  contains  all 
possible candidate ambiguity combinations, 

(ii) Test Ambiguity Combinations. Two tests must be 
satisfied if the best ambiguity combination is to be 
resolved as the correct one, 
(i)    an acceptance test, to determine if the best 

solution fits the data as well as would be 
expected if it was the correct solution, 

(ii)   a discrimination test, to determine if the best 
solution is significantly better than the rest. 

Both these tests are extremely important and directly 
affect both the time it takes to resolve the ambiguities, 
and the integrity of the solution. The probability of the 
final position solution from an ambiguity search 
technique being correct depends on the probability of 
the search volume containing the correct solution and 
the probability that the acceptance and discrimination 
tests have resolved the correct solution. 

Example Search Technique 

The ambiguity search technique which was 
implemented to obtain the results given in this paper is 
described below. This search technique is not optimal 
and where improvements have been suggested these are 
noted. However, it should be noted that whatever 
technique is used the integrity of each stage must be 
demonstrated to satisfy the Cat III requirements. 

The position of the search volume is determined from 
the   position   estimate   from   a   differential   phase 

smoothed pseudorange solution [5], and the size is 
determined by the standard error of the pseudoranges 
derived from a least squares adjustment. The search 
volume is defined in observation space (eg a search 
window for each range of + 3ff). If the pseudoranges 
were only affected by white noise this should define a 
search volume which has a 99.7% probability of 
containing the correct ambiguity combination. 
However, the search volume is subject to unmodelled 
errors in the pseudoranges, particularly multipath. To 
avoid the correct solution being outside the search 
volume, and so causing the search to fail, a search 
window of + 4(7 or + 5a is often used. This is usually 
a subjective decision based on experience. It is also 
possible to include the code and carrier phase 
observations in a weighted least squares solution to 
define the search volume. 

Any ambiguity search technique which is used for Cat 
III precision approach and landing must rigorously 
define this stage of the process to obtain strict 
confidence levels for the search volume to contain the 
correct solution. 

All the ambiguity combinations which lie in the search 
volume are formed. The potential ambiguity 
combinations are formed using a set of 4 primary 
satellites which form 3 double difference observations 
which uniquely define a point in the search volume 
[2]. The number of ambiguity combinations is defined 
by the search windows for the 4 primary satellites. 
Any extra satellites reduce the number of ambiguity 
combinations because some of the primary ambiguity 
combinations may be outside the search window from 
the new satellites. A number of algorithms have been 
developed [4] which determine the number of 
ambiguity combinations in an optimised manner and 
reduce the computation time for the search. Two other 
methods are the null space method [6] and the 
LAMBDA method [8]. Whichever method is used, a 
total number of ambiguity combinations must be 
formed with the required confidence level of not 
rejecting the correct solution. 

Each remaining ambiguity combination is tested to 
determine the best one. The test variable is the sum of 
squares of least squares residuals, including 
observations   from   all   satellites.   The   ambiguity 
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combination with the lowest sum of squares of 
residuals (or accumulated sum of squares of least 
squares residuals over time) is the best one. Figure 1 
shows the sum of squares of residuals for the correct 
solution and second best solution for a 30 minute 
period. Even though initially the second best solution 
is better or as good as the correct one, eventually the 
satellite geometry change ensures that the correct one 
has the lowest residuals. 

0.025r 

•2      0.02 

I     0.015 

g      0.01 

0.005 

350 100       150       200 

Epoch (5 sees) 

Figure 1 Sum of Squares of residuals for correct and 
second best ambiguity combinations (cycles^) 

STATISTICAL TESTS TO RESOLVE 
AMBIGUITIES 

In this section the criteria for resolving the ambiguities 
using a search algorithm will be examined in more 
detail. 

Definition of Ambiguity Resolution for Search 
Techniques 

Two statements can be made about the correct solution 
and the incorrect solution. 

The least squares residuals of the correct solution 
will be normally distributed with zero mean and 
with variance cTy^, where cr^^ is the variance due to 
the measurement noise alone (given no unmodelled 
errors). 

The least squares residuals of the incorrect solution 
will not be normally distributed and will not have 
a zero mean and the variance will be greater than 
aj^, where a^^ is the variance due to the 
measurement noise alone (given no unmodelled 
errors). 

Two tests must be satisfied if the best ambiguity 
combination is the correct one (the acceptance and 
discrimination tests), 

(i)    the variance of the correct solution is below a 
specified threshold, 

(ii)   the variance of the correct solution must be 
significantly   better  than  the  rest  of the 
ambiguity combinations. 

In this example the specified threshold could be set 
from experience and must take account of the effect of 
unmodelled errors to give a margin of safety. If it is 
set too low then there is a risk of never resolving the 
correct ambiguities. However, if it is set too high then 
there is a risk of resolving the wrong ambiguities. 

The acceptance and discrimination tests devised to 
resolve the ambiguities are likely to be based on the 
above statements. 

Effect of Unmodelled Errors 

Before discussing the statistical tests used it is 
worthwhile to mention the effects of unmodelled 
errors. If significant coloured noise effects are present 
over the period of observations (ie from multipath or 
the troposphere) then this could have an effect on: 

• the distribution of the residuals of the correct 
and incorrect solutions 

• the correlation between the residuals of the 
correct and incorrect solutions 

The second test is usually done by a form of ratio 
testing using the variances of the ambiguity 
combinations. The simplest way is to use a fixed ratio, 
eg 2 or 3. While this might be sufficient if the test is 
performed after a long period of data has been 
processed, it is clearly unsatisfactory when there is 
only a short period of data as it takes no account of the 
changing degrees of freedom at each epoch and is not 
statistically rigorous. 

In this analysis the Fisher (F) test was used. The F test 
compares the ratio of the variances against an F ratio 
which is calculated at the required significance level 
(99.7%) and which decreases with added observations. 
If the actual ratio is greater than the F ratio then the 
variance of the best ambiguity combination is 
significantly different and it can be resolved. This is 
dealt with in more detail below. 
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Therefore, when any statistical tests are analyzed it is 
necessary to consider the effects of unmodelled errors. 
If possible, it might be necessary to quantify these 
effects to determine whether they are significant. 

ACCEPTANCE TEST 

A number of acceptance tests are described below. 

Acceptance test based on Variance 

In the algorithm described above the acceptance test 
determines whether the variance of the best solution 
(ffgjst^) is better than or equal to the expected variance 
of the correct solution. An a priori value (a^p) was 
used to set the threshold. If the variance was greater 
than the threshold then the best solution was not 
accepted. In other words the null hypothesis, HQ, is 



a^J<(j^ and the alternative hypothesis is CTBest^>'^ap^- 
The value of a^ is often set from experience. It would 
also be possible to obtain an a priori value from the 
receiver carrier phase tracking loop which would 
include a multipath contribution. However, in any 
situation where an a priori value is used uncertainty 
exists as to whether it is appropriate for the particular 
conditions (ie unmodelled errors as stated above). 

An alternative is to use information from actual 
observations. In [8] and in the FAR A technique for 
static surveying [9] a float solution is determined and 
the variance of the candidate integer solution is 
compared to the variance of the float solution 
{n,:a^J^o^J , lir-M^J>o,oJ)- The test statistic is 
given by 

D = 

_2 

n-m 

^ Float 

n-m-a 

where D is assumed to have an F distribution, m is the 
number of position and clock unknowns, a is the 
number of ambiguity unknowns and n is the number of 
observations. The test statistic D could then be 
compared with an appropriate threshold, T. T would be 
determined from the standard F distribution according 
to the required significance level. This test is making 
the assumption that the distributions of the variances of 
the best solution and the float solution are normal and 
that they are independent. 

The disadvantage of using a float solution in a 
precision landing application is that there will only be 
a limited period of time to obtain data. The problem is 
that there are an increased number of unknowns 
because the ambiguities have to be estimated. 
Therefore, a significant satellite geometry change is 
required to give a numerically stable solution. In a 
short period the satellite geometry change might not be 
sufficient to ensure numerical stability. This would 
affect the variance of the float solution. If it was too 
large then there is a greater chance of accepting an 
incorrect solution. If it is too small then there would be 
a greater chance of rejecting the correct solution. 

The stability of the float solution could be increased 
either by: 

(i)    taking a longer period of data, 
(ii)  using pseudolite observations, 
(iii) using the pseudorange measurements in a 

weighted least squares solution. 

In a Cat III situation there will be a limited amount of 
time to take more data. Any ambiguity technique must 
demonstrate that the probability of obtaining a useable 
float solution in the time available is sufficiently high. 

If not, the probability of having to abort a landing 
would be too high. 

Using pseudolite observations, which give a greater 
geometry change because of the aircraft overflight, 
would increase the numerical stability of the least 
squares solution in a shorter period of time. The third 
option significantly increases the stability of the least 
squares solution if precise pseudoranges are available. 

Clearly, if the float solution is used as a comparison 
then some criteria must be used to assess whether the 
variance of the float solution can be used, and with 
what level of confidence. The ability to obtain good 
data within this period may also be constrained because 
of cycle slips, or atmospheric effects at distances of 
over 10 km. Therefore, the effect on the float solution 
residuals of unmodelled errors need to be taken into 
account. It must be determined if this would be 
significant. In addition unmodelled errors would mean 
that the distribution of the residuals would not be 
normal with zero mean. 

Whichever method is used for the acceptance test it is 
perfectly possible for incorrect ambiguity combinations 
to pass the acceptance test for limited periods of data 
before the satellite geometry takes effect. Equally, 
given significant unmodelled errors, it is possible for 
the correct solution to have residuals which do not 
satisfy the acceptance test for a short period unless the 
threshold is set to take account of these unmodelled 
errors. 

In summary, if an a priori value is used for an 
acceptance test it must be ensured that this is 
representative, and if a value is used from a float 
solution then it must be ensured that this is a 
sufficiently good estimate. 

Acceptance Test based on the Distribution of 
Residuals 

As stated above the residuals for the correct solution 
should be normally distributed and the residuals for the 
incorrect will not be normally distributed. Therefore, 
it would be possible to test the normality of the 
distribution of the best solution. 

One test which could be used is the chi-square test of 
goodness of fit. The null hypothesis is Ho:N(/n,ff) and 
the alternative hypothesis is H,: ?^N(ft,tr). No 
assumptions are made about n and a at this stage so 
they are determined from the sample. The range of the 
distribution is divided into p mutually exclusive and 
exhaustive intervals. If Oj is the number of variates in 
the ith interval and E, is the number expected in a 
normal distribution then it can be shown that the 
statistic 
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^ ^   {0,-Ej_)^ 

1=1 Ei 

has the chi-square distribution with p-l-q degrees of 
freedom where q is the number of statistics drawn from 
the sample. Given the required level of significance the 
chi-square percentile can be determined and if it is 
greater than the x^ statistic then the null hypothesis is 
accepted. The problem with using this test is that a 
significant sample size is required (>50 [10]) and the 
class intervals must be carefully chosen because E, 
must be greater than about 5 [10] for all i; this is a 
problem towards the tails of the pdf where Ej becomes 
very small. Otherwise there is a chance that a small 
variation in 0, would bias the result. In practice this 
test has been shown to be very sensitive to the choice 
of class size with a limited sample size, ie 200 epochs 
of data. This suggests that this test would be of limited 
use in a real time application like Cat III precision 
approach and landing. 

A further problem is that due to unmodelled errors 
(particularly multipath and atmospheric errors) there is 
a significant chance that the distribution of the residuals 
of the correct solution will not be normal. Clearly, any 
test of normality must have a margin of error to avoid 
rejecting the correct solution. If it is possible to 
quantify the unmodelled errors present then this would 
allow a margin of error to be quantified. 

One of the main issues identified at the beginning of 
this section was the question of whether the 
distributions of the variables used in the statistical tests 
are correct. Therefore, while a test for normal 
distributions may not be used as a test of acceptance, 
such a test is required for monitoring the distributions 
of variables used in other tests, eg the F test. 

DISCRIMINATION TESTS 

The main problem with a discrimination test is that the 
tests include incorrect solutions and it is difficult to 
make assumptions about the distributions of the 
residuals of incorrect solutions. This is because 
incorrect solutions by their definition will have, most 
probably, more than one incorrect range due to wrong 
values for the ambiguities. This, in turn, means that the 
residuals will not be normally distributed with zero 
mean. For example, a standard RAIM algorithm will 
not be appropriate because it assumes that only one 
range is in error. It is also possible that for a limited 
period of time the residuals of an incorrect solution 
will appear to be normally distributed, because of 
measurement noise and unmodelled errors, before the 
effect of geometry is seen. This could be a factor in 
any statistical tests used. 

Further effects of unmodelled errors need to be borne 

in mind at this point. Uimiodelled errors will increase 
the residuals of the correct solution. However, they 
could increase or decrease the residuals if incorrect 
solutions. Therefore, this could cause a discrimination 
test to be either optimistic or pessimistic. 

Discrimination Test of Variances 

In the algorithm described above the discrimination test 
was carried out using a Fisher (F) test which compared 
the variances of the best two solutions. If the variance 
of the best solution was significantly better than the 
second best then the best solution was chosen as the 
correct one, providing that they had passed the 
acceptance test. Therefore, the null hypothesis HQ is 
cP-y7^(p-2 and the alternative hypothesis H, is 0^1=0^2- 
The test procedure is similar to the acceptance test 
using the float solution described above. Firstly, the 
ratio of variances is calculated for all the data over the 
required period. Then the F ratio is calculated at the 
level of significance required for the correct degree of 
freedom. If the determined ratio is greater than the F 
ratio then the variances of the two solutions are 
considered to be significantly different. 

The problem with using the F test is that it requires 
both variances to come from samples with zero mean 
and with a normal distribudon. This is not the case for 
any incorrect ambiguity combination as described 
above. This is an important fact which poses a 
problem when using comparative tests in search 
techniques. The performance of the F test is good in 
practice but it must be determined if such a technique 
will fulfil the integrity requirements for Cat III 
precision approach and landing. 

Discrimination Test comparing Different Means 

Just as it is possible to compare the variances of two 
samples so it is possible to compare the means of two 
samples (Ho:/ti?^/t2 and Hi:/^,=/i2). The test statistic 
when testing normal means of two samples with 
unknown variances is 

N 
_2 2 

n     m 

(n is the number of residuals in sample 1, and m is the 
number of residuals in sample 2). However, it does 
not have a t-distribution when HQ is true. Its 
distribution is the Behrens-Fisher distribution. Even 
though in this case n=m, because the redundancy for 
both samples is the same, there is no exact single stage 
solution [10]. However, this test still requires that the 
distribution of the residuals of both solutions is normal 
and that they are independent, which is untrue on both 
counts for the incorrect solution. 
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An alternative test would be to, in effect, repeat the 
acceptance test for the mean of the second best 
solution, ie resolve the ambiguities if 1x2^^0, given 
1x1=0 from the original acceptance test. Again the fact 
that the residuals for the second best solution are not 
normally distributed will cause problems. 

Discrimination Test using Pair Tests 

A possible discrimination test which would avoid the 
problem of non-normal distributions is a pair test. The 
test statistic D is given by 

where r,'' is the residual for satellite k for the best 
solution and rj'' is the residual for satellite k for the 
second best solution (for the same measurement z"). 
The central limit theorem states that for small sample 
sizes D'' will be normally distributed even though T2^ is 
not. Therefore, the problem of the non-normal 
distribution for incorrect solutions is avoided. Clearly, 
however, it must be ensured that the central limit 
theorem holds for the sample size in question. A multi- 
variate test could be set up for a combined test statistic 
ED^ to include data from all satellites. Initial analysis 
suggests that the fact that the residuals from the two 
solutions are not independent affects only the derivative 
of the D'' statistic with time which is not a problem. 
Further analysis is required to determine whether the 
test performs as expected and produces reliable 
statistics. 

An important point about the distributions used in the 
statistical test should be noted. It is not necessary to be 
able to exactly describe the distributions used if it can 
be shown that the probabilities derived from the 
distributions will be pessimistic. Therefore, if any 
statistical tests, and assumed distributions of the 
variables used in the tests, are found not to be as 
required then further analysis is required to determine 

if, 
(i)   the difference is not significant, 
(ii)  the resuh can only be pessimistic which 

produces a safer system than required. 

VARIATION OF THE TIME TO RESOLVE THE 
AMBIGUITIES 

A series of tests has been carried out to look at the 
variation of the time taken to resolve the ambiguities in 
varying conditions [5]. A summary of the results of 
two tests is shown in this section. 

The effect of unmodelled errors (eg multipath, 
ionospheric and tropospheric effects) is determined by 
processing a number of consecutive short periods of 
static differential carrier phase data during which all 
conditions are the same (eg 6 satellites, similar satellite 
geometry). The widelane (L1-L2) observable was used 

and the distance was approximately 1 km. Any 
variation in the results is most likely due to varying 
unmodelled errors. The results are shown in Table 2. 

Period Time Found 
(sees) 

Time 
Resolved 

(sees) 

Ratio 

1 1 5 7.5 

2 5 - 1.1 

3 1 5 7.3 

4 55 65 2.3 

5 60 - 1.1 

6 1 15 6.3 

7 1 10 4.5 

8 10 15 4.9 
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Table 2 Time ambiguities are found and resolved for 
different periods (sees) 

The second column gives the time at which the correct 
ambiguity combination became the best one, the third 
column gives the time the correct ambiguities were 
resolved (ie passed the acceptance and discrimination 
tests). The fourth column gives the ratio of the 
accumulated sum of squares of residuals of the best 
and second best ambiguity combination at the end of 
the period. 

The correct ambiguities are not resolved in two of the 
eight periods, whereas they are resolved after 5 
seconds in two others. In the periods where they are 
resolved the time varies considerably in one case. The 
ratio further demonstrates the variation. The greater 
the ratio the more confidence there is that the correct 
ambiguities have been resolved. Clearly the confidence 
level varies. These results were obtained in a high 
multipath environment with an algorithm which can be 
further optimised and were chosen to demonstrate the 
variation which is possible. However, any ambiguity 
resolution algorithms proposed for Cat III precision 
approach and landing must demonstrate the required 
consistency. 

The time taken to resolve the ambiguities using 
different numbers of satellites is given in Table 3. The 
baseline distance is just over 10 km and the widelane 
observable was used. (T means resolved 
instantaneously, '-' means not resolved). 

Clearly, the ambiguities are generally resolved more 
quickly with more satellites. This is not always the 
case which is probably due to poor pseudoranges from 



Period 

Number of Satellites 

8 7 6 

1 15 40 - 

2 20 20 40 

3 10 15 15 

4 5 10 30 

.    5 20 15 60 

6 5 30 95 

7 70 80 100 

8 10 1 - 

9 15 25 15 

10 5 20 45 

Table 3 Time to resolve the ambiguities for different 
numbers of satellites (sees) 

new satellites at low elevations. When 8 satellites are 
available the ambiguity resolution times are more 
consistent. As would be expected these results suggest 
that a greater number of satellites is more likely to 
satisfy Cat III precision approach and landing 
requirements. The availability of the required 
conditions for ambiguity resolution (eg number of 
satellites, satellite geometry) will determine the overall 
availability for Cat III applications. 

Two things should be noted at this point. Firstly, these 
results are only isolated examples to illustrate a point 
and will not be representative of more optimised 
systems; particularly those which use combinations of 
systems, eg pseudolites. Secondly, the actual time 
available for ambiguity resolution must be defined to 
determine if various techniques can resolve the 
ambiguities quickly enough. 

GPS/GLONASS COMBINED INTEGRITY AND 
AVAILABILITY 

For Cat III precision approach and landing a number of 
issues will affect the satellite availability required. 
• The high accuracy and integrity requirements. 
• The choice of method to be used. The possible 

methods to be used to achieve Cat III have yet to 
be fully specified or analyzed. If an ambiguity 
resolution system is used, without pseudolites, then 
this may require 7 satellite availability. If 
pseudolites are used then this reduces the number 
of satellites required, although exactly how many 

1992 

are needed to fulfil the total RNP needs to be 
determined. 

• The time available to perform Cat III precision 
approach and landing. For example, if a long time 
period is available then perhaps only 6 satellites 
will be required for ambiguity resolution using a 
search technique. 

Using GLONASS as well as GPS obviously increases 
the number of satellites and, therefore, improves the 
redundancy and the satellite geometry. It also provides 
an independent positioning system. Sturza and Brown 
[12] state that simulation results have shown that a 
combined GPS/GLONASS constellation would provide 
continuous, world-wide RAIM coverage even in the 
event of six satellite failures (3 GPS and 3 
GLONASS). 

It should be noted that no attempt is made to use the 
results in this paper to prove that specific integrity 
requirements can be fulfilled, such a decision cannot 
be made from limited data sets or landing experiments. 
Instead the main aim of the results is to compare the 
performance of GPS alone and GNSS. 

The minimum number of satellites available using GPS 
and GLONASS, and GPS alone for a section of the 
earths' surface are shown in the figures 2 and 3. The 
results are shown for an area of the earths' surface 
bounded by the equator and 80° line of latitude, and 
the 30° West and 40° East lines of longitude. The 
number of satellites is calculated for a 2°x2° grid 
square. The number of satellites were calculated over 
a single 24 hour period. At that time there were 25 
GPS satellites available (including 1 Block I satellite) 
and 22 GLONASS satellites. The number of satellites 
are calculated for a 10° elevation mask. 

The fact that no attempt to model possible masking due 
to objects above the nominal elevation mask should be 
noted when interpreting the results. Equally, it has 
been assumed that all the available satellites are healthy 
for the whole period. This will obviously not be the 
case in reality and a model for satellite outages should 
be used. 

The improvement of GNSS satellite availability over 
GPS can be seen. There are always more than 8 
satellites with GPS/GLONASS. Importantly, this 
demonstrates that, in this region, using both GPS and 
GLONASS has a better chance of providing the 
satellite availability for demanding applications. 

CONCLUSIONS 

A number of issues require further analysis if search 
techniques for ambiguity resolution are to be used for 
Cat III landing using the carrier phase observable. 

•   The precise method of ambiguity resolution needs 



Latitude [deg] Longitude [deg] 

Figure 2   Minimum   number   of   GPS/GLONASS 
satellites with a 10° elevation mask 

Latitude [deg] 

Longitude [deg] 

Figure 3 Minimum number of GPS satellites with a 
10° elevation mask 

to be further defined, including the acceptance and 
discrimination tests used. 

• The distributions of the statistical variables used in 
any tests must conform to the correct distribution 
(ie if a chi-square distribution is required then the 
variable used (eg the variance of the incorrect 
solution) must be chi-square). 

• A test is required to determine if sufficient data has 
been taken to have the required confidence in any 
decision about the distributions and the acceptance 
and discrimination tests. 

• The tests must account for the fact that the 
residuals of any two potential solutions are not 
independent. 

• The effects of unmodelled errors on the statistical 
tests must be determined. 

• It must be possible to derive statistics from the 
ambiguity resolution tests which conform to the 
integrity requirements for Cat III (eg probability of 
missed detection). 

• Combining GPS and GLONASS has a lot of 
potential for increased RNP. 
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Abstract 

The use of differential GPS is becoming 
increasingly popular for real-time navigation systems. As 
these systems migrate to safety-of-life applications (e.g. 
precision approach and landing), their integrity becomes 
more important than their accuracy. One method for 
increasing both accuracy and integrity is the use of 
weighting in the navigation solution. This method uses a 
priori information to weight certain satellites (e.g. those 
at higher elevation) over other satellites. The accuracy 
increases because we better use the information available. 
The integrity increases because satellites that are more 
likely to introduce error contribute less to the solution. 

A weighted position solution by itself does not 
provide sufficient integrity to support precision approach. 
However, this method can be combined with a weighted 
form of Receiver Autonomous Integrity Monitoring 
(RAIM) to increase the level of integrity. RAIM uses 
redundant measurements to check the consistency of an 
overdetermined solution. This check is crucial because 
only a user can detect certain error types (e.g. severe 
airframe multipath or local interference). A differential 
reference station can detect many types of errors. 
However, it is only at the user where all the information 
is combined. The use of RAIM (or some form of 
integrity at the user) must be combined together with 
integrity checking at the reference station to provide the 
overall safety of the system. 

Weighted RAIM is investigated for application to 
Category I precision approach as supported by a Wide 
Area Augmentation System (WAAS). This paper details 
how to implement weighted RAIM and how to use 
geometry selection to guarantee a certain level of 
protection. Also, we provide information on the 
availability of these geometries. The results are based 
upon analysis, Monte Carlo simulation and actual data 

collected from Stanford University's wide-area differential 
GPS network. 

1.0     Introduction 

The use of differential GPS in a safety-of-life 
application, such as precision approach, requires that the 
system provide accurate navigational information with a 
high degree of integrity. Any potentially hazardous or 
misleading piece of information must be flagged as such, 
before it leads to a positioning error. The most robust 
way to ensure that the information is valid is to have a 
multi-layer series of checks with as much independence 
between the layers as possible. Ideally the validity of the 
corrections would be verified both on the ground and in 
the air. Receiver Autonomous Integrity Monitoring 
(RAIM) is one possible method to check the validity of 
the corrections in the air. 

RAIM is a simple yet powerful technique to 
check the consistency of the navigation solution. This 
paper presents the weighted form of RAIM and how it can 
be applied to precision approach. Specifically, we will 
concentrate on Category I precision approach as will be 
supported by the Wide-Area Augmentation System 
(WAAS). WAAS is the FAA's implementation of Wide- 
Area Differential GPS (WADGPS) coupled with ground 
integrity monitoring and supplemental ranging signals. 

Although the availability results presented in this 
paper are specific to WAAS, the application of weighted 
RAIM can readily accommodate many different systems. 
This method can be applied to local-area differential GPS 
and it can also be applied to the use of additional 
augmentations such as GLONASS satellites, barometric 
altimeters or precise user clocks, to name a few. The 
main reason to use the weighted form of RAIM is that 
some satellites (chiefly those nearer to the horizon) are 
more likely to suffer from greater errors than other 
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satellites. Instead of treating all satellites equally, we can 
reduce the contribution from satellites likely to be 
"noisier" by reducing their weighting. Which satellites 
should be de-weighted can be determined through a priori 
information or through use of weights broadcast from the 
source of the differential corrections. The GPS satellites 
currently broadcast weighting information in the User 
Ranging Accuracy (URA) parameters. 

This paper begins with a brief overview of 
WAAS and of the integrity that will be provided by its 
ground network. Next we will discuss using weighting 
information to improve the position solution and how to 
implement RAIM in its weighted form. Finally, we will 
present the results of our analysis and of our Monte Carlo 
simulations followed by our conclusions. 

2.0     WAAS Ground Network Integrity 

The Federal Aviation Administration (FAA) of 
the United States is rapidly developing a system to 
incorporate WADGPS [1] with other augmentations to 
create a system that is capable of providing navigation 
information with sufficient accuracy, integrity, 
availability and continuity to be used to support Category 
I precision landings. This Wide Area Augmentation 
System (WAAS) will initially be available as a 
supplemental means of navigation by the end of 1997. 

The WAAS ground network contains three 
components: Wide Area Reference Stations (WRSs), Wide 
Area Master Stations (WMSs) and Ground Earth uplink 
Stations (GESs). The reference stations consist of dual 
frequency GPS receivers with antennae located at surveyed 
sites which also have clear visibility to the horizon. Also 
attached to each WRS receiver is an atomic clock, a 
meteorological station and a datalink to the master station. 
The WRS sends back to the WMS the raw GPS 
observables, the meteorological measurements and the 
broadcast ephemeris and GPS data. 

The master station uses the information to 
separate the observed pseudorange errors into contributions 
from satellite clock error (including SA), satellite 
ephemeris error, ionospheric delay and tropospheric delay. 
The first three components are broadcast to the user. This 
information will be incorporated with a standard model of 
tropospheric delay to construct the scalar pseudorange 
correction valid at the user location. 

The data is broadcast to the user via the GES and 
a geostationary satellite. The geostationary satellite will 
broadcast the WAAS data together with a ranging signal. 
This satellite signal will appear very similar to a GPS 

satellite signal except that it will from a geostationary 
source and it will send information at a 250 rather than 50 
bit per second rate. All of the WADGPS corrections in 
addition to integrity information will be contained in these 
250 bps messages. 

This system has been described in more detail 
elsewhere [1-3] [11][12]. Previous attention has been paid 
principally to the accuracy achievable with WADGPS. 
This paper instead concentrates on the integrity aspects of 
WAAS and will focus primarily on user algorithms. The 
following subsections will describe how integrity is built 
into the ground network of WAAS to insure the quality of 
the broadcast messages. In addition, they will outline 
how an independent set of ground monitors can be used to 
augment integrity in local areas. 

2.1 Reference  Station Integrity 
Each WRS can separate its measurements 

satellite by satellite because each WRS antenna is at a 
surveyed location and because we are using very stable 
atomic clocks. Each measurement of pseudorange, from 
the WRS to a satellite, is almost entirely independent of 
all of the other satellites. Therefore it is possible to detect 
errors in the pseudorange nearly instantly. However, the 
WRS does not necessarily have enough information to 
separate correctable errors (such as SA or small ephemeris 
offsets) from uncorrectable errors (large satellite clock or 
ephemeris errors outside of the field of the 250 bit 
correction message). Additionally, a single receiver may 
not be able to distinguish between errors originating at the 
satellite and errors originating at the receiver (channel bias 
or excessive multipath). Therefore the best location to 
make integrity decisions is at the WMS. 

2.2 Master Station Integrity 
Each WMS concentrates the information from 

multiple WRSs. Here it can perform a consistency check 
to determine the likelihood of an error. Each WRS has 
redundant receivers and each satellite is often observed by 
multiple WRSs. Therefore, in the event of an error, the 
WMS should be able to isolate the faulty component and 
take appropriate actions. If one receiver's measurements 
do not agree with several others (including one or two 
others at the same location) then the receiver can be 
declared failed and removed from the solution. If, on the 
other hand, all of the receiver measurements are consistent 
but there is a problem with the estimated satellite clock or 
ephemeris errors, then the WMS would broadcast a 
message not to use that satellite (or at least to give it a 
lower weighting). Examples of observable problems 
would include: errors beyond the maximum range 
permitted by the 250 bit messages, a lack of consistency 
between current and previous estimates or a disagreement 
between new measurements and the derived model. 
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As a further measure of integrity the WMS can 
compute an expected user accuracy model for its service 
region. This model would combine information about the 
confidences of the measurements, the locations of the 
measurements and reasonable uncertainties in the models 
used to form the corrections. Thus, the WMS could 
determine whether certain geographical locations might 
suffer from inaccurate corrections due to poor observing 
conditions. 

The final check of the corrections can be 
performed either at the WMS or at the GES. This check 
compares the broadcast corrections (and warnings) 
generated at one WMS to those generated by another. 
These WMSs could share all of the same WRSs or use 
different subsets. This comparison would help to mitigate 
undetected errors in any one WMS. This check is different 
from the pseudorange comparison because it compares the 
final calculations. Errors introduced by the WMS itself in 
addition to measurement errors propagated through the 
system may be found in this manner. 

To guard against data corruption, the WMS 250 
bit message includes 24 bits of Cyclic Redundancy 
Checks (CRCs). The 24 CRC parity bits provide 
protection against both burst and random errors with a 
probability of undetected error being less than 6x10"^ [4]. 
This measure reduces the likelihood that valid WMS data 
would be wrongly interpreted by the user resulting in an 
erroneous correction. 

This is a powerful cross-check of the WAAS 
because the monitors are independent of the WAAS 
ground network. It is feasible (although extremely 
unlikely) that some form of common-mode error could 
propagate through the WAAS ground network undetected, 
due to its interconnectedness. However, these independent 
ground stations should be able to detect any significant 
error of this kind, in addition to flagging errors caused by 
local ionospheric or tropospheric disturbances. 

A very attractive feature is that the monitor 
station directly measures any error in the positioning 
domain (as opposed to the pseudorange or ionospheric 
delay domain). Therefore, if the error is not detected by 
the monitor station, it is unlikely to lead to a positioning 
error at the user (provided the same set of satellites is used 
both on the ground and in the air). Additionally this 
receiver need not be expensive. A single frequency 
receiver of the similar to those used in the airplanes would 
suffice. The main differences would be in the software and 
the surveying of the antenna. 

The best method to protect against potential 
errors (both foreseen and unforeseen) is to have multiple, 
independent, redundant systems. The level of redundancy 
built into the WAAS ground network provides a high 
degree of integrity. The addition of a "shadow" set of 
independent monitor stations offers an even greater level 
of protection against a wider class of possible failure 
modes. 

2.3       Monitor   Station  Integrity 
While the above integrity algorithms should 

protect against a wide variety of error modes, it is still 
conceivable that some error modes might pass undetected 
through the system. Most notably, local disturbances in 
the ionosphere or troposphere may not be detected by 
distant reference stations, and yet, through some extremely 
unlikely combination, create a significant positioning 
error. 

One possibility to detect such effects is to co- 
locate WAAS capable receivers at the local Air Traffic 
Control (ATC) centers. Because these receivers would 
have their antennae positions at known pre-surveyed 
locations it would be possible to determine if the position 
solution obtained is of sufficient accuracy to support 
Category I precision approach. A pilot desiring to make 
such an approach must contact ATC, who would then 
check if their local WAAS monitor indicates sufficient 
system accuracy. Because the WAAS Monitor is close to 
the region of operation of the airplane a great many 
possible errors should be common to the monitor and the 
airplane. 

3.0     Weighted Position Solution and 
RAIM 

For stand alone GPS, the dominant error is 
caused by Selective Availability (SA). Consequently, 
there is little advantage in weighting one satellite over 
another. Errors are separated into geometrical factors 
(DOPs) and User Ranging Accuracies (URAs). However, 
with differential GPS, some satellites may have 
predictably larger errors than others. As an example, it 
may be desirable to give higher elevation satellites more 
weighting when performing a position solution. Low 
elevation satellites suffer from greater multipath effects, 
increased tropospheric delay uncertainty and usually have a 
lower Signal-to-Noise Ratio (SNR). 

There are several advantages to weighted position 
solutions: the position fix is more accurate; it is more 
robust because satellites that are more likely to have errors 
contribute less to the solution; and the discontinuities in 
the position fix caused by rising and setting satellites are 
greatly reduced. While many readers may be familiar with 
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DOPs and URAs, there is less familiarity with the 
weighted position solution. This section presents a brief 
derivation of the weighted form of the Receiver 
Autonomous Integrity Monitoring (RAIM). We begin by 
first showing the weighted least-squares navigation 
solution. Next we show how the consistency of the 
redundant measurements may be used to generate a test 
statistic. Finally, we present necessary conditions for this 
consistency check to gauge the accuracy of the solution. 

It is important to have integrity checking at the 
user because this is the only place where all information 
used to form the position solution is present. There are 
many possible error modes that may only affect the user. 
These include: excessive multipath, receiver error, poor 
differential corrections resulting from data drop-out and 
localized ionospheric or tropospheric effects. While these 
error modes are extremely unlikely, they may not be 
detectable by either the WAAS ground network or the 
local monitor station. Therefore, some form of integrity 
checking must take place within the user's equipment. 
RAIM is easily implemented, requires no additional 
hardware and is capable of providing this final layer of 
integrity. 

3.1   Weighted   Position   Solution 
The basic linearized GPS measurement equation 

is 

y = Gx + e 

where x is the four dimensional position vector (north, 
east, up and clock) about which the linearization has been 
made, 3- is an A^ dimensional vector containing the raw 
pseudorange measurements minus the expected ranging 
values based on the location of the satellites and the 
location of the user (x), G is the observation matrix and e 
is an N dimensional vector containing the errors in y. 

found by 
The weighted least squares solution for x can be 

i = (G^-W • G)''-G'^-W ,y = K • j 

where the definition has been made for K (the weighted 
pseudo-inverse of G) and where W is the inverse of the 
covariance matrix. For simplification we will assume 
that the error sources for each satellite are uncorrelated 
with the error sources for any other satellite. Therefore, 
all off-diagonal elements are set to zero. The diagonal 
elements are the inverses of the variances (cr^s) 
corresponding to each satellite. While this assumption 
may not be strictiy ti-ue, it should be a reasonably good 
approximation. The equations subsequently derived do not 

depend on this assumption. It only makes them easier to 
implement in practice. 

Because the satellites are weighted unequally, we 
can no longer separate the expected positioning errors into 
a geometrical factor (DOP) and a user ranging accuracy 
(URA, or a, common to all satellites). Instead these 
values are combined into expected positioning 
confidences. Instead of VDOP given by 

VDOPs 

we now have (jy given by 

(G'G)-'! 

ay = (G^.W-G)-"]^ 

as a measure of the confidence of the vertical accuracy. In 
a similar manner the horizontal confidence HRMS can be 
given by 

HRMSi (G'^-W-G)''   + (G^-W-G)'' 

These measures give the 1-sigma expected accuracy in the 
vertical dimension and the 2-dimensional RMS expected 
accuracy in the horizontal dimensions respectively. The 
accuracies of these measures depend on the accuracies of 
the satellite covariances in the W matrix. 

3.2 Weighted RAIM 
So far we have only presented the weighted 

position solution. Now we wish to assess the accuracy of 
the least squares fit to the data. The quantity we are most 
interested in is the positioning error (x-x). 
Unfortunately it is not possible to obtain a direct 
measurement of this quantity, unless we were to have 
access to an independent, more accurate positioning 
system. Instead, we can examine the overall consistency 
of the solution. Provided we have more than four 
measurements, the system is overdetermined and cannot be 
solved exactiy. This is why a least squares solution is 
performed in the first place. Since all of the conditions 
realistically cannot be met exactiy, there is a remaining 
error residual to the fit. By quantifying how closely we 
were able to make all the observations agree, we can get 
an estimate of the goodness of the fit. Then we make the 
assumption that if the fit was good, the error in position 
is most likely small. This is the foundation for RAIM. 

We can get an estimate of the ranging errors from 
the least squares fit and the basic measurement equation 
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e = 3'-G-Jc = (I-G-K)-j' = (I-P) .y 

where the definition has been made 

PsG K = G (G^ W G)'G^ W 

From these error estimates we can define a scalar measure 
defined as the Weighted Sum of the Squared Errors 

W55£=£^-W-£=[(I-P)-3'r-W-[(I-P)-3'] 

which is equivalent to 

WSSE = y'^-W■{!-¥)■ y 

We use ^IWSSE as our test statistic in order to 
judge the goodness of the least squares fit. This statistic 
is observable whereas the positioning error of the least 
squares solution (i-jr) is not. Therefore, for integrity 
purposes we want to use the statistic to flag bad position 
solutions. Typically, a certain threshold is selected. If 
the statistic exceeds that threshold the position fix is 
assumed to be unsafe. However if the statistic is below 
the threshold, then the position fix is assumed to be valid. 
Thus, the statistic-vertical error plane is broken up into 
four regions consisting of: normal operation points, 
missed detections, successful detections and false alarms 
(See Figure 1). Ideally, there would never be any missed 
detections or false alarms. 

The threshold T, is chosen such that the 
probability of false alarm is commensurate with the 
continuity requirement for precision approach. Under 
normal conditions, if we assume £,• is a normally 
distributed zero mean random variable with a standard 
deviation of CT,- for all N satellites in view, then the 
statistic is a chi-square distributed variable with N-4- 
degrees of freedom. Therefore the threshold T can be 
selected analytically. TiN,P^j^) will only be a function 
of the number of satellites (N) and the desired probability 

of false alarms (PfA)- By examining the distribution it is 
possible to find the value TiN,Pp^) such that, for normal 
conditions, the statistic only has a probability of P^A of 
exceeding it. Given the probability of false alarms, the 
threshold is found by inverting the incomplete gamma 
function [5] [9] [10] 

1-'PM = r(fl) 
T 

Jo 

where a is the number of degrees of fi-eedom divided by 
two, or in terms of the number of measurements A^ 

N-4 

The best way to find the values for TiN,Pp^) is through 
an iterative root finding process. Note that these values 
can be easily computed beforehand and stored for use later 
in a RAIM algorithm. For convenience several such 
values are listed in Table 1. 

3.3  Protection  Levels 
Unfortunately, the A^ errors in the vector e are 

mapped into two orthogonal spaces; one of dimension 4 
corresponding to the position solution error and one of 
dimension A^-4 corresponding to our statistic. Thus, in 
the most general case, the statistic cannot be used 
absolutely to indicate a bad or a good position solution. 
However, in the case of a single satellite failure, it is 
possible to restrict the satellite geometries such that a 
large bias that is mapped into a position error is also 
mapped into the statistic with certainty. Thus, for this 
failure mode we can guarantee that the position error will 
not grow too large without a corresponding growth in tiie 
statistic. 

This restriction is not necessarily unreasonable 
because it is assumed that ground monitoring will pick up 
and isolate any faulty satellite within a relatively short 
period of time. Thus the likelihood of multiple satellite 
errors not detected by the ground monitoring network are 

N\PFA 10-2 10-3 10-4 10-5 10-6 10-7 10-8 10-9 

5 2.576 3.291 3.891 4.417 4.892 5.327 5.731 6.109 
6 3.035 3.717 4.292 4.798 5.257 5.678 6.070 6.438 
7 3.368 4.033 4.594 5.089 5.538 5.950 6.335 6.694 
8 3.644 4.297 4.849 5.336 5.777 6.184 6.563 6.920 
9 3.884 4.529 5.074 5.555 5.991 6.392 6.767 7.120 
10 4.100 4.739 5.278 5.754 6.185 6.583 6.954 7.304 
11 4.298 4.932 5.466 5.938 6.366 6.760 7.128 7.475 
12 4.482 5.111 5.612 6.110 6.535 6.926 7.292 7.636 

Table L Values of Threshold (T)for given probabilities of false alarm and number of satellites. 
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^ ^ ^ 

^■Qt                                     Decision Threshold 

Statistic 

with the corresponding Vslope for the failed satellite (see 
Figure lb). How far it moves along the line depends on 
the magnitude of the bias. A valid integrity algorithm 
should alert the pilot to this failure before the vertical 
error exceeds the desired vertical integrity limit (VIL), thus 
keeping all points in this ellipse out of region of missed 
detections. 

From Figure lb we can see that the maximum 
allowable slope is a function of the desired probability of 
false alarms, the acceptable probability of missed 
detection, the vertical error we are trying to protect and Cy 
[6]. Integrity is only declared available if each Vslope is 
less than 

Failed Satellite Operation 
b) 

Statistic 
Figure 1.   The distribution of vertical errors and the 
RAIM statistic are shown here for both normal operation 
and in the case of a failed satellite. 

expected to be exceedingly small. 

We can use the method developed by Brown [5] 
to guarantee integrity by only accepting geometries which 
provide adequate redundancy to determine if there is an 
error on any one channel of the receiver. This method 
trades availability for integrity. In the vertical dimension, 
this method requires that the vertical slope for each 
satellite (r), given by [6] 

Vslope. = F3,K 

Vi^ 

be less than some maximum allowable slope. 

If there is a failure of a single satellite, the 
expected distribution of operation points in the statistic- 
vertical error plane is still an ellipse with roughly the 
same contours as in the absence of failures. The difference 
is that now the ellipse is no longer centered near the 
origin.   Instead, its center has moved out along the line 

T{N,P,,) 

where k(P^,^) is the number of standard deviations 
corresponding to the specified P,^[). 

Another point of view is to assume the WAAS 
ground network will provide a sufficient level of integrity. 
Instead we now wish to determine how much additional 
integrity RAIM can provide. The equation above can be 
rearranged to give the vertical protection level that the 
fault detection algorithm is capable of protecting (VPL^,^ 
or HPLpj^ in the horizontal plane). These values are 
given by 

VPLpp = max[Vslope]T{N, P^^) + k(P^^)c7^ 

HPLp^ = max[Hslope]T{N, P^^) + k[P^^)HRMS 

While this analysis determines the capability of 
RAIM in the presence of a single satellite failure, this 
form of RAIM cannot be made robust against any type of 
multiple satellite error. One can always conceive of a 
satellite pair failure that would yield zero contribution to 
the statistic and yet result in a large positioning error. 
However, RAIM is one layer of a multi-layer integrity 
structure. It cannot guarantee catching all errors, but no 
system can. Despite these limitations, RAIM would very 
likely detect a random multi-satellite failure. In addition, 
the probability of this failure mode occurring and escaping 
the detection of both the WAAS ground network and the 
local monitor is extremely remote. 

Results 

In order to investigate the availability of RAIM, 
we ran simulations which made assumptions about the 
expected satellite variances, protected vertical error and 
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probabilities of missed detection and false alarms. The 
probabilities that we used were: a probability of false 
alarms no greater than lO'^ per approach (5 independent 
samples per approach) and a probability of missed 
detections less than 10"^ per independent sample. The 
overall probability of hazardous or misleading navigation 
information is required to be below 10"' per approach. 
This last requirement adds a restriction on Cy. Even if 
there were no errors, normal operating conditions might 
not sufficiently protect the desired vertical error. For a 
true Gaussian distribution, 10'' corresponds to a 5.33 a 
error (see Table 1). Realistic distributions usually have 
broader tails than a true Gaussian distribution. However 
the WAAS ground network is designed to prevent long 
tails. The moderately conservative approach taken here is 
to require that the 5.5 CTv error be within the desired 
protected vertical error. As the actual distribution of errors 
becomes better characterized over time this value will be 
subject to change. For a vertical integrity limit of 19 
meters, this requirement is equivalent to restricting a^J to 
~ 3.5 meters or below. If that condition is not met, the 
landing may not safely proceed, regardless of the integrity 
conditions of the WAAS ground network and/or the local 
WAAS monitor. 

measurements into slant, (TJ^^. is the receiver noise 
variance and can be related to signal-to-noise ratio (C/NQ), 

(7^ is the variance of the multipath contribution at 45 
degrees and a^ is the variance of the vertical tropospheric 
delay estimate. The values used in our simulation are 
based on values we observe regularly with the Stanford 
WAAS network[l] and are given by: 

<JvivE = 0-5ni 
(^SNR = 0.22m 
<7„4s = 0.22m 
a,n, = 0.15m 

Figure 2. shows the weighting curve that results from this 
model and these values. 

In order to calculate availability we combined 
these error variances with realistic failure models for the 
GPS satellites and for geostationary satellites [7] [8] to 
calculate the percentage of the time the accuracy would be 
sufficient to support Category I or near Category I 
landings and the percentage of time that the geometry (and 
variances) would support RAIM. 

The variances that are assumed for each satellite 
depend strongly upon elevation angle and take the 
following form [6] 

2 _     2 
" "UDRE ,+F'(£^U<^WV£,+^L.+ - + - 

tan Ei    sin El, 

The following definitions have been made: a^ is the total 
variance of the i* satellite, (TI,,^^, is the variance of the 
supplied tropo-free iono-free pseudorange correction, 
n-^ is the variance of the vertical ionosphere correction, 
F(El.)   is  the  obliquity  factor  converting  vertical 

The Monte Carlo results presented here are based 
on 10' simulated geometries. We computed the results 
for three different satellite constellations. For reference we 
calculated a GPS only case, although in reality 
geostationary satellites are required in order to transmit the 
differential corrections. The other two cases augment the 
GPS constellation with INMARSAT and with 
INMARSAT plus four additional geostationary satellites 
selected to provide good coverage over the continental 
United States (CONUS). In all cases the user mask angle 
was set to 5°. Figure 2 demonstrates that the results 
should not depend too strongly on user mask angle as 
satellites are heavily de-weighted below ~ 10°. 
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asNR = 0.22 m ; 
a^5 = 0.22m..i  
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                         -— 

Elevation Angle (degrees) 
Figure 2. Here pseudorange uncertainty is plotted as a 
function of elevation angle. 

All cases were computed over the CONUS 
region. For the cases using geostationary satellites, we 
assumed that these satellites provided additional ranging 
signals with accuracies equivalent to the differential GPS 
values. The three visible INMARSAT satellites in the 
CONUS region are; the Atlantic Ocean Region East and 
West (18.5° W and 55° W) and the Pacific Ocean Region 
(180°). The four additional geostationary satellites were 
located at 85° W, 110° W, 140° W and 165° W. 

Six different availabilities were investigated and 
summarized in Table 2. At least four satellites are 
required in order to obtain navigation solutions. In 
addition, a minimum of five satellites must be in view to 
be able to implement RAIM. These raw availabilities are 
listed in the first two columns of Table 2. The next two 
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Figure 3.   This graph shows the availability of Oyfor 
three different satellite constellations. 

columns show the availabilities of ay and of RAIM that 
would meet the Category I requirements (for a 200 foot 
decision height the vertical integrity limit is 19 meters). 
While the availability of the system is good, particularly 
with augmentations, the availability of RAIM is low. 
The last two columns show the availability of near 
Category I approaches (using a decision height of 400 
feet, the vertical integrity limit is -26 meters which 
corresponds to an upper bound on Gy of ~ 4.7 meters). 
The availability of RAIM markedly improves. 

Figures 3 and 4 show the overall availability of 
Oy and of the vertical protection limit provided by RAIM 
respectively. These results clearly show the benefit of 
having additional ranging signals. GPS with just 
INMARSAT can very nearly meet the desired availability 
for Category I landings of 99.9% if RAIM were not a 
requirement. Unfortunately none of the augmentations 
tried for this paper can provide RAIM to that same degree 
of availability. 

If the accuracy of the WAAS were to improve 
there would be a corresponding increase in availability. 
Smaller values of cr, lead to smaller values for Gy and 
VPLpij. This in turn will increase both the availabilities 
of the system and of RAIM. Figure 4 clearly shows that 
only the case with GPS, INMARSAT and the 4 Geos has 
any chance of making RAIM available 99.9% of the time. 
Unfortunately it would take a 40% reduction in the values 
of CT, in this fully augmented case to make RAIM 

a 99% : 
•a 

VPLpD (meters) 

Figure 4.   This plot shows the availability of specific 
vertical protection levels provided by the fault detection 
algorithm. 

available to the desired level. This reduction may be 
overly optimistic, but a modest improvement coupled 
with alternate augmentations or with higher decision 
thresholds could sufficiently increase the availability of 
RAIM. 

It should be noted that RAIM should be applied 
even if the vertical protection level exceeds the desired 
vertical integrity limit. RAIM would still catch large 
errors and errors on satellites whose Vslopes were below 
the maximum allowable slope. The only drawback is that 
there is no guarantee that RAIM would catch the error 
with the specified probability of missed detections. As 
long as RAIM is one part of an overall integrity scheme 
then it should be applied regardless of the vertical 
protection level. 

Figure 5 shows the distribution of the RAIM 
statistic for some data collected at Stanford's WAAS 
network [1][11]. This data represents over 14,000 points 
in which seven satellites were in view of a statically 
surveyed passive user. For reference the expected chi- 
square distribution is also shown. Although the sample 
size is not large enough to draw any definitive 
conclusions, it does appear that our estimates of the 
satellite covariances are too conservative. A reduction of 
all the sigma values by roughly 30% would bring the 
actual data more in line with the theoretical curve. We 
need to perform a more careful evaluation of how we 

Af>4 N>5 (Ty<3.45 VPLp^ < 19m OyKA.l VPLp^ < 26m 

GPS Only 99.996% 99.95% 99.2% 67.6% 99.8% 89.0% 
GPS & INMARSAT > 99.999% > 99.999% 99.89% 85.0% 99.97% 96.9% 
GPS, INMRST & Geos > 99.999% > 99.999% 99.996% 98.4% > 99.999% 99.8% 

Table 2. Availabilities for three satellite constellations. 
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Figure 5.   The distribution of the RAM statistic from 
actual   WAAS  data   is   compared  to   theoretical 
expectations. 

generate the covariances, and collect much more data 
before we can safely begin to adjust these values. 

Conclusions 

We have presented the equations for the weighted 
form of GPS positioning and for RAIM. These equations 
are simple extensions of the familiar unweighted methods. 
We argue that correct weighting will improve both the 
accuracy and the integrity of the navigation solution. As 
the use of differential GPS (as well as additional 
augmentations) become more common, weighted position 
fixes should replace non-weighted positioning as the 
standard. 

We feel that a multiple layer approach, with three 
independent checks (WAAS ground network, WAAS 
ground monitors and RAIM) is capable of providing 
sufficient integrity to support precision approach. RAIM 
is an important element in providing complete system 
integrity. Only at the airplane is all of the information 
present and only at the airplane can certain errors be 
detected. It is therefore extremely important to verify the 
integrity of the corrections at the airplane. RAIM can 
provide this integrity check. RAIM can be implemented 
without any hardware modifications to the airplane. It can 
be easily performed using information already available in 
the receiver. It should be implemented whenever 
redundant measurements are available. 

It seems quite likely that WAAS will be capable 
of supporting Category I (or near Cat I) precision 
approaches with availabilities of 99.9%. RAIM should be 
applied in order to catch errors larger than the VPLp^ 
(RAIM still has a lesser chance than PMD to catch errors 
below this level). The probability of encountering errors 

which can escape all ground monitoring and not lead to a 
large RAIM statistic is likely to be well below lO"''. 

In the early stages of WAAS it may be necessary 
to rely primarily on the WAAS ground network and the 
monitor stations to provide integrity when RAIM cannot 
meet the desired protection level. However this should be 
viewed as a temporary solution. As the accuracies 
improve and as additional measurements become available, 
so will the protection level of RAIM improve. 

Our results show that the WAAS will provide 
sufficient accuracy to support near Category I landing 
requirements. Our experience with our own test-bed 
supports these results. WAAS will become an invaluable 
navigation provider for Category I precision approaches. 
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Abstract 

In order to comply with the required navigation 
performance (RNP) parameters and the integrity, a 
continuous monitoring of the GNSS status is essen- 
tially needed. The certification process for satellite 
navigation as "sole means", primary navigation system 
is difBcult extremely unlikely for high precision / 
safety critical procedures in aviation applications, due 
to insufficiencies in the dynamic environment of the 
vehicle (satellite masking,  mul-tipath, cycle slips, 
etc.). 
A combination of satellite information with inertial 
sensors, which have dissimilar characteristics to 
satellite navigation, is proposed in this paper. The 
inertial sensors are an ideal complement to GNSS due 
to their good dynamic pr9perties, although they can be 
characterized by a longterm drift. 
A complementary satellite/inertial navigation system 
enables the estimation and compensation of different 
sensor errors of the inertial as well as the satellite 
subsystem within the Airborne Autonomous Integrity 
Monitoring  (AAIM).   Some  concepts  for onboard 

integrity monitoring, which have shown the potential 
to compensate the insufficiencies of RAIM, are 
discussed in this paper. 

1 Introduction 

Without doubts the accuracy performance of satellite 
navigation (GNSS) provides a broad variety of 
applications of incomparable precision. Nevertheless 
for safety-critical issues and certification reasons all 
required navigation performance (RNP) parameters, 
i.e. accuracy, availabiUty, reliability (continuity of 
service) as well as integrity, have to be fulfilled, but 
can hardly be complied with GNSS for itself. Thus the 
certification process for satellite navigation as "sole 
means", primary system is difficult and extremely 
unlikely for high precision / highly safety-critical 
procedures like CAT II/III approaches. For system 
integrity checks, i.e. failure detection and 
identification, a variety of approaches like Receiver 
Autonomous Integrity Monitoring (RAIM), pseudolite- 
aiding or ground based overlay techniques (e.g. within 
the Wide Area Augmentation System, WAAS) with 
different advantages and shortcomings are in 
discussion and tested. But still these techniques are not 
able to compensate GNSS insufficiencies concerning 
the dynamic environment in the local vicinity of the 
vehicle like satellite masking, multipath, cycle slips, 
dynamic influences on the receiver, electro-magnetic 
disturbances etc. which degrade the quality (i.e. 
accuracy as well as integrity). 
Therefore a combination of satellite information with 
inertial sensors suggests itself, because the latter are 
an ideal complement to GNSS due to their good 
dynamic behaviour, although they are characterized by 
longterm drift as a result of misalignment, 
accelerometer and gyro errors. Furthermore they are 
absolutely selfsupporting, hence the critical RNP- 
limits can mostly be met with redundancy techniques. 
A complementary GNSS / inertial navigation system 
enables the estimation and compensation of different 
sensor errors of the inertial as well as the satellite 
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subsystem within the Airborne Autonomous Integrity 
Monitoring (AAIM). Some concepts for onboard 
integrity monitoring, which have shown the potential 
to compensate the insufficiencies of RAIM, are 
discussed in this paper. 

2 System Requirements 

Navigation systems used as primary means for 
aviation in safety critical applications are subject to 
stringent requirements. Therefore, the system ca- 
pability, i.e. accuracy in the case of navigation, is not 
necessarily the limiting factor: all requirements 
towards certification are of utmost importance. Hence, 
the required performance of navigation systems can be 
subdivided into 

• Requirements toward certifiability: Accuracy, 
Integrity, Availability and Reliablity / Continuity of 
Service 

• Economical requirements: Independence, ade- 
quate acquisition and running costs. 

2.1 Aspects Relevant for Certification 

2.1.1 Accuracy 

Depending on the phase of flight, the required 
accuracy of navigation solution can be expressed by 
the Total System Error TSE and the Sensor Error SE. 
The Total System Error is the difference between the 
actual aircraft position and its nominal position on a 
specified flight path. Additional to Sensor Errors, the 
Total System Error covers other error sources such as 
coordinate errors and errors that arise from the data 
transmission fi-om a differential reference station of 
the aircraft. The table 1 lists the maximum allowable 

Total System Error for the different phases of flight 
(see [2], [7]). 

Since GNSS (in differential mode) has the capability 
even to meet the highest accuracy requirements listed 
in table 1, the overall accuracy performance of an in- 
tegrated GNSS /inertial system is determined by 
GNSS, not by the inertial sensors. Since the inertial 
subsystem can be calibrated by an accurate GNSS 
information and as long as the inertial error charac- 
teristic can sufficienUy be modelled, the integrated 
system can keep the GNSS accuracy performance in a 
short term sense even during GNSS-outages. 

2.1.2 Integrity 

For safety-critical applications the integrity of the 
navigation system must be extremely high: For 
precision approaches the overall probability of a fatal 
accident due to an error (resulting in the total loss of 
the aircraft) should be in the range of 10"' to 10'^ 
(see table 2). 
Hence the integrity requirements for the onboard- 
subsystems, those on ground and for the data link in 
between are obviously higher. The most critical 
subsystem is the onboard segment with integrity 
requirements of approx. 10'^ . Summarizing, the 
following aspects can be concluded: 

• Onboard integrity is essentially needed (like in 
„traditional" navigation systems). 

• GNSS can scarcely meet the integrity require- 
ments for CAT II/III. 

• The combination of GNSS and inertial systems 
presents itself as an adequate solution, since 
inertial sensors (a) are self-supporting, so that their 
failure behaviour is sufficiently known and (b) can 
be arranged in redundant configuration in order to 
meet the integrity requirements. 

Phase of Flight Tolerable Horizontal Error [m] Tolerable Vertical Error [m] 
Eru-oute 2200 - 
Terminal 1100 - 
Non Precision Approach 550 - 
S-CATI ([3]) 33.5 9.7 
CAT III ([1]) 5' 0.6' 
Airfield: 

Traffic Flow Control 15... 1 - 
Docking 0.1 - 

Table 1: Maximum total system error of GNSS for different phases of flight 

valid for short runways, larger values for longer runways 
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Subsystem 
Airborne Segment 
Data Link Ground -» Board 
Ground Segment  
Total Integrity 
D-GPS Experiences 

Instrument Approach 
CAT I CAT III (X: still unknown) 

3 * 10' 
1 ♦ 10-' 
6*10 •8 

1*10 T 

10' 

Table 2: Tolerances of integrity risk 

X * 10-' 
X * 10-'° 
1*10 T 

2.1.3 Availability 

Regarding the current and planned availability of GPS 
and/or GLONASS, the use of these existing satellite 
navigation systems as "sole means" seems to be 
difficult. For example, the performance of the 
"Standard Positioning Service" of GPS has an 
guaranteed availability of 95%, although for airborne 
navigation systems figures around 99.999% are in 
discussion (see [7]). Thus, the combination of 
GNSS/inertial systems might help to overcome at least 
short-term GNSS-outages. 

2.1.4 Continuity of Service 

Although the continuity for precision approaches with 
ILS-localizer is better than 1 - 2 * W* during the 
critical approach phase of 15 sec (see [1]), the 
experiences with Differential-GPS is about four orders 
of magnitude worse (1 - 2 * 10"^). Obviously those 
GNSS insufficiencies might be compensated by 
inertial information within an integrated navigation 
solution. 

2.2 Economical Aspects 

2.2.1 Independence 

Due to the fact that inertial sensors are self-suppor- 
ting, their combination with GNSS can maintain the 
advantages of global operationability of satellite 
navigation systems and the infrastracture on ground is 
kept at a minimiun level. 

2.2.2 Acquisition and Running Costs 

Apart from the aspect of cost effectiveness of the 
essential infrastructure, the combination GNSS / 
inertial systems provides the following economical 
advantage: Inertial information of reduced accuracy 

might be suitable for the purpose of integra-tion with 
GNSS - even for high precision applications -, since 
the overall accuracy performance is determined by 
GNSS, not by the inertial subsystem. 

3 Onboard Integrity Monitoring 

The majority of integrity monitoring concepts used on 
the onboard-side exclusively make use of satellite 
measurements, therefore they are known as RAM: 
Receiver Autonomous Integrity Monitoring. 
Additional information from other sensors onboard are 
neglected. 

3.1 Snapshot vs. Time-Averaging 

Concerning the kind of information, in general two 
different types of approaches can be used for integrity 
monitoring: The first are snapshot methods which 
exclusively use the actual measurements, whereas the 
second type, time-averaging methods, use the whole 
history of data (or part of it). From that, the following 
characteristics can be summarized: 

• Snapshot methods are not dependent on the 
consistency of the tracking and the consistency of 
geometry (constellation changes) 

• Time-averaging methods can identify smaller 
trends and drifts better, since they are evaluating 
the data in the context of its history (with the 
assumption that significant changes are very 
unlikely) 

3.2 Different RAIM Approaches 

Position comparison methods are based on the position 
solution of the navigation process. These are the 
earlier RAM-approaches which concern themselves 
with the result (the horizontal position error) the user 
is interested in. 
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Range comparision methods are based on the 
evaluation of individual pseudorange-residuals. With 
these methods, the probability distribution of range- 
residuals can be described more efficiently. Thus, the 
mathematical treatment (with regard to statistical 
questions) is better. Most of the range-comparison 
methods are now parity-space algorithms, where the 
vector of range-residuals is tranformed into a parity- 
vector by an orthogonal transformation. Thus, the 
information of the range-residuals is divided into two 
parts : the LSQ-information (position solution) and the 
redundant information that can be used for integrity 
monitoring purposes. 

3.3 Hypothesis Testing 

All the integrity monitoring algorithms are based on 
the concept of hypothesis testing: a decision variable D 
(computed from the measured data) is compared with 
threshold T (that is calculated using required limits, 
see chapter 2.1). Since there always exists the risk of 
making a faulty decision, two types of wrong decisions 
have to be distinguished: 

• Raising an alarm when the decision variable 
indicates so, although everything is actually within 
specification (FALSE ALARM). 

• Accepting the null-hypothesis when the decision 
variable indicates so, although there is actually an 
SV-failure (MISSED DETECTION). 

The obvious aim would be to minimize both the 
probabilities of making an error. But minimizing the 
probability of false alarm increases the probability of 
missed detection (and vice versa). Some authors treat 
the false alarms only as a nuisance and concentrate 
only on minimizing the probability of missed 
detection, without doubts an absolutely essential issue 
for safety-critical applications. But on the other side 
low false alarm rates are an economical issue of the 
system design and therefore cannot be neglected. 
There are thus two approaches to RAIM algorithms 
(CFAR and CPOD): 

•. Setting the probability of false alarm to a constant 
value, calculating the probability of missed 
detection and checking whether it is below the 
integrity requirements (CFAR). 

• Setting the probability of missed detection to a 
constant value, calculating the probability of false 
alarm and checking whether it is below the 
integrity requirements (CPOD) - this monitoring is 
not necessary, according to some authors, although 
it is worth thinking about it. 

3.4 Summarized RAIM Characteristics 

There are several disadvantages to all RAIM algo- 
rithms that lead to a poor performance under worst- 
case scenarios: 
• The measurement matrix must be known exactly 

(i.e. the user position as well). This assumption can 
not be met if the navigation solution is already con- 
taminated with errors that are to be detected via the 

' RAIM algorithms 
• The satellite geometry, S/A and errors influence 

the position solution significantly (and therefore 
the RAIM performance as well) 

• By theory, there is only ONE satellite failure 
assumed. 

• The user needs a minimum of 5 satellites for a 
failure detection, 6 satellites for a failure exclu- 
sion. 

• The time-averaging methods are additionally 
handicapped in a sense that they need to monitor 
the system beforehand (in some approaches at least 
for 30 minutes) to predict the system performance 
adequately. In consequence this will lead to 
problems at the beginning of the flight where a 
landing due to aircraft failures should be 
considered. And what about short distance flights? 

• Time-averaging methods are depending on a fairly 
constant geometry to be able to predict the system 
performance (at least no one has mentioned yet the 
effect of significant system changes, e.g. 
constellation changes, manouevering etc.). 

• Time-averaging methods that depend on the 
prediction of the receiver clock bias state are 
influenced significantly by the stability char- 
acteristics of the receiver clock. This leads to more- 
sophisticated receiver oscillators (maybe with a 
higher price). And the influence of user dynamics 
(accelerations, curves, etc.) has scarcely been 
investigated so far. 

4 Hybrid Residuals 

Due to the problems discussed in the previous section, 
several approaches of integrity monitoring have been 
invesUgated in the simulation as well as real flight 
environment at the Insfitute of Flight Guidance and 
Control. 

This concept (figure 1) utilizes satellite measurements 
in combinafion with informations from other onboard 
sensors like inertial systems and altimeter. The 
decisive advantage towards RAIM is to use hybrid 
residuals, i.e. the difference between GNSS-ranges 
(GNSS-range rates) and calculated ranges (or range 
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rates, respectively), based on the dissimilarly onboard 
sensors. 

Further discussions on the fundamental performance 
will be given on ranges, the additional information 
will be obtained by a navigation solution using inertial 
sensors. The situation using range rates would be quite 
similar. 

4.1 Hybrid Range Calculation 

The measured GNSS ranges can be divided into a 
correct part and an error (regardless of the 
measurements and of how this error might look like): 

Ri' 
aNss R + DRi' GNSS 

From the external navigation solution (achieved from 
the additional sensors) ranges to each satellite that is 
received can be calculated. Again, these calculated 
ranges can be divided into a correct part and an error: 

Ri' 
calculated   _ R + Dri' calculated 

The method uses three difference operations: 

•   The first difference is to correct the measured 
pseudoranges with differential corrections. 

The second difference operation eliminates the 
correct range by subtracting the calculated range 
fi-om the GNSS range:The result is a difference 
which exclusively contains the error budgets of the 
ranges. 

gj^.^j^.«.lcula.ed.R.GNSS^j)Ri' 
calculated DRi ONSS 

The third difference operation eliminates the errors 
in the calculated range by subtracting the result 
fi-om above, for two different satellites. The result 
is a difference only including the error parts of the 
GNSS-ranges. 

= (DRi' 

ARii = 5Ri-8Rj 
calculated ^ QR^ONSSv _ /jjp^ calculated pj,GNSS) 

i:>ARij«DRi GNSS DRj GNSS 

This approach incorporates the assumption that the 
calculated range errors for two different satellites are 
almost equal in size. Clearly, the performance of this 
algorithm depends on the assumption s^ajted^above. 
Since in reality the error budgets DRi" " ^^ and 
jjj. calculated depend on the satellite geometry, a worst- 
case investigation can show the maximum impair: The 
obtained error in the hybrid ranges are maximum, if 
the position error of the aidding system (e.g. inertial) 
lies within the plane of the satellites - a two- 
dimensional scene. 

Onboard 
Standard Sensors 

(Inertial, Altimeter), ext. Clock 
Navigation Calculation 

Raw Data 

Satellite 
Navigation 

Raw Data 

Aircraft Autononutus 
lntc"nt> Monitoring 

1 
Sensor/System Error 

Estimation 

rTS' Sensor/System 
Calibration 3 

Calibrated Position 
Velocity^ Attitude lej 

Figure 1: Concept of GNSS integrity monitoring with additional 
information from dissimilar onboard sensors 
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By variating the angles to the base-line of the two 
satellites independently, it can be seen that the re- 
sulting error in the hybrid residuals are below (or 
equal to) twice the assumed position error of the 
aiding navigation solution (figure 2). 

This limit can be used to estimate the minimum 
GNSS-range error that can be detected in the presence 
of an aiding system position error. Vice versa, via the 
required error in the GNSS-ranges that has to be 
detected in order to guarantee the integrity 
requirements for a particular phase of flight, the 
acceptable position error in the aiding system can be 
estimated. 

Since the inertial position error increases with time 
(due to gyro drifts and accelerometer errors), the 
minimum performance of an uncalibrated inertial 
navigation solution can be derived for the individual 
phase of flight. For example, in the critical phase (10 
sec) of a CAT III approach (horizontal) under worst 
case conditions, an uncalibrated gyro drift of O.r/sec 
would be sufficient to fiilflll the GNSS integrity 
monitoring fimction. Typical AHRS or INS gyro drifts 
are about three or four orders of magnitude smaller. 

4.2   Hybrid Ranges versus Double DiiTe- 
rencing Residuals 

At a first glance, the approach to use hybrid residuals 
seems to be similar to (or even equal to) the well- 
known double differencing technique that is used to 
compute the pure phase navigation. Nevertheless these 
approaches basically differ concerning the following 
aspects: 
•   The major difference between both techniques is a 

different methodology. The pure phase solution 

uses a "master satellite". Therefore only double 
differences of this master satellite with base 
satellites are calculated, since there is no further 
information in any difference between base 
satellites for the purpose of phase solution. The 
hybrid residuals aim is a relative statement 
concerning the error of two satellites. Thus, the 
difference operations have to be done for each 
satellite, using all other satellite in view. 
The purpose of pure phase navigation solution is to 
obtain a precise user position, but by differencing 
hybrid ranges a statement about the "relative" error 
of exclusively two satellites is investigated. 
For a pure phase solution, the user needs a mi- 
nimum of 4 - 6 satellites in view (for statistical 
calculations even more). To use the hybrid resi- 
duals, a minimum of just 3 satellites in view is 
needed. 
The first difference operation for both algorithms is 
the differential correction (D-GNSS). The pure 
phase solution needs it to find the phase solution 
space (where the search for the correct ambiguities 
can continue). The hybrid residuals algorithm 
needs it to eliminate all errors due to the satellites. 
In principle this step is not necessary if GNSS 
errors like S/A etc. can be tolerated. 
The second difference operation in the pure phase 
solution eliminates the errors due to the satellites, 
whereas in the hybrid residual approach the correct 
pseudoranges are eliminated, so that only an error 
budget is left. 
The third difference operation eliminates in the 
pure phase solution all errors due to the receiver, 
whereas in the hybrid residuals the errors due to 
the aiding source (e.g. inertial system) are to be 
eliminated. 

AR 

[-] 

lalculated   * 

Baseline Actual User 
Position 

Indicated User 
Position 

IM) 

Figure 2: Error influence of the calculated position, depending on the satellite geometry 
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Number of Satellites Max. Allowable No. No. of Actual Decision 
of Failures Failures Identifiable 

3 <1 V Detection 

4 <2 >/ Exculsion (1 failure) 

4 <2 V Detection (2 failures) 

5 <3 V Exclusion 

6 <3 V Exclusion (< 2 failures) 

6 <3 V Detection (3 failures) 

7 <3 V Exclusion 

8 <4 V Exclusion (< 3 failures) 

8 <4 V Detection (4 failures) 

9 <4 V Exclusion 

Table 3: Performance of the hybrid range AAIM-approach 

The result of these three difference operations is in 
the pure phase solution still range- and enor- 
dependent, whereas it is in the hybrid residuals 
only error-dependent. 

4.3 Characteristics of AAIM compared 
with RABM 

All combinations of hybrid range (range rate) 
informations are used for the detection and exclusion 
process, which utilize the given statistical quantities 
shown in chapter 2.1. The improvements towards 
RAIM have already been demonstrated, e.g. in [9]. At 
this point the major performance criteria of the AAIM- 
approach using hybrid range information are 
summarized in table 3. 

Even under multi-error scenarios failure detection and 
(with few restrictions) exclusion is possible. 
Furthermore it can be derived that with AAIM and 
hybrid residuals, only a minimum of three satellites in 
view is necessary. With RAIM, a mimimum of 5 
satellites in view is necessary for detection and a 
minimum of 6 satellites in view for identification 
under the assumption of just one failure. 

5 AAIM versus RAIM 

To demonstrate the ability of the proposed AAIM 
algorithm to detect and identify two simultaneous 
failures (and the inability of the RAIM approaches to 
do this), a horizontal phase of a flight with the 
research aircraft DO 128 of the Institute is chosen. In 
the time between 381850 sec and 381900 sec (GPS 

time of week), where 9 space vehicles were in view, a 
ramp failure of 1 m/s was programmed on SV 17 
(elevation 13 degrees, azimuth 175 degrees) and SV 
25 (ele-vation 25 degrees, azimuth 270 degrees). The 
figure 3 depicts the pseudorange residuals of the 
RAIM CFAR algorithm of [8]. 

3I1«20     381«40     MIJM     3I1H0     381900     38IM0     381940     3819*0 

GPS-Timc |s| 

Figure 3: RAIM - Decision Variables and Bias 

381828     381848     3818(0     381880     381900     381910     381940     381900 

GPS-Time [s] 

Figure 4: AAIM - Decision Variables and Bias 
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It is obvious that the residuals are correlated due to the 
use of the least squares estimation. Not only the 
corrupted residuals, but as well others, show a 
significant rise, leading to a possibility of false 
identification. The figure 4 shows the hybrid residuals 
obtained via the second difference operation of the 
proposed AAIM algorithm. Only the two corrupted 
residuals exhibit a significant rise due to the modelled 
failure. 

The figure 5 summarizes the comparision of the pro- 
posed AAIM algorithm with two selected RAIM ap- 
proaches: the CFAR algorithm of [8] and and the 
ORTHO-algorithm of [3]. Whereas the AAIM algo- 
rithm detects and identifies the two simultaneous 
failures after 10 seconds (ramp height 10 m), both 
RAM approaches do not identify the second failure. 
The detection time of the RAIM algorithms is slightly 
higher (12 seconds and 13 seconds, respectively) than 
that of the AAIM algorithm and the RAIM ORTHO- 
approach identifies the first modelled failure 
incorrectly at first. 

6 Conclusion 

In order to comply with the accuracy as well as the 
safety requirements for safety critical application, a 
continuous monitoring of the system status in its 
dynamic environment is essentially needed, in par- 
ticular with GNSS. The evaluation of RAIM ap- 
proaches and the investigations to compensate for their 
insufficiencies leads to the concept of using additional 

Latency 
[sec] 

(Non-GNSS) information onboard, which has 
dissimilar characteristics to satellite navigation. 
The combination of GNSS with self-supporting 
inertial information presents itself as an adequate 
solution. Differencing hybrid ranges from these 
measurement sources lead to major improvements in 
comparison to RAIM. Using inertial measurements as 
an example for such additional information source 
showed quite positive results: 

• The performance of the hybrid range algorithms 
does not depend very much on the geometry of the 
satellites, since the position information is obtained 
from the aiding source. 

• Multi-error scenarios can be dealt with, as long as 
the assumed number of failures is less or equal to 
half the number of received satellites. 

• Only a minimum of three satellites in view are 
needed, whereas with RAIM at least five satellites 
are necessary. 

• The number of failures in the received set of sa- 
tellites can always be determined (as long as the 
assumption above holds: failures are smaller than 
half the number of the received satellites). 

• Even if this assumption is violated, there exists a 
qualitative statement about the actual false decision 
in that very moment (with RAIM, there is no such 
statement available). 

• Failure exclusion is inherently possible, not so with 
RAIM. 

CATI   I 
critical— 

30- 

20- 

10 

Detection Ident 1st Error Ident 2nd Error 

Mis- 
Ident 

±. 
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Figure 5: Comparision of RAIM and AAIM - Failure Detection and Identification Latency with an artificial 
error ramp on two satellites simultaneously 
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Currently a refinement of certain aspects of the 
AAIM-approach is investigated as well as car and 
flight tests are ongoing at the Institute of Flight 
Guidance and Control. 
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ABSTRACT 

This paper describes using different sets of user locations 
for the off-line MOPS test to identify any condition 
where the current procedure could result in 
overestimating a RAIM algorithm's performance. The 
supplemental Minimum Operation Performance Standard 
(MOPS), RTCA DO-208 document [1], specifies the 
worldwide geographic user locations to use for off-line 
testing of RAIM algorithms. These locations are used to 
verify that a RAIM algorithm meets the MOPS detection 

* The majority of this work was performed before joining 
Rockwell while at Worcester Polytechnic Institute. 

probability and alarm rate requirements for any global 
location at all times. 

If the MOPS test locations contain true worst case 
geometries, then the detection probability should be 
satisfied globally. To determine if the MOPS off-line 
RAIM test includes true worst case geometries, a test 
scenario at the maximum probability of missed detection 
and the maximum allowable alarm rate using the MOPS 
specified locations is established. 

Under the same test scenario, replacing the MOPS 
locations with a grid of locations should not cause an 
increase in the missed detection probability. The 
detection and alarm tests are run with a 5 degree grid 
over the Northern Hemisphere to generate globally 
distributed geometries. The results of this experiment are 
presented in this paper. 

INTRODUCTION 

The MOPS off-line test, hereafter referred to as the 
MOPS test, describes two test requirements that must be 
met. One requirement is the maximum alarm rate. This 
is the total alarm rate with the equipment in normal 
operation and no satellite failures, which must not exceed 
0.002yhr. The other requirement, maximum probability 
of missed detection, is the total undetected failure rate 
when a satellite failure exists. The probability of missed 
detection is not to exceed 0.001. 

The missed detection probability requirement is to be met 
globally at all times for a single satellite failure. To test 
if this requirement is satisfied, a worst case test 
condition is needed. The worst case test condition 
requires the use of worst case satellite geometries due to 
their influence on the position accuracy. When selecting 
geometries from a small set of locations, these locations 
may not contain the worst case admissible geometries. 
This condition can inaccurately test a RAIM algorithm's 
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performance, therefore, the 24 worldwide user locations, 
listed in the MOPS, need to contain the worst case 
admissible geometries. This paper describes experiments 
performed to examine if true worst case geometries are 
included in the set of marginal geometries as obtained 
following the MOPS test procedures. 

MAXIMUM REQUIREMENT TEST SCENARIO 
PROCEDURE 

The experiment requires the determination of a test 
scenario at the maximum requirements of missed 
detection and alarm rate. This is accomplished through 
several steps shown in Figure 1. 

Figure 1: Maximum Requirements Test Scenario 
Procedure 
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Admissible STPs 
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Test Adjust Detection 

Thresholds 
 X  

Yes 

Save previous 
Thresholds 

1 
, 

Determine 
Marginal STPs 

1 
Perform Detection 

Test Adjust Maximum 
ARP Values 4' 

^0.0 mSM 
i L 

Save Previous ARP 
Ceilings 

Perform Alarm Rate 
Test 

Test 
Scenario 

Done 

First, the alarm rate test is executed as an iterative 
process to obtain detection thresholds that result in the 
maximum number of allowable alarms. The set of 
admissible space time points (STPs) determined by a 
geometric criteria are used as input to the alarm rate test. 

An STP has a particular set of satellites visible at the user 
location at a specific point in time and the visible 
satellites form a geometric volume in space. A geometric 
criteria is used to determine if the satellite geometry for 
the STP is admissible for RAIM testing. The 
Approximate Radial-Error Protected (ARP) method is 
used as a measure of the satellite geometry for this 
experiment. An STP with an ARP value below a selected 
ARP ceiling is admissible. The set of admissible STPs 
changes with each change in the threshold values. 

To determine the detection thresholds that result in the 
maximum number of allowable alarms for the MOPS 
locations, the STP sorting and the alarm test were 
executed while decreasing the threshold values until the 
alarm rate specification was met. The thresholds were 
decreased at 1 meter increments from the initial values 
listed in Table 1. The detection thresholds obtained at 
the maximum number of alarms are then used in the 
detection test. 

Table 1: Initial ARP CeiUngs and Thresholds for Non- 
Precision Approach. 

Visible Satellites    ARP Ceiling (m) Threshold (m) 
5                         328 124 
6                         339 96 
7                         352 84 
8                         352 77 

9+                        352 64 

The detection test uses the marginal STPs, which are the 
10 STPs of the admissible set with the largest ARP 
values.  The largest ARP values of the admissible set 
yields the marginal geometries. The detection test is 
repeated for each change in the geometric admissible 
cutoff point, ARP ceiling, until the probability of missed 
detection of 0.001 is reached. The detection test was run 
using the MOPS marginal geometries while decreasing 
the ARP ceilings by 1 meter increments from the initial 
ARP ceilings listed in Table 1. The STP sorting is 
performed at each change in ARP ceiling. When 5 
misses occur the ARP ceilings are recorded. The alarm 
test must now be performed with the new ARP ceilings. 

This process was iterated until both the alarm and 
detection test are at specification. At this point the 
thresholds and ARP ceilings are saved to be used with 
the grid set of locations. The final thresholds and ARP 
ceilings obtained at the maximum allowable alarm rate 
and probability of missed detection are listed in Table 2. 

The threshold and ARP ceiling values are now used to 
perform the alarm rate and detection test for the grid 
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locations. At this point the test scenario at maximum test 
requirements is determined. 

Table 2: ARP Ceilings and Thresholds for Maximum 
Requirements Test Scenario 

Visible Satellites   ARP Ceiling (m) Threshold (m) 

5                         471 120 
6                         482 92 
7                         495 80 
8                         495 73 

9+                        495 60 

Data describmg the 10 marginal MOPS geometries for 
this maximum requirements test scenario are collected. 
This data includes the maximum slope, ARP, Horizontal 
Dilution of Precision (HDOP), and subset HDOPs. The 
10 marginal geometries should now contain the 10 worst 
case geometries for testing following the MOPS test. 

Alternate User Locations 

If the MOPS set of geographic user locations is replaced 
with a different set of locations, the probability of missed 
detection and alarm rate must not increase. The set of 
points used to test this conjecture is a grid of points 
covering the contiguous US states, longitude of 65° to 
125° West and latitude 25° to 50° North, and a set 
covering the Northern Hemisphere to a latitude of 85°. 
The alarm rate and missed detection tests are run with 
the previously set parameters, thresholds and 
admissibility cutoffs, from the maximum test scenario. 
The same data, maximum slope, ARP, HDOP, and subset 
HDOPs, for the 10 marginal geometries of the US and 
Northern Hemisphere grids are collected for comparison. 
This is done to look for similarities in marginal 
geometries derived from different user location sets. 

Testing with Alternate Locations 

If the detection test fails with the grid locations, then 
there must be points that are true worst case geometries 
not contained in the MOPS set of points. This allows a 
RAIM algorithm to pass the missed detection test but fail 
the requirement of meeting the missed detection 
conditions globally at all times, thereby overestimating a 
RAIM algorithm's performance. 

If the set of grid marginal geometries passes the alarm 
and detection tests, the MOPS test points seem to 
sufficiently test a RAIM algorithm's performance. This 
applies only to the algorithm used for this experiment 
and may have varying results with different algorithms. 

RAIM ALGORITHM DESCRIPTION 

A generic RAIM algorithm consists of the following 
steps: 

1. Collect GPS ephemeris data and pseudorange 
measurements. 

2. Determine if RAIM is available based on satellite 
geometry and number of visible satellites. If RAIM 
is not available send appropriate signal to the user. 

3. If RAIM is available, calculate a test statistic to use 
for fault detection. 

4. Determine if the test statistic, that gives a measure of 
error, is less than the protection threshold for the 
current phase of flight. 

5. If the test statistic is greater than the protection 
threshold, the algorithm is to notify the user of a 
failure otherwise it continues with normal operation. 

The prknary differences in algorithms are how the 
admissibility criteria and the test statistic are calculated. 
For this experiment, the ARP method [2] is used to 
determine admissibility and uses the normalized Sum of 
the Squares of the range residual Errors (SSE) test 
statistic [4]. 

ARP Criteria 

The ARP provides an approximation of the level of radial 
error in the users horizontal position which can be 
detected. In an ideal case, this would be the protection 
limit or alarm limit which is determined by the user's 
phase of flight. A failure exists when the horizontal 
position radial error is outside the alarm limit for the 
phase of flight in progress. An ARP ceiling is used to 
account for the effects of noise and Selective Availability 
(SA) to limit the number of missed detections [6]. When 
the calculated ARP, for a user location at a particular 
time, is below the ARP ceiling then the geometry at hand 
is considered admissible. 

For detection purposes, ARP requires at least 5 visible 
satellites. The ARP criteria details are described in 
several publications by Brown [2,3,5,6], along with 
experimental results using the ARP method for 
simulations similar to the one described in this paper. 
For these reasons, the ARP criteria was selected for this 
experiment and is calculated by the following equations 

[5]. 

ARP = Slope„Bx X Thresholdn 

SlopCmax = Maxi [Slope(i)] 
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where,   Slope(i) = 
fR+4)M) 

!-«» 
for i = 1 ... n. 

and       A = (HTH)-1HT 

B = H(HTH)-1HT 

H = Direction Cosine Matrix 

The slope is calculated for each satellite in view and n is 
the total number of visible satellites. 

Test Statistic 

The SSE in the all-in-view least squares solution is given 
by: 

SSE = wV 

where w denotes the range residual error. The 
normalized test statistic, with (n-4) degrees of freedom, 
chosen for this paper is: 

Test Statistic 
JSSE 

The normalized SSE has a chi-square distribution with 
(n-4) degrees of freedom where n is the number of visible 
satellites [4]. The test statistic is compared to a threshold 
as a way to detect inconsistent measurements. 

The detection thresholds are calculated based on a 
constant alarm rate of 1/15,000 samples for independent 
samples [2].  Chi-square tables can be used to obtain the 
applicable chi square variate for the (n-4) degrees of 
freedom and an upper tail probability of 0.000067 [3]. 

SIMULATION DESCRIPTION 

The software simulation consists of four modules. A 
space segment simulator which generates the STPs, an 
ST? sorting program, the detection and alarm test 
programs. 

STP Database 

hours with output data generated at 30 minute time steps. 
This generates 48 time points per user location. The user 
location data files are used for the STP sorting module. 
An STP database is generated for the 24 MOPS locations 
and the 5 degree grid locations. 

STP Admissibility 

The STP sorting module generates an admissible STP 
data set and a marginal STP data set. The admissible set 
contains the points in time for each user location with an 
ARP value below the ARP ceiling and at least 5 visible 
satellites. The 10 marginal STPs are the points with the 
largest ARP values of the admissible set and referred to 
as the marginal geometries. 

Error Sources 

The SA model for this experiment is based on the MOPS 
change 1 description, which is a second order Markov 
process and a random constant. The receiver noise is 
modeled as a uniform random variable plus a Gaussian 
random variable at the mmimum sigma of 5 meters. At 
each user point in time, the true satellite and user 
locations are known within the space segment simulation 
data and the true range can be calculated. The receiver 
and SA noises are combined and added to the true ranges 
to yield an equivalent of the measured pseudorange. 

Satellite failure is simulated by a ramp-type failure at the 
minimum rate of 5 meters per second, as stated in the 
MOPS. The ramp error is added to the pseudorange of 
the hardest to detect satellite. This is the satellite with 
the maximum slope value and determined during the 
ARP calculation. 

Alarm Test 

The alarm test uses the admissible set of STPs. For each 
admissible STP, 100 data samples of the position error 
are collected with no satellite failure but with the effects 
of receiver and SA noise present. The data samples are 
taken at two minute intervals to have independent 
samples [1]. The number of alarms are recorded. To 
pass the alarm test the MOPS specifies the total number 
of alarms is not to exceed: 

The space segment simulator generates a file for each 
user location that contains the user and satellite position 
vectors, location name, and time reference. For this 
simulation only the "Optimal 21" satellite constellation is 
considered. The constellation orbital parameters and 
epoch are taken form Appendix I of the MOPS. The 
satellite information is retained for those satellites above 
a 7.5 degree mask angle. The simulation time is 24 

number of admissible space time points 

n52{TotalSTPs) 
xl4 

Also, the number of alarms for any single space time 
point cannot be greater than 1. 
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Detection Test Figure 2: Total Misses for MOPS Marginal STPs 

The detection test follows the MOPS test procedure 
where 500 ramp type failures are performed for each 
marginal geometry to detect a satellite failure. The 
satellite failure is simulated by a ramp error of 5 meters 
per second and reset to zero after each detection event. 
The results are recorded according to four events. 

1. The detection alarm is set and protection limit is not 
exceeded. This is an early detection. 

2. The protection limit is exceeded and the detection 
alarm is set. This is a timely detection. 

3. The protection limit is exceeded and the detection 
alarm is not set. This is a missed detection. 

4. The protection limit is not exceeded and the 
detection alarm is not set within 400 seconds after 
initiating the ramp failure. This is an inconclusive 
run. 

The total number of misses shall be less than or equal to 
5 to pass the detection probability simulation test. The 
protection limit is set for non-precision approach, 555 
meters. 

EXPERIMENTAL RESULTS 

Maximum Requirements Test Scenario Procedure 

The missed detections did not increase linearly as the 
ARP ceilings were increased as shown in Figure 2. The 
number of misses is the total misses for 10 marginal 
geometries with 500 samples each. The non-linearity 
allowed the selection of a maximum requirements test 
scenario past the fist point were both the maximum alarm 
rate and missed detections are obtained. 

The step size used to iterate the detection thresholds and 
ARP ceilings started with a 10 meter increment until the 
alarm and detection limits were exceeded. Next, with a 
step size of 1 meter the detection thresholds and ARP 
ceilings were decreased from the values where the 10 
meter step failed the alarm and detection test. The 
process had to be changed to start at the begiiming of the 
10 meter interval due to the erratic behavior of the 
number of missed detections. 

A change in the set of marginal geometries did not 
always correspond to a change in the number of misses. 
The plateau of 5 misses was sustained even though the 
set of marginal geometries changed 3 times. 

ARP Ceiling Unit Increment 
Starting from 461.472, 485 meters for 5,6, and 7+ sats, respectively 

STPData 

The marginal STPs for each of the user locations are 
listed in Tables 3,4, and 5. The 10 marginal geometries 
for the Northern Hemisphere have ARP values that span 
only 1 meter from the smallest marginal ARP value to 
the largest ARP value. The MOPS range is 17 meters 
from the smallest to largest ARP value. The 1 meter 
range of the Northern Hemisphere makes it less likely 
that another admissible geometry would fall between the 
ARP values listed, therefore, assuring other more 
marginal geometries do not exist. At the same time these 
locations are more dispersed than the MOPS STPs. 
Several of the MOPS marginal geometries occur at the 
same location but at different times. 

The largest ARP value for the MOPS geometries is 
greater than the largest value of the US grid but less than 
the Northern Hemisphere grid. This may be attributed to 
the MOPS and Northern Hemisphere grids consisting 
primarily of 7 satellite geometries compared to the 6 
satellite geometries typical for the US grid. 

Table 3: MOPS Marginal Geometries 

Location Visible 
Sats 

ARP 
(m) 

Slopcn^ HDOP 

Liberia 7 492.729 6.175 1.945 
Singapore 8 489.313 6.740 1.796 

Marshall Is. 7 488.322 6.119 2.371 
London 7 487.780 6.113 1.580 

Singapore 7 487.178 6.105 1.911 
Indian Ocean 7 482.512 6.047 1.574 

Ecuador 7 482.349 6.045 2.313 
Liberia 7 479.915 6.014 2.339 

So. Atlantic 6 476.026 5.174 2.985 
Easter Is. 8 475.665 6.552 1.785 
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Table 4: US Marginal Geometries 

Location Visible ARP(m) Slope^ax HDOP 
Lat. Long. Sats 
25 -105 7 485.827 6.088 1.866 
30 -70 6 481.690 5.236 2.487 
50 -110 6 481.650 5.235 2.478 
25 -100 6 481.556 5.234 2.956 
35 -85 6 481.090 5.229 2.653 
50 -125 6 480.337 5.221 2.854 
30 -85 6 480.221 5.220 2.656 
30 -95 6 480.001 5.217 2.193 
35 -115 6 479.498 5.212 2.792 
45 -120 6 479.156 5.208 2.821 

STP. The detection test was ran with 1000 samples per 
STP to show more clearly the individual STP missed 
detection. 

Table 5: Northern Hemisphere Geometries 

Location Visible ARP(m) Slopemax HDOP 
Lat.  Long. Sats 

0      -180 8 494.978 6.818 1.793 
40       15 7 494.966 6.203 2.061 
55      -180 7 494.941 6.202 2.277 
5         -5 7 494.807 6.201 2.281 
10     -175 8 494.698 6.814 1.792 
85       -50 7 494.693 6.199 1.576 
50     -130 7 494.653 6.199 1.460 
65       115 7 494.471 6.196 1.149 
85      -115 7 494.454 6.196 1.056 
80       20 7 494.349 6.195 1.838 

Maximum Pmd Test 

As shown in Table 6, the MOPS margmal geometries 
pass the missed detection test by having less than or 
equal to 10 misses, but the misses per individual STPs 
increased. This increase in missed detections for smgle 
STPs is also prevalent in the grid locations. 

The US grid passes the missed detection test and the 
Northern Hemisphere grid does not as shown in Table 7 
and 8. The number of misses did not increase 
significantly, but the number of misses increased more 
for individual STPs. Each set of marginal geometries 
had 5 or less of the STPs contribute to the missed 
detection probability with 500 samples. 

The MOPS test makes no requirement on mdividual STP 
missed detection probabilities. The missed detection 
requirement as stated in the MOPS averages the missed 
detection over the 10 marginal geometries. This means 
that one STP of the 10 marginal geometries could 
contain 5 misses and still pass the MOPS detection test. 
Testing with 500 samples, the missed detection 
probability of 0.001 is less than one miss for a single 

Table 6: MOPS Misses per Marginal Geometry 

Location Misses Misses Visible 
500 1000 Satellites 

Samples Samples 

Liberia 0 0 7 
Singapore 1 5 8 

Marshall Is. 0 0 7 
London 1 4 7 

Singapore 1 0 7 
Indian Ocean 0 1 7 

Ecuador 0 0 7 
Liberia 0 0 7 

So. Atlantic 1 0 6 
Easter Is. 1 0 8 

Totals 5 10 

Table 7: US Misses per Marginal Geometry 

Location Misses Misses Visible 
Lat. Long. 500 

Samples 
1000 

Samples 
Satellites 

25 -105 0 0 7 
30 -70 2 4 6 
50 -110 0 0 6 
25 -100 1 0 6 
35 -85 0 1 6 
50 -125 0 0 6 
30 -85 0 0 6 
30 -95 1 1 6 
35 -115 0 0 6 
45 -120 1 1 6 

Totals 5 6 

Table 8: Northern Hemisphere Misses per Marginal 
Geometry 

Location Misses Misses Visible 
Lat. Long. 500 

Samples 
1000 

Samples 
Satellites 

0 -180 0 1 8 
40 15 0 0 7 
55 -180 2 2 7 
5 -5 2 8 7 
10 -175 1 2 8 
85 -50 3 4 7 
50 -130 1 1 7 
65 115 0 0 7 
85 -115 0 1 7 
80 20 0 0 7 

Totals 9 19 
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If testing is to be with the worst case geometries, then 
results are consistent with the ARP values of the 
marginal geometries. That is, the US grid marginal 
geometries have lower ARP values than the MOPS set 
and are better geometries. The Northern Hemisphere 
marginal geometries have higher ARP values making 
them more- "worse case" than the MOPS marginal 
geometries. 

Maximum Alarm Rate Test 

The US grid passes the alarm test as is expected since 
none of the marginal geometries of the US was of a 
higher ARP value than the MOPS geometries. The 
number of admissible grid geometries for the Northern 
Hemisphere is over 50,000 and would require excessive 
processing time for the alarm rate test, therefore the 
alarm test was not performed on the Northern 
Hemisphere grid. 

CONCLUSIONS 

Changing the set of locations used to perform the MOPS 
off-line test, made it possible to overestimate a RAIM 
algorithm's performance. Replacing the test locations 
from those listed in the MOPS to a grid covering the 
Northern Hemisphere did not significantly increase the 
missed detection probability, but was enough to cause the 
RAIM algorithm for this experiment to fail after it had 
successfully passed with the MOPS set of marginal 
geometries. 

The grid covering the US passes the detection and alarm 
test using a maximum test requirements scenario. Thus, 
the MOPS procedure appears to sufficiendy test a RAIM 
algorithm for operation over the contiguous US states. 
When the grid is expanded to cover the Northern 
Hemisphere, the RAIM algorithm fails the detection test 
under the same conditions where it had previously passed 
with the MOPS set of locations. 

In all test cases that passed the MOPS missed detection 
test, some of the individual marginal geometries failed 
while the total misses allowed for the 10 marginal 
geometries was not exceeded. This conflicts with the 
requirement for the detection probability and alarm rate 
to be met globally at all times. 

Doubling the samples per marginal geometry has a 
dramatic change in the number and distribution of 
misses. The MOPS recognizes that the sampling is 
statistically small and results shown in this paper confirm 
this. The MOPS allows tests to be continued with a 
larger number of samples if an algorithm fails. 
Increasing the number of samples would not help in this 

situation. The geometric criteria needs to be set below 
the maximum requirements to avoid overestimating the 
algorithm's performance due to the MOPS locations not 
having true worst case geometries and the small number 
of samples used for detection probability tests. 

Results presented in this paper, are presumed accurate for 
other RAIM algorithms and phases of flight. However, 
further tests are being conducted to verify this 
assumption. 
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ABSTRACT 

A technique is developed in this paper to set thresholds 
and evaluate integrity monitoring performance based on 
worst case analysis. The worst case methods described 
here assume that the healthy satellites can have errors 
over a finite range, and then solves the following 
problems. What are the smallest and largest error 
magnitudes a satellite in question can have to cause the 
threshold to just be equaled (set off an alarm)? In this 
framework, setting thresholds and evaluating 
performance of integrity monitoring do not depend upon 
probability distributions. 

Based on likelihood functions or least squares a quadratic 
decision fiuiction is used. With this decision function, the 
paper shows estimation residuals or raw data yield 
identical results. Integrity monitoring thresholds and 
performance evaluation can be based on noise models; 
thus the measurements and state vector do not have to be 
simulated. 

INTRODUCTION 

With aircraft and ship safety a major concern when using 
GPS or any other navigation aid, this paper develops an 

integrity monitoring algorithm based on worst case 
methodology. The worst case techniques are used to set 
thresholds and to evaluate monitoring performance. 
Worst case analysis for integrity monitoring asks the 
following question. If healthy satellites have errors in a 
normal but finite range, what are the maximum and 
minimum error magnitudes an unhealthy satellite can 
have that vvill just cause the threshold to be equaled? If 
the minimum value is small then there will be many false 
alarms since the threshold can be equaled when the error 
of the satellite in question is close to or within the range 
of normal values. Conversely, if the maximum error is 
large then there will be many missed detections since 
large errors just below the maximum, which we would 
like to detect, will not cause an alarm to be set. 

The worst case methodology offers an alternative to 
setting thresholds and evaluating performance without 
relying on probability distributions, although the 
quadratic decision fimction that this paper uses has its 
foundation in the gaussian probability density function 
[1,2,3]. Using the worst case technique does not depend 
upon a quadratic decision function, and other functions 
can be used. Other than quadratic decision functions are 
in use [4], but [5,6] show that for gaussian probability 
density fimctions the likehhood ratio or equivalently the 
log likelihood ratio (which yields quadratic fimctions) 
are optimal. By optimal, [5,6] show that the probability 
of error is minimized, or for a given probability of false 
alarm, the probability of missed detection is minimized 
(Neyman-Pearson theorem). 

Integrity monitoring based on probability places strong 
reliance on good knowledge of the tails of the distribution 
which is the least known about a distribution. The 
distribution fimction or even the a priori probability for 
failed or unhealthy satellites are not well known since the 
system was not designed to be unhealthy. The above 
items can be significant drawbacks of probability based 
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threshold setting and performance evaluation for 
integrity monitoring. 

The paper is organized as follows. After a brief review of 
the principles of integrity monitoring, including methods 
and models that are needed to perform integrity 
monitoring, a heuristic description of the worst case 
methodology follows. Threshold setting and performance 
evaluation results are then discussed. Finally conclusions 
are drawn and recommendations made. Since this paper 
is based on work in progress some of the suggestions are 
noted as speculative, and they would have to be verified 
with fiirther work. Most of the mathematical details are 
left for the appendices. 

REVIEW OF PRINCIPLES 

The basic principles of integrity monitoring are 
illustrated in a two dimensional example shown in 
Figures la-Id, where, for simplicity, no clock errors are 
assumed. The satellite measurement is basically the 
distance from the satellite to the user. A distance 
measurement, ri, from one satellite measurement places 
the user anywhere on a circle of radius, ri, from satellite 
1. A second distance measurement from another satellite 
also places the user anywhere on another circle of radius, 
T2, from satellite 2. The user position is the intersection of 
the two circles as shown in Fig. la. The circles intersect 
at two points but these points are generally so far apart 
that there is no question as to the correct intersection. 
Note that only two satellites are needed (with no clock 
errors) for a two dimensional fix, and if one satellite is 
unhealthy the user will obtain a bad fix unbeknownst to 
him. A redundant third satellite measurement will 
confirm a good fix if the intersection of the three arcs of 
circles are clustered close together as in Fig. lb. If one of 
the satellites is unhealthy then the three circle arcs will 
not be clustered together but will intersect as in Fig. Ic, 
and the residual errors vwll be large. Thus we can 
determine that a satellite is bad, but we cannot deduce 
which one. With a fourth satellite measurement we now 
can determine which satellite is unhealthy and exclude it 
from the fix as shown in Fig. Id. 

PRN2 

PRN 1 
PRN3 

Figure lb. Redundant Confirmation 

PRN 2 

PRNl PRN 3 

Figure Ic. Detection of Unhealthy Satellite 

PRN 2 
PRN 3 

PRNl 
PRN 4 

PRN 1 

user 

Figure la. Two Satellite Fix 

PRN 2 

Figure Id. Identification of Unhealthy Satellite PRN 1 

The reasoning from the two dimensional example can be 
generalized to a three dimensional fix with a clock bias 
error. In this situation, with four unknowns, five satellites 
would be required to determine if a satellite or chaimel is 
unhealthy. Six satellites then would be necessary to 
isolate the unhealthy satellite or channel. 
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METHODS AND MODELS NEEDED 

The above example shows that if the GPS data does not 
look like what we expect (i.e. large residuals) then issue 
an alarm. Thus we need: 

1. A model of "what we expect" the GPS 
measurements to look like. 

2. A decision function to accept the GPS data and 
output a number. 

3. A threshold value to compare with the output of 
the decision function. 

4. A method to evaluate performance of the 
integrity monitoring algorithm so that the 
threshold and/or the decision function can be 
modified if necessary. 

The model of what we expect from GPS is commonplace 
but we will briefly repeat it here for completeness and 
also since we will also be referring to this model. The 
GPS fix is basically determined by equating the range 
from time difference to the range from position 
difference. For one satellite the equation is: 

C (TR - TT,) = J(Xsi - XR)2 + (Ysi - YR)2 + (Zsi - ZR)2 

(1) 

where TR is the time the receiver receives the signal 

TTI is the time satellite 1 transmits the signal 

Xsi, Ysi, Zsi is the position of the satellite at Tn 

XR, YR, ZR is the position of the receiver at TR 

C is the speed of electromagnetic propagation 

Since there are four unknowns TR, XR, YR, ZR at least 
four satellite measurements are needed. Usually the user 
knows his position accurately enough that these 
equations can be linearized about a nominal, and the 
linearized equations for m satellite measurements are: 
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computed from (1) but evaluated at the known nominal 
user position and time. 

As discussed in the introduction, we will use a quadratic 
decision function. In addition to the optimal properties a 
quadratic decision fimction also has the properties that a 
constant value represents contours of constant probability 
or, in the case of least squares, constant weighting. As 
shown in Appendix A, the function is an ellipsoid given 
by: 

J = Z'^ [I ■ H (H'^H)-' tf ] Z (3) 

The threshold is determined by setting a value for J so 
that if J is exceeded an alarm is set. The value selected 
depends upon the performance desired. In a probability 
formulation performance is evaluated by the false alarm 
and missed detection probabilities. For the worst case 
methodology, performance is determined by minimum 
and maximum values at the threshold. 

WORST CASE METHODOLOGY 

The concepts of worst case methodology will be 
illustrated with a two dimensional example. The 
measurement noise for each healthy satellite is assumed 
to lie in the interval | V21 ^ 2a . If the threshold is set 
at JTI as shown in Fig. 2, and we presume that satellite 2 
is healthy, what values of Vi can cause an alarm? As 
seen in Fig. 2 all values I Vi I > VIMAX will set alarms. 
Vi = 0 can cause alarms over a small range of V2. This is 
highly undesirable since there would be many false 
alarms. Thus the threshold should be set higher. In Fig. 3 
the threshold is now increased to hi as evidenced by the 
larger ellipse. As seen in the figure Vi = 0 will never set 
an alarm, and other values such that I Vi I < VIMIN will 
never set an alarm. Now values of Vi whose magnitude is 
slightly less than VIMAX will go undetected. Thus, with 
the increased threshold setting, missed detections will 
increase but at the expense of fewer false alarms. The 
same procedure can be performed but with the roles of Vi 
and V2 interchanged. The principles illusfrated in this 
two dimensional example are extended in the next 
section to a six dimensional case where thresholds are 
chosen and performance is evaluated. The necessary 
mathematics are described in Appendix B. 

or Z = Hx + V (2) 

Where in (2) the as in each row of H are the direction 
cosines from the user's nominal position to the 
corresponding satellite. The measurement vector Z is the 
difference between the time range and the position range 
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VlMAX 

Figure 2. Example Ellipse with Threshold Jn 

Figure 3.  Example Ellipse with Threshold Increased to 

SETTING   THRESHOLDS 
PERFORMANCE 

AND   EVALUATING 

A GPS simulation program was used to determine 
satellites and their direction cosines for the H matrix. 
Table 1 shows the user location and the time of the fix. 
For this fix, minimum GDOP was used to choose 6 out of 
the 8 satellites visible with a mask angle of 10° during a 
15 minute window (-5 to +10) about the time of the fix. 
Minimum GDOP for this selection was 2.34. 

Table 1 Location and Time of GPS Fix 

LOCATION LAT                LONG      HEIGHT 
42°                  78°           0 METERS 

TIME YEAR             DAY         SECONDS 
1994                67             3600 

To see how worst case methodology can be used to 
determine a threshold and evaluate performance, we first 
chose a threshold value J=9. Rather than a random guess 
for J, the method we used to choose the initial value of 9 
for   J   is   based   on   Chi-square.   The   six   satellite 

measurements and the four unknowns leaves two degrees 
of freedom, and a probability of alarm of 0.01 gives 
J=9.21 from Chi-square tables. We will use a maximum 
error for healthy satellites of VMAX=2.0, where all results 
in the tables are normalized by UERE (User Equivalent 
Range Error) of a=6 meters. Appendix B shows that 
satellite errors can be used to evaluate performance rather 
than the satellite measurement or the measurement 
residual. 

Table 2 shows the maximum satellite errors required to 
just equal the threshold of 9. Satellite 3, if it was 
unhealthy, could have an error as large as 22.69* 
UERE=136 meters before an alarm would be set. Table 3 
shows the minimum satellite errors required to equal the 
threshold. For satellite 3 and 6 a zero error can set an 
alarm, and the other satellite errors are not even at their 
extrema. The row of other satellite errors is not filled 
since there are many values or errors that will allow 
satellite 3 or 6 to have zero error at the threshold. Thus 
we would likely have too many false alarms. 
Consequently the threshold should be set higher. Table 4 
and 5 show the maximum and minimum errors required 
to equal a threshold of 25. The maximum errors have 
increased over using the threshold of 9 but not 
significantly. However we have achieved a significant 
increase in the minimum error, and thus there would be a 
significant decrease in the false alarm rate. 

If the alarm is set with six satellites then one of the 
satellites is imhealthy, and, as discussed previously, we 
know that it can be eliminated and the remaining five 
can be used for the position fix. A procedure to effect this 
is to evaluate six different quadratic decision fimctions. 
Each fiinction has five measurements with a different one 
of the six satellites not included. Pick, as the healthy five, 
the fiinction with the minimum value. 

Table 2 Maximum Satellite Error to Achieve a 

Threshold of 9 

OTHER SATELLITE ERRORS 
TO ACHIEVE MAXIMUM, VMAX =2.0 

1 2 3 4 5 6 

1 7.77 2.0 -2.0 2.0 1.63 2.0 

2 7.28 2.0 2.0 -2.0 0.74 -2.0 

3 22.69 -2.0 2.0 -2.0 2.0 2.0 

4 9.14 -0.02 -2.0 -2.0 2.0 2.0 

5 8.38 2.0 2.0 2.0 2.0 -2.0 

6 19.39 2.0 1.99 2.0 2.0 -2.0 
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Table 5 Minimum Satellite Error To Achieve a 

Threshold of 25 

Table 3 Minimum Satellite Error to Achieve a 

Threshold of 9 

§1 
il 

OTHER SATELLITE ERRORS 
TO ACHIEVE MINIMUM, V^^x =20 

1 2 3 4 S 6 

1 0.602 -2.0 2.0 2.0 -2.0 2.0 

2 0.137 -2.0 -2.0 -2.0 2.0 -2.0 

3 0.000 

4 0.294 2.0 2.0 2.0 -2.0 -2.0 

5 0.500 -2.0 -2.0 -2.0 -2.0 2.0 

6 0.000 

Table 4 Maximum Satellite Error To Achieve a 

Threshold of 25 

""5 

is OTHER SATELLITE ERRORS 
TO ACHIEVE MAXIMUM, V^AX =2.0 

1 2 3 4 5 6 

1 10.78 2.0 -2.0 2.0 2.0 2.0 

2 10.14 2.0 2.0 -2.0 0.94 -2.0 

3 29.13 -2.0 2.0 -2.0 2.0 2.0 

4 12.35 0.23 -2.0 -2.0 2.0 2.0 

5 11.33 2.0 2.0 2.0 2.0 -2.0 

6 25.50 2.0 2.0 2.0 2.0 -2.0 

=^5 

Co OTHER SATELLITE ERRORS 
TO ACHIEVE MINIMUM, VMAX =20 

1 2 3 4 5 6 

1 2.47 -2.0 2.0 2.0 -2.0 -2.0 

2 2.59 -2.0 -2.0 -2.0 2.0 2.0 

3 2.75 2.0 -2.0 2.0 -2.0 -2.0 

4 2.58 2.0 -2.0 2.0 -2.0 -2.0 

5 2.43 -2.0 2.0 -2.0 -2.0 2.0 

6 2.86 -2.0 2.0 -2.0 -2.0 2.0 

CONCLUSIONS AND RECOMMENDATIONS 

The worst case methodology developed in this paper 
provides an alternative method to set thresholds and 
evaluate integrity monitoring performance without 
relying on probability distributions. Especially difficult to 
quantify are knowledge of and confidence in the tails of 
the distributions and the probability density fimctions 
(pdf) of unhealthy satellites. With worst case 
methodology, the minimvun error and the maximum 
error a satellite in question can have to just equal the 
threshold determines performance. With the quadratic 
decision function, a threshold of 9 could cause an 
undesirable number of false alarms. Setting the threshold 
higher to 25 to eliminate the false alarm problem 
provides good performance. Other GPS fix locations and 
times should be evaluated to ensure that the threshold has 
acceptable performance. The methodology can be easily 
extended to include other types of measurements, such as 
altitude, depth, or accurate clocks. 

Tables 2-5 and Figs. 2-3 imply that if the minimum and 
maximum errors could be closer, then performance could 
be improved. For a fixed minimum, the missed detection 
rate would be lower because the maximmn error at the 
threshold would be smaller. We speculate that this could 
be achieved with a higher order decision fiinction. Use of 
parity vectors is probably the easiest way to implement 
higher order decision functions. Such a function would 
more heavily penalize large residuals or large noise 
values. 
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APPENDIX A: 

QUADRATIC DECISION FUNCTION WITH A 
COMPLETELY UNKNOWN STATE VECTOR 

With a measurement vector Z, and completely known 
state vector, x, and noise, v. 

Z = Hx + v (A-1) 

the quadratic term of the gaussian probability density 
fimctionofZ, P(Z)is 

where R is the covariance of the measurement noise, v. 
Ji caimot be used as a decision fimction since x is 
completely unknown. However, if we use x for x then 
we have a quadratic decision function that can be used: 

J = (Z-Hx)^R-'(Z-Hx) (A-3) 

where x = (H^R' H)'' H^R' Z (A-4) 

We can assume without loss of generality that R = I [5, 
page 274].   Substituting (A-4) into (A-3) gives: 

J = Z^ (I - H(H^H)-' H^) (I - H (H^H)-' H^)Z = Z^ 
(I-H(H^H)-'tf)Z (A-5) 

since 

(I - H (H^H)-' H^) (I - H (H^ H)-' H^) = I - H (H^ H)"' H^ 
= B (definition of B) (A-6) 

We note that B is not invertible since if dimension Z = 
m and dim x = n, we can pick n parameters, a, and write 

Z = Ha (A-7) 

J, = (Z - Hx)^ R-' (Z - Hx) (A-2) 

substitute (A-7) into (A-5) gives J = 0 for Z^O. Thus, 
B is not invertible. If we decompose Z into two parts, Zi 
and Z2 so 

Z, = (I-H(H^H)' H^)Zand (A-8) 

Z2 = H(H'^H)-^H^Z (A-9) 

Then Z = Z, + Z2 and Z,^ Z2 = 0, and this means that Z, 
and Z2 are orthogonal and all vectors, Z, can be made 
from Zi and Z2. It can be shown that the rank of H 
(H^H)' H^ is n. Because Z = Z, + Z2, the rank of (I - H 
(H^H)"' tf) is m - n, and this is the number of degrees of 
freedom. Zi is called the fauU vector and is related to the 
parity vector [3]. 

If the residuals Z - Hx are used instead of Z in (A-5) we 
get: 

J, =(Z-HX)[I-H(HWH^](Z-HX)= J 
(A-IO) 

Also if we substitute Z = Hx + v into (A-5) we get: 

J = (Hx + v)^[I-H(H^H)-'H^](Hx + v) =v^[I 
-H(HWH^]V (A-11) 

Eq. (A-5), (A-IO) and (A-ll) are very useful because of 
their properties. Eq. (A-5) and (A-10) imply we can use 
either the raw measurements or the residuals with the 
same weighting [I - H (H^H)"' H^] and get the same 
answer. Eq. (A-ll) says that the decision fimction 
depends only on the noise. This is extremely useful to 
evaluate performance since we only have to use noise 
properties and we don't have to use or simulate the 
properties of the actual measurements. If the parity vector 
is used in a quadratic decision function which is the 
square of the magnitude of the parity vector, then it is 
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easy to show that the same properties hold. That is, 
performance depends upon the noise, and the residuals 
yield the same value for the decision function as the raw 
data. 

APPENDIX B: 

DETERMINING MAXIMUM AND MINIMUM 
ERRORS 

In this appendix we will describe a method to obtain the 
maximum and minimum errors a satellite can have so 
that the threshold is just reached. 

If (A-1) is substituted into (A-5) we get: 

J = v^ (I - H (H^H)"' tf) V = v^ Bv (definition of 
B) (B-1) 

and performance depends only on the noise v. Eq. (B-1) 
is the same as Eq. (A-11). We will first assume that B is 
invertible and then use these results for the case where B 
is not invertible. The question that we are asking is: 
What is the largest noise value the satellite in question 
can have such that the threshold is just reached? Since 

we are on the threshold we must have 

dJ = 0 = 2v^Bdv 

0 = d J = v' 

t  t   t    t  ' 
bib2 •••bj •••hm 

•^     ■'^      >|r 4' 

(B-2) 

dvi 

dv2 

dvi 

dVn 

= v^tei 

dvi+b2dv2+ ••• + bidvi+ ••• + bn,dv„,] 
(B-3) 

where b; is the ith coliuim of B 

If the satellite enor that we want to maximize is satellite 
ithen; 

v'^bj = 0 forall j *i (B-4) 

since the coefficients of all the independent variables 
must be zero or, equivalently. 

dvi 

dvj 
= 0 for   i ^ j    since we are maximizing Vi. 

Substituting (B-4) into (B-1) gives: 

J = [0. . .v^biO. . .0] 

Vi 

— -.J v^biVi=[v'^ 

(B-5) b'i+Vibi]Vi 

where v=v without element Vi 

bi=bi without element bi 

From (B-4) we can write 

0 = vMb,b2...b„,]=v'^B'+Vib'i^ 
(B-6) 

for all bj but bi is not included and where B' is B without 
row and column i. 

Since B is invertible because it is a positive definite 
matrix so is B'. 

Vibi^B'-^ (B-7) 

(B-8) 

Thus from (B-6) V 

Substitute (B-7) into (B-5) gives 

J = [-bf B''b'i+bi]Vi^ 

Eq. (B-8) is a solution for the maximum noise vi satellite 
i can have to reach the threshold J. The values for tiie 
noise of the other satellites at the maximum is 
determined by substituting Vi into the ttanspose of (B-7), 
viz.,: 

v' = -B'-'b'iVi (B-9) 

Now we will discuss the case where B in (B-1) is not 
invertible. We will eliminate n dependent variables from 
(A-5) to end up with the same form as (B-1) with m - 
n variables and an invertible B. Then (B-8) and (B-9) 
apply to this case as well. 

Pick m-n measurements that we want to keep to perform 
the maximization, resulting in n measurements that are 
to be eliminated. Rearrange the measurement vector to 
put the n Zs to be eliminated on top. Call the rearranged 
vector Z and the corresponding measurement matrix H. 
Now partition H into two parts, an nxn top part called Hi 
and remaining part called H2. 

H^ 

HI 

H2 

(BIO) 

nxn Hi matiix is always invertible no matter which n Zs 
we chose to eliminate provided rank H is n. This is true 
provided the measurement geometry is good (GDOP < 
00). Now define a vector Y, 

where 

Y=[I-H(Hr' : 0)]Z 

0 is a n x m-n matrix of zeros 

(B-11) 
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Notice that: 

J = Z' (I -H (H'H)' H') Z = Z' (I-H (Hf :  0))' (I - H 

(H^H)-^H^)(I-H[H,'   :  0])Z (B-12) 

Substituting (B-11) into (B-12) gives: 

J = Y^(I - H QfH)-^ H) Y = Y^ BY 

With (B-10) into (B-11) gives: 

"Hi" 

Y = [   "^   \   - ■      Hr'IO]] Z 

Ha] 

-H2 Hf'Zi +Z2 

Yi 

Y2 

(B-13) 

0 0 

-H2Hr' I2 

(B-14) 

Zi 

Z2 

where from (B-14) Yi is n dimensional zero vector and 
Y2 is m-n 

Substituting (B-14) into (B-13) gives: 

["n 1 
Bn   B12 

J = (0^ Y2^) 
Bl2'^B22 

... 

^2 

— Y2 B22Y2 

(B-15) 

Eq. (B-15) is the form we want and everything leading to 
the solution (B-8) and (B-9) applies but with Y2 of 
dimension (m-n) in place of v and B22 in place of B. To 
evaluate the performance of the decision fiinction and 
threshold J we can use v in place of Z (see B-1), thus 
from (B-14), 

V2 = Y2 + H2Hr'vi (B-16) 

If we maximize the first element of the vector Y2 call it 
Y2(l) in (B-15), then we can find the maximum error 
that the satellite in question (the first element in V2,V2(1)) 
can have using (B-16). If the noise on good satellites 
can have values -VMAX ^ V < VMAX then V2(1)MAX is 
obtained by making the product of the first row of H2Hi'^ 
and vi a maximum. This will occur with each element of 
vi either +VMAX or -VMAX depending upon the sign of the 
corresponding element in the first row of H2 Hf'. Thus 
we have determined vi and the first element of V2. The 
rest of V2 is known from (B-16) since we know the 
elements of Y2 which are the independent variables from 
the maximization and all of vi. Some of the elements of 
V2 (other than V2(l)) may be larger than VMAX- This 
is not allowed since |v| < VMAX and in this situation V2(l) 
is then maximized when each element of v is either 

+VMAX or -VMAX • We must go through this procediu-e for 
all combinations of satellites (except the satellite in 
question) as independent variables. For example, 
suppose there are 7 satellites. We eliminate 4 
measurements because the state vector is dim 4 i.e.(AX, 
AY, AZ, AT)^. One of the remaining 3 is the satellite in 
question and the other 2 are the dependent variables. We 
can choose 2 dependent variables from 6 satellites in 6! / 
(2!4!) = 15 ways. 

The following summarizes the procedure for finding the 
maximum satellite error. Recall that we are determining 
the maximum error a satellite in question can have at the 
threshold while all other satellites have errors within 
their normal ranges, -VMAX ^ v< VMAX- 

Procedure for Determining Maximum Satellite Error 

1. Chose the satellite whose maximum error we want to 
determine. 

2. Pick a group of 4 satellite measurements that we 
want to eliminate. (Assuming the state vector is dim 
4) and rearrange the measurement vector so these 
are the first 4. 

3. Compute B matiix (B-13) and get B22 (B-15). 

4. Compute maximum value for Y2 that corresponds to 
satellite in question (B-8). 

5. Compute the other Y2 s (B-9). 

6. From the Y2 vector, compute the maximum error the 
satellite in question can have and the error values for 
the dependent variables. (B-16) 

Determine if the error values for the dependent 
variables are within the range ± VMAX- 

If yes then the solution is a candidate for a 
maximum, and go to 2. for the next group of 
satellites to eliminate. 

If no then the solution is not a candidate for 
maximum and go to 2. for next group of satellites to 
eliminate.. 

7. If the result for each group is no, then the maximum 
for the satellite in question occurs when the error for 
each of the other satellites is either + VMAX- A 
solution can be found by searching over all values of 
± VMAX using (B-1). 

Procedure for Determining the Minimum Satellite Error 

The procedure for determining the minimum error that 
the satellite in question can have at the threshold is much 
simpler than for the maximiun. Since differentiating the 
quadratic will find a maximum but not a minimum, the 
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minimum is either zero or it occurs at the extrema (± 
VMAX) for all the other satellite errors. 

1. Determine if zero error is possible by putting zero v 
for the satellite in question in v^Bv of Eq. (B-1) and 
then find the maximum value for v^Bv for ± VMAX 

errors for the other satellites. If (v^Bv) MAX ^ J 

then zero is a solution. 

2. If zero is not a solution, then the minimum error for 
the satellite in question occurs at the extrema (± 
VMAX) for the other satellites. A solution can be 
found by trying all values of ± VMAX and solving the 
quadratic v^Bv = J for vofthe satellite in question. 
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ABSTRACT 

In [1], integrity, continuity and accuracy of the system are 
defined to meet the requirement that the probability of any 
part of the aircraft leaving the tunnel without warning 
shall be less than 1 in 10^ approaches. This requires an 
integrity risk of 6x10"* and continuity risk of 2x10'^ per 
approach in the aircraft component. 

The parameters influencing the airborne subsystem risk 
probability are turmel dimension, the flight technical 
error(FTE) and the navigation system error(NSE). This 
study is directed in particular toward a first critical 
examination of treatment of above parameters. A new 
approach is proposed in this paper to compute the airborne 
subsystem risk probabilities of integrity and continuity in a 
rigorous way based on the joint probability distribution of 
NSE and FTE This approach gives significantly different 
results from [1]. It is also shown that the probability of 
exceeding an alarm limit is significantly different from the 
probability of being outside the alarm limit Thus, the 
computation of the SCAT-I risk probability as given in [1] 
should be reviewed. 

1. INTRODUCTION 

Tomorrow's civil aviation requires increased capability 
for aircraft equipment. GPS and WAAS are being 
researched to enhance the aircraft navigation 
performance. These enhancement must maintain or 
further improve the current safety level. The Required 
Navigation   Performance(RNP)   concept   has   been 

proposed and used to solve the more complex airspace 
management problem[l][2]. 

The central RNP notion is the aircraft contaiimient 
sur&ce, called the tuimel, wiich partitions the airspace 
and defines the obstacle clearance sur&ce. RNP is singly 
the requirement necessary to keep the aircraft inside the 
tunnel. The requirements are defined by four RNP 
parameters-accuracy, integrity, continuity and availability. 
RNP is an airspace system function and not a navigation 
sensor function. This means that airspace requirements 
can be satisfied independently of the methods by which 
they are achieved. In summary, RNP manages and defines 
the airspace so that user operational and economic benefits 
are realised without compromising safety. 

Risk analysis, which is one of two activities used to keep 
the aircraft within the tunnel, allocates a risk to each 
design element of the aircraft and its navigation system. 
To meet the requirement that the probability of any part of 
the aircraft leaving the tunnel without warning shall be 
less than 1 in 10^ approaches, it requires an integrity risk 
of 6x10'* and continuity risk of 2x10'^ per approach in the 
aircraft component[l]. 

For the airborne subsystem risk analysis studied here, the 
parameters influencing the integrity and continuity risk 
probabilities are tunnel dimension, the Eight Technical 
Error(FTE) and the Navigation System Error(NSE). This 
paper is intended to have a critical examination of the 
treatment of these parameters. With the assumption of the 
independence of FTE and NSE and assuming the tunnel 
inddent warning algorithm as in [1], the rigorous 
computations of integrity and continuity risk probabilities 
are carried out based on the joint probatnlity distribution of 
NSE and FTE This treatment of NSE and FTE is 
different firom that in the [1],[3] and [4], w*ere NSE and 
FTE are treated separately. These two approaches give 
significantly different results. 

This paper also discusses the tunnel inddent alarm 
problem. Following the theoretical derivation of FTE value 
rising through a given alarm limit and coiiy)utation of 
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alarm probabilities, it is shown that the probability of 
exceeding an alarm limit is significantly different from the 
probability of being outside the alarm limit as given in [1]. 

2. THE TUNNEL CONCEPT AND RISK 
ALLOCATION 

The tunnel concept is synonymous with RNP, which is 
defined by four parameters—accuracy, integrity, continuity 
and availability. 

A tuimel is an aircraft contaiimient sur&ce with the 
assigned flight path as the central line. The dimensions of 
the tuimel determine the separation standard between the 
terrain, ground obstacles or other airciafi flying inside 
their assigned tuimels. A tuimel incident occurs only 
when the aircraft leaves its tuimel unintentionally 

Because the events that cause a tunnel incident are 
uncertain, the best way to analyse tuimel event is 
probability analysis which allocates a portion of the tunnel 
incident risk to each RNP parameter. 

Total System ErTor(TSE) excess that leads to a tunnel 
incident is associated with a risk that is specified by the 
accuracy parameter. The risk associated with unscheduled 
navigation function   interruption   is  specified  by the 

continuity parameter, while the risk of latent equipment or 
design £iilures is specified by the integrity parameter. 
Availability ensures that the navigation fiinction is 
available as aircraft enters the tunnel. 

A tunnel incident has the possibility of leading to a loss-of- 
aircrafi accident; this possibility is expressed by the 
acddent-to-incident ratio which describes the conditional 
probability of an accident caused by tunnel incident. The 
calculated risk of an accident is compared with a safety 
goal called the target level of safety(TLS) wliich is defined 
by the community to determine an acceptable level of 
safety. In this paper, TLS is defined by the equation 
TLS=(acddent-to-inddent ratio)x(tunnel incident risk). 

For example, the realisation of TLS and allocation of RNP 
risks for SCAT I approach is shown in Figure 1 as 
in[l][2]. It is seen that the tunnel incident risk is equally 
allocated to three RNP parameters-accuracy, continuity 
and integrity. The loss of continuity and the loss of 
integrity per approach are required less than 1 x 10"^ and 
1.3 X 10"', respectively, that require loss of the continuity 
and loss of the integrity of aircraft component less than 
2 X 10"^ and 6 x 10"*, respectively. These two figures are 
used as the target in the following computation results 
analysis. 

^■^ 

|TLS of Approach=10"* 1 
Accident/Incident 

= 0.1 

^ 
Tunnel incident 

IxlO'' 

1 J 
Continuity incident 

per approacli 3.3 x 10 

Accuracy incident 
-8 

per approach 3.3 x 10 

Integrity incident 
-8 

per approach 3.3 x 10 

, .__ _ 

Pilot missed detection and pilot 
failure to missed approach before 

DH 3.3x10"'* 

Excessive TSE missed 
detection 0.01 

Pilot missed detection and pilot 
failure to missed approach before 
DH 
0.25 

I J 1 
I xv!s of continuity  per 

approach 1x10 

Exceed outer containment 

surface dimension 3.3 x 10 

Loss of integrity 

1.3x10"' 

i ^ ^ ̂ ^ ̂ ^^ 

aircraft 2x10""^ J other 8x10"^    I a ircraft 6 x 10~* J other 7x10""* 

Figure 1: Example of RNP Tunnel Incident Risk Allocation for SCAT I Approach 
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3. RIGOROUS INTEGRITY AND CONnNUTTY 
RISK COMPUTATION 

3.1 Tunnel Incident Warning 

As mentioned above, a tunnel is an aircraft containment 
surfiice v^liich the aircraft can unintentionally leave with 
the probability of 10'^ over the specified phase of flight. 
For the SCAT I precision approach of 150 seconds, 
assuming there are 10 independent events, this defines that 
the half-dimension of the outer tunnel is the sum of 
S.TBOTSE and lateral or vertical aircraft semi-dimensions, 
and 2aisE gives the half-dimension of the inner tunnel, if 
the &ult-free total system error follows a normal N(0, 
O^TSE) distribution. 

The total system error(TSE) is the incorporation of FIE 
and NSE. Assuming TSE= | FTE | +NS^ then there will 
be a tunnel penetration warning if Fliffht Technical Error Tunnel 

Boundary 

FTE +NSE>T-M (1) 
Figure 2: Illustration of Four 

Possible Tuimel Events 

where 
T is the half-width or half-height of the tunnel. 

M is the margin required to protect aircraft 
extremities firom penetrating the tunnel, that is, 
M is the semi-wing span for lateral tunnel, and 
20 feet wheel height for the vertical tunnel. 

NSE is taken as multiple of OSAV, where ONAV is 
one-sigma   of  the   navigation   solution,   ie., 

NSE=kaNAv- 

The loss of integrity of aircraft occurs only wlien the 
aircraft leaves the tuimel without warning. The loss of 
continuity of aircraft occurs only when the true or felse 
alarm of tunnel penetration occurs. The following 
discussion of this section follows these definitions and the 
warning equation (1). 

3.2 The Ftx)bability E]q>ression of Litegrity and 
Continuity of Airborne Navigation System 

For the airborne subsystem, according to the tunnel 
penetration warning equation (1), we can express different 
tunnel events by a two-dimensional graph, as in Figure 2. 
From this figure, we have four possible tunnel events: 

PI:        aircraft within tunnel and | FTE | +NSE<T-M: 
permissible 

P2:        aircraft outside tunnel but | FIE | +NSE<T-M: 
integrity risk 

P3:        aircraft within tunnel but | FIE | +NSE>T-M: 
&lse alarm 

P4:        aircraft outside tunnel and |FIE|+NSE>T-M: 

true alarm 

If we assume that FTE and NSE are independent Gaussian 
variables, we have the probability density functions of FTE 
and NSE: 

FTE^ 

f{FTE) = -7= e 
'jTjia 

'2"nE 

FTE 

f(NSE)=- 
V2jt OjfsE 

and the joint probaWIity density fiinction of FTE and NSE: 

f(FTE,NSE) = 
"^^KSpjiPusE 

(FTE^ NSE'^\ 

\7afTE   2asx I 

From the inspection of Figure 2 and assumption of Opra, 
CTNSE, the probabilities PI to P4 are obtained as follows: 

^   JTE^ T-M-FTE  J^SE^ 

P^  fe 2°^ dFTE        f     e 2°*« dNSE 
'^FTEPNSE _, -(T-M^FTE) 

(2) 

FTE' NSE' 

^'^FTE^NSE 
fe ^^dPTE      Je ^'"'^ dNSE 

T-M-FTE 

(3) 

1^- 
^napTEONSE S' 

FTE'' T-M-FTE    ffSE^ 
2a, FIE dFTE 5 e ^NXdNSE 

(4) 
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FTE^ NSE^ 

A 
iMapTEOifSE 

Je ^FJEdFTE        je 2a, NSEdNSE 

(T-M-FTE) 

(5) 

The probabilities aie valid for each independent event. For 
the duration of the SCAT I predsion approach, consisting 
of 10 independent events, the probabilities have to be 
multiplied by 10. 

It can be seen that these conq)utations are more complete 
than those of SCAT I, ^ipendix J-8yJ-9 in [1] as they 
allow the computation of both true and &tlse alarm risk. 

33 Ccmpwiatism Results cl Integrity and Continuity 
Risks 

It is known from Eqs.(2) to (S) that the probabilities PI to 
P4 are determined by the tuimel dimension(T and M), the 
alarm limit S and two probability density fonction 

Table 1: Alarm Risk Coi^^ 

T-M (m) S  (m) .£mE.tl  a;^(m) P3 P4 
.........„...™.... 

P3+P4 

 '30'"  24" 2 2  2.'l5&32"" 2.15E-32 
30 26 2 2 7.92E-38 9.23E^ 8.01E-38 

30 28 2 2 9.81E-44 1.12E-44 1.09E^3 

30 30 2 2 0.00Bf00 O.OOBfOO O.OOBfOO 

30 24 2 4 3.85E-09 6.57E-12 3.86E^09 

30 26 2 4 1.61Erl0 3.22E-12 1.64E-10 

30 28 2 4 4.77K-12 7.06E-13 5.48E^12 

30 30 2 4 8.08E-14 6.19E-14 1.43E-13 

30 24 2 6 8.67E-05 1.37&06 8.81E-05 

30 26 2 6 1.96E-05 1.29E-06 2.09E-05 

30 28 2 6 3.50EO6 9.57E-07 4.46E-06 

30 30 2 6 4.06EW 4.49EW 8.55E07 

30 24 2 8 3.07E-03 2.15E-04 3.29E-03 
30 26 2 8 1.21Er03 2.12&04 1.42B-03 
30 28 2 8 3.89E-04 1.93E-04 5.82E-04 
30 30 2 8 8.49E-05 1.39E-04 2.24E-04 

30 18 4 2 1.04&18 9.09E-22 1.04E-18 

30 22 4 2 2.09E-27 3.53E-29 2.13B-27 
30 26 4 2 6.97E-38 1.04E-38 8.01B-38 

30 30 4 2 0.00Bf00 O.OOBfOO O.OOBfOO 

30 18 4 4 1.15&05 1.83E-08 1.15E-05 
30 22 4 4 6.94&08 1.52EW 7.09E^ 
30 26 4 4 1.41E-10 2.37E-11 1.64E-10 
30 30 4 4 7.61E-14 6.67E-14 1.43E-13 
30 18 4 6 3.48E^3 2.11E^5 3.50E-03 
30 22 4 6 3.21E^ 1.34E-05 3.34B-04 
30 26 4 6 1.70E-05 3.95E-06 2.09E-05 
30 30 4 6 4.13E^07 4.43E-07 8.55E^07 
30 18 4 8 2.80B^ 6.36E-04 2.86E^02 
30 22 4 8 6.59E-03 5.74&04 7.16E-03 
30 26 4 8 1.06E-03 3.67E-04 1.42&03 
30 30 4 8 9.40E-05 L30Er04 2.24&03 

30 12 6 2 6.35E4)9 6.65E-12 6.35B-09 
30 18 6 2 1.02E-18 1.93E-20 1.04E-18 
30 24 6 2 1.85E-32 2.99E-33 2.15E-32 
30 30 6 2 O.OOB+00 O.OOEfOO 0.00Bf00 
30 12 6 4 3.94E-03 7.24E^06 3.95E^3 
30 18 6 4 1.13E05 2.64E^07 1.15&05 
30 24 6 4 3.28E09 5.80E-10 3.86B-09 
30 30 6 4 7.45E-14 6.82E-14 1.43E-13 
30 12 6 6 5.47E^ 2.74E^ 5.50B^ 
30 18 6 6 337&03 1.26E^ 3.50E^3 
30 24 6 6 7.21&05 1.60E-05 8.81E-05 
30 30 6 6 4.17BW 4.38E-07 8.55E-07 
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T-M(ni) S(m) O..H c'n.^"^) 
P2 T-M(m) S(m) 

..-«.^..... oj-"* P2 

30 24 2 2 3.33E-26 30 18 4 4 9.61E^ 

30 26 2 2 3.33E-26 30 22 4 4 1.18E-07 

30 28 2 2 3.33E-26 30 26 4 4 1.19E07 

30 30 2 2 3.33&26 30 30 4 4 1.19&07 

30 24 2 4 8.30E-12 30 18 4 6 4.34E-06 

30 26 2 4 1.67E-11 30 22 4 6 1.69E-05 

30 28 2 4 2.06E-11 30 26 4 6 2.89E^5 

30 30 2 4 2.12E-11 30 30 4 6 3.24B^5 

30 24 2 6 5.30&08 30 12 6 2 5.91E-08 

30 26 2 6 3.55E^ 30 18 6 2 2.18&06 

30 28 2 6 1.07E-06 30 24 6 2 2.18E^ 

30 30 2 6 1.78E-06 30 30 6 2 2.18B^ 

30 18 4 2 2.13E-11 30 12 6 4 1.60E-05 

30 22 4 2 2.13E-11 30 18 6 4 3.25E^5 

30 26 4 2 2.13E-11 30 24 6 4 3.28E^5 

30 30 4 2 2.13E-11 30 30 6 4 3.28E05 

parameters OFIE , CFfea We assume use of DGPS with 
accuracy of OSAV -2m to 16m and a Flight Technical Error 
with accuracy of OFiB=2m to 16m. We also assume the 
tunnel dimension as T-M=30m, 60m and 90ni, 
respectively. The Navigation System Error(NSE) is 
assumed as o^v, 2aNAy, 3aNAy • So the alarm limit S is 

S=T-M- ONAV , or S=T-M-2aNAv, 
or S=T-M-3c^v 

Some of the computed probabilities are listed in Tables 1 
and 2. These probabilities are valid for one singlle event of 
15 seconds duration. They have to be multiplied by a 
fector of 10 in order to cover the total approach duration of 
15 seconds. 

The probability of |Fr£|> S depends purely on the 
relationship between S and OFIE- For a normal distribution 
it holds: 

Table 3: Relationship between S /o^£ and 

P{\FTE\ ;s S) 
SlapTE      P(FTE\^S) 

2 4.5E-02 
3 2.7E-03 
4 6.3E-04 
5 7.0E-06 
6 l.OE-09 
7 1.5E^10 

Thus, the alarm limit can be selected as an appropriate 
multiple of OHE in order to meet the continuity risk 
specification. Note, in particular, that the risk probability 
is very sensitive to the alarm limit. 

The ratio between the &lse alarms and the true alarms can 
be studied through P3/P4. This ratio depends on the 

distance between tunnel boundary and alarm limit. For 
the proposed distance of 3c^v , this ratio is between 10 
and 100, that means, there are some 10 to 100 false alarms 
to every true alarm. For the distance of 2atw/ > there will 
be less than 10 &lse alarms to each true alarm. 

Overall, the following parameter combinations (Tables 4,5 
and 6) are permissible in order to meet the specifications of 
continuity risk and integrity risk if NSE is taken as 2aKAv • 
For flie alarm limit S=T-M-2aj^j^y, we have the 
following permissible parameter combinations of 
(PNSE^FTE) which satisfy the RNP specification 

shown in Figure 1, and keep the &lse alarm rate small(less 
than 10 for each true alarm): 

ForT-M=30m: 

Table 4: AdmissiWe ComWnations olOjfSE (^) ^^^ 
OfXE jni) for T-M = 30 m 

^NSEi.^). EnE.i^l..... 
 :s4 ^4 

ForT-M=60m: 

TaMe 5: AdmissiUe Comlanations of Ojf^£ (ni) and 

OpXE (^) fo*^ '^'^ = 60 m 

^NSEM OpxE i."^) 
HA 
£8 
^10 

^10 
^8 
^4 

ForT-M=90m: 
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TaUe6: AdmissiUe ComUnations of ajy5£ (/n) and 
OpTE (^) fo^ T-M = 90 m 

^6 
£12 
£14 

£16 
£12 
£6 

Particularly, from the above we learnt that the results are 
very sensitive to alarm limit S if the tunnel incident 
warning Eq.(l) is used. If the navigation accuracy 
indicator OMAV is estimated online from the navigation 
data and use this estimated value for warning, this will 
change the risk probabilities significantly. 

4. FURTHER DISCUSSION ON ALARM 

To determine the alarm rate, the probalxlity that FTE 
exceeds the alarm limit, as well as the frequency of this 
occurrence, must be computed. 

We can illustrate simply how this probability is 
significantly different from the value obtained for the 
probability of FIB exceeding the alarm limit, following 
the computation procedure shown in Appendix J.43 of 
[1], namely: 

Pr. wammg ?4FTE\ »1254) - L25x 10"*     (6) 

Assuming two sine functions of equal amplitude but with 
different &equencies(for example, see Egure 3). Over a 
sufficiently long interval, the proportional area above the 
nominal alarm limit (the probability of a value exceeding 
the nominal value) wiU be equal for both curves. 
However, the alarm condition (approach and penetration 
of the nominal limit) will occur much more frequently for 
the high frequency curve (by a &ctor which is equal to the 
ratio of the higher to the lower fiiequency). 

Alarm Limi] 

Rgurc 3: Sine-fiinction-like Flight Technical Error 

Once the alarm limit is passed, the (auto-)pilot will initiate 
a missed approadi procedure. Therefore, only the 
probaUlity c£ an occurrence when FTE passes the alarm 
limit S is relevant, while the probability Pr(|/T£| > S) 

has no meaning beie as it has little predictive significance. 
The quantity that must be determined is the probability of 
the first occurrence of |iT£| exceeding the set limit and 
the spectral composition of |F7£| bears directly on this 
probalxlity. 

The theory underlying mote rigorous alarm oomputati<»is 
and some numerical results are given below. 

Consider the stationary random fimction FTE(t) and its 
time derivative DFTE(t). Let the joint probability density 
function of FEr(t) and DFTE(t) be p(S,VX5]. The 
probability that FTE(t) at time t lies between S and S+dS 
and at the same time, DFTE(t) lies between V and V-fdV, 
is given by p(S,V)dSdV. On the other hand, this 
expression also rq>resents the time interval v/bicL, during 
unit time, is being spent by FTE within the strip dS while 
moving with speed V. Now, the duration of single 
crossing of the strip is given by dS/|v|, wtere the absolute 
sign has to be taken since it is immaterial whether the 
speed V is positive(going upwards) or negative(going 
downwards). Dividing the total time being spent within 
the strip by the duration of one crossing, we obtain the 
mean number of crossings of the line FTEsS per unit time 
for the speed V as below: 

»syMp(s.v)dV (7) 

The total number of crossing (with arbitrary speed) per 
unit time is, therefore: 

«5 - /lV|p(S,7>/7 (8) 

Li particular, the. number of passages througji zero is 
obtained as: 

go 

(9) 

Since, in the mean, the number of upward and downward 
crossings of the line FTE=S will be equal, we conclude 
that, in the mean, the frequency for FTE(t) to exceed a 
given value S will be /l^ / 2. 

If FTE(t) and DFTE(t) are independent and DFTE(t) is 
normal ^(0,T ^), then 

It follows that: 

ns-^P{S) (10) 

If FTE(t) is normal N(0,a'^) too, then: 
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and in particular, 

«o 
IT 

ji a 

(11) 

(12) 

For our particular tunnel penetration alarm warning, we 
have: 

1  o, 
Mc  = 

'DFIE_     2a/re 

ZJt    ^ pxE 

1 o 
"0' 

DFTfi 

^Jl   ^ fXE 

(13) 

(14) 

Here, W^ denote the number of upward crossing of alarm 
limit and «„ denoting the number of zero crossingis of 

FIE per unit time. Oj^pj^ can be derived from Opj^ and 
following expression: 

DFTE 
AFTE 

At 
(15) 

The duration of one independent event of 15 seconds 
during the approach is analogpus to the time interval 
between two zero crossing. TTiis relationship is used in 
this paper to derive the change rate DF7E for a given 
OpjTE value. 

The alarm risk probabilities for a 1 second interval were 
computed and listed in Table 7. In this Table, the first 
column Usts a^^, while the first row lists the alarm limit 
S. For the SCAT I approach of 150 seconds, these 
probability values have to be multiplied by a fector of 150. 

We note that these probabilities are significantly different 
from the probability ?I(\FTE\ a S). 

In overall, it may be noted that the alarm risks are larger 
than computed conventionally, increasing alarm 
probabilities by a fector of 10. For the example of Opj^ 
=2.59 and frequency = 1/15 seconds, the probability of 
  _7 
FIE crossing the alarm limit of 12.5 meters is 3 x 10    . 
For the approach duration of 150 seconds this probability 
is 45 X10"^ which is significantly different from the value 

125x10"*. 

5. CONCLUSIONS 

From above discussions and results, we can conclude: 

• The computations in this study are based on the joint 
probaWlity distribution of NSE and FIE and are thus 
more rigprous than those in [1], [3] and [4]. These 
two approaches give significantly different results. It 
is shown that there exists a reasonable number of 
combinations of (PNSE'^FTE) which satisfy the 
RNP specifications of integrity and continuity for 
precision approach and keep the felse alarm rate 
small. 

• It is shown that the probability of exceeding an alarm 
limit is significantly different from the probability of 
being outside the alarm limit. Thus, the computation 
of continuity risk probability in [1] should be 
reviewed. 

The further study on aircrafl: navigation integrity and 

continuity risk considering Ojq^y as the fimction of a chi- 
square variable is currently being carried out by the 
authors. It is believed it will provide more rigorous results. 
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TaHe 7: Alami Probability n^ for one Reooid 

0 10 20 30 40 50 60 70 80 90 100 
2 3E^ 1&03 6E-24 OE+00 OEfOO OEfOO OE+00 OEfOO OEfOO OEfOO OEfOO 
4 3E-02 8B03 lEW 2E-14 6E-24 4E-36 OEfOO OEfOO OEfOO OEfOO OEfOO 
6 3E-02 8E-03 lE-04 lErOfJ 7E-12 3E-17 6E-24 9E-32 8E-41 OEfOO OBfOO 
8 3&02 2Er02 1B^3 3&05 lE^ lE-lO 2E-14 8E-19 6E-24 lE-29 4E-36 
10 3E-02 lErOl 5B03 4EA)4 1E^5 1&07 5E-10 8E-13 4E-16 9&20 6E-24 
12 3E-02 2E-02 8E-03 1&03 lE-04 6E-06 1E07 lE^ 7&12 2E-14 3E-17 
14 3Em 3E-02 1-E02 3E-03 6E-04 6E-05 3E^ 1E-07 3E09 4E-11 3E-13 
16 3Em 3E-02 2E-02 6E-03 lE-03 3E-04 3&05 2E-06 lE-ffJ 4EW lE-10 
18 3E-02 3E^ 2E^02 8E-03 3E^3 7E-04 lEW 2&05 2E-06 IBW 7E-09 
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TASC 

C.S. DRAPER LABORATORY, INC. 

GEC MARCONI 

CATERPILLAR, INC. 

OHIO UNIVERSITY 

RACAL RESEARCH LTD. 

WR-ALC/LKNE 

RACAL RESEARCH LTD. 

NASA GSFC 

TRW 

AFIWC/SAV 

FH BOCHUM/LITEF 

2S0PS/D0AN 

HUGHES SPACE & COMMUNICATIONS 

00-ALC/TISFA 

PELORUS NAVIGATION SYSTEMS INC 

US ARMY YUMA PROVING GROUND 

NAVAL RESEARCH LABORATORY 

EXPLORATION GEODESY, INC. 

CAST, INC. 

2048 

MINNEAPOLIS,MN 

CORVALLIS,OR 

SUNNYVALE,CA 

UK 

HOLLOMAN AFB.NM 

WPAFB,OH 

TORRANCE,CA 

HOLLAND 

SUNNYVALE,CA 

BOULDER,CO 

NIGERIA 

EULESS,TX 

SAN DIEGO,CA 

REDSTONE ARSENAL,AL 

COLORADO SPRINGS,CO 

ADELPHI,HD 

SILVER SPRING,MD 

CHINA LAKE,CA 

PEORIA,IL 

CANADA 

LAWRENCE,KS 

VANDENBERG AFB,CA 

WISCASSET,ME 

AUSTIN,TX 

NORCROSS,GA 

LAS CRUCES,NM 

CEDAR RAPDIS.IA 

PASADENA,CA 

UK 

WALNUT,CA 

FRANCE 

HOLLOMAN AFB,NM 

LAYFAYETTE,LA 

KANSAS CITY,MO 

HOUSTON,TX 

ALEXANDRIA,VA 

MESA,AZ 

PALO ALTO,CA 

KIRTLAND AFB,NM 

ANAHEIM,CA 

LINTHICUM,MD 

CAMBRIDGE,MA 

ENGLAND 

PEORIA,IL 

ATHENS,OH 

ENGLAND 

WARNER ROBINS AFB,GA 

ENGLAND 

GREENBELT,MD 

ALBUQUERQUE,NM 

SAN ANTONIO,TX 

GERMANY 

FALCON AFB,CO 

LOS ANGELES,CA 

HILL AFB,UT 

CANADA 

YUMA,AZ 

ALEXANDRIA,VA 

HOUSTON,TX 

LOS ALAMITOS,CA 



BECICMANN, MARTIN TRIMBLE NAVIGATION, LTD. SUNNYVALE, CA 

BEDELL, COLE HONEYWELL HAV CLEARWATER,FL 

BEHHER, DAVID ROCKWELL INTERNATIONAL/CACD CEDAR RAPIDS,lA 

BEHRE, CHARLES UNIVERSITY OF COLORADO BOULDER,CO 

BEHRNS, ANN HARIE HQ AFFSA/X01A ANDREWS AFB,MD 

BEISEL, KATHY TRIMBLE SUNNYVALE,CA 

BEISNER, HENRY PARADEIGMA, INC. ROCKVILLE,MD 

BELL, JAMES NORTHROP-GRUMMAN GLENDALE,CA 

BELL, DONNA MOTOROLA NORTHBROOK,IL 

BELLO, ERIK ROCKWELL INTERNATIONAL NEWPORT BEACH,CA 

BELTON, JACK AMERICAN NUCLEONICS CORPORATIO WESTLAKE VILLAGE,CA 

BENGLESDORF, CURT PHILLIPS BUSINESS INFORMATION POTOMAC,MD 

BENITEZ, JESUS WHITE SANDS MISSILE RANGE WSMR,NM 

BENNETT, NEIL NATIONAL SYSTEMS & RESEARCH COLORADO SPRINGS,CO 

BENNETT, SID ANDREW CORP ORLANDO PARK,IL 

BENNETT, VERNE MAGELLAN SYSTEMS CORPORATION REDMOND,WA 

BENSON, JOHN COMANT INDUSTRIES SANT AFE SPRINGS.CA 

BERG-JOHANSEN, ROAR II MORROW, INC. SALEM,OR 

BERGENE, OYVIND NORWEGIAN ARMY MATERIAL CMD NORWAY 

BERGESON, JOHN BOEING DEFENSE & SPACE BELLEVUE,WA 

BERGLJUNG, PETER SAAB DYNAMICS SWEDEN 

BERKEL, STEVE NAWCWPNS POINT MUGU,CA 

BERNEDO, PELAYO GMV SPAIN 

BERNICK, JONATHAN WORCESTER POLYTECHNIC INSTITUT WORCESTER,MA 

BERRY, MARTIN RACAL SURVEY USA HOUSTON,TX 

BERRY, MICHAEL HUGHES EOS CAMBRDIGE,MA 

BERTIGER, WILLY JET PROPULSION LABORATORY PASADENA,CA 

BESER, JACQUES 3S NAVIGATION LAGUNA HILLS,CA 

BETTENCOURT, STEVE BATTELLE MEMORIAL INSTITUTE COLUMBUS,OH 

BETTS, WILLIAM DFAS HQ USAFA COLORADO SPRINGS,CO 

BEVERLY, EDGAR US ARMY (PM-GPS) LOS ANGELES AFB.CA 

BIACS, ZOLTAN TRIMBLE NAVIGATION SUNNYVALE.CA 

BIBAUT, ALAIN DASSAULT ELECTRONICS FRANCE 

BIEDERMAN, ARTHUR HUGHES AIRCRAFT COMPANY LOS ANGELES,CA 

BIENSTOCK, BERNARD HUGHES SPACE CO. LOS ANGELES,CA 

BILLINGS, CHARLES NORTHERN TELECOM INC. SCHAUMBURG,IL 

BINEGAR, KIMBERLY ROCKWELL INTERNATIONAL ANAHEIM.CA 

BINGHAM, PETER GEC PLESSEY SEMICONDUCTORS LTD ENGLAND 

BINNING, PATRICK NRL WASHINGTON,DC 

BISHOP, GREGORY USAF/PHILLIPS LABORATORY/GPIA HANSCOH AFB.MA 

BLACKBURN, ALBERT NAVSAT INTERNATIONAL, INC. MCLEAN,VA 

BLACKWELL, EARL SRI INTERNATIONAL MENLO PARK,CA 

BLAIR, JOHN INTERNATINAL GEOMATICS SERVICE CANADA 

BLAIR, RONALD MOBIL RESEARCH & DEVELOPMENT C DALLAS,TX 

BLANKENHORN, JANICE MAGELLAN SYSTEMS CORP SAN DIMAS.CA 

BLAUTH, GARY GEC-MARCONI ELECTRONIC SYSTEMS GLEN RIDGE,NJ 

BLETZACKER, FRANK WELNAVIGATE, INC. OXNARD.CA 

BLOMENHOFER, HELMUT DAIMLER-BENZ AEROSPACE AG GERMANY 

BLOUNT, CLIVE ROYAL AIR FORCE UK 

BOCOVICH, PAUL NAWCWPNS PT. MUGU,CA 

BOEN, HAKIN SEATEX AS NORWAY 

BOESENBERG, CHARLES ASHTECH INC. SUNNYVALE,CA 

BOHENEK, BRIAN 746TH TS/TGGDC HOLLOMAN AFB,NM 

BOLAND, THOMAS ARINC RESEARCH CORP. SAN DIEGO.CA 

BOLAND, LISA 2S0PS/D0AN FALCON AFB.CO 

BOMBARD, TRACY BOOZ-ALLEN & HAMILTON, INC. BED FORD, HA 

BONE, A. UK MOD, MAIN BUILDING GT BRITAIN 

BOONE, CHUCK SMC/CZG COLORADO SPRINGS,CO 

BOOTH, JANET BOEING COMMERCIAL FLIGHT TEST SEATTLE,WA 

BORRE, KAI AALBORG UNIVERSITY 

2049 
DENMARK 



BOSACK, LEN 

BOTTENSEK, DALE 

BOTTOMS, BILL 

BOUCHARD, PAUL 

BOULTON, PETER 

BOUSHELL, SCOTT 

BOUEN, STUART 

BOWER, DOUGLAS 

BOUYER, DEAN 

BOYD, DAVID A. 

BOYD, STEVE 

BOYLE, DAVID 

BOYNTON, FRANCK 

BRAASCH, MICHAEL 

BRADING, JOHN 

BRAFF, RONALD 

BRAISTED, PAUL 

BRAND, TIMOTHY 

BRATLAND, ORVILLE 

BRAUN, RALPH 

BRAUNSTEIN, DAVID 

BRENNA, VITO 

BRENNER, CHARLES 

BRENNER, MATS 

BREWER, MIKE 

BRICE, C. EDWARD 
BRIENZA, DOMENICO 
BRISBOIS, LAWRENCE 

BROCK, JOHN 
BROCKMAN, RANDY 

BROCKSTEIN, ALLAN 

BRODIE, KEITH 

BRODIE, PETE 

BRODKIN, JONATHAN 

BROHAUGH, TERRY 

BROKLOFF, NED 

BROOKS, LAWRENCE 

BROTTLAND, BRIAN 

BROWN, DONALD 

BROWN, ALISON 

BROWN, R. GROVER 

BROWN, BRUCE 
BROWN, JAMES 

BROWN, KARL 

BROWN, LARRY 

BROWN, ROBERT 

BROWN, RONALD 

BRUCE, RONALD 

BRUMLEY, FRANKIE 

BRUNER, PHIL 

BRUNO, ANTHONY 

BRYANT, MARK 

BUCHER, CHARLIE 

BUCHLER, ROBERT 

BUISSON, JAMES 

BULGHERONI, PETER 

BULLOCK, BLAKE 

BULLOCK, SCOTT 

8UNNELL, WILLIAM 

BUREAU, JERI 

XKL SYSTEMS CORP. 
WESTERN GEOPHYSICAL 

ASHTECH 

TRAKMOBILE/ACCUCOM WSI 

NORTHERN TELECOM EUROPE LTD. 

2S0PS/D0AN 
SAN JOSE STATE UNIVERSITY 

NAESU 

LOCKHEED MARTIN 

E-SYSTEMS, ECI DIVISION 

NASA, JFK SPACE CENTER 

LEICA 

NAVTECH SEMINARS 

OHIO UNIVERSITY 

BRADING SYSTEMS & TECHNOLOGY 

THE MITRE CORPORATION 

TRIMBLE NAVIGATION 

C.S. DRAPER LABORATORY, INC. 

HONEYWELL AVIONICS 

LEICA AG 

STANFORD TELECOM 

MAGNAVOX ELECTRONIC SYSTEMS CO 

MOTOROLA 

HONEYWELL INC 

DIFFERENTIAL CORRECTIONS, INC. 

SONY ELECTRONICS INC. 

NAVAL AIR WARFARE CENTER 
JRC INTERNATIONAL INC. 
SPACE SYSTEMS/LORAL 

USSPACECOM/J330S 

LITTON SYSTEMS, INC. 

ROCKWELL INTERNATIONAL 

ITT A/CD 

COMPUTING DEVICES CANADA 

NORTHROP GRUMMAN 

JHU/APL 

JHU/APL 

NATIONAL SYSTEMS & RESEARCH 

OVERLOOK SYSTEMS TECHNOLOGY 

NAVSYS CORPORATION 

IOWA STATE UNIVERSITY 

TMI COMMUNICATIONS 

AYDIN CORPORATION EAST 

U.S. DEPARTMENT OF INTERIOR 

MOTOROLA, GSTG 

TRIMBLE 

E-SYSTEMS 

AMCOMP CORP. 

U.S. BUREAU OF RECLAMATION 

LITTON SYSTEMS, INC. 

TRIMBLE NAVIGATION 

TRIMBLE NAVIGATION 

MOTOROLA 

LITTON SYSTEMS, INC. 

NRL/SFA 

HANI-PROLECTRON AG 

MOTOROLA 

E-SYSTEMS, MONTEK DIVISION 

RRD 
MAGELLAN SYSTEMS 
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REDMOND,WA 

HOUSTON,TX 

PALO ALTO,CA 

SAN DIEGO,CA 

ENGLAND 

FALCON AFB,CO 

PALO ALTO,CA 

PHILADELPHIA,PA 

ORLANDO,FL 

ST. PETERSBURG,FL 

KENNEDY SPACE CENTER,FL 

TORRANCE,CA 

ARLINGTON,VA 

ATHENS,OH 

EXETER,NH 

MCLEAN,VA 

SUNNYVALE,CA 

CAMBRIDGE,MA 

MINNEAPOLIS,MN 

SWITZERLAND 

SUNNYVALE,CA 

TORRANCE,CA 

SCOTTSDALE,AZ 

COON RAPIDS,MN 

CUPERTINO,CA 

PARK RIDGE,NJ 
INDIANAPOLIS,IN 

FORT WORTH,TX 
PALO ALTO,CA 

PETERSON AFB,CO 

WOODLAND HILLS,CA 

LAKEWOOD,CA 

CLIFTON,NJ 

CANADA 

HAWTHORNE,CA 

LAUREL,HD 

PHOENIX.MD 

COLORADO SPRINGS,CO 

COLORADO SPRINGS,CO 

COLORADO SPRINGS,CO 

CLEAR LAKE,IA 

CANADA 

HORSHAM,PA 

DENVER,CO 

SCOTTSDALE,AZ 

SUNNYVALE,CA 

SEMINOLE.FL 

FOUNTAIN VALLEY,CA 

PHOENIX,AZ 

WOODLAND HILLS,CA 

SUNNYVALE, CA 

SPRINGFIELD,VA 

CHANDLER,AZ 

WOODLAND HILLS,CA 

SPRINGFIELD,VA 

SWITZERLAND 

NORTHBROOK,IL 

SALT LAKE CITY,UT 

COLUMBUS,GA 

SAN DIMAS,CA 



BURKE, BRIAN 

BURTON, JIM 

BUSCHUR, DON 

BUTLER, BRUCE 

BUTLER, DENNIS 

BUTTS, JIM 

BYBEE, JIM 
BYRNE, JEFFERY 

CAFFERY, DENNIS 

CAFFEY, IDA 

CAIN, GARY 
CAIN, UILLIAM 

CAISSY, MARK 

CALABRESE, KAREN 

CALBI, VITO 

CALDWELL, JIM 

CALICCHIA, LUIGI 

CAUSE, CARLO 
CALLAGHAN, STEVEN 

CALLENDER, DAVID 

CAMBERLEIN, LOIC 

CAMPAGNE, PASCAL 
CAMPBELL, CHARLES 

CANNON, M. ELIZABETH 

CANNON, STEWART 

CANTIN, NORMAN 
CAPOZZOLI, MARTIN 

CARBERT, ART 

CARDOZA, MIKE 

CAREY, RICHARD 

CARLILE, G. 
CARLSON, RODNEY 
CARLSON, LESLIE 
CARPENTER, ELISABETH 

CARR, ERIC 
CARRIGAN, ANGELA 

CARROLL, ROBERT 

CARTER, CARL 

CASIANO, RAY 

CASKEY, RANDY 

CASLOU, SCOTT 

CASSIDY, DAN 
CASSWELL, REBECCA 

CASTALANELLI, CASS 

CASTLEMAN, WAYNE 

CEVA, JUAN 
CHA, Y.K. JIM 
CHADHA, KANWAR 

CHADWICK. J. BROOKS 

CHAFFEE, JAMES 

CHAN, LING 

CHAN, YAT 

CHANG, CHIN-FENG 

CHANG, MIN-I 

CHANNEL, T.R. 

CHAO, YI-CHUNG 

CHAO, YU XING 

CHAPLIN, A.J. 

CHAPMAN, E. 
CHARLTON, GERRY 

MIT LINCOLN LABORATORY 

4D SOLUTIONS 

U.S. AIR FORCE 

TRIMBLE NAVIGATION 
ROCKWELL SPACE OPERATIONS 

BD SYSTEMS, INC. 
CIBOLA INFORMATION SYSTEMS 

AUTEC 

NAWC WPN 

SAIC 
SPECTRA-PHYSICS LASERPLANE 

HACA 

GEOMATICS CANADA 

HONEYWELL, INC. 
MAGNAVOX ELECTRONIC SYSTEMS CO 

NAVSYHM POSITIONING SYSTEMS 

TRW 
AAAVTAG' 
OVERLOOK SYSTEMS TECHNOLOGIES 

GEC MARCONI DEFENCE SYSTEMS 

SAGEM 
FRANCE DEFENSE COUNSEIL 

NASA/GSFC 
UNIV OF CALGARY/GEOMATICS ENG 

PELAGOS CORPORATION 
NORTHSTAR TECHNOLOGIES 

ALLIED SIGNAL 
HONEYWELL, INC. 
ARL/UNIVERSITY OF TEXAS 

NCCOSC NRaD 

U.S. ARMY 
SYSTEM TECHNOLOGY ASSOC, INC. 

STANFORD TELECOM 
US DOT/RSPA/VNTSC 

HARRIS CORPORATION 

DET 4 AFOTEC/GSS 

THE MITRE CORPORATION 

ALLEN OSBORNE ASSOCIATES, INC 

USCG, GPS INFORMATION CENTER 

WESTERN AIR MAPS 

COMANT INDUSTRIES 

TOPCON 
U.S. COAST GUARD NAVCEN 

FUGRO SURVEY 

HONEYWELL INC. 
STANFORD UNIVERSTIY 

FAA 
SIRF TECHNOLOGY INC. 

CONSULTANT 
J. CHAFFEE & ASSOCIATES 

ASTER PUBLISHING/GPS WORLD 

THE AEROSPACE CORPORATION 

LEICA 

SVERDRUP 

MCDONNELL DOUGLAS 

STANFORD UNIVERSITY 

TRIMBLE NAVIGATION LTD 

RACAL AVIONICS LTD. 

DERA/CES/BCDE DIV 

U.S. COAST GUARD 
2051 

LEXINGTON,MA 
JACKSONVILLE,FL 

FAYETTEVILLE,NC 

UK 
HOUSTON,TX 

TORRANCE,CA 

YUMA.AZ 
WEST PALM BEACH,FL 

LOS ANGELES,CA 

TORRANCE,CA 

DAYTON,OH 

OKLAHOMA CITY,OK 

CANADA 

GLENDALE,AZ 

TORRANCE,CA 

SAN JOSE,CA 

SAN BERNARDINO,CA 

ITALY 
GARDEN GROVE,CA 

SCOTLAND 

FRANCE 

FRANCE 
GREENBELT,MD 

CANADA 
SAN DIEGO,CA 

ACTON,MA 
BALTIMORE,MD 

CLEARWATER,FL 

AUSTIN,TX 

SAN DIEGO,CA 

COLORADO SPRINGS,CO 

COLORADO SPRINGS,CO 

SUNNYVALE,CA 
CAMBRIDGE,MA 
MELBOURNE,FL 

COLORADO SPRINGS,CO 

BEDFORD,MA 

WESTLAKE VILLAGE,CA 

ALEXANDRIA,VA 

LENEXA, 

SANTA FE SPRINGS,CA 

PARAMUS,NJ 

CLINTON,MD 

AUSTRALIA 

CLEARWATER,FL 

STANFORD,CA 
WASHINGTON,DC 

SANTA CLARA,CA 

BELLFLOWER.CA 

AUSTIN,TX 

METUCHEN,NJ 
LOS ANGELES,CA 

TORRANCE,CA 

EGLIN AFB,FL 

HAZELWOOO,MO 

STAN FORD, CA 

CHINA 

UK 

ENGLAND 
PETALUMA,CA 



CHARRON, LAURA 

CHASKO, ANDREW 

CHEN, DINGSHENG 

CHEN, MINGUHEI 

CHEN, AN 

CHERRY, WILLIAM 

CHESEBROUGH, MICHAEL 

CHESTO, LAWRENCE 

CHHANG, KEN 

CHIBA, TAKAHIDE 

CHISHOLM, JOE 

CHOI, WON 

CHONG, DAVID 

CHRISTENSEN, RONALD 

CHRISTIE, JOCK 

CHRISTMAN, MARSHALL 

CHRISTMAN, WARREN 

CHRISTOFF, CORKY 

CHRISTOPHE, 

CHU, ALBERT 

CHU, PAUL 

CHUN, DENISE 

CIMAFONTE, MICHAEL 

CITRON, 

CLANTON, ROBERT 

CLARK, MARK 

CLARK, BILL 

CLARK, JOHN 

CLARK, JOHN E. 

CLARK, JOHN M. 

CLARK, JON 

CLARK, REX 

CLARK, RICHARD 

CLARKE, KENNETH 

CLIFFORD, JOSEPH 

CLISE, WILLIAM 

CLYNCH, JAMES 

CNOSSEN, RICHARD 

COBS, KEVIN 

COBB, STEWART 

CODIK, 

COHEN, CLARK 

COHEN, ABRAHAM 

COLEHAN, LEONARD 

COLEMAN, RONALD 

COLEMAN, CAROLYN 

COLESTOCK, ANNABELLE 

COLLEY, JAIME 

COLMER, KEITH 

CONGER, PAULA 

CONKER, ROBERT 

CONLEY, ROB 

CONLON, THOMAS 

CONNOLLY, PETER 

CONNORS, MARK 

COOK, GERALD 

COONS, BRUCE 

COOPER, DALE 

COOPER, EDWARD 

COOPER, JOHN 

U.S. NAVAL OBSERVATORY/TSO 

AMCOMP 

AFFILIATION UNKNOWN 

GALAXY SCIENTIFIC CORPORATION 

SAIC 

KEYSTONE COMPUTER ASSOCIATES, 

413 TS, USAF 

ARINC 

NAWC WPNS 

NTT MOBILE COMMUNICATIONS NETW 

GEOTRONICS 

HITCOM CORPORATION 

LITTON GCS 

HUGHES 

STANFORD UNIVERSITY 

4113 EW 

RMS TECHNOLOGY/VISTA 

LOCKHEED MARTIN 

ONERA 

MOTOROLA 

TOPPER ENTERPRISES CO LTD 

PACIFIC MISSILE RANGE FACILITY 

HQ AFSPC/DRFN 

HUGHES SPACE & COMMUNICATIONS 

TRW 

PRC (USAF) 

TAMSCO 

CAST, INC. 

THE AEROSPACE CORPORATION 

DEFENSE MAPPING SCHOOL 

SOKKIA CORPORATION 

UNIVERSITY OF GEORGIA 

NAIC/TASS (USAF) 

NAWC 

THE AEROSPACE CORPORATION 

SENTINEL COMMUNICATIONS 

NPS 

MAGNAVOX ELECTRONIC SYSTEMS CO 

SATLOC 

HANSEN LABS GP-B MC: 4085 

HUGHES SPACE & COMMUNICATIONS 

STANFORD UNIVERSITY 

MTC 

SMC/CZF 

DCS CORPORATION 

46 TW/TSWW 

ARL/UNIVERSITY OF TEXAS 

ROCKWELL INTERNATIONAL 

GEO 

WR-ALC/LKNE 

THE MITRE CORPORATION 

OVERLOOK SYSTEMS TECHNOLOGIES 

LOCKHEED MARTIN 

MICRO-PULSE INC. 

USAF 746TH TEST GROUP/TGGSG 

SEQUOIA RESEARCH CORPORATION 

DEPARTMENT OF THE ARMY 

SAND IA NATIONAL LABS 

SVERDRUP TECHNOLOGY INC 

UNIVERSITY OF LEEDS 

2052 

WASHINGTON,DC 

HOLLOMAN AFB,NM 

CANADA 

WARMINSTER,PA 

SAN DIEGO,CA 

LEXINGTON PARK,MD 

LAS VEGAS,NV 

ANNAPOLIS,MD 

POINT MUGU.CA 

JAPAN 

ITASCA,IL 

SAN DIEGO,CA 

WOODLAND HILLS,CA 

PLACENTIA,CA 

MOUNTAIN VIEW,CA 

LAS VEGAS,NV 

MOLALLA,OR 

ROSWELL,GA 

FRANCE 

NORTHBROOK,IL 

TAIWAN 

KEKAHA,HI 

PETERSON AFB,CO 

LOS ANGELES,CA 

MANHATTAN BEACH,CA 

REDONDO BEACH,CA 

EVANS,GA 

LOS ALAMITOS,CA 

LOS ANGELES,CA 

FT. BELVOIR,VA 

OVERLAND PARK,KS 

ATHENS,GA 

WPAFB,OH 

PATUXENT RIVER,MO 

LOS ANGELES,CA 

SEATTLE,WA 

MONTEREY,CA 

TORRANCE.CA 

TEHPE,AZ 

STANFORD, CA 

LOS ANGELES,CA 

STANFORD,CA 

SHREWSBURY.NJ 

LOS ANGELES AFB,CA 

ARLINGTON,VA 

EGLIN AFB,FL 

AUSTIN,TX 

NEWPORT BEACH,CA 

DENVER,CO 

ROBINS AF8,GA 

MCLEAN,VA 

COLORADO SPRINGS,CO 

CUPERTINO,CA 

CAMARILLO,CA 

HOLLOMAN AFB,NM 

TORRANCE,CA 

SALINAS.CA 

ALBUQUERQUE,NM 

EGLIN AFB,FL 

UK 



COPROS, ERIC 

COPSEY, ROBERT 

CORCORAN, TIMOTHY 

CORCORAN, UENDY 

CORRADI, MIKE 

CORRIE, LEE 

COSANDIER, DARREN 

COSENTINO, BARBARA 

COSTABILE, GREGG 

COULSON, ROBERT 

COUVERCHEL, FRANCOIS 

COX, DUNCAN B. 

COX, PAUL 

CRAMPTON, PAUL 

CRANE, DEL 

CRAULEY, MATT 

CROOK, CHERYL 

CROSBY, GRAEME 

CROSS, PAUL 

CROUCH, DAN 

CRUM, JEFF 

CRUTCHLOU, MICHAEL 

CUAVE, DALE 

CUNNINGHAM, SARAH 

CURRY, JOHN 

CUTHBERTSON, JOHN 

CYR, KEN 

CZAPEK, FRANK 

DA, REN 

DA SILVA FERRAO, GILBERTO 

DAERR, AXEL 

DAFESH, PHILIP 

DAILEY, LYDIA 

DALGLEISH, SHAUN 

DALME, LINDA 

DALY, PETER 

DAMIANI, THOMAS 

DANA, PETER 

DANAHER, JAMES 

DANIELS, JIM 

DANO, PAUL 

DANTE JOAQUIN, JOSE 

DARDEN, WILLIAM 

DARNELL, SHARON 

DARUIN, JIM 

DAVID, GUY 

DAVIDSON, ALAN 

DAVIS, PATRICK 

DAVIS, SETH 

DAUSON, TERRY 

DAYTON, RONALD 

DE CEVINS. JULIE 

DE LA FUENTE, CLIVE 

DE MAIO, DORIAN 

DE TEMPLE, TOM 

DEAL, DAVID 

DECK, PHIL 

DECLEENE, BRUCE 

DEGRANDCOURT, ROBERT 

DELLBY, BENGT 

HATRA MARCONI SPACE FRANCE 

SHC/CZN 

NAUCUPNS 

NOVATEL COMMUNICAITONS LTD 

EMBRY-RIDOLE AERONAUTICAL UNIV 

SSSG/CZG/GPS JPO 

PREMIER GPS, INC. 

746 TS/TGGPP 

DEPARTMENT OF THE AIR FORCE 

HARRIS CORPORATION 

AEROSPATIALE 

DBC COMMMUNICATIONS, INC. 

CHRYSLER TECHNOLOGIES AIRBORNE 

BNR EUROPE LTD 

NAVSTAR GPS JPO 

TRIMBLE NAVIGATION 

NAUC-UD 

AIRSERVICES AUSTRALIA 

UNIVERSITY NEWCASTLE UPON TYNE 

746 TS/CIGTF 

2S0PS/D0AN 

CANADIAN HYDROGRAPHIC SERVICE 

DEFENSE MAPPING SCHOOL 

KELVIN HUGHES LIMITED 

US ARMY YUMA PROVING GROUND 

EFRATOM, TIME & FREQUENCY 

CUBIC DEFENSE SYSTEMS INC. 

ROCKWELL INTERNATIONAL 

CENTER FOR MAPPING/OSU 

PETROLEO BRASILEIRO S.A.-PETRO 

GPS GMBH 

THE AEROSPACE CORPORATION 

NAVAL OCEANOGRAPHIC OFFICE 

MOTOROLA 

SAF/IADH 

UNIVERSITY OF LEEDS 

ROCKWELL INTERNATIONAL 

CONSULTANT 

3S NAVIGATION 

ROCKWELL INTERNATIONAL 

DEL NORTE TECHNOLOGY, INC. 

ARINC 

NAVAL AIR WARFARE CENTER 

FEDERAL AVIATION ADMIN. 

LORAL SPACE & RANGE SYSTEM 

AHCOMP 

CONCEPT SYSTEMS, LTD. 

NAVSYMM POSITIONING SYSTEMS 

DRAPER LABORATORY 

ROCKWELL INTERNATIONAL 

BOEING COMPANY 

AIRBUS INDUSTRIE 

NAVSTAR SYSTEMS LTD 

SAIC 

ITT FSC 

ROCKWELL INTERNATIONAL CORP. 

LEICA 

FAA 

ROCKWELL INTERNATIONAL 

FMV 
2053 

FRANCE 

LOS ANGELES AFB,CA 

RIDGECREST,CA 

CANADA 

PRESCOTT,AZ 

PETERSON AFB,CO 

CANADA 

HOLLOMAN AFB,NM 

NICEVILLE,FL 

MELBOURNE,FL 

FRANCE 

MANCHESTER,HA 

WACO,TX 

UK 

LA AFB.CA 

SUNNYVALE,CA 

CHINA LAKE,CA 

AUSTRALIA 

UK 

HOLLOMAN AFB.NM 

FALCON AFB,CO 

CANADA 

STAFFORD,VA 

UK 

YUMA,AZ 

IRVINE,CA 

SAN DIEGO.CA 

CEDAR RAPIDS,lA 

COLUMBUS,OH 

BRAZIL 

GERMANY 

LOS ANGELES,CA 

STENNIS SPACE CENTER,MS 

NORTHBROOK,IL 

WASHINGTON,DC 

UK 

NEWPORT BEACH,CA 

GEORGETOWN,TX 

LAGUNA HILLS,CA 

RICHARDSON,TX 

EULESS,TX 

EL SEGUNDO.CA 

PATUXENT RIVER,MD 

FPO AP, 

SUNNYVALE,CA 

REDONDO BEACH,CA 

SCOTLAND 

SAN JOSE.CA 

CAMBRIDGE,MA 

NEWPORT BEACH,CA 

WOODINVILLE,WA 

FRANCE 

ENGLAND 

TORRANCE,CA 

VANDENBERG AFB.CA 

CEDAR RAPIDS,lA 

TORRANCE,CA 

WASHINGTON,DC 

ARLINGTON.VA 

SWEDEN 



DELLICKER, SCOTT 

DELMAJ, JEAN-JACQUES 

DENARO, ROBERT 

DEN I CAN, THOMAS 

DENISOV, VLADIMIR 

DENNEHY, KEVIN 

DENNIS, ARTHUR 

DENNIS, JAMES 

DENTINGER, MICHAEL 

DENTON, JACK 

DEPERSIA, DINA 

DEREN, GARY 

DES GROSEILLIERS, GARY 

DETOHA, EDOARDO 

DEVEREUX, WILLIAM 

DEVILBISS, STEWART 

DEVINE, TOM 

DEVINEY, CHARLES 

DIAZ, JOSE 

DICKSON, DICK H. 

DICKSON, WILLIAM 

DICRISTOFARO, VINCENT 

DIEDERICH, PIERRE 

DIEFES, DEBRA 

DIELMAN, RICK 

DIESEL, JOHN 

DIESPOSTI, RAYMOND 

DIETER, GARY 

DIGGLE, DAVID 

DILL, JIM 

DIMUZIO, KEVIN 

DINTER, EDWARD 

DIREN, GOKHAN 

DIXON, CHARLES 

DIXON, WILLIAM 

DO, JAMES 

DOBELMAN, JOHN 

DOODS, LARRY 

DODDS, MARIE 

DOHLMAN, WAYNE 

DOIZI, JEAN MARIE 

DOLCE, DAVID 

DOMEY, DANIEL 

DONAHUE, ARNOLD 

DONOVAN, ANDY 

DORPINGHAUS, TERRI 

DOUGUINOV, SERGUEI 

DOWNES, N. 

ORANE, LANCE 

DRAPE, THOMAS 

DREWETT, ADRIAN 

DREUETT, NICOLA 

DRISCOLL, BOB 

DRISCOLL, CLEM 

DROUILHET, PAUL 

DUBOIS, J. 

DUBROWSKI, JOHN 

DUCKKAM, MICHAEL 

DUDLEY, DONALD 

DUDLEY, JOHN 

US ARMY YUMA PROVING GROUND 

TELEDIFFUSION DE FRANCE 

MOTOROLA INC. - PNSB 

ARINC 

INTERNAVIGATION RES & TECH CTR 

PHILLIPS BUSINESS INFORMATION 

ASTROOETICS, INC. 

USAF/AFIWC/SAV 

TRIMBLE NAVIGATION 

WAG CORPORATION 

NAWC 

SHELL CANADA, LTD. 

DAIMLER BENZ RTNA, INC. 

ALLIED SIGNAL 

JHU/APL 

U.S. AIR FORCE 

LORAL FEDERAL SYSTEMS 

MACA 

746 TS/TGGDA 

NAWC 

DICKSON CONSULTING 

NRaD, WARMINSTER 

RACAL RESEARCH LTD 

DCS CORPORATION 

TRUETIME, INC. 

LITTON AERO PRODUCTS 

THE AEROSPACE CORPORATION 

2S0PS/D0AN 

OHIO UNIVERSITY 

ITT A/CD 

NCCOSC, RDT&E DIV DET 

ALLIEDSIGNAL AEROSPACE COMPANY 

EBI 

BNR EUROPE LTD. 

DOT/FAA/ALH-60 

LEICA 

DOT/FAA 

C.S. DRAPER LABORATORY, INC. 

C.S. DRAPER LABORATORY, INC. 

WILCOX ELCTRIC INC. 

CGG 

H/A-COM 

CANADIAN MARCONI COMPANY 

NAPA 

GEOTRONICS 

BD SYSTEMS, INC. 

ROMONA LTD 

DEFENCE RESEARCH AGENCY 

C.S. DRAPER LABS 

SMC/CZTS 

PETROLEUM DEVELOPMENT OMAN 

UNIV OF NEWCASTLE UPON TYNE 

SCTS 

BOBIT PUBLISHING 

FEDERAL AVIATION ADMIN. 

CGG 

TASK 

NAVSTAR SYSTEMS LTD. 

AUTEC RANGE SERVICES 

EARL DUDLEY ASSOC, INC. 
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YUMA,AZ 

FRANCE 

NORTHBROOK.IL 

EL SEGUNDO,CA 

RUSSIA 

POTOMAC,MD 

LEAGUE CITY,TX 

SAN ANTONIO,TX 

SUNNYVALE, CA 

TUPELO,MS 

WARMINSTER,PA 

CANADA 

CAMBRIDGE,MA 

ITALY 

LAUREL,MD 

WPAFB,OH 

MONUMENT,CO 

OKLAHOMA CITY,OK 

HOLLOMAN AFB,NM 

CHINA LAKE.CA 

CANADA 

RICHBORO.PA 

ENGLAND 

ALEXANDRIA,VA 

SANTA ROSA,CA 

WOODLAND HILLS,CA 

LOS ANGELES,CA 

FALCON AFB,CO 

ATHENS,OH 

CLIFTON,NJ 

ROBINS AFB.GA 

TETERBORO,NJ 

TURKEY 

ENGLAND 

WASHINGTON,DC 

TORRANCE.CA 

FORT WORTH,TX 

CAMBRIDGE,MA 

CAMBRIDGE,HA 

KANSAS CITY,MO 

FRANCE 

AMESBURY,HA 

CANADA 

WASHINGTON,DC 

ITASCA,IL 

TORRANCE,CA 

RUSSIA 

UK 

CAMBRIDGE,MA 

EL SEGUNDO,CA 

SULTANATE OF OMAN 

SULTANATE OF OMAN 

WOODLAND HILLS,CA 

PALOS VERDES ESTATES,CA 

WASHINGTON,DC 

HOUSTON,TX 

RESTON,VA 

ENGLAND 

FPO AA, 

BIRMINGHAM,AL 



DUGAS, HUEY 

DUMAINE, M. 

DUNCAN, UILLIAH 

DUNCOMBE, STEVE 

DUREN, RON 

DUTTON, LYN 

DWYER, REX 

EASTON, CHRISTINE 

EASTWOOD, RAY 

EBERLE, LAURA 

ECKERT, CHARLES 

EDGAR, CLYDE 

EDSALL, DONALD 

EIDULBERGER, 

EISSFELLER, B. 

EL-ARINI, M. BAKRY 

EL-RABBANY, AHMED 

EL-SHEIMY, NASER 

ELCHYNSKI, JOE 

ELDESSOUKI, MASSOUD 

ELLERBE, GAIL 

ELLIS, ADRIAN 

ELROD, BRYANT 

ELSAUY, AMR 

ELWELL, JOHN 

ELUOOD, JOHN 

EMILE, EDDY 

ENDO, TOKI 

ENGE, PER 

ENGLER, MAURICE 

ENGLISH, DON 

ERDOGAN, TEMEL 

ERICSCON, THORBJORN 

ERICSON, PETER 

ERLANDSON, ROBERT 

ESCHENBACH, RALPH 

ESCOBEDO, RICHARD 

ESTEP, GENE 

ESTRADA, EDWARD 

ETHERINGTON, MICHAEL 

ETIENNE, JEAN-DANIEL 

EUCHNER, BILL 

EULER, HANS-JUERGEN 

EVANS, ALAN 

EVANS, CHARLIE 

EVANS, CURTIS 

EVANS, GEORGE 

EVANS, STEVE 

EVANS, JENNIFER 

EWING, ROBERT 

EXNER, MICHAEL 

EYRING, DANIEL 

PAGAN, JOHN 

FAIL, WALLACE 

FALKENBERG, WILLIAM 

FARAG, RAOUF 

FARINE, PIERRE-ANDRE 

FARRAR, RICHARD 

FARRELL, JAMES 

FASSLER, CRAIG 

CAPITAL REGION PLANNING CCMM. 

CANADIAN MARCONI COMPANY 

DEFENCE MAPPING AGENCY 

LEICA, INC. 

TELECOM SOLUTIONS 

ROYAL AIR FORCE 

ASHTECH, INC. 

ROCKWELL CACD 

MAGNAVOX ELECTRONIC SYSTEMS CO 

LOCKHEED-MART IN 

HONEYWELL 

THE AEROSPACE CORPORATION 

HQ AFOTEC/TSN 

LOCKHEED-MARTIN 

UNIVERSITY FAF MUNICH 

THE MITRE CORPORATION 

UNIVERSITY OF NEW BRUNSWICK 

UNIV OF CALGARY/DEPT GEOM ENG 

HONEYWELL MAVD 

TRANSPORT CANADA 

LITTON GCS 

ROCKWELL TELECOMMUNICATIONS 

STANFORD TELECOMMUNICATIONS 

THE MITRE CORPORATION 

C.S. DRAPER LABORATORY. INC. 

FREQUENCY ELECTRONICS INC. 

SMC/CZUP 

NORTHROP-GRUHMAN 

STANFORD UNIVERSITY 

COMMUNICATION SYSTEMS INT'L 

ARINC 

I-NET, INC. 

FFV AEROTECH AB 

TERACOM SVENSK RUNDRADIO AB 

ROCKWELL 

TRIMBLE NAVIGATION LTD. 

746 TS/CIGTF 

46 TW/TSWGI 

USAF 

LEICA 

ASULAB SA 

ALLEN OSBORNE ASSOCIATES INC 

LEICA AG 

NAVAL SURFACE WARFARE CENTER 

LITTON GCS 

WL/AAAI-3 

TRINITY HOUSE 

SOUTH CAROLINA ELEC & GAS CO 

STANFORD UNIVERSITY 

ROCKWELL TELECOMMUNICATIONS 

UCAR, GPS/MET PROGRAM 

C.S. DRAPER LABORATORY, INC. 

UNIV OF OKLAHOMA/ELEC ENGIN 

SVERDRUP/TEAS 

SATLOC INC. 

LITTON GCS 

ASULAB SA 

THE AEROSPACE CORPORATION 

NaVIGIL 

RADIX TECHNOLOGIES, INC. 
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BATON ROUGE,LA 

CANADA 

ST. LOUIS,MO 

TORRANCE,CA 

SAN JOSE,CA 

UK 

SUNNYVALE,CA 

CEDAR RAPIDS,lA 

TORRANCE,CA 

PRINCTON,NJ 

MINNEAPOLIS,MN 

LOS ANGELES,CA 

KIRTLAND AFB,NM 

PRINCETON,NJ 

GERMANY 

MCLEAN,VA 

CANADA 

CANADA 

ST. PETERSBURG,FL 

CANADA 

SIMI VALLEY,CA 

ENGLAND 

RESTON.VA 

MCLEAN,VA 

CAMBRIDGE,MA 

MITCHEL FIELD,NY 

LOS ANGELES AFB,CA 

YORBA LINDA,CA 

STANFORD,CA 

CANADA 

SAN DIEGO,CA 

KENNEDY SPACE CENTER,FL 

SWEDEN 

SWEDEN 

CEDAR RAPIDS,IA 

SUNNYVALE,CA 

WSMR,NM 

EGLIN AFB.FL 

LOS ANGELES,CA 

TORRANCE.CA 

SWITZERLAND 

WESTLAKE VILLAGE,CA 

SWITZERLAND 

LA PLATA,HD 

WOODLAND HILLS.CA 

BEAVERCREEK,OH 

ENGLAND 

COLUMBIA,SC 

MENLO PARK,CA 

NEWPORT BEACH,CA 

BOULDER,CO 

CAMBRIDGE,MA 

NORMAN,OK 

NICEVILLE,FL 

TEMPE,AZ 

NORTHRIDGE,CA 

SWITZERLAND 

LOS ANGELES,CA 

SEVERNA PARK,MD 

MOUNTAIN VIEW,CA 



FAVRE, DOHINIQUE 

FAY, CHARLES 

FEAIRHELLER, SCOTT 

FEDERICI, LUCI 

FEENEY, SHAUN 

FEERER, PATTY 

FEESS, WILLIAM 

FEIT, CECELIA 

FELLER, WALTER 

FELTES, DOUGLAS 

FENG, YANMING 

FENTON, HIKE 

FENTON, PATRICK 

FERER, HARVEY 

FERGUSON, RONALD 

FERRANTI, RICHARD 

FERRE, GERARD 

FESNAK, ALAN 

FETTER, ROBERT 

FFOULKES-JONES, GERAINT 

FIEDLER, RALF 

FIELDS, JERRY 

FILATCHENKOV, SERGEI 

FINLEY, RICHARD 

FISCHER, CURTIS 

FISCHER, NORMAN 

FISH, MARK 

FISHER, RICHARD 

FISHER, LAWRENCE 

FISHER, ROBERT 

FISHER, STEVEN 

FITZPATRICK, SEAN 

FJELLSTAD, OLA-ERIK 

FLAMENT, DIDIER 

FLANAGAN, ROBERT 

FLANIGAN, JOHN 

FLEENOR, MIKE 

FLEMATE, JAVIER 

FLETCHER, ROBERT 

FLIEGEL, HENRY 

FLOYD, THOMAS 

FONTAINE, WALT 

FORBES, FRED 

FORD, THOMAS 

FORGY, JAMES 

FORSETH, DAN 

FORSSELL, BORJE 

FOWLER, WALT 

FOX, TRAVIS 

FRAILE-ORDONEZ, JOSE 

FRAMPTON, J. 

FRANCISCO, SHERMAN 

FRANK, DANIEL 

FRANKO, ROBIN 

FREESTONE, TODD 

FREI, ERWIN 

FRENCH, ROBERT 

FRIED, WALTER 

FRISHEN, CLARK 

FRISKMAN, HAKAN 

ROCKWELL 

NORTHERN TELECOM EUROPE LTD. 

USAF/FASTC/TASS 

NRaD 

2S0PS/D0AN 

SMC/CZN 

AEROSPACE CORPORATION 

SIERRA TECHNOLOGIES 

COMPUTING DEVICES 

ROCKWELL - CACD 

QUT SPACE CENTRE FOR SAT NAV 

STANFORD TELECOM 

NOVATEL COMMUNICATIONS, LTD. 

H. FERER & ASSOCIATES 

DEPT OF NATIONAL DEFENCE 

MIT LINCOLN LABORATORY 

DASSAULT ELECTRONIQUE 

GNOSTECH INC. 

ARINC RESEARCH CORP 

NAVSTAR SYSTEMS LTD 

UNIVERSITY OF ROSTOCK 

ZETA ASSOCIATES, INC. 

RIRNT 

TRW 

USAF 746TS (CIGTF) 

BATTELLE 

SMC/CZUI 

USAF 

LOCKHEED ENV SYS & TECH 

NOAA/MGR FAA PROG N/CG23 

ROCKWELL INTERNATIONAL 

TOPCON 

SEATEX 

THOMSON-CSF 

AMERICAN NUCLEONICS CORPORATIO 

ITT/ACD 

ARINC 

TRW 

CAMBRIDGE GPS 

AEROSPACE CORPORATION 

US ARMY, HQ, CECOM 

U.S. COAST GUARD NAVCEN 

CANADIAN COAST GUARD 

NOVATEL COMMUNICATIONS 

SAIC 

ROCKWELL - CACD 

UNIVERSITY OF TRONDHEIM 

STARLINK, INC. 

UNIVERSITY OF OKLAHOMA 

KAYSER-THREDE GMBH 

DERA/CES/CBDE DIV 

LORAL FEDERAL SYSTEMS COMPANY 

LEIGH FISHER ASSOCIATES 

LEICA 

NASA MSFC 

LEICA LTD., HEERBRUGG 

R.L. FRENCH & ASSOCIATES 

CONSULTANT 

SEATEX AS 

TELUB AB 
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FRANCE 

SCHAUMBURG,IL 

KETTERING,OH 

WARMINSTER,PA 

FALCON AFB,CO 

LOS ANGELES AFB,CA 

EL SEGUNDO.CA 

BUFFALO,NY 

CANADA 

CEDAR RAPIDS,lA 

AUSTRALIA 

SUNNYVALE,CA 

CANADA 

MARINA DEL REY,CA 

CANADA 

LEXINGTON,MA 

FRANCE 

LANSDALE,PA 

COLORADO SPRINGS,CO 

ENGLAND 

GERMANY 

RESTON,VA 

RUSSIA 

FAIRBORN,OH 

HOLLOMAN AFB,NM 

COLUMBUS,OH 

SAN PEDRO, CA 

LOS ANGELES AFB,CA 

LAS VEGAS,NV 

SILVER SPRING,MD 

DOWNEY,CA 

HACKENSACK,NJ 

NORWAY 

FRANCE 

WESTLAKE VILLAGE,CA 

FORT WAYNE,IN 

SAN PEDRO,CA 

REDONDO BEACH,CA 

WARREN,VT 

EL SEGUNDO.CA 

FORT MONMOUTH,NJ 

ALEXANDRIA,VA 

CANADA 

CANADA 

SAN DIEGO,CA 

CEDAR RAPIDS,lA 

NORWAY 

AUSTIN,TX 

NORMAN,OK 

GERMANY 

ENGLAND 

GAITHERSBURG,HD 

SAN FRANCI SCO,CA 

TORRANCE,CA 

HUNTSVILLE.AL 

SWITZERLAND 

FORT WORTH,TX 

SANTA ANA,CA 

NORWAY 

SWEDEN 



FRITZ-NEMETH, PAUL 

FRODGE, SALLY 

FROMHERTZ, PAM 

FROMH, KRIS 

FROST, GERALD 

FRY, GEORGE 
FUERSTEIN, DAVID 

FURZE, JOHN 

FYFE, PETER 

GAAB, SCOTT 

GADD, DONALD 

GALDOS, JORGE 

GALVIN, DENNIS 

GALYEAN, JEAN 

GAMBINO, JOEL 
GANIEUX, DANIEL 
GANIN, ALEXANDER 

GANTHER, KEN 

GAO, YANG 

GARCIA, JOHAN 

GARCIA, JOHN 

GARIN, LIONEL 
GARMAAT, JOHN 

GAROUTTE, JAMES 

GARRETT, DALE 

GARRISON, JAMES 

GAST, DICK 
GATES, DALE 

GAZIT, RAN 

GAZLAY, LEE 
GEIER, JEFFREY 

GEISER, PAUL 
GEITNER, KARL 

GELATKA, WILLIAM 

GELLEE, ERIC 

GELSTER, GARTH 

GEMMER, MICHAEL 
GEORGE, KINGSTON 

GEROCK, DONALD 

GETTING, IVAN 

GEYER, MICHAEL 

GIBBONS, GLEN 

GIBBS, EDDIE 
GIBSON, DICK 

GILKEY, JAMES 
GILLET, JOEL 
GILLIGAN, TONY 

GILLOTTI, ANTHONY 

GIRTS, DAVE 

GITT, TONY 
GIULIANELLI, LISA 

GLOUACKI, JOHN 

GLUCH, MICHAEL 

GOOICKE, SILENO 

GODWIN, PAUL 

GOGUEN, TOM 

GOKHALE, VINAY 

GOLD, KENN 

GOLDSTEIN, SAM 

GOLETZ, JAY 

DEPT OF NATIONAL DEFENCE 

DOT HQ 
NATIONAL GEODETIC SURVEY 

EPG, USARMY 

RAND 
AVISO MICRO TECHNOLOGY 
APPLIED RESEARCH LABORATORIES 

C.S. DRAPER LABORATORY, INC. 

ROCKWELL INTERNATIONAL 

SMC/CZUI 
NAVSURFWARCENDIV COASTSYSTA 

COMPUTATIONAL SOLUTIONS 

ROCKWELL INTERNATIONAL 

ACCQPOINT COMMUNICATIONS CO. 

NASA/GSFC 
TECHMATION SA 
GLONASS COORDINATION 

WILCOX ELECTRIC 
PULSEARCH NAVIGATION SYSTEMS, 

SWEDISH ARMY 

SAIC 
ASHTECH, INC. 
LORAL DEFENSE SYSTEMS 

FAA FLIGHT STANDARDS 

CDSI/WTC 

NASA LANGLEY 
TRAK SYSTEMS 
MICRO SYSTEMS INC. 

STANFORD UNIVERSITY 

U.S. COAST GUARD NAVCEN 

MOTOROLA 

ARINC 
LOCKHEED-MARTIN E&H 

NAWC 
FRANCE DEFENSE CONSEIL 

HEWLETT-PACKARD CO. 

U.S AIR FORCE 

ACTA, INC. 
WHITE SANDS MISSILE RANGE 

THE AEROSPACE CORPORATION 

TASC 
ADVANSTAR/GPS WORLD MAGAZINE 

WL/MNAG 

CAST, INC. 
SRI INTERNATIONAL 

BENG S.C. 
SVERDRUP TECHNOLOGY 

SAIC 
HONEYWELL, INC. 
LITTON AERO PRODUCTS 

AFFILIATION UNKNOWN 

JSOC J-8R 
UNIVERSITY OF ROSTOCK 

AAAVTAG 

MOBIL OIL CO. 
TRIMBLE NAVIGATION 

ROCKWELL INTNL 
UNIVERSITY OF COLORADO 

SAIC 

AGMC/MLEE 
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CANADA 
ALEXANDRIA,VA 

SILVER SPRING,MD 
FT. HUACHUCA,AZ 

SANTA MONICA,CA 

PHOENIX,AZ 

AUSTIN,TX 

CAMBRIDGE,MA 

IRVINE,CA 

LAAFB,CA 

PANAMA CITY,FL 

READING,MA 

ORANGE,CA 

IRVINE,CA 

GREENBELT,MD 

FRANCE 
RUSSIA 
KANSAS CITY,MO 

CANADA 

SWEDEN 
SAN DIEGO,CA 

SUNNYVALE,CA 
LITCHFIELD PARK,AZ 

ANCHORAGE,AK 

WARRENTON.VA 

HAMPTON,VA 

TAMPA,FL 
FT. WALTON BEACH,FL 

STANFORD,CA 
ALEXANDRIA,VA 

SCOTTSDALE,AZ 

SAN DIEGO,CA 
ALTAMONTE SPRINGS,FL 

WARMINSTER,PA 

FRANCE 
SANTA CLARA,CA 

RANDOLPH AFB,TX 
VANDEHBERG AFB,CA 

WSMR,NM 
LOS ANGELES,CA 

READING,MA 

EUGENE,OR 

EGLIN AFB,FL 
LOS ALAMITOS,CA 

MENLO PARK,CA 

HOUSTON,TX 

EGLIN AFB,FL 
TORRANCE.CA 

PHOENIX,AZ 

WOODLAND HILLS,CA 

AUSTIN,TX 

FORT BRAGG,NC 

GERMANY 

ITALY 
GARLAND,TX 

SUNNYVALE,CA 

NEWPORT BEACH,CA 

BOULDER,CO 

TORRANCE,CA 

NEWARK AFB.OH 



GOMEZ, SUSAN 
GONIN. IRENE 

GONZALES, V. 

GONZALEZ, ROGER 

GONZALEZ, ADALBERTO 

GONZALEZ, GUILLERHO 

GORDON, MICHAEL 

GOTTSCHALK, STEVE 

GOTZLER, RON 

GOUGH, RICHARD 

GOUNON, RENE 

GOUREVITCH, SERGEI 

GOUSSAK, KENNETH 

GOWER, ARTHUR 

GRABER, RON 

GRACE, JAMES 

GRAF, JAMES 

GRAHAM, ANDREW 

GRAHAM, GREG 

GREEN, GAYLORD 

GREEN, JOE 

GREENSPAN, RICHARD 

GREGERS-WARG, TAGE 

GREGORY, GEORGE 

GRIFFITH, BUD 

GRIMES, DAVID 

GROEBER, EDWARD 

GROENNEVIK, LEIF 

GRONEMEYER, STEVEN 

GRUBER, BERNARD 

GUARINO, ROBERT 

GUDAT, ADAM 

GUGGENBUEHL, PAUL 

GUILFORD, DON 

GUNDERSEN, BREDE 

GUNNARSSON, TORSTEN 

GUNTHER, THOMAS 
GURKOWSKI, KEVIN 

GURLEY, STEVE 

GUTHEIM, GEORGE 

GUY, AORIANA 

HAAG, JONATHAN 

HAAS, STEVEN 

HADDEN, DAVID 

HADDRELL, ANTHONY 

HADFIELD, MICHAEL 

HAGENAS, PER 

HAHN, PAUL 

HAJJ, GEORGE 

HALEK, MILAN 

HALEY, RONALD 

HALL, GENE 

HALL, MARTIN 

HAMANN, FRANK 

HAMEL, STEVEN 
HAMMADA, YOWCEF 

HAMMOND, NEAL 

HAN, HO 

HAN, SHOAWEI 

HANSARD, DERWIN 

NASA - JSC 

U.S. DEPARTMENT OF TRANSPORTAT 

AMCOMP CORPORATION 

USAF/SMC/CZU 

WHITE SANDS MISSILE RANGE 

DET 4 AFOTEC 

HAGNAVOX ELECTRONIC SYSTEMS CO 

2S0PS/D0AN 

EWA 

LEICA, INC. 

SERCEL 

ASHTECH INC. 

ARINC 

LORAL FEDERAL SYSTEMS 

CLIFFS MINING SERVICE 

INTERSTATE ELECTRONICS 

LOCKHEED MARTIN 

TRANSPORT CANADA 

US ARMY MI COM 

NAVASTRO COMPANY 

ALLIED SIGNAL CORPORATION 

C.S. DRAPER LABORATORY, INC. 

AFFILIATION UNKNOWN 

746TH TEST SQUADRON (CIGTF) 

II MORROW INC. 

GRIMES SURVEYING & MAPPING 

US ARMY CBDCOM 

NORWEGIAN MAPPING AUTHORITY 

ROCKWELL INTERNATIONAL 

USAF, SMC/CZU 

WESTINGHOUSE NORDEN SYSTEMS 

CATERPILLAR INC. 

NAVAL AIR WARFARE CENTER 

PALISADES GEOPHYSICAL INSTITUT 
NORWEGIAN MAPPING AUTHORITY 

TELUB TEKNIK AB 

USCG R&D CENTER 

MACA 

HUBER & SUHNER, INC. 

CAST, INC. 

AMTECH 

U.S. AIR FORCE 

LOCKHEED MARTIN 

GEOTRONICS 

NAVSTAR SYSTEMS LTD 

746 TS/CA 

KTH 

GEOTRONICS 

JET PROPULSION LABORATORY 

AQUILA AVIATION 

DIFFERENTIAL CORRECTIONS INC. 

U.S. COAST GUARD NAVCEN 

NAVSTAR SYSTEMS LTD 

ROCKWELL 

WHITNEY, BRADLEY & BROWN INC 

THE UNIVERSITY OF CALGARY 

ROCKWELL SPACE OPERATIONS COHP 

NAVAL AIR WARFARE CENTER 

UNIV OF NEW SOUTH WALES 

NAWC-WD 
2058 

HOUSTON, TK 
WASHINGTO»i,DC 

HOLLOHAN AFB,NM 

LOS ANGELES AFB.CA 

WSMR,NM 

COLORADO SPRIE!!GS,CO 

TORRANCE,CA 

FALCON AFB,CO 

RIDGECREST,CA 

TORRANCE,CA 

FRANCE 

SUNNYVALE,CA 

EL SEGUNDO,CA 

GAITHERSBURG,MD 

ISHPEMING,MI 

ANAHEIM,CA 

PHILADEPHIA,PA 

CANADA 

REDSTONE ARSENAL,AL 

LOS ALTOS,CA 

PASADENA,CA 

CAMBRIDGE,MA 

SWEDEN 

HOLLOMAN AFB.NM 

SALEM,OR 

LOS ANGELES,CA 

FT. MONMOUTH,NJ 

NORWAY 

NEWPORT BEACH,CA 

LOS ANGELES AFB,CA 

NORWALK,CT 

EDELSTEIN,IL 
RIDGECREST,CA 

CAPE CANAVERAL,FL 
NORWAY 

SWEDEN 

GROTON,CT 

OKLAHOMA CITY,OK 

ESSEX,VT 

LOS ALAMITOS,CA 

WASHINGTON,DC 

LOS ANGELES AFB,CA 

PHILADELPHIA,PA 

ITASCA,IL 

ENGLAND 

HOLLOMAN AFB,NM 

SWEDEN 

ITASCA,IL 

PASADENA,CA 

BERTH0UD,CO 

CUPERTINO.CA 

ALEXANDRIA,VA 

ENGLAND 

GARDEN GROVE,CA 

VIENNA,VA 

CANADA 

HOUSTON,TX 

POINT MUGU,CA 

AUSTRALIA 

CHINA LAKE,CA 



HANSEN, NEIL 

HANSEN, PAUL 

HANSEN, RUSSELL 

HANSSEN, RUNE 

HARDEE, MONA 

HARDMAN, GORDON 

HARDUICK, DOUG 

HARLOW, RAY 
HARLOU, HELINDA 

HARP, ELAINE 

HARPER, PAUL 

HARRI, FERDINAND 
HARRINGTON, KRISHNA 

HARRIS, CLYDE 

HARRIS, DAVID 

HARRISON, A.J. 

HARROO, GREGORY 

HART, AL 

HART, DAMON 

HARTER, MARK 

HARTMAN, RANDY 

HARTO, DEBRA 
HARVEY, EDWIN 
HARVEY, ROBERT 

HASIK, JIM 
HASS, ARIE 
HASSELBRING, ALAN 

HASTINGS, KIM 

HATANAKA, YUKI 

HATCH, RONALD 

HAUGEN, OLAV 
HAUNSCHILD, MARTIN 

HAVENS, WALTER 
HAVENS, SANDI 
HAVERLAND, MANFRED 
HAZLEHURST, ROBERT 

HEADRICK, HOWARD 

HECKATHORN, DONALD 

HEDGECOCK, JERRY 

HEDLING, GUNNAR 

HEIN, GUNTER 

HEINEMANN, PETER 

HEINS, ROBERT 

HEJJO, HAZEM 

HEKMAT, TAYHOOR 

HELMEY, BRIAN 
HENDERSON, DANIEL 

HENDERSON, DAVE 
HENDRICKSON. CLARK 

HENDRY, DOUG 
HENDY, MARTIN 
HERMANN, BRUCE 

HERHES, DOUG 
HERRERA, THEODORE 

HERRERA, HECTOR 

HERRING, TOM 

HERRON, ROGER 

HILDE, TORE 

HILL, CRAIG 

HILL, FRED 

46TH GTS/TGGXR 
UN IV OF NOTTINGHAM/ENG SURVEY 

NORTHROP GRUMMAN 
NORWEGIAN MAPPING AUTHORTIY 

NAVSURFWARCENDIV COASTSYSTA 

CROSSLINK, INC. 
NATIONAL RESEARCH COUNCIL 

ARBITER SYSTEMS 
ROCKWELL DEFENSE ELECTRONICS 

ROCKWELL INTERNATIONAL 

COORS CERAMICS COMPANY 

SWISS FOCA 
THE AEROSPACE CORPORATION 

MOTOROLA INC. - IVHS 

MCDONNEL DOUGLAS 

RACAL SURVEY USA 

CATERPILLAR INC. 

PM GPS 

CNS OUTLOOK 

2S0PS/D0AN 

HONEYWELL INC. 

USAF 
OAO CORPORATION 

ARMY TEXCOM 

ANSER 

lAI LTD 
HONEYWELL, INC. 

VITRO 
GEOGRAPHICAL SURVEY INSTITUTE 

NAVCOM TECHNOLOGY, LLC 

NORWEGIAN MAPPING AUTHORITY 

MAN TECHNOLOGIE AG 

THE BOEING COMPANY 
PACIFIC CREST CORPORATION 
AEROOATA FLUGMESSTECHNIK GMBH 

IBM FEDERAL SYSTEMS CO. 

TELE-WARE SERVICES INC. 

NORTHROP GRUMMAN CORP. 

TRIMBLE NAVIGATION 

NATIONAL LAND SURVEY OF SWEDEN 

lAPG, UNIVERSITY FAF MUNICH 

TRIMBLE NAVIGATION 

JHU/APL 
UNIVERSITY OF OKLAHOMA 

VICON ENGINEERING GMBH 
LORAL FEDERAL SYSTEMS COMPANY 

CATERPILLAR INC. 

TOPCON 
NCCOSC RDTE DIV 

MOTOROLA 

AUSLIG 
NAVAL SURFACE WARFARE CENTER 

2S0PS/D0AN 

WL/MNAG 

HQ AFOTEC/TKB 

HIT 
LOCKHEED MARTIN 

FUGRO STARFIX 

LEICA AG 

M/A-COM 

2059 

HOLLOMAN AFB,NM 

UK 
HAWTHORNE, CA 

NORWAY 
PANAMA CITY,FL 

BOULDER,CO 

CANADA 
PASO ROBLES,CA 

CEDAR RAPIDS,lA 

CEDAR RAPDIS, 

POMONA,CA 

SWITZERLAND 

LOS ANGELES,CA 
NORTHBROOK,IL 

HUNTINGTON BEACH,CA 

HOUSTON,TX 

PEORIA,IL 

FORT MONMOUTH,NJ 

BETHESDA,MD 

FALCON AFB,CO 

COON RAPIDS,MN 

EGLIN AFB,FL 
SPRINGFIELD,VA 

FT. HOOD.TX 
ARLINGTON,VA 

ISRAEL 
ST. PETERSBURG,FL 

EGLIN AFB.FL 

JAPAN 
WILMINGTON,CA 

NORWAY 

GERMANY 
BELLEVUE,WA 

SANTA CLARA,CA 

GERMANY 
COLORADO SPRINGS,CO 

PLANO.TX 

NORWOOD,MA 
SUNNYVALE,CA 

SWEDEN 

GERMANY 
POMPANO BEACH,FL 

LAUREL,MD 

NORMAN,OK 

GERMANY 
GAITHERSBURG.MD 

PEORIA,IL 

PARAMUS,NJ 

SAN DIEGO.CA 
NORTHBROOK,IL 

AUSTRALIA 
DAHLGREN,VA 

FALCON AFB.CO 

EGLIN AFB,FL 

KIRTLAND AFB,NH 

CAMBRIDGE,MA 

MARIETTA,GA 

NORWAY 

SWITZERLAND 

AMESBURY,MA 



HILL, PHILLIP 

HILL, STEVE 

HINCK, MARC 

HINKLE, JOHN 

HIORTH, DONALD 

HI ROE, NOBUO 

HIRSCH, DAVID 

HOFFMAN, RANDY 

HOFFMAN, RANDY 

HOGAN, RUSS 

HOJO, HARUMASA 

HOKEUN, LEE 

HOL, R. 

HOLDEN, TOM 

HOLLADAY, GARY 

HOLLAND, KENNETH 

HOLLOMAN, DAVID 

HOLSAPPLE, BOYD 

HOLTERHAUS, BRIAN 

HOLTON, PATRICK 

HOME, MICHAEL JOHN 

HOOPER, GRAEME 

HOOSER, MICHAEL 

HOPE, ALAN 

HOPE, CLINTON 

HOPKINS, JIM 

HOPKINS, JOHN 

HORNBY, JOHN 

HOWARD, BOB 

HOUELL, DANA 

HOUELL, GENE 

HOWELL, JAMES 

HOUINGTON, KEITH 

HOULAND, CHARLES 

HOYLE, DIXON 

HSIUNG, JACOB 

HUA, HUA 

HUDSON, CRAIG 

HUFF, MAX 

HUFFMAN, LARRY 

HUGHES, DENNIS 

HUGHES, HAROLD 

HUGO, MIKE 

HUME, JAMES R. 

HUNDLEY, UARREN 

HUNTER, ROGER 

HUNTER, TOM 

HURLEY, ANDREW 

HVIZD, JAMES 

IBIS, MIKE 

IBSEN, PAUL 

ICHIKAWA, TSUTOMU 

IFUNE, DEAN 

IGLI, DAVID 

IKEDA, RAY 

IKETANI, TAKESHI 

IMRICH, TOM 

INCARDONA, RUBEN 

INGOLD, JEFF 

INOUE, ANDY 

THE AEROSPACE CORPORATION 

CHT, LTD. 

INNOVATIVE SOLUTIONS INT'L, IN 

LEICA, INC. 

ER, INC. 

NEC CORPORATION 

STARLINK, INC. 

MAGELLAN 

NTIA US DEPT OF COMMERCE 

MINISTRY OF TRANSPORTATION 

JAPAN RADIO CO. LTD 

KOREA GPS ENGINEERING 

TNO-FEL 

STANFORD TELECOMMUNICATIONS 

TECHSONIC INDUSTRIES 

46TH TEST GROUP/CA 

MCDONNELL DOUGLAS 

WRIGHT LABORATORY (USAF) 

ROCKWELL CACD 

ACCQPOINT COMMUNICATIONS 

ROYAL AIR FORCE 

GPSat SYSTEMS 

U.S. AIR FORCE 

NAVAL RESEARCH LABORATORY 

WALT DISNEY IMAGINEERING 

LORAL DEFENSE SYSTEMS 

NAVIGATION DEVELOPMENT SERVICE 

SIKORSKY AIRCRAFT 

AROMAT CORPORATION 

WL/AAAI-1 

ARINC RESEARCH, INC. 

RAYTHEON COMPANY 

INTERSTATE ELECTRONICS 

HO AFSPC 

NATIONAL GEODETIC SURVEY/NOAA 

CAST/ITRI 

WORCESTER POLYTECHNIC INSTITUT 

II MORROW INC. 

JOHN E. CHANCE & ASSOCIATES 

E-SYSTEMS, MONTEK DIV 

SAIC 

ROCKWELL INTERNATIONAL 

NAWC 

GREENFIELD ASSOCIATES 

WILCOX ELECTRIC, INC. 

2S0PS/D0AN 

ASHTECH, INC. 

LEICA, INC. 

MARTIN MARIETTA 

HONEYWELL, INC. 

NORDEN SYSTEMS 

INSTITUTE OF SPACE & ASTRO SCI 

WELNAVIGATE, INC. 

LOCKHEED MARTIN ASTRONAUTICS 

HITACHI CABLE AMERICA 

FURUNO ELECTRIC 

U.S. AIR FORCE/WRIGHT LABORATO 

FROMERAVIA 

ALLIED SIGNAL TECH SERVICES 

AROMAT CORPORATION 

2060 

LOS ANGELES,CA 

ENGLAND 

EDMOND,OK 

TORRANCE,CA 

FAIRFIELD,NJ 

JAPAN 

AUSTIN,TX 

SAN DIMAS,CA 

BOULDER,CO 

CANADA 

JAPAN 

KOREA 

THE NETHERLANDS 

SUNNYVALE,CA 

EUFAULA,AL 

HOLLOMAN AFB,NM 

0'FALLON,MO 

YELLOW SPRINGS,OH 

CEDAR RAPIDS,lA 

IRVINE,CA 

UK 

AUSTRALIA 

WASHINGTON,DC 

WASHINGTON,DC 

WAINSCOTT,NY 

LITCHFIELD PARK,AZ 

NORTHRIDGE,CA 

STRATFORD,CT 

EL SEGUNDO,CA 

WPAFB,OH 

SAN DIEGO,CA 

MARLBORO,MA 

ANAHEIM,CA 

PETERSON AFB,CO 

ST. PAUL,HN 

TAIWAN 

WORCESTER,MA 

SALEM,OR 

HOUSTON,TX 

SALT LAKE CITY,UT 

CLINTON.MD 

ANAHEIH,CA 

CHINA LAKE,CA 

ROLLING HILLS,CA 

KANSAS CITY,MO 

FALCON AFB,CO 

SUNNYVALE, CA 

ENGLEWOOD.CO 

SAN DIEGO,CA 

COON RAPIDS,MN 

NORWALK,CT 

JAPAN 

OXNARD,CA 

DENVER,CO 

WHITE PLAINS,NY 

JAPAN 

WPAFB,OH 

ITALY 

COLUMBIA,MD 

EL SEGUNDO,CA 



IRDEM, ENVER 

IRECKI, VIC 

IRUIN, BARRY 

ISHIKAUA, SEIJI 

ISMAGIL, RAUIL 

ISDN, MARILYN 

ISSLER, JEAN-LUC 

ITANI, KENJI 

ITO, TORU 

lUASKI, PAUL 

lYEMURA, RON 

JACKSON, DAVID 

JACKSON, EDUARD 

JACKSON, KEN 

JACOBS, ROGER 

JACOBS, DENICE 

JACOBSON, LEN 

JACOBSON, RALPH 

JAKOBSSON, LARS 

JALALI, BIJAN 

JAMES, CALVIN 

JANNIERE, J. 

JARRY, LLOYD 

JAYME, ERNIE 

JEHL, JEAN-FRANCOIS 

JENSEN, MICHAEL H.B. 

JETT, ROBERT 

JIN, HAIPING 

JIN, X. 

JOB, ANDRE 

JOHANNESSEN, ROLF 

JOHANSEN, GORM 

JOHNSON, BRUCE 

JOHNSON, BEN 

JOHNSON, DAR 

JOHNSON, DONALD B. 

JOHNSON, GREG 

JOHNSON, JEFFREY 

JOHNSON, JEFFREY S. 

JOHNSON, KELLEY 

JOHNSON, MARK 

JOHNSON, MICHAEL 

JOHNSON, PATRICK 

JOHNSON, R.H. BUD 

JOHNSON, RUSSELL 

JOHNSON, TED 

JOHNSON, UALLY 

JOHNSTON, GORDON 

JOHNSTON, HUGH 

JOKERST, SCOTT 

JOLY, PASCAL 

JONES, EDUARD J. 

JONES, GREG 

JONES, KEITH 

JONQUIERE. JEAN-LOUIS 

JONSSON, BO 

JORGEN VASE, NIELS 

JOWANOUITCH, THOMAS 

JOY, CHRIS 

JUAREZ, ARMANDO 

EBI AS 

NEW ZEALAND DEFENCE FORCE 

US GEOLOGICAL SURVEY 

AISIN SEIKI CO., LTD. 

DEPARTMENT OF TRANSPORTATION 

USAF SMC/CZ 

CNES 

FURUNO ELECTRIC CO 

TOYOTA MOTOR CORPORATION 

TOPCON 

PACIFIC CREST CORPORATION 

USSPACECOM/J330S 

AMCOHP CORPORATION 

ASHTECH TELESIS 

M/A-COM 

UL/AAAI-1 

INTERHETRICS/GSAH 

C.S. DRAPER LABORATORY, INC. 

NATIONAL MARITIME ADMIN. 

LEICA, INC. 

ALLIEDSIGNAL TECH SERVICES 

ALCATEL ESPACE 

WHITE SANDS MISSILE RANGE 

AFFILIATION UNKNOUN 

SEXTANT AVIONIQUE 

SHELL INT'L PETROLEUM (EPX/25) 

ETA TECHNOLOGIES CORP. 

SPACE SYSTEMS LORAL 

DELFT UNIV OF TECHNOLOGY 

CNES 

LAMBOURNE NAVIGATION LTD. 

SEATEX AS 

NAVSYS 

SENSIS CORPORATION 

BD SYSTEMS, INC. 

HQ ESC/TGM 

E-SYSTEMS, MONTEK DIVISION 

OVERLOOK SYSTEMS TECHNOLOGIES 

U.S. AIR FORCE 

TRIMBLE 

ROCKWELL INTERNATIONAL 

VITRO SERVICES CORP. 

INTEL CORPORATION 

MOTOROLA, GED 

RADIX TECHNOLOGIES 

CATERPILLAR INC. 

COORS CERAMICS COMPANY 

RACAL SURVEY 

TRIMBLE NAVIGATION LTD. 

746 TS (CIGTF) 

AEROSPATIALE AVIONS 

NAVAL RESEARCH LABORATORY 

U.S. ARMY TOPO ENG CENTER 

LOCKHEED MARTIN 

FRENCH CAA/STNA/3 

NATIONAL LAND SURVEY OF SWEDEN 

EIVA A/S 

LOCKHEED MARTIN 

lESSG/UNlVERSITY OF NOTTINGHAM 

NATIONAL RANGE OPERATIONS DIR 

2061 

TURKEY 

NEU ZEALAND 

FALMOUTH,MA 

JAPAN 

LOS ANGELES,CA 

LOS ANGELES AFB,CA 

FRANCE 

JAPAN 

JAPAN 

PARAMUS,NJ 

SANTA CLARA,CA 

PETERSON AFB.CO 

HOLLOMAN AFB,NM 

SUNNYVALE,CA 

AMESBURY,MA 

UPAFB,OH 

LONG BEACH,CA 

CAMBRIDGE,MA 

SWEDEN 

TORRANCE.CA 

COLUMBIA,MD 

FRANCE 

LAS CRUCES,NM 

ALBUQUERQUE,NM. 

FRANCE 

THE NETHERLANDS 

COLORADO SPRINGS,CO 

PALO ALTO,CA 

THE NETHERLANDS 

FRANCE 

ENGLAND 

NORWAY 

COLORADO SPRINGS,CO 

DEUITT,NY 

TORRANCE,CA 

HANSCOM AFB,HA 

SALT LAKE CITY,UT 

COLORADO SPRINGS,CO 

EDUARDS AFB,CA 

SUNNYVALE,CA 

CEDAR RAPIDS,IA 

SIERRA VISTA,AZ 

CHANDLER,AZ 

SCOTTSDALE,AZ 

MOUNTAIN VIEW,CA 

PEORIA.IL 

SAN DIEGO,CA 

ENGLAND 

LYNNUOOD,WA 

HOLLOMAN AFB,NM 

FRANCE 

WASHINGTON,DC 

ALEXANDRIA,VA 

MOUNTAIN VIEU,CA 

FRANCE 

SWEDEN 

DENMARK 

ONTARIO.CA 

UK 

USMR,NM 



JUBIN, JOHN 

JUDGE, KEVIN 

KAHLE, LARS-IVAR 

KANN, HIKE 

KAISER, GORDON 

KAKUTANI, 

KALAFUS, RUDOLPH 

KAMMEYER, PETER 

KAPLAN, ELLIOT 

KARELS, STEVEN 

KARKLINS, ALDIS 

KARUZA, CHARLES 

KASER, KARL 

KASHIUAGI, 

KAZANTSEV, VICTOR 

KEAGAN, KATHLEEN 

KEE, CHANGDON 

KEE, D. SCOTT 

KEEGAN, RICHARD 

KEEN, DANNY 

KEEPERS, WILLIAM 

KELLY, DONALD 

KELLY, JOHN 

KELLY, ROBERT 

KELTON, PHILLIP 

KENNEDY, HOWARD 

KENNEDY, LARRY 

KERWIN, RAYMOND 

KETCHUM, ELEANOR 

KEY, JOHN 

KEYS, ERIC 

KFIR, ADAM 

KIAZAND, BAHMAN 

KIBLER, JEFFREY 

KILMER, CHARLES 

KIM, ILSUN 

KIMURA, KOICHI 

KIMURA, KOICHI 

KING, DENNIS 

KING, KERRY 

KINSELLA, MARK 

KIRIAZES, JOHN 

KIRK, JOHN 

KIRSHMAN, JOEL 

KITCHING, IAN 

KIZHNER, SEMION 

KLAHN, DIETMAR 

KLEIN, JOE 

KLEINHAUS, 

KLINE, MICHAEL A. 

KLINE, PAUL 

KLINE, PAUL 

KLINGER, DENNIS 

KLOBUCHAR, JOHN 

KLOTZ, ROB 

KNIGHT, DON 

KNITT, BRIAN 

KNOX, MICHAEL 

KO, PING-YA 

KOCH, ROBERT 

ROCKWELL INTERNATIONAL 

GREENFIELD ASSOCIATES 

SWEDISH ARMED FORCES HQ 

GARMIN INTERNATIONAL 

ACCQPOINT COMMUNICATIONS 

FURUNO ELECTRIC CO., LTD. 

TRIMBLE NAVIGATION, LTD. 

US NAVAL OBSERVATORY 

MITRE CORPORATION 

TASC 

ACCQPOINT COMMUNICATIONS CO 

THE AEROSPACE CORPORATION 

SMC/CZTU (JPO) 

FURUNO ELECTRIC CO., LTD. 

RESEARCH & PRODUCTION ASSOC 

AFFILIATION UNKNOWN 

STANFORD UNIVERSITY 

NRaD, WARMINSTER 

LEICA, INC. 

U.S. AIR FORCE 

PANAMA CANAL COMMISSION 

SVERDRUP TECHNOLOGY, INC. 

ROCKWELL 

ORBCOMM 

ROCKWELL INTERNATIONAL 

MOTOROLA INC. 

LORAL FEDERAL SYSTEMS 

TOPCON 

NASA GSFC 

FAA/MMAC/AOS-240 

N/SPJ2FS NORAD/USSPACECOM 

AZIMUTH LTD 

ALLIED SIGNAL INC 

ARINC 

GLOBAL SYSTEMS & MARKETING 

SEOUL NATIONAL UNIVERSITY 

AERO ASAHI CORPORATION 

CONSULTANT 

E-SYSTEMS, MONTEK DIVISION 

746 TS/TGGPI 

OUT SPACE CENTRE FOR SAT NAV 

NASA/KENNEDY SPACE CENTER 

GPS JPO 

THE AEROSPACE CORPORATION 

GEC PLESSEY SEMICONDUCTORS 

NASA GSFC 

GERMAN AEROSPACE RESEARCH EST 

AERO ANTENNA TECHNOLOGY, INC. 

BOOZ-ALLEN & HAMILTON 

746 TS/TGGML 

OHIO UNIVERSITY 

VIRGINIA TECH 

NRaD 

AF PHILLIPS LAB/GEOPHYSICS DIR 

DOD 

KNIGHT SYSTEMS 

SMC/CZTU 

DIGICON 

STANFORD UNIVERSITY 

LITTON G&CS 

2062 

RICHARDSON,TX 

TORRANCE.CA 

SWEDEN 

LENEXA.KS 

IRVINE,CA 

JAPAN 

SUNNYVALE, CA 

BETHESDA,MD 

BED FORD, MA 

READING,MA 

IRVINE,CA 

EL SEGUNDO,CA 

LOS ANGELES AFB,CA 

JAPAN 

RUSSIA 

MCLEAN,VA 

MOUNTAIN VIEW,CA 

GLENSIDE,PA 

TORRANCE.CA 

DAYTON,OH 

APO AA, 

NICEVILLE,FL 

CEDAR RAPIDS,lA 

DULLES,VA 

COVINA,CA 

PHOENIX,AZ 

GAITHERSBURG,MD 

PARAMUS.NJ 

GREENBELT,MD 

OKLAHOMA CITY.OK 

PETERSON AFB,CO 

ISRAEL 

BARSTOW,CA 

EL SEGUNDO,CA 

ANAHEIM HILLS,CA 

KOREA 

JAPAN 

JAPAN 

SALT LAKE CITY.UT 

HOLLOMAN AFB,NM 

AUSTRALIA 

KENNEDY SPACE CENTER,FL 

LOS ANGELES AFB.CA 

LOS ANGELES,CA 

UK 

GREENBELT,MD 

GERMANY 

CHATSWORTH,CA 

MCLEAN,VA 

HOLLOMAN AFB,NM 

ATHENS,OH 

BLACKSBURG,VA 

WARMINSTER,PA 

HANSCOM AFB,MA 

OLNEY,MD 

PALOS VERDES,CA 

LOS ANGELES AFB.CA 

HOUSTON,TX 

STANFORD,CA 

WOODLAND HILLS,CA 



KOIKE, YOSHIFUMI 

KOLB, ERIC 
KOLLIOPOULOS, DANIEL 

KOLMAN. LEONARD 
KONDO, HITOSHI 

KONIK, EDWARD 

KOON, RICKY 
KOOREY, ALFRED 

KOPCHA, DAMIAN 

KOREHURA, KAZUNOBU 

KORNOUKHOV, BORIS 

KOSMOS, GEORGE 

KOVACH, JOHN 

KOVACH, KARL 

KOVARIK, L. 

KOZAKI, TOSHIYA 

KRABILL, WILLIAM 

KRAEMER, JOHN 
KRAKIWSKY, EDWARD 

KRAKIWSKY, SEAN 

KRAMER, GORDON 
KRASNJANSKI, DAVID 
KRISHNAMURTI, GIDDU 

KRONHAN, JAMES 
KRUCZYNSKI, LEONARD 

KUCAR, ANDY 

KUHL, MARK 
KULSHRESHTHA, AMIT 

KULYESHIE, EDWARD 
KUNZE, HANS-JUERGEN 

KURTIN, DUANE 
KUSSEROW, TODD 

KUSTERS, JACK 
KWANGSIK, KIM 

KYLE, ARTHUR M.J. 
LACHAPELLE, GERARD 

LAGE, MARIE 

LAHAV, TZVI 

LAI, KEN 

LALA, JAY 
LAMANCE, JAMES 

LAMM, KENNETH 

LAMOND, JIM 
LANCASTER, FRED 

LANDA, STEVEN 

LANDIS, BRUCE 

LANE, JAMES 
LANGELIER, DANIEL 

LANGER, JOHN 
LANGLEY, RICHARD 

LANGSHAW, DUANE 

LAPINE, LEWIS 

LAPUCHA, DARIUSZ 

LARGAY, MARIE 

LARKIN, THOMAS 

LARKINS, WALLIS 

LARSON, PAUL 

LARSSON, FRANK 

LASHLEE, ROBERT 

LASKEY, ANGELA 

NEC CORPORATION 

PL/VT-B 
NAWC AIRCRAFT DIVISION 

NAVAL AIR WARFARE CENTER 

FURUNO ELECTRIC CO, LTD 

LITTON SYSTEMS, ICN. 

HQ AFSPC/DRF 

SAIC 
DEFENSE MAPPING AGENCY 

ENRI 
ROMONA LTD 
NCCOSC RDT&E DIVISION 

SOKKIA TECHNOLOGY, INC. 

ARINC 

AMCOMP CORP 
PIONEER ELECTRONIC CORPORATION 

NASA/WALLOPS FLIGHT FACILITY 

DOT/VOLPE CENTER 
THE UNIVERSITY OF CALGARY 

UNIVERSITY OF CALGARY 

HUGHES AIRCRAFT CO 
NRaD WAR DET 
ROCKWELL INTERNATIONAL 

TRW 
TRIMBLE NAVIGATION LTD 

4U COMM. RESEARCH, INC. 

ASHTECH, INC. 
LEAR ASTRONICS CORP 

HUGHES AIRCRAFT 
ALLEN OSBORNE INC 

APPLIED RESEARCH LAB 

SMC/CZZ 
HEWLETT PACKARD 
MARINE ELECTRONICS CORP. 

NASA/GSFC 
UNIV OF CALGARY/GEOMATICS ENG 

STANFORD TELECOM 

EMBASSY OF ISRAEL 

SHC/CZS - USAF 
C.S. DRAPER LABORATORY 

NAVSYS CORPORATION 
U.S. DEPARTMENT OF TRANSPORTAT 

BRUNEI SHELL PETROLEUM COMPANY 

U.S. NAVY 

SAIC 
LOCKHEED MARTIN CORP. 
DYNAMICS RESEARCH CORPORATION 

CANADIAN HYDROGRAPHIC SERVICE 

THE AEROSPACE CORPORATION 

UNIVERSITY OF NEW BRUNSWICK 

JOHN E. CHANCE & ASSOCIATES 

NGS/NOAA/N/NGS, SSMC3, 8657 

JOHN E. CHANCE & ASSOCIATES 

NAVAL RESEARCH LABORATORY 

AMCOMP CORP 

TRANDES CORP. 
U.S. COAST GUARD EECEN (NG) 

GEOTRONICS 

WL/AAAS-3 

U.S. AIR FORCE 
2063 

JAPAN 
KIRTLAND AFB,NM 

PATUXENT RIVER,MD 
PATUEXENT RIVER.HD 

JAPAN 
WOODLAND HILLS,CA 

PETERSON AFB,CO 

CORONADO,CA 

ST. LOUIS,MO 

JAPAN 

RUSSIA 
SAN DIEGO,CA 

OVERLAND PARK,KS 

WHITTIER,CA 

HOLLOMAN AFB,NM 

JAPAN 
WALLOPS ISLAND,VA 

CAMBRIDGE,MA 

CANADA 

CANADA 
EL SEGUNDO,CA 
PHILADELPHIA,PA 

CEDAR RAPIDS,IA 
LOS ANGELES,CA 

LOS ALTOS,CA 

CANADA 

SUNNYVALE,CA 
CHATSWORTH,CA 

EL SEGUNDO,CA 
WESTLAKE VILLAGE,CA 

AUSTIN.TX 
LOS ANGELES AFB,CA 

SANTA CLARA,CA 

KOREA 
GREENBELT,MD 

CANADA 
RESTON,VA 

WASHINGTON.DC 

LOS ANGELES AFB,CA 

CAMBRIDGE,MA 

COLORADO SPRINGS,CO 

WASHINGTON,DC 

BRUNEI 
COLUMBIA,MD 

CARLSBAD,CA 
PHILADELPHIA,PA 

WEST NEWTON,MA 

CANADA 
LOS ANGELES,CA 

CANADA 
LAYFAYETTE,LA 

SILVER SPRING,MO 

LAYFAYETTE,LA 

FALLS CHURCH,VA 

REDONDO BEACH,CA 

SAN DIEGO,CA 

WILDWOOD,NJ 

ITASCA,IL 
WPAFB.OH 

TINKER AFB,OK 



LATTA, THOMAS 

LATTERMAN, DONALD 

LAU, KENNETH 

LAVRAKAS, JOHN 

LAU, JULIUS 

LAURENCE, DAVID 

LAWRENCE, TIMOTHY 

LAZAR, STEVEN 

LEACH, MARK 

LEAKE, STEPHEN 

LEAL, JULIO 

LEARY, TONY 

LEAVITT, PAUL 

LEBEDEV, MIKHAIL 

LEE, YOUNG 

LEE, DON 

LEE, SAMUEL 

LEE, TOM 

LEE, SANG JEONG 

LEHNUS, DAVID 

LEICK, ALFRED 

LEIGHTY, ROBERT 

LEININGER, BRIAN 

LEISTEN, OLIVER 

LEITTEN, MICHAEL 

LEMIEUX, CLIFFORD 

LEMMON, JOHN 

LEMOINE, ROBERT 

LENNEN, GARY 

LEONG, ALBERT 

LESSING, PETER 

LESTER, HARK 

LEUNG, JURN 

LEVI, ROBERT 

LEVY, LARRY 

LEU, YON 

LEUANDOUSKI, U. 

LEUANTOUICZ, ZDZISLAU 

LEUIN, ANDY 

LEWIS, CEDRIC 

LI, KEN 

LI, ZUOFA 

LIGHTEN, STEPHEN 

LICU, FRANK 

LIEBER, STEVEN 

LIEFFRIG, PETER 

LINSDALL, DAVID 

LIPPS, DALE 

LISICA, CHRIS 

LITTLE, ANDREU 

LITTLE, CHUCK 

LITTON, JAMES 

LIU, JEFFREY 

LIU, ZIUEN 

LLOYD, DOUG 

LOCHHEAD, KIM 

LODATO, GERI 

LOEGERING, GREG 

LOH, ROBERT 

LOKSHIN, ANOTOLE 

TYCHO ASSOCIATES 

SMC/CZJ 

JPL 

ADVANCED RESEARCH CORPORATION 

JET PROPULSION LABORATORY 

STANFORD UNIVERSITY 

SHELL UK EXPRO (UEX/51) 

THE AEROSPACE CORPORATION 

APL/UNIVERSITY OF TEXAS 

NASA/GSFC 

MARAVEN S.A. 

SUBSEA OFFSHORE LTD. 

LORAL DEFENSE SYSTEMS 

GLONASS COORDINATION 

THE MITRE CORPORATION 

NIPPANDENSO AMERICA 

ROCKUELL INTERNATIONAL 

UNIVERSITY OF SOUTHERN CALIFOR 

CHUNGNAM NATIONAL UNIVERSITY 

JHU/APL 

UNIVERSITY OF MAINE 

LEIGHTY & ASSOC, INC. 

LORAL DEFENSE SYSTEMS 

NAVSTAR SYSTEMS LTD 

COORS CERAMICS COMPANY 

NAVAL AIR WARFARE CENTER 

U.S. DEPT OF COMMERCE 

COUNTY OF ORANGE, CA 

TRIMBLE NAVIGATION, LTD. 

THE AEROSPACE CORPORATION 

NATIONAL DATA BUOY CENTER 

USAF 

THE AEROSPACE CORPORATION 

POINT RESEARCH CORP. 

JOHNS HOPKINS UNIVERSITY APL 

ANTARCTIC SUPPORT ASSOCIATES 

BIPM 

USAF, UL/AA 

ORBITAL SCIENCES CORP. 

NAVAIR 

LEAR ASTRONICS CORPORATION 

UN IV OF CALGARY/GEOMATICS ENG 

JET PROPULSION LABORATORY 

M/A-COM 

STEVE LIEBER & ASSOC, INC. 

TRANSOCEANIC CABLESHIP CO. 

RACAL SURVEY 

RACAL SURVEY USA 

US NAVY (SMC/CZN) 

NORTHERN TELECOM INC. 

HEWLETT-PACKARD CO. 

LITTON CONSULTING GROUP, INC. 

NATIONAL RESEARCH COUNCIL 

JOHN E. CHANCE & ASSOCIATES IN 

MAGELLAN GPS SYSTEMS 

GEODETIC SURVEY OF CANADA 

E-SYSTEMS 

TELEDYNE RYAN AERONAUTICAL 

INNOVATIVE SOLUTIONS INT'L INC 

MAGELLAN 
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DEERFIELD BEACH,FL 

LOS ANGELES AFB.CA 

PASADENA,CA 

COLORADO SPRINGS,CO 

PASADENA,CA 

MOUNTAIN VIEU,CA 

ENGLAND 

LOS ANGELES,CA 

AUSTIN.TX 

GREENBELT,MD 

VENEZUELA 

SCOTLAND 

MINNETONKA,MN 

RUSSIA 

FAIRFAX,VA 

SOUTHFIELD,MI 

DOUNEY,CA 

PALOS VERDES ESTATES,CA 

KOREA 

LAUREL,MD 

OR0NO,ME 

VIENNA,VA 

UOODBURY,MA 

UK 

GOLDEN,CO 

POINT MUGU,CA 

BOULDER,CO 

HUNTINGTON BEACH,CA 

SUNNYVALE,CA 

LOS ANGELES,CA 

STENNIS SPACE CENTER,MS 

FALCON AFB,CO 

LOS ANGELES,CA 

SANTA ANA.CA 

LAUREL,MD 

ENGLEWOOD,CO 

FRANCE 

UP AFB,OH 

.DULLES,VA 

ANNAPOLIS,MD 

SANTA MONICA,CA 

CANADA 

PASADENA,CA 

LOUELL,MA 

WEBSTER,TX 

BALTIMORE,MD 

HOUSTON,TX 

HOUSTON,TX 

SAN PEDRO,CA 

SCHAUMBURG,IL 

SANTA CLARA,CA 

WOODLAND HILLS.CA 

CANADA 

LAFAYETTE,LA 

AUSTRALIA 

CANADA 

ST. PETERSBURG,FL 

SAN DIEGO,CA 

VIENNA,VA 

SAN DIMAS,CA 



LOLLOCK, RITA AEROSPACE CORPORATION EL SEGUNDO,CA 

LONG, PETER RAYTHEON MARINE COMPANY MANCHESTER,NH 

LONGAKER, HAROLD TRIMBLE NAVIGATION, LTD. THE WOODLANDS,TX 

LONGUORTH, DAVID NAUC AD INDIANAPOLIS,IN 

LOOSE, JOHN LEAR ASTRONICS SANTA MONICA,CA 

LOPEZ, MARTIN OVERLOOK SYSTEMS TECHNOLOGIES REDONDO BEACH,CA 

LOPEZ, PETE TRAK SYSTEMS TAMPA,FL 

LOVEMAN, BRAD TRW TORRANCE,CA 

LOUENSTEIN, GEORGE NRaD DET WARMINSTER DOYLESTOWN,PA 

LOY, GEORGE OCEONICS, INC. HOUSTON,TX 

LU, GANG TRIMBLE CANADA 

LUBBES, ARIS FUGRO NV THE NETHERLANDS 

LUCE, JENNIFER USAF RANCHO PALOS VERDES,CA 

LUENGO, HUMBERTO VIASA AIRLINES MIAMI,FL 

LUKAC, CARL U.S. NAVAL OBSERVATORY/TSSP WASHINGTON,DC 

LUNDAY, MARK USCG R&D CENTER GROTON.CT 

LUPASH, LAURENCE AMCOMP ALAHOGORDO.NM 

LUSE, WILL LORAL DEFENSE SYSTEMS LITCHFIELD PARK,AZ 

LYALL, JAMES EMBRY RIDDLE AERONAUTICAL UNIV PRESCOTT,AZ 

LYLES, FRED USAF SMC/CZPU LOS ANGELES AFB,CA 

MACABIAU, CHRISTOPHE LTST FRANCE 

MACFARLANE, HEG MOTOROLA NORTHBROOK,IL 

MACGREGOR, JOHN SHELL UK, UEX/S12 SCOTLAND 

HACHNIAK, MARTIN NISE WEST SAN DIEGO,CA 

MACK, GILES RACAL SURVEY HOUSTON,TX 

HAEDA, HIROAKI TOSHIBA CORPORATION JAPAN 

MAENPA, JON LEICA TORRANCE,CA 

MAETHER, PASCALE AEROSPATIALE FRANCE 

MAGGARD, UILLIAM NICHOLS RESEARCH CORP DOVER,FL 

MAGNUSON, R. GARY NATIONAL OCEAN SERVICE SILVER SPRING.HD 

MAGMUSSON, LARS SWEDISH DEFENCE MA SWEDEN 

MAHMOOD, SULTAN SVERDRUP TECHNOLOGY INC (TEAS) NICEVILLE,FL 

MAIDA. JAMES ADVANCED ANTENNA TECHNOLOGY, I ESCONDIDO,CA 

MALAPIT, JEFFREY NAVSTAR GPS JPO LOS ANGELES AFB.CA 

MALLETT, IAN AIRSERVICES AUSTRALIA AUSTRALIA 

MALYS, STEPHEN DEFENSE MAPPING AGENCY MONROVIA,MD 

MANDIBLES, ED ITT FSC VANDENBERG AFB,CA 

MANFREDI, PHILIP DCS CORPORATION ARLINGTON,VA 

HANISCALCO, CHARLES TRIMBLE NAVIGATION LTD SUNNYVALE,CA 

MANNUCCI, ANTHONY JPL/CALTECH PASADENA,CA 

MANTEUFEL, SUZANN TRIMBLE NAVIGATION SUNNYVALE,CA 

MARCEAU, GUY CANADIAN COAST GUARD CANADA 

MARCHESELLO, TOM 2 SOPS/DOAN FALCON AFB,CO 

MARCILLE, HERVE MATRA MARCONI SPACE FRANCE FRANCE 

MARCK, BILL NAWCAD MARLTOW,NJ 

MARCOUX, MICHAEL USAF/SMC/CZU LOS ANGELES AFB.CA 

MARDER, ED ITT/ACD FORT WAYNE,IN 

MARDER, CAROL ITT/ACD FORT WAYNE,IN 

MARKOUSKI, ROMAN UNIVERSITY OF CALGARY CANADA 

HARRADI, LIVIO LABEN S.P.A. ITALY 

MARSH, C. MINISTRY OF DEFENCE MOO{PE) ENGLAND 

MARTELL, HUGH PREMIER GPS INC. CANADA 

MARTENS, DAN SAIC TORRANCE,CA 

MARTIN, EDWARD ROCKWELL INTERNATIONAL ANAHEIM,CA 

MARTIN, MICHAEL ROCKWELL ANAHEIM,CA 

MARTIN-MUR, TOMAS ESOC/ESA GERMANY 

REDONDO BEACH,CA 
MARTINO, ROBERT TRW 

HARTINSSON, JONNY SAAB MILITARY AIRCRAFT SWEDEN 

MASON, ALLEN SMC/CZE LA AFB.CA 

MASSON, ARNAUD LRBA-DGA 
2065 

FRANCE 



HATHIES, MAX 

MATHIS, CLARENCE 

HATHIS, JON 

HATSUOA, ATSUSHI 

HATTHEUS, JAMES 

HATTISSEK, ANDREAS 

MATTOS, PHILLIP 

HAURER, HART IN 

MAURER, JAMES 

MAZZONI, JANE 

MCCALL, EDWARD 

HCCALL, TIMOTHY 

MCCALLON, LARRY 

HCCARTOR, GERRY 

MCCONNELL, JOHN 

MCCUTCHEON, SAM 

MCOANIEL, MICKEY 

MCDONALD, KEITH 

MCDONALD, CAROLYN 

HCDONOUGH, LARRY 

NCEUEN, GLEN 

MCFADDEN, JOHN 

MCGANN, EDWARD 

MCGEE, MICHAEL 
HCGIBNEY, DANIEL 

HCGRAW, GARY 

MCGREGOR, LLOYD 

MCGURN, TERENCE 

MCILWAIN, TED 

MCINERNEY, JOHN 

MCINTOSH, DAVE 

HCLELLAN, JAMES 

MCLENNAN, MYRA 

MCLOUGHLIN, FRANK 

MCMAHAN, MICHAEL 

MCMILLAN, STANTON 

MCNALLY, DAVID 

MCNAMEE, STUART 

MCWARD, RAYMOND 
MEDEIROS, MARC 

HEE, BRIAN 
MEEKER, BRENT 

MEIER, STEVE 

MEIGS, MICHAEL 

HEINDL, MARK 

MELESKI, JERRY 

MELGARD, TOR EGIL 

MEMERY, PHILIPPE 

MENDOZA, PATRICIA 
MERRILL, DAN 

MES, MARIUS 

MESSIER, JOHN 

MEYER, MAURICE 

MEYER-HILBERG, JOCHEN 

MICHALI, PETER 

MICHALSON, WILLIAM 

MICHEL, P. 

MIELE, NIEL 

MIER, FRANCISCO 

MILLAR, DAVID 

LEICA 

SMC/CZEM 

BD SYSTEMS, INC. 

SONY CORPORATION 

C.S. DRAPER LABORATORY INC. 

DAIMLER BENZ AEROSPACE 

SGS-THOHSON MICROELECTRONICS 

MAN TECHNOLOGIE AG 

LITTON G&CS 

LEICA 

USAF 

DYNAMIC SATELLITE SURVEYS 
NORTHROP GRUMMAN 

FAA 

30 SW/XPE - USAF 

AUTEX SYSTEMS CORPORATION 
NAWC AD 

SAT TECH SYSTEMS, INC, 

NAVTECH SEMINARS & BOOKSTORE 

NATIONAL SYSTEMS & RESEARCH CO 

MCEWEN CONSULTING 

AVIATION WEEK GROUP/MCGRAW-HIL 
MEGAPULSE 

MCGEE SURVEYING CONSULTING 
USAF SMC/CZE 

ROCKWELL INTL, COLLINS 
LOCKHEED MARTIN 

US GOVERNMNET 

FAA 

ROCKWELL 

STANFORD TELECOM 

PULSEARCH NAVIGATION SYSTEMS 

DTIC 

SEAGULL TECHNOLOGY, INC. 

NAVSTAR SYSTEM LTD 

BALL CORPORATION 

NASA AMES RESEARCH CENTER 

412 TW/TSPE 

DATA AUTOMATION SYSTEMS 

RIVERSIDE COUNTY FLOOD CONTROL 
ENSCO, INC. 

NAWC 

STEVE LIEBER & ASSOC, INC. 

FAA 

SANDIA NATIONAL LABS 

LORAL 

AFFILIATION UNKNOWN 

DGA/DCAE/STTE 
ARINC 

FAA 

PHILLIPS PETROLEUM COMPANY 

HONEYWELL 
MEYER ASSOCIATES 

DAIMLER-BENZ AERISPACE 
LEICA 

WORCESTER POLYTECHNIC INST. 

EUROPEAN SPACE AGENCY 

TELEPHONICS CORPORATION 
GRAFINTA SA 

PELAGOS CORPORATION 
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REDONDO BEACH,CA 

LA AFB,CA 

TORRANCE,CA 

JAPAN 

WAYLAND,MA 

GERMANY 

UK 

GERMANY 

WOODLAND HILLS,CA 

TORRANCE,CA 

EGLIN AFB,FL 

AUSTRALIA 

HAWTHORNE, CA 

OKLAHOMA CITY,OK 

VANDENBERG AFB,CA 

SAN DIEGO,CA 

INDIANAPOLIS,IN 

ARLINGTON,VA 

ARLINGTON,VA 

COLORADO SPRINGS,CO 

PEORIA.AZ 

NEW YORK,NY 

BEDFORD,HA 

SANTA BARBARA,CA 

LOS ANGELES AFB,CA 

CEDAR RAPIDS,IA 
STENNIS.MS 

RESTON,VA 

OKLAHOMA CITY,OK 

ARLINGTON,VA 

SUNNYVALE,CA 

CANADA 

FORT BELVOIR,VA 

CUPERTINO,CA 
ENGLAND 

BROOMFIELD,CO 

HOFFETT FIELD,CA 

LANCASTER,CA 

SANTA CLARA,CA 
RIVERSIDE,CA 

SPRINGFIELD,VA 

POINT HUGU,CA 

WEBSTER,TX 

SEATTLE,WA 

ALBUQUERQUE,NH 

HANASSA,VA 

NORWAY 

FRANCE 

SAN DIEGO,CA 

OKLAHOMA CITY,OK 

NORWAY 

MINNEAPOLIS,HN 
NATICK,HA 
GERMANY 

TORRANCE,CA 

CHARLTON.MA 

THE NETHERLANDS 

FARMINGDALE,NY 

SPAIN 

SAN DIEGO,CA 



MILLER, DOUGLAS 

MILLER, JAMES 

MILLER, JAMES 

MILLER, MATTHEW 

MI OLA, JOE 
MIRANIAN, MIHRAN 

MIRDAS, JOANNE 

MISRA, PRATAP 

MITCHELL, ADOLPH 

MITCHELL, BRIAN 

MITCHELL, ROBERT 

MJAALAND, STEIN 

MOBARAKI, HOSSEIN 

HOBBS, SHAWN 

MOEGLEIN, MARK 

MOHLER, CHARLES 
MONTALVIO, ARMANDO 

MONTGOMERY, HALE 

MOORE, TERRY 

MOORE, GERALD 

MOORE, JAMES 

MOORE, KEITH 

MOORE, MARK 
MOORE, TODD 

MOORE. LINDA 
MORENO, MIGUEL 

MORGAN, JAMES 

MORRIS, BARRY 

MORRIS, JEFF 
MORRISON, ALLEN 
MORRISSEY, THOMAS 

MOSLE, CHIP 
MOSLEY, DEVIN 

MOUSSA, RALPH 

MOYA, DAVID C. 
MOYER, CAROLINE 

MRSTIK, PAUL 

MUELLER, CONRAD 

MUELLER, TYSEN 
MUELLERSCHOEN, RONALD 

MUKUND, MIKE 

MULDER, F. 
MULLER, KARL-FRANZ 

MUNJAL, PREM 

MURAKAMI, AKIRA 

MURFIN, TONY 

MURPHY, DAN 

MURPHY. JOE 

MURPHY, JOHN 

MURPHY, TIMOTHY 

MUSKAT, DAVE 

MYERS, STEVEN 

NADEAU, FRED 
NAGANO, SUKETOSHI 

NAGENGAST, STEVEN 

NAGLE, JIM 
NAJARIAN, RICHARD 

NAKAMURA, RUSSELL 

NAKAYAMA, DAVID 

NAOR, RAHEL 

JOHN E. CHANCE & ASSOCIATES 

NCCOSC, RDT&E DIV DET 
OUT SPACE CENTRE FOR SAT NAV 

COMOPTEVFOR US NAVY 

C.S. DRAPER LABORATORY 

U.S. NAVAL OBSERVATORY 

ARINC 
MIT LINCOLN LABORATORY 

NAVAL AIR WARFARE CENTER 

C2SID U.S. ARMY 
MCDONNELL DOUGLAS HELICOPTER 

FOTONOR AS 
ALLIED SIGNAL AEROSPACE 

2S0PS/D0AN 
SRI INTERNATIONAL 

HUGHES 
NAVSYS CORPORATION 

GPS WORLD MAGAZINE 
UNIVERSITY OF NOTTINGHAM 

MOTOROLA - GED 

USAF 
LOCKHEED MARTIN ASTRO SPACE 

US GOV 
HUGHES AIRCRAFT COMPANY 
SPECTRA-PHYSICS LASERPLANE 

AIR FORCE INFORMATION WARFARE 

CHEVRON PETROLEUM TECH CO. 

GPSAT SYSTEMS AUSTRALIA 

NORTHSTAR TECHNOLOGIES 

SAIC 
U.S. GOVERNMENT 

746 TS/TGGPI 

TASC 
RENAULT 
HONEYWELL, INC. 
EFRATOM, TIME & FREQUENCY 

GEOSURV, INC. 
CEM CONSULTANTS 
SEAGULL TECHNOLOGY, INC. 

JET PROPULSION LABORATORY 

ROCKWELL INTERNATIONAL 

US GOVERNMENT 
INST. OF GEODESY AND NAVIGATIO 

THE AEROSPACE CORPORATION 

GPS HAND-SET DESIGN SHOP 

NOVATEL COMMUNICATIONS LTD 

HONEYWELL. INC. 
NOVATEL COMMUNICATIONS 

WESTINGHOUSE ELECTRIC CORP. 

THE BOEING COMPANY 

US NAVY 

ARBITER SYSTEMS 
USAF 746TH TEST SQUADRON 

TOSHIBA CORPORATION 

US COAST GUARD 

INMARSAT 
ROCKWELL INTERNATIONAL 

LORAL FEDERAL SYSTEMS 

SRI INTERNATIONAL 

TAMAN lAI 
2067 

HOUSTON,TX 

ROBINS AFB,GA 

AUSTRALIA 

NORFOLK.VA 

CAMBRDIGE.MA 

WASHINGTON,DC 

SAN DIEGO,CA 

LEXINGTON,MA 

POINT MUGU,CA 
POINT PLEASANT BEACH,NJ 

MESA,AZ 

NORWAY 
PASADENA,CA 

FALCON AFB,CO 

MENLO PARK,CA 

LOS ANGELES,CA 
COLORADO SPRINGS,CO 

WASHINGTON,DC 

UK 
SCOTTSDALE,AZ 

EGLIN AFB,FL 
PHILADELPHIA,PA 

MCLEAN,VA 
WEST HILLS.CA 

DAYTON,OH 
SAN ANTONIO,TX 

HOUSTON,TX 

AUSTRALIA 

ACTION,MA 

SAN DIEGO,CA 
SPRINGFIELD,VA 

HOLLOHAN AFB,NM 
FORT WALTON BEACH,FL 

FRANCE 
ST. PETERSBURG.FL 

IRVINE,CA 

CANADA 
INVER GROVE HEIGHTS,MN 

CUPERTINO,CA 

PASADENA,CA 

NEWPORT BEACH,CA 

WASHINGTON,DC 

GERMANY 

LOS ANGELES,CA 

W. COVINA,CA 

CANADA 
GLENDALE,AZ 

CANADA 
PITTSBURG,PA 

SEATTLE,WA 

CAMARILLO.CA 

PASO ROBLES,CA 

HOLLOMAN AFB,NM 

JAPAN 

CAPE MAY,NJ 

ENGLAND 
NEWPORT BEACH,CA 

GAITHERSBURG,MD 

MENLO PARK,CA 

ISRAEL 



NASH, ANTHONY 

NAVARRO, RICARDO 

NAVE, KYLE 

NAVONI, FRANCO 

NAVONI, FRANCO 

NOILI, AWELE 

NEDIMALA, EDWARD 

NEGAST, UILLIAM 

NEIL, WILLAIM 

NEILAN, RUTH 

NELSON, DAVID 

NELSON, GREG 

NELSON, MARK 

NELSON, SHANE 

NELSON, NANCY 

NEUMANN, JANET 

NEUPERGER, FRANK 

NGUYEN, HOA 

NICHOLAS, JAMES 

NICHOLS, MITCH 

NICHOLSON, GRADY 

NIKLASCH, NORBERT 

NIKOLAO, RUDY 

NILSSON, GUNNAR 

NISHIGUCHI, HIROSHI 

NISNER, PAUL 

NIX, RICHARD 

NOEL, BRUCE 

NOERBECK, T0R6J0ERN 

NOLAN, RICHARD 

NORDWALL, BRUCE 

NORLING, BRIAN 

NORRIS, JIM 

NOVAK, KYLE 

NOVY, MICHAEL 

NOUICKI, RICHARD 

NUANGANGA, CHUKUUMA JEASON 

O'BRYANT, CARVEL 

O'CONNOR, MICHAEL 

0'GRADY, CRAIG 

O'GRADY, TIM 

O'HARA, MARK 

O'KEEFE, UILLIAM 

O'LOUGHLIN, CARL 

O'NEIL, T. GREG 

O'TOOLE, JAMES 

OAKS, JAY 

OBERG, MAGNUS 

OCVIRK, THOMAS 

ODDEN, VANJA 

OFER, RAN 

OFSTAD, ARNE 

OIWA, DAVE 

OLAFSEN, KNUT 

OLIVER, ROBERT 

OLSEN, DAVE 

OLSON, TOM 

OLSON, RUTH 

OHORI, TAKESHI 

OSBORN, CHARLES 

746 TS/TGGDC 

NAUC-UD 

SPACE VECTOR CORP. 

LASER 

LASER 

STANFORD UNIVERSITY 

FAA 

METRIC SYSTEMS CORPORATION 

RMS TECHNOLOGY/VISTA 

JET PROPULSION LABORATORY 

THE AEROSPACE CORPORATION 

ROCKWELL INTERNATIONAL 

US ARMY YUMA PROVING GROUND 

ARL/UNIVERSITY OF TEXAS 

TRIMBLE NAVIGATION 

NOVATEL COMMUNICATIONS, LTD. 

SATLOC INC. 

EFRATOM 

NAVSTAR SYSTEMS 

II MORROW INC. 

COMPUTER SCIENCES CORPORATION 

VICON ENGINEERING GMBH 

SPO 

TELUB AB 

JAPAN GPS COUNCIL 

CAA-NAT'L AIR TRAFFIC SERVICES 

US ARMY YUMA PROVING GROUND 

DIFFERENTIAL CORRECTIONS, INC. 

NORWEGIAN MAPPING AUTHORITY 

SMC/CZK - USAF 

AVIATION WEEK & SPACE TECH 

LITTON GCS 

ROCKWELL INTERNATIONAL 

PL/VT-B 

746 TS/TGGPI 

SYNETICS 

GEODETIC POSITIONING SERVICES 

NAVAIR/AIR 4513 

STANFORD UNIVERSITY 

ROCKWELL TELECOMMUNICATIONS 

ARINC 

LORAL FEDERAL SYSTEMS 

NEWCOHB COMMUNICATIONS INC 

COLORADO DOT 

U.S. AIR FORCE 

NSWCDD 

NAVAL RESEARCH LABORATORY 

FFV AEROTECH AB 

OVERLOOK SYSTEMS TECHNOLOGY 

NORWEGIAN HYDROGRAPHIC SERVICE 

TEL-AVIV UNIVERSITY 

NORWEGIAN HYDROGRAPHIC SERVICE 

KBK INC 

NORWEGIAN ARMY MATERIAL COMMAN 

REO MENAGEMENT CORPORATION 

FEDERAL AVIATION ADMIN/ASD-120 

PRINCE CORPORATION 

STUDENT 

PIONEER NAVICOM INC. 

COLSA CORPORATION 

2068 

HOLLOMAN AFB.NH 

POINT MUGU,CA 

CHATSWORTH.CA 

ITALY 

ITALY 

STAN FORD, CA 

WASHINGTON,DC 

FORT WALTON BEACH,FL 

MOLALLA,OR 

PASADENA,CA 

LOS ANGELES,CA 

CEDAR RAPIDS,lA 

YUMA,AZ 

AUSTIN,TX 

SUNNYVALE,CA 

CANADA 

GILBERT,AZ 

IRVINE,CA 

WOODLAND HILLS,CA 

SALEM,OR 

HOLLOMAN AFB,NM 

GERMANY 

ALEXANDRIA,VA 

SWEDEN 

JAPAN 

ENGLAND 

YUMA,AZ 

CUPERTINO,CA 

NORWAY 

LOS ANGELES AFB,CA 

WASHINGTON,DC 

SALT LAKE CITY,UT 

ANAHEIM,CA 

KIRTLAND AFB,NM 

HOLLOMAN AFB,NM 

LAGUNA HILLS,CA 

NIGERIA 

ARLINGTON,VA 

PALO ALTO,CA 

NEWPORT BEACH,CA 

CHESAPEAKE BEACH,MD 

GAITHERSBURG,MS 

MANCHESTER,NH 

DENVER,CO 

EL SEGUNDO,CA 

DAHLGREN,VA 

WASHINGTON,DC 

SWEDEN 

COLORADO SPRINGS,CO 

NORWAY 

ISRAEL 

NORWAY 

CEDAR RAPIDS,lA 

NORWAY 

MONTECITO,CA 

WASHINGTON,DC 

HOLLAND,MI 

HEALDSBURG,CA 

JAPAN 

HUNTSVILLE.AL 



OSBORNE. HICHAEL 

OSBORNE, SKIP 

OSKOUSKY, MARK 

OSTER, ALLAN 

OTT, LEE 

OTTERHAN, KEVIN 

OUELLETTE, JOSEPH 

OUTLAW, DAVID 

OVSTEDAL, OLA 

OU, STEVE 

OWEN, J.I.R. 

OWEN, TOOD 

OZAWA, RYUI CHI 

PACHTER, HEIR 

PALOMINO, ANTONIO 

PANEFIEU, BERNARD 

PAOLUCCI, DON 

PARIKH, VIJAY 

PARK, CHANSIK 

PARKER, DEWEY 

PARKINSON, BRADFORD 

PARSONS, STEPHEN 

PATTERSON, GLENN 

PAULSON, GARY 

PAVLOFF, MICHAEL 

PECK, R. STEVE 

PEDERSEN, BRUVE 

PEETZ, BRUCE 

PELET, PHILIPPE 

PELOSI, LOUIS 

PENDER, RICHARD 

PENG, MEI-HO 

PENG, SHENG 

PENNO, GARY 

PEREZ, ALBERTO 

PERKINS, B. 

PERLETTI, PAUL 

PERRETT, HICHAEL 

PERSAUD, RUDY 

PERVAN, BORIS 

PESTOOR, RICK 

PETERS, STEPHEN 

PETERSEN, UWE 

PETERSON, BENJAMIN 

PETWAY, JON 

PHAN, HUAN 

PHILLIPS, ROBERT 

PIETERSEN, OTTO 

PILLEY, LOIS 

PILLSBURY, CHARLES 

PINKER, ARON 

PLATE, KENNETH 

PLATO, JOHN 

PLUNK, DORSEY 

POGOREIC, SCOTT 

POIZNER, STEVE 

POLLOCK, DAVID 

POMIJE, BILL 

PON, RAYMAN 

PONSOT. PASCAL 

LOCKHEED MARTIN 

ALLEN OSBORNE ASSOCIATES, INC. 

ROCKWELL TELECOMMUNICATIONS 

SMC/CZJ 

JOHN E. CHANCE & ASSOC, INC. 

GARMIN INTERNATIONAL 

SMC/CZU (PRO 

USAF HQ AFSC 

DEPT OF SURVEYING NLH 

MICRO-PULSE INC. 

DEFENSE RESEARCH AGENCY 

SAND IA NATIONAL LABS 

NTT DATA COMMUNICATIONS SYSTEM 

AFIT/ENG 

DEPT OF ARMY/WSMR 

LRBA 

CANADIAN MARCONI 

ROCKWELL INTERNATIONAL 

SEOUL NATIONAL UNIVERSITY 

U.S. AIR FORCE 

STANFORD UNIV-GRAVITY PROBE B 

CANADIAN HYDROGRAPHIC SERVICE 

NAVSTAR SYSTEMS LTD 

II MORROW INC. 

HUGHES SPACE & COMMUNICATIONS 

ROCKWELL INTERNATIONAL 

ALLEN OSBORNE ASSOC. 

TRIMBLE NAVIGATION 

SAGEM 

SYNETICS CORPORATION 

NCS INTERNATIONAL 

AAT 

AAT 

SATLOC 

ROCKWELL INTERNATIONAL 

AMCOMP CORPORATION 

MT. HOOD COMMUNITY COLLEGE 

HUGHES MISSILE SYSTEMS CO. 

SOUTH DAKOTA DOT 

STANFORD UNIVERSITY 

ROCKWELL INTERNATIONAL 

WL/AAA 

AFFILIATION UNKNOWN 

U.S. COAST GUARD ACADEMY 

ROCKWELL 

ROCKWELL 

ARIZONA DOT 

NATIONAL AEROSPACE LAB NLR 

DSDC 

OVERLOOK SYSTEMS TECHNOLOGIES 

ANSER 

DORNE & MARGOLIN INC. 

BELLCORE 

USDA-NRCS 

STANFORD TELECOM 

STRATEGIC MAPPING, INC. 

NAVSTAR SYSTEMS INC 

ROCKWELL INTERNATIONAL 

TRIMBLE NAVIGATION 

AEROSPATIALE AVIONS 
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MORRISON,CO 

WESTLAKE VILLAGE,CA 

NEWPORT BEACH,CA 

LOS ANGELES AFB,CA 

HOUSTON,TX 

LENEXA,KS 

LOS ANGELES AFB,CA 

COLORADO SPRINGS,CO 

NORWAY 

CAHARILLO,CA 

ENGLAND 

ALBUQUERQUE,NM 

JAPAN 

WPAFB,OH 

EL PASO,TX 

FRANCE 

CANADA 

NEWPORT BEACH,CA 

KOREA 

MONUMENT,CO 

LOS ALTOS,CA 

CANADA 

ENGLAND 

SALEM,OR 

REDONDO BEACH,CA 

CARSON,CA 

WESTLAKE VILLAGE, 

SUNNYVALE,CA 

FRANCE 

WARMINSTER,PA 

HOUSTON,TX 

ESCONDIDO,CA 

ESCONDIDO,CA 

TEHPE,AZ 

DOWNEY,CA 

HOLLOMAN AFB,NM 

GRESHAM,OR 

TUCSON,AZ 

PIERRE,SD 

MOUNTAIN VIEW,CA 

YORBA LINDA.CA 

WPAFB.OH 

GERMANY 

WATERFORD,CT 

DOWNEY,CA 

NEWPORT BEACH,CA 

PHOENIX,AZ 

THE NETHERLANDS 

DEERING,NH 

LA HABRA,CA 

ARLINGTON.VA 

BOHEMIA,NY 

RED BANK,NJ 

FORT WORTH,TX 

RESTON,VA 

SANTA CLARA,CA 

WOODLAND HILLS,CA 

CEDAR RAPIDS,lA 

SUNNYVALE,CA 

FRANCE 



POOR, WALTER 

PORTER, UADE 

PORTSMOUTH, JACKIE 

POSTEMA, LARRY 

POURAHMADI, FRANK 

POWELL, J. DAVID 

POWELL, STEVEN 

PREISS, GEORGE 

PRESTWOOO, MALCOLM 

PRINDIVILLE, DENISE 

PROSUCH, SCOTT 

PUJARA, NEERAJ 

PULLEN, SAMUEL 

PUPO, DANIEL 

PURVIS, JAY 

QIN, XINHUA 

QIU, WEIGEN 

QUIN, JEFF 

QUIST, SCOTT 

RABOURN, CHRIS 

RADICE, JIM 

RADZYMINSKI, J. 

RAFFERTY, SHAUN 

RAGSDALE, ROB 

RAIDER, MICHAEL 

RAIMONDO, NAT 

RAKOWSKY, PETER 

RALSTON, CHRIS 

RAHBO, JEFFREY 

RAQUET, JOHN 

RASBERRY, JEFF 

RASHER, MICHAEL 

RASHWAN, AOEL 

RASMUSSEN, BOB 

RAUHUT, ANGELA 

RAY, DOUG 

RAYMOND,  MICHAEL 

READ,  ARNOLD 

REDSHAW, MARY 

REHMERT,   HEINRICH 

REICHEL,  JACK 

REICHERT,  OLIVIER 

REID,  ROBERT 

REIL, WOLFGANG 

REINERS, STEVEN 

REINES, PATRICK 

REINHARDT, GREG 

REINHARDT, VICTOR 

RETA, MARIA 

REUSSER, LARRY 

REYES, ROLANDO 

REYNARD, VINCE 

REYNOLDS, JON 

REYNOLDS, GARY 

RHEA, JEFF 

RICH, RICHARD 

RIGGINS, ROBERT 

RILEY, STUART 

RIM, HYUNG JIN 

RIN, GERLACH 

THE MITRE CORPORATION 

US ARMY YUHA PROVING GROUND 

MOBILE TECHNOLOGY CENTER 

SMITHS INDUSTRIES 

ROCKWELL 

STANFORD UNIVERSITY 

CORNELL UNIVERSITY 

OLSEN NORGE AS 

RACAL SURVEY LTD 

USAF/SMC/CZE 

DESA 

WL/AAAI-3 

STANFORD UNIVERSITY 

SVERDRUP TECHNOLOGY 

PURVIS TECHNOLGIES 

ASHTECH INC. 

UN IV OF CALGARY/GEOMATICS ENGI 

LITTON AERO PRODUCTS 

HITACHI CABLE AMERICA 

U.S AIR FORCE 

U.S. COAST GUARD NAVCEN 

AMCOMP CORPORATION 

HONEYWELL LTD. 

GEOTRONICS 

NAWCWPNSDIV 

RAIMONDO CONSULTING SERVICES 

DEFENSE MAPPING AGENCY 

TRIMBLE NAVIGATION 

ROCKWELL INTERNATIONAL 

UNIV OF CALGARY/GEOMATICS ENGI 

JOHN E. CHANCE & ASSOCIATES 

USDA-NRCS 

BAPETCO 

HONEYWELL, INC. 

GEODYNAHICS CORPORATION 

WARRENTON TRAINING CENTER 

TRIMBLE 

NORTHERN TELECOM EUROPE LTD. 

SPACE APPLICATIONS CORP. 

ELSAT GMBH 

REICHEL TECHNOLOGY 

SAGEM 

NUWC 

GECO-PRAKLA (SCHLUMBERGER) 

SAIC 

HONEYWELL INC. 

NOVATEL CONNUMICATIONS LTD 

HUGHES AIRCRAFT CO. 

746 TS/TGGPM 

FAA 

I-NET, INC. 

746 TS 

HUGHES SPACE & COMMUNICATIONS 

SATLOC 

COLSA CORPORATION 

FALCON RECONNAISSANCE SYSTEMS 

USAF AFIT/ENG 

UNIVERSITY OF LEEDS 

CENTER FOR SPACE RESEARCH 

3S NAVIGATION 
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MCLEAN,VA 

YUMA,AZ 

DALLAS,TX 

GRAND RAPIDS,MI 

CEDAR RAPIDS,lA 

MENLO PARK,CA 

ITHACA,NY 

NORWAY 

HOUSTON,TX 

LA AFB,CA 

ALBUQUERQUE,NM 

WPAFB,OH 

ST AN FORD, CA 

EGLIN AFB,FL 

DAYTON,OH 

SUNNYVALE,CA 

CANADA 

WOODLAND HILLS,CA 

WHITE PLAINS,NY 

EGLIN AFB,FL 

ALEXANDRIA,VA 

HOLLOMAN AFB,NM 

ALBUQUERQUE,NM 

ITASCA,IL 

POINT MUGU.CA 

TORRANCE,CA 

COCOA BEACH,FL 

SUNNYVALE,CA 

CEDAR RAPIDS,lA 

CANADA 

HOUSTON,TX 

BURLESON,TX 

EGYPT 

GLENDALE,AZ 

SANTA BARBARA,CA 

WARRENTON,VA 

SUNNYVALE,CA 

SCHAUMBURG,IL 

ARLINGTON,VA 

GERMANY 

CONCORD,CA 

FRANCE 

NEWPORT,RI 

GERMANY 

ALBUQUERQUE,NM 

MCLEAN,VA 

CANADA 

LOS ANGELES,CA 

HOLLOMAN AFB,NM 

OKLAHOMA CITY,OK 

KENNEDY SPACE CENTER,FL 

HOLLOMAN AFB,NM 

HUNTINGTON BEACH,CA 

TEMPE,AZ 

HUNTSVILLE,AL 

FRIDAY HARBOR,WA 

WPAFB,OH 

UK 

AUSTIN,TX 

LAGUNA HILLS,CA 



RISINGER, PAUL 

RITTER, WILLIAM 

ROBB, DAVID 

ROBB, WILLIAM 

ROBBINS, JAMES 

ROBERTS, QUINTON 

ROBERTSON, GLEN 

ROCKWELL. DONALD 

ROODEN, JACK 
RODGERS, CHARLES 

ROE, GENE 
ROJAS, PETER 

ROLLINS, HOLLY 
ROMANOWSKI, PATRICIA 

ROMBERG, JAMES 

ROMRELL, GLYN 

RON, DANNY 

ROONEY, FRANK 

ROONEY, TOH 
ROSENBERG, MAGNUS 

ROSENTHAL, ALEX 

ROTH, STEVE 
ROTT, MILLIE 

ROUDEBUSH, EMILY 
ROY, EDITH 

RUDMAN, MICHAEL 

RUDOLPH, KEVIN 

RULAND, MATHEW 

RUSSELL, ANTHONY 

RUSSELL, WILLIAM 

RUSSO, NICHOLAS 

RUSSO, ANTHONY 

RUSTON, BRUCE 
RYAN, KAY 

RYDERGREN, BERTIL 
SACCO, STEPHEN 

SAGE, DAN 
SAJOVIC, ZORAN 

SAKRAN, CHARLIE 

SALISCHEV, VAOIM 

SALVAGE, DEREK 

SALVAY, STEVEN 

SALZMANN, BONNIE 

SANCHEZ, JERRY 

SANDHOO, KAN 

SANDLIN, ALLISON 

SANTERRE, ROCK 

SANTINA, MOHAMMED 

SAPANKEVYCH, BILL 

SATKUNANATHAN, LINGAN 

SATO, ERIC 

SATOH, KEN 

SAUNDERS, JIMMY 

SAVARD, MICHAEL 

SAVILL, MIKE 

SCAPERDAS, BASIL 

SCHAFFER, DANIEL 

SCHAFFERT, LOWELL 

SCHAUER, GEORGE 

SCHEERER, JOHN 

NAVSTAR SYSTEMS LTD 

746 TS/CA 

AVIONICS MAGAZINE 

HQ, DEPT OF ARMY 

TRIMBLE NAVIGATION 

U.S. AIR FORCE 
MINI-SYSTEMS, INC. 

C.S. DRAPER LABORATORY 

SPACE SYSTEMS/LORAL 
OPTIMUS CORPORATION 

BLUE MARBLE GEOGRAPHICS 

USAF/SMG/CZUD 

BOOZ-ALLEN & HAMILTON 
ALLEN OSBORNE ASSOCIATES INC. 

MCDONNELL DOUGLAS 

E-SYSTEMS 
ROKAR INTERNATIONAL, LTD. 

ROCKWELL INTERNATIONAL 

SATLOC 
TERACOM SVENSK RUNDRADIO AB 

lAI 
II MORROW INC. 
ROCKWELL INTERNATIONAL 

NAVTECH SEMINARS 

UNIVERSITY LAVAL 

ARINC 
HUGHES AIRCRAFT 

SAF/IAW 

WR, INC. 
AIR TRANSPORT ASSOC OF AMERICA 

U.S. COAST GUARD EECEN (NG) 

PARKER/GULL ELECTRONICS 

NAWCWPNS 
KENNECOTT UTAH COPPER 

SILVA SWEDEN AB 

C.S. DRAPER LABORATORY 

FAA 
NAVSTAR GPS JOINT PROGRAM OFFI 

NAWC 

ISDE 
EXXON EXPLORATION 

NORAND CORPORATION 

GEOTRONICS 

746 TG/CIGTF 

THE MITRE CORPORATION 

NATIONAL RESEARCH COUNCIL 

LAVAL UNIVERSITY 
THE AEROSPACE CORPORATION 

MAYFLOWER COMMUNICATIONS 

ALLIED SIGNAL 
SUMITOMO CORP AMERICA 

AMTECHS CORP 
ARL/UNIVERSITY OF TEXAS 

NDHQ DGAEM DASP 7-3-2 

NORTHERN LIGHTHOUSE BOARD 

ASTER PUBLISHING/GPS WORLD MAG 

RAYTHEON COMPANY 

ITT FSC 
MOTOROLA, INC. 

SPACE SYSTEMS/LORAL 
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ENGLAND 

HOLLOMAN AFB,NM 

POTOMAC,MD 

WASHINGTON,DC 

SUNNYVAL.CA 

COLORADO SPRINGS,CO 

ATTLEBORO,MA 

CAMBRIDGE,MA 

PALO ALTO,CA 
ST. LEONARD,MD 

GARDNER,ME 

LA AFB,CA 

MCLEAN,VA 
WESTLAKE VILLAGE,CA 

ST. CHARLES,MO 

SALT LAKE CITY,UT 

ISRAEL 

ANAHEIM,CA 

TEMPE,AZ 

SWEDEN 

ISRAEL 
SALEM,OR 
CEDAR RAPIDS, 

ARLINGTON,VA 

CANADA 
SAN DIEGO.CA 

SIMI VALLEY,CA 
WASHINGTON,DC 

SAN JOSE,CA 

WASHINGTON,DC 

WILDWOOD,NJ 

SMITHTOWN,NY 

POINT MUGU,CA 
BINGHAM CANYON,UT 

SWEDEN 
CAMBRDIGE,MA 

RENTON,WA 
LOS ANGELES AFB.CA 

MECHANICSVILLE,MD 

RUSSIA 

HOUSTON,TX 

CEDAR RAPIDS,lA 

ITASCA,IL 

ALAMOGORDO,NM 

MCLEAN,VA 

WASHINGTON,DC 

CANADA 
EL SEGUNDO,CA 

READING,MA 

POMPANO BEACH,FL 

LOS ANGELES,CA 

JAPAN 

AUSTIN,TX 

CANADA 

SCOTLAND 

METUCHEN.NJ 

PORTSMOUTH,RI 

VANDENBERG AFB,CA 

SCOTTSDALE.AZ 

LOS ALTOS,CA 



SCHEIDKER, ERIC 

SCHENK, GARY 

SCHIPPER, BRIAN 

SCHLEPPE, JOHN 

SCHMIDT, FRANK 

SCHMIDT, MICHAEL 

SCHMIDT, RICH 

SCHNAUFER, BERNARD 

SCHNEIDER, THOMAS 

SCHNITZIUS, MICHAEL 

SCHOSTAK, BRIAN 

SCHULTZ, STEVE 

SCHUTZ, BOB 

SCHWARTZ, JACK 

SCHWARTZ, WILLIAM 

SCHWARZ, JOHANNES 

SCHWEITZER, BERNARD 

SCHWENT, DEL 

SCHWINN, DAN 

SCOGGINS, DARRELL 

SCOTT, BENGE 

SCOTT, DOUGLAS 

SCOTT, GEORGE 

SCOTT, STEVE 

SCOTT, W.H. 

SCRIBNER, COY 

SEAVOY, THOMAS 

SEERY, SAM 

SEGALL, ILANA 

SENECHAL, CALVIN 

SENFFNER, DAVE 

SENNOTT, JAMES 

SENOUR, ERIC 

SENTER, STEVEN 

SENUS, WALTER 

SERFLING, STEVE 

SETH, AJAY 

SETTERLUND, ROY 

SEVERING, ROBERT 

SEXTON, RALPH 

SHAMBERGER, RICHARD 

SHAVE, NICK 

SHAW, MICHAEL 

SHAW, SAMUEL 

SHAY,  PATRICK 

SHECKELLS, 

SHEYNBLAT, LEONID 

SHIHELEVICH, LEONID 

SHIMIZU, TAKAO 

SHIRER, HEYWOOD 

SHRADER-FRECHETTE, MAURICE 

SHRESTHA, RAMESH 

SIANO, DICK 

SIFFERLEN, STEPHEN 

SIKORSKI, ROY 

SILVERMAN, GEORGE 

SILVERMAN, JONATHAN 

SIMBURGER, EDWARD 

SIMMONS, JESSE 

SIMON, MARY 

ROCKWELL INTERNATIONAL 

U.S. COAST GUARD 

HONEYWELL 

PULSEARCH NAVIGATION SYSTEMS, 

SYSTEM TECHNOLOGY ASSOCIATES 

GEOLOGICAL SURVEY OF CANADA 

ROCKWELL 

ROCKWELL COLLINS AVIONICS 

HQ AFFSA/X01P 

USAF/SHC/CZGE 

SHELL OFFSHORE INC. 

STUDENT 

UNIV OF TEXAS/CTR FOR SPACE RE 

GPS JPO (NAVY) 

CTA 

LEICA AG 

RAND 

MCDONNELL DOUGLAS 

AVIDYNE 

RESOURCE MANAGEMENT SYSTEMS 

NAWCWPNS 

GEOMATICS CANADA 

U.S. NAVY 

ROCKWELL 

LORAL FEDERAL SYSTEMS COMPANY 

METRIC SYSTEMS CORPORATION 

THE BOEING COMPANY 

II MORROW INC. 

ELBIT LTD. 

HONEYWELL, INC. 

BRADLEY UNIVERSITY 

BRADLEY UNIVERSITY 

NAWCWPNS 

NORTHERN TELECOM INC. 

DEFENSE MAPPING AGENCY 

HONEYWELL INC. 

LEICA, INC. 

C.S. DRAPER LABORATORY, INC. 

CLAREMONT GRADUATE SCHOOL 

UNIVERSITY OF OKLAHOMA 

FEDERAL RAILROAD ADMINISTRATIO 

DEFENCE RESEARCH AGENCY 

FAA 

CALIFORNIA MARITIME ACADEMY 

MOTOROLA, INC. - IVHS 

HUGHES SPACE & COMMUNICATIONS 

TRIMBLE NAVIGATION 

ISRAEL AIRCRAFT INDUSTRIES 

NTT DATA COMMUNICATIONS SYSTEM 

DEPARTMENT OF TRANSPORTATION 

HONEYWELL, INC. 

UNIVERSITY OF FLORIDA 

TWA 

C.S. DRAPER LABORATORY, INC. 

MOTOROLA GST GROUP 

ELECTRO-RADIATION 

AVIATION WEEK GROUP/MCGRAW-HIL 

THE AEROSPACE CORP 

ASC/VXG 

ARINC RESEARCH CORPORATION 
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CEDAR RAPIDS,lA 

ALEXANDRIA,VA 

MINNEAPOLIS,MN 

CANADA 

COLORADO SPRINGS,CO 

CANADA 

FULLERTON,CA 

CEDAR RAPIDS,lA 

ANDREWS AFB,ND 

PETERSON AFB.CO 

NEW ORLEANS,LA 

HEALDSBURG,CA 

AUSTIN.TX 

FOUNTAIN VALLEY,CA 

CALIFORNIA CITY.CA 

SWITZERLAND 

SANTA MONICA,CA 

FLORISSANT,MO 

LEXINGTON,MA 

OAK RIDGE,TN 

CHINA LAKE.CA 

CANADA 

ALEXANDRIA,VA 

DOWNEY, CA 

GAITHERSBURG,MD 

FORT WALTON BEACH,FL 

SEATTLE, WA 

SALEM,OR 

ISRAEL 

MINNEAPOLIS,MN 

PEORIA.IL 

PEORIA,IL 

POINT MUGU,CA 

SCHAUMBURG.IL 

FAIRFAX,VA 

MINNEAPOLIS.MN 

TORRANCE.CA 

CAMBRIDGE,MA 

IRVINE,CA 

NORMAN,OK 

WASHINGTON,DC 

UK 

WASHINGTON,DC 

VALLEJO,CA 

NORTHBROOK,IL 

LOS ANGELES,CA 

SUNNYVALE,CA 

ISRAEL 

JAPAN 

WASHINGTON,DC 

ST. PETERSBURG,FL 

GAINESVILLE,FL 

FLEMINGTON.NJ 

CAMBRIDGE,MA 

SCOTTSDALE,AZ 

FAIRFIELD,NJ 

NEW YORK,NY 

LOS ANGELES,CA 

EGLIN AFB.FL 

COLORADO SPRINGS,CO 



SINKO, JAMES SRI INTERNATIONAL MENLO PARK,CA 

SIPPEL, JUERGEN VDO-STRABE 1 GERMANY 

SIVES, CARLA GALAXY SCIENTIFIC CORPORATION WARMINISTER,PA 

SKALSKI, HANK DOT HQ AFSPC/DRFN PETERSON AFB,CO 

SKIDMORE, TRENT OHIO UNIVERSITY ATHENS,OH 

SLEDZINSKI, JANUSZ INST OF GEODESY & GOEDETIC WUT POLAND 

SLINGLAND, UILLIAM SPACE SYSTEMS LORAL PLEASANTON,CA 

SLIVINSKY, SANDRA U.S. AIR FORCE KIRTLAND AFB,NM 

SMITH, ROBERT THE AEROSPACE CORPORATION HOUSTON,TX 

SMITH, BERNALO SOARING SOCIETY OF AMERICA FREMONT,CA 

SMITH, BLANCHARD ST RESEARCH CORPORATION NEWINGTON,VA 

SMITH, BRUCE LITTON LASER SYSTEMS APOPKA,FL 

SMITH, DAVE lEC ANAHEIM,CA 

SMITH, DEREK TRIMBLE SUNNYVALE,CA 

SMITH, DONALD CO-OPERATIVE ENGR SVCS, INC. SPRING VALLEY,OH 

SMITH, ERIC LOCKHEED MARTIN DENVER,CO 

SMITH, JEFFREY APPLIED REMOTE TECHNOLOGY SAN DIEGO,CA 

SMITH, RANDALL DEFENSE MAPPING AGENCY MT. AIRY,MD 

SMITH, RANDY TRUETIME, INC, SANTA ROSA,CA 

SMITH, RONALD US NAVY OXNARD,CA 

SMITH, SCOTT TRIMBLE NAVIGATION SUNNYVALE,CA 

SMITH, WAYNE DEERE & COMPANY EAST MOLINE,IL 

SMUK, JEFF HITTITE WOBURN,MA 

SNEAD, DONALD NAVAL AVIATION ENGINEERING SER PHILADELPHIA,PA 

SNOW, JIMMY FAA/AVN-5 OKLAHOMA CITY,OK 

SNOW, ROBERT ALLEN OSBORNE ASSOCIATES, INC. WESTLAKE VILLAGE,CA 

SNYDER, ARTHUR THE MITRE CORPORATION MCLEAN,VA 

SOBOL, DIANA ARINC EL SEGUNDO.CA 

SOEHNGEN, HENRY SIDNEY B. BOWNE & SON MINEOLA.NY 

SOLARI, PAUL MINI-SYSTEMS, INC. ATTLEBORO.MA 

SOLCO, KELVIN DOT/FAA FORT WORTH,TX 

SOLOMON, JOSEPH SVERDRUP, TEAS GROUP MARY ESTHER,FL 

SONG, INSEONG SAMSUNG DATA SYSSYSTEMS CO., L KOREA 

SONG, HO JUN CHUNGNAM NATIONAL UNIVERSITY KOREA 

SONNTAG, JOHN EG&G WASC, INC. ROCKVILLE,MD 

SORDEN, JAMES TRIMBLE NAVIGATION LTD SUNNYVALE,CA 

SORRENTINO, MICHAEL OVERLOOK SYSTEMS TECHNOLOGIES VIENNA,VA 

SOYKA, MARK NAVAL RESEARCH LAB WASHINGTON,DC 

SPALDING, JAY USCG R&D CENTER GROTON,CT 

SPEELHAN, LARRY II MORROW INC. SALEM,OR 

SPERRY, ROGER NAPA WASHINGTON,DC 

SPILKER, JAMES STANFORD TELECOMMUNICATIONS SUNNYVALE,CA 

SPITZER, ALLAN FUTRON CORP GREENBELT,MD 

SPOFFORD, PAUL NATIONAL GEODETIC SURVEY, NOAA IJAMSVILLE,MD 

SPOHNHEIMER, NELSON FAA RENTON,WA 

SPRICK, THOMAS GDE SYSTEMS INC. SAN DIEGO,CA 

SPRONG, ANDRE ODETICS, INC. ANAHEIM.CA 

SPYROPULOS, CHARLES THE MITRE CORPORATION BEDFORD,MA 

SRIDHARAN, GUROSWAMI ROCKWELL INTERNATIONAL NEWPORT BEACH,CA 

SRINIVASAN, JEFFREY JET PROPULSION LABORATORY PASADENA,CA 

STACH, BRUCE ITT A/CD FORT WAYNE,IN 

STAFFORD, DARRELL CATERPILLAR INC DUNLAP,IL 

STANDERSKI, JEFFREY ROCKWELL INTERNATIONAL CEDAR RAPIDS,lA 

STANGL, JOHN GEC-MARCONI ELECTRONICS SYSTEM ROLLING HILLS EST.CA 

STANLEY, DAVID JCAIR INC. NEW CENTURY,KS 

STANSELL, THOMAS LEICA, INC. TORRANCE,CA 

STARR, STANLEY I-NET, INC. KENNEDY SPACE CENTER,FL 

STASTKA, RONALD LOCKHEED MARTIN FREMONT,CA 

STEELE, KEN ROCKWELL ANAHEIM,CA 

STENER, STEPHEN USAF 
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LOS ANGELES AFB,CA 



STEPP, TIM 

STEUHARK, J. 

STEVENS, CHRISTOPHER 

STEVENS, TOM 

STEVENSON, JOHN 

STEWART, DOC 

STILES, PAUL 

STILLUAGEN, FREDERIC 

STINNETT, GARY 

STITES, JOHN 

STOCKER, HAROLD 

STONE, MITCH 

STOUELL, JAMES 

STRACHAN, RUSSELL 

STRAKA, ALEXANDER 

STRANGE, WILLIAM 

STRANGELAND, ROD 

STRATTON, ALEX 

STUCHY, OLIVER 

STUDENNY, JOHN 

STULL, CRAIG 

STURGES, MATT 

STUTEVILLE, STEVEN 

SUDHARMONO, FRANXISCUS 

SUGERMAN, LEONARD 

SUN, HUANGQI 

SUNNER, RICK 

SUTHERLAND, BRUCE 

SUTTON, STEPHEN 

SUTYARJOKO, MEIDITOMO 

SUZUKI, DAVID 

SWANSON, KYLE 

SWIDER, RAYMOND 

SWIEK, F. MICHAEL 

SWIFT, DAVID 

SYNSTELIEN, LARRY 

TABACO, A. 

TABSH, ADEL 

TADROS, ALFRED 

TAGGART, DOUGLAS 

TAGLIAFERRO, WILLIAM 

TALBOT, NICHOLAS 

TALLMAN, BRIAN 

TALMI, DORON 

TANG, WANG 

TANG, CHUANYA 

TANIGUCHI, TAKASHI 

TANJU, BEREKET 

TAYLOR, ALEX 

TAYLOR, BRIAN 

TAYLOR, RICHARD 

TAZARTES, DANIEL 

TEASLEY, STEWART 

TEMPLES, SUE 

TERRAMEO, ANTHONY 

TETEWSKY, AVRAM 

THEBEAU, JIM 

THEOOOROU, DIHITRI 

THEROUX, Y. 

THIEL, KARL-HEINZ 

LEAR ASTRONICS CORPORATION 

LEICA, INC. 

NAVAL AIR WARFARE CENTER 

TOPCON 

RAF & GPS JPO/SMC/CZJU 

NEW ZEALAND DEFENCE FORCE 

PREMIER GPS INC. 

LOCKHEED MARTIN 

MCDONNELL DOUGLAS 

COMANT INDUSTRIES, INC. 

PSI ENERGY 

OOETICS PRECISION TIME DIV. 

ASHTECH INC. 

ROCKWELL SPACE OPERATION 

UNIVERSITY OF CALGARY 

NATIONAL GEODETIC SURVEY, NOAA 

HONEYWELL 

PARKER GULL ELECTRONCIS 

DASA NFS GMBH 

CANADIAN MARCONI COMPANY 

WILCOX ELECTRIC 

U.S. NAVY 

LOCKHEED MARTIN 

INDONESIAN AEROSPACE INC. 

PHYSICAL SCIENCE LAB/NMSU 

UNIV OF CALGARY/GEOMATICS ENGI 

DET 4 AFOTEC/GSS 

746 TEST SQUADRON 

NAVAIRWARCENWPNDIV 

use 
AF PHILLIPS LABORATORY/VT-B 

AEROVIRONMENT, INC. 

FEDERAL AVIATION ADMIN/AND-510 

US GPS INDUSTRY COUNCIL 

COSSOR ELECTRONICS 

ROCKWELL/AVIONICS & COMHUNIC. 

HUBER & SUHNER, INC. 

PREMIER GPS INC. 

SPACE SYSTEMS/LORAL 

U.S. COAST GUARD 

COMPUTER SCIENCES CORPORATION 

TRIMBLE NAVIGATION 

DMA AEROSPACE CENTER 

DORAMI INTERNATIONAL LTD 

ARINC RESEARCH CORPORATION 

UNIV OF CALGARY/GEOMATICS ENGI 

TOPCON CORPORATION 

NRaD 

WOODSIDE OFFSHORE PETROLEUM 

WL/MNAG 

THE BOEING COMPANY 

LITTON SYSTEMS, INC. 

ROCKWELL INTERNATIONAL 

PRC 

NAWCWPNS 

C.S. DRAPER LABORATORY 

ROCKWELL INTERNATIONAL 

HUGHES AIRCRAFT COMPANY 

CANADIAN MARCONI COMPANY 

UNIVERSITAT STUTTGART/NAVIG. 

2074 

SANTA MONICA,CA 

NORCROSS,GA 

LEXINGTON PARK,MD 

PARAMUS,NJ 

LOS ANGELES,CA 

NEW ZEALAND 

CANADA 

HAMPTON,VA 

HUNTINGTON BEACH,CA 

SANTA FE SPRINGS,CA 

BROWNSBURG,IN 

ANAHEIM,CA 

SUNNYVALE,CA 

HOUSTON,TX 

CANADA 

CHARLES TOWN,WV 

COON RAPIDS,MN 

SMITHTOWN,NY 

GERMANY 

CANADA 

KANSAS CITY,MO 

SPRINGFIELD,VA 

FORT WORTH,TX 

INDONESIA 

LAS CRUCES,NM 

CANADA 

PETERSON AFB,CO 

HOLLOMAN AFB,NM 

POINT MUGU.CA 

EL SEGUNDO,CA 

KIRTLAND AFB,NM 

SIMI VALLEY,CA 

WASHINGTON,DC 

WASHINGTON,DC 

UK 

CEDAR RAPIDS,lA 

ESSEX,VT 

CANADA 

PALO ALTO,CA 

WASHINGTON,DC 

EDWARDS,CA 

SUNNYVALE,CA 

ST. LOUIS,MO 

ISRAEL 

SAN DIEGO,CA 

CANADA 

JAPAN 

LAMBERVILLE,NJ 

AUSTRALIA 

EGLIN AFB,FL 

SEATTLE,WA 

WOODLAND HILLS.CA 

NEWPORT BEACH,CA 

SOLAMA BEACH,CA 

POINT MUGU,CA 

CAMBRIDGE,MA 

CEDAR RAPIDS,lA 

EL SEGUNDO,CA 

CANADA 

GERMANY 



THIESSEN. MARK 

THOMAS, JEFFREY 

THOMAS, HUBERT 

THOMIS, JAN 

THOMPSON, DAVID 

THOMPSON, SCOT 
THOMPSON, TIMOTHY 

THORNTON, M.J. 

TIESSEN, TIM 

TIGHE, MOIRA 

TIQUI, EMILIO 

TOLLE, CINDY 

TOLMAN, S. 

TONG, TOMMY 

TONNEMACHER, JEFF 

TORIMOTO, HIDEYUKI 

TORRIOHE, PETER 
TOSH, GEORGE 

TOUNSEND, BRYAN 

TOWNSEND, TODD 

TRAN, HUNG 
TRANKOVICH, LAWRENCE 

TRANS, FRANCOIS 

TRASK, CRAIG 
TRAWEEK, DUNSTAN 

TRETHEUEY, MICHAEL 

TRICKEY, TYLER 

TSAI, TIM 

TSAI, YEOU-JYH 

TSAI, NANCY 

TSENG, G.T. 
TSUJIMURA, SHIGERU 

TUCKER, ARNOLD 
TUCKER, JACK U. 
TUCKER, CAMILLE 

TURNER, DAVID 

TURNER, JEAN 

TURNEY, PAUL 

TYLER, DAVID 
UCHIYAMA, HASAYUKI 

UELAMO, CARD 

UEMATSU, HIROHIKO 

UENO, MAMI 
UIJT DE HAAG, MAARTEN 

ULGEN, SUHA 

ULMER, KARL 
UNTERNAEHRER, BILL 

UNUIN, MARTIN 
UPADHYAY, TRIVENI 

UPLINGER, SHANNON 

UPTON, PETER 

URDA, TED 

VACHERLON, JAMES 

VAN DE KOP, FRANZ 

VAN DE VELDE, VALERIE 

VAN DEE, JOSEPH 

VAN DER MAST, A. 

VAN DIERENDONCK, A.J. 

VAN DIGGELEN, FRANK 

VAN DIJK, JAN 

SPECTRA-PHYSICS LASERPLANE, IN 

U.S. COAST GUARD NAVCEN 

A.C.S.A. 
LITTON SYSTEMS, INC. 

TEXACO 

ANDREW CORP 

NAWC/AD 
FILTRONIC COMPONENTS LTD 

COMPUTING DEVICES COMPANY 

SHELL UK EXPRO 
WHITE SANDS MISSILE RANGE 

GEORESEARCH 

LEICA, INC. 

TRW 
TRIMBLE NAVIGATION 

DX ANTENNA CO LTD 

ITT A/CD 
COSSOR ELECTRONICS LTD 
NOVATEL COMMUNICATIONS LTD 

ASHTECH INC. 
ROCKWELL AEROSPACE 

U.S. AIR FORCE 
UDLP/SIL 
JRC INTERNATIONAL INC. 

FEDERAL AVIATION ADMIN. 

SIGNAL COMPUTING LTD 

ROCKWELL INTERNATIONAL 

WAG CORPORATION 

STANFORD UNIVERSITY 

ARINC 
THE AEROSPACE CORPORATION 

PIONEER ELECTRONIC CORPORATION 

ARL/UNIVERSITY OF TEXAS 

SAIC 
ARL:UT 
NATIONAL RESEARCH COUNCIL 
ACCQPOINT COMMUNICATIONS CO. 

TRIMBLE NAVIGATION 

ASHTECH 

LEICA, INC. 

SEATEX AS 

STANFORD UNIVERSITY 

LAVAL UNIVERSITY 
OHIO UNIV/AVIONICS ENGIN CTR 

IMAGINS 

ROCKWELL INTERNATIONAL 

HONEYWELL 
UNIVERSITY OF SURREY 
MAYFLOWER COMMUNICATIONS, INC. 

UPLINGER TRANSLATION SERVICES 

SIGNAL COMPUTING, LTD 

SPAWAR (PMA 177-1) 
ROCKWELL INTERNATIONAL 

NAVOCEANO 

ALCATEL ESPACE 

GEOGRAPHIC POSITIONING 

ROYAL NETHERLANDS ARMY 

AJ SYSTEMS 

ASHTECH INC. 
ROYAL NETHERLANDS ARMY 

2075 

DAYTON,OH 

ALEXANDRIA,VA 

FRANCE 

WOODLAND HILLS,CA 

BELLAIRE,TX 

ORLAND PARK,IL 

LEXINGTON PARK,MD 

ENGLAND 

CANADA 

ENGLAND 

WSMR,NM 
BILLINGS,MT 

NORCROSS.GA 

REDONDO BEACH,CA 

SUNNYVALE,CA 

JAPAN 
CLIFTON,NJ 

ENGLAND 

CANADA 
SUNNYVALE,CA 

DOWNEY,CA 
LANCASTER,CA 

SAN JOSE,CA 

CANADA 
N. RICHLAND HILLS,TX 

ENGLAND 

CEDAR RAPIDS,lA 
TUPELO,MS 

STANFORD,CA 

EL SEGUNDO,CA 

LOS ANGELES,CA 

JAPAN 
AUSTIN,TX 
MOORPARK,CA 

AUSTIN,TX 
WASHINGTON,DC 

IRVINE,CA 
SUNNYVALE,CA 

BELGRADE,MT 

NORCROSS.GA 

NORWAY 

STANFORD,CA 

CANADA 
ATHENS,OH 

OXNARD,CA 

CEDAR RAPIDS,lA 

GLENDALE.AZ 

UK 
READING.MA 

ALEXANDRIA.VA 

UK 
ARLINGTON.VA 

CEDAR RAPIDS.lA 

DIAMONDHEAD.MS 

FRANCE 
MONT I CELLO.AR 

THE NETHERLANDS 

LOS ALTOS,CA 

SUNNYVALE,CA 

THE NETHERLANDS 



VAN DYKE, KAREN 

VAN GRAAS, FRANK 

VAN HYNING, DON 

VAN WILL I GEN, DURK 

VANDEN-HEUVEL, MICHAEL 

VARONEN, JUKKA 

VASHON, D. 

VASSALOTTI, MARK 

VENABLES, MICHAEL 

VENTRESCA, RICHARD 

VENTRONE, FREDERICK 

VETH, MICHAEL 

VETTORI, SANDRO 

VIGEN, ERIK 

VIGNONE, EDWARD 

VILES, ROAMEY 

VITO, R.E. 

VO, NHO HONG 

VOGT, GENE 

VOIT, FRANK 

VON BRAUN, CURT 

VORHOEFF, STEPHEN 

VU, QUANG 

WAHID, IRWIN 

WAIBEL, REINHARD 

WAID, JAMES 

WAITE, STEVE 

WAITS, JOHN 

WALKER, DAVID 

WALKER, EDWARD 

WALKER, ROD 

WALL IS, SCOTT 

WALSH, DAVID 

WALTER, TOOD 

WALTERS, BILL 

WALTON, RICK 

WANNINGER, LAMBERT 

WARD, PHILLIP 

WARD, RONALD 

WARDRIP, S. CLARK 

WARREN, ROBERT 

WASINGER, WILLIAM 

WASSERMAN, MARK 

WATKINS, MICHAEL 

WATSON, STEVE 

WAYNE, ERNEST 

WEATHERFORD, TOM 

WEBER, LYNN 

WEBSTER, JOHN 

WEI, MING 

WEIDMAN, JOHN 

WEILER, EARL 

WE ILL, LAWRENCE 

WEINMAN, NEIL 

WEISZ, DANIEL 

WELDON, ROGER 

WELLS, MICHAEL 

WELSHE, ROBERT 

WEN, WILLIAM 

WENZEL, ROBERT 

DOT/RSPA/VOLPE CENTER 

OHIO UNIVERSITY 

TRW 

DELFT UNIVERSITY OF TECHNOLOGY 

USAF 

FINNISH MARITIME ADHINISTRATIO 

METRIC SYSTEMS CORPORATION 

U.S. COAST GUARD EECEN (NG) 

STELLAR NAVIGATION SYSTEMS INC 

DYNAMICS RESEARCH CORPORATION 

NAWC 

419 FLTS US AIR FORCE 

AT SYSTEM 

GECO-PRAKLA 

ROCKWELL 

DOT/FAA/ALM-60 

FREQUENCY ELECTRONICS, INC. 

LITTON AERO PRODUCTS 

US COAST GUARD 

THE AEROSPACE CORPORATION 

MIT LINCOLN LABORATORY 

COMMUNICATIONS SYSTEMS INT'L 

SMC/CZUD 

P.T. IPTN 

LEICA, AG 

BATTELLE 

WR, INC. 

JOHN E. CHANCE & ASSOC. 

QUANTUM TECHNOLOGY INC. 

NAWC-AD 

QUT SPACE CENTRE FOR SAT NAV 

AUSTRALIAN DEFENCE FORCE 

INSTITUTE OF SATELLITE NAVIG 

STANFORD UNIVERSITY 

TRIMBLE NAVIGATION 

COMSAT 

TU DRESDEN 

NAVWARD GPS CONSULTING 

LOGI CON SYSCON 

ALLIED SIGNAL AEROSPACE 

SUMMIT COUNTY ENGINEER 

MOTOROLA, GSTG 

CANADIAN MARCONI COMPANY 

JPL 

NEW ZEALAND DEFENCE FORCE 

ARIZONA DOT 

NAWC-WD 

DIFFERENTIAL CORRECTIONS, INC. 

MINI-SYSTEMS, INC. 

UN IV OF CALGARY/GEONATICS ENG 

MOTOROLA 

INTERSTATE ELECTRONICS CORP. 

MAGELLEN SYSTEMS 

NRaD WARMINSTER 

LEIGH AEROSYSTEMS CORP. 

HQ AFOTEC/TSN 

U.S. AIR FORCE SMC/CZL 

WESTERN GEOPHYSICAL 

SNT INC. 

U.S. COAST GUARD NAVCEN 

2076 

CAMBRIDGE,MA 

ATHENS,OH 

REDLANDS.CA 

THE NETHERLANDS 

FT. WALTON BEACH,FL 

FINLAND 

FORT WALTON BEACH,FL 

WILDWOOD.NJ 

OGDENSBURG,NY 

WEST NEWTON,MA 

PATUXENT RIVER,MD 

EDWARDS AFB.CA 

ITALY 

NORWAY 

SAN CLEMENTE,CA 

WASHINGTON,DC 

MITCHELL FIELD,NY 

WOODLAND HILLS,CA 

MIDDLETOWN,CA 

LOS ANGELES,CA 

LEXINGTON,MA 

CANADA 

LOS ANGELES AFB,CA 

INDONESIA 

SWITZERLAND 

COLUMBUS,OH 

SAN JOSE,CA 

HOUSTON,TX 

SMYRNA,GA 

ST. INIGOES,MD 

AUSTRALIA 

PALOS VERDES ESTATES,CA 

ENGLAND 

STANFORD,CA 

SUNNYVALE,CA 

CLARKSBURG,MD 

GERMANY 

DALLAS,TX 

ARLINGTON,VA 

SANTA MARIA,CA 

AKRON,OH 

SCOTTSDALE,AZ 

CANADA 

PASADENA,CA 

NEW ZEALAND 

PHOENIX,AZ 

POINT MUGU,CA 

CUPERTINO,CA 

HUNTSVILLE,AL 

CANADA 

SCOTTSDALE,AZ 

ANAHEIM,CA 

SEAL BEACH,CA 

CHALFONT,PA 

CARLSBAD,CA 

KIRTLAND AFB,NM 

LOS ANGELES AFB,CA 

HOUSTON,TX 

SEATTLE, WA 

ALEXANDRIA,VA 



WESTFALL, BRIAN 

UESTON, EDWARD 

UETHERBEE, LISA 

UETZEL, STEPHEN 

UEXLER, HERBERT 

UEYRAUCH, JOHN 

UHEATON, BOBBIE 

UHITAKER, ROBERT 

WHITAKER, CECILIA 

WHITE, GAYLE 

WHITE, JOHN 

WHITE, W.B. 

WHITMORE, GUY 

WHITWORTH, GERALD 

WICHIENCHAROER, CHUGIAT 

WIGGERS, GEORGE 

WIGGINS, MARK 

WILBUR, LEE 

WILES, GEORGE 

WILFONG, RON 

WILLIAMS, RODNEY 
WILLIAMS, W. PETER 

WILLIAMS, CONNIE 
WILLIFORD, JIM 

WILSON, DONALD 

WILSON, KRIS 

WILSON, MARK 
WILSON, MIKE 

WILSON, ROBERT R. 

WILSON, RON 

WILSON, RON 

WILSON, STEVE 
WILSON, DAWN 

WISE, PETE 
WLAKA, MICHAEL 

WOLCOTT, D. 

WOLF, PETER 
WONG, RICHARD 

WOO, KAI 

WOOD, TONY 
WOODEN, WILLIAM 
WOOOWORTH, STEWART 

WOOLARD, DANNY 

WRIGHT, DAVID 

WU, THOMAS 

WULLSCHLEGER, VICTOR 

WYSS, LINDA 

XU, BENLIN 

YAKOS, MICHAEL 

YAMA, SHIGERU 

YAHAZAKI, TAKAYUKI 

YANG, CHUN 

YANG, JIAN 
YATSU, NOBUYUKI 

YAU, JOAN 

YEE, PATRICK 

YOUHANAIE, MARK 

YOUNG, SAMMIE 

YOUNG, DAVID 

YOUNG, WILLIAM H. 

TRIMBLE NAVIGATION LTD 
COMPUTER SCIENCES CORPORATION 

TRIMBLE NAVIGATION 
INGALLS SHIPBUILDING/LITTON 

GEODYNAMICS CORP. 

HONEYWELL TECHNOLOGY CENTER 

AFOTEC/BI 
LOS ALAMOS NATIONAL LAB 

METROPOLITAN WATER DISTRICT 

ROCKWELL SPACE OPERATIONS 

DEFENSE MAPPING AGENCY 

ROYAL AIR FORCE 
RACAL SURVEY LTD 

NAVSTAR SYSTEMS LTD 

CHULALONGKORN UNIVERSITY 

U.S. DEPT OF TRANSPORTATION 

USCG R&D CENTER 
ROCKWELL INTERNATIONAL, SW81 

ARMY RESEARCH LAB/AMSRL-SE-EA 

USAF 

US ARMY 
MAGELLAN 
NASA AMES - SSSUF 
ROCKWELL-AESD 

ENSCO, INC. 

TASC 

FAA 
HEWLETT-PACKARD 

HARRIS CORPORATION 

GLB ELECTRONICS, INC. 

GLB ELECTRONICS 

LEICA, INC. 
NAWCAD 

U.S. AIR FORCE 
DAIMLER-BENZ AEROSPACE/DORNIER 

METRIC SYSTEMS CORPORATION 

GERMAN LIAISON OFFICE 

WESTERN GEOPHYSICAL 
THE AEROSPACE CORPORATION 

JOHN E. CHANCE & ASSOCIATES 

9950 CHERRY TREE LANE 

BIZER COROPORATION 

CMT, LTD. 

UK CAA NATS 
MLRS PROJECT OFFICE 

FAA TECHNICAL CENTER 
ITT AEROSPACE/COMMUNICATIONS 

UNIVERSITY OF NEW BRUNSWICK 

ROCKWELL INTERNATIONAL 

TRIMBLE JAPAN K.K. 

TOPCON 
SIGNAL & SYSTEM TECHNOLOGIES 

CHIAN TIAN SURVEY MAPPING & MA 

MITSUI & CO., LTD. 

LEICA CANADA 

COMPUTER SCIENCES CORP. 

HUGHES AIRCRAFT CO. 

ATTN: SFAE-C3S-GPS 
TRIMBLE NAVIGATION 

RIVERSIDE COUNTY FLOOD CONTROL 
2077 

SUNNYVALE,CA 

TEHACHAPI,CA 

SUNNYVALE,CA 
PASCAGOULA,MS 

FAIRFAX,VA 

PLYMOUTH,MN 

EDWARDS AFB,CA 

LOS ALAMOS,NM 

SAN DIMAS.CA 

COLORADO SPRINGS,CO 

HOLLOHAN AFB,NM 

UK 
ENGLAND 

UK 

THAILAND 

WASHINGTON,DC 

GROTON,CT 

SEAL BEACH,CA 

ADELPHI,MD 

TINKER AFB,OK 

YUMA,AZ 
SAN DIMAS,CA 
MOFFETT FIELD,CA 

ANAHEIM.CA 
COLORADO SPRINGS,CO 

FT. WALTON BEACH,FL 

MIDWEST CITY,OK 

DAYTON,OH 

MELBOURNE,FL 

BUFFALO,NY 

BUFFALO,NY 

TORRANCE.CA 

PATUXENT RIVER.MD 

EGLIN AFB,FL 

GERMANY 

FORT WALTON BEACH,FL 

RESTON,VA 

HOUSTON,TX 
ORANGE,CA 

HOUSTON,TX 
SILVER SPRING,MD 

WESTON,MA 

ENGLAND 

UK 
REDSTONE ARSENAL,AL 

ATLANTIC CITY,NJ 

FORT WAYNE,IN 

CANADA 

CEDAR RAPIDS,lA 

JAPAN 
PARAMUS.NJ 

HATFIELD,PA 

CHINA 

JAPAN 

CANADA 

JOLON,CA 

PLAYA DEL REY.CA 

FORT MONHOUTH,NJ 
SANTA CRUZ.CA 

RIVERSIDE,CA 



YOUNGBERG, JAMES 

YU, JIMMY 

ZACHERY, RANDY 

ZADZORA, TIM 

ZEBAL, KEN 

ZEIJLMAKER. L. 

ZELON. BARBARA 

ZELTSER, MELVIN 

ZGIRSKI, PIERRE 

ZIMMER, MICHAEL 

ZIMMERMAN, KURT 

ZINN, NOEL 

ZORN, ALAN 

ZUAAN, HENK 

C.S. DRAPER LABORATORY 
ALLIED SIGNAL INC. GAA 

USAF, UL/MNAG 

U.S. AIR FORCE/WRIGHT LABORATO 

SMC/CZU (PRO 

NAM 

ROCKWELL INTERNATIONAL 

THE MITRE CORPORATION 

AEROSPATIALE 

U.S. NAVY 

STANFORD UNIVERSITY 

WESTERN GEOPHYSICAL 
DYNAMICS RESEARCH CORPORATION 

OCEONICS (UK) LTD 

TYNGSBOROUGH.MA 

OLATHE.KS 

EGLIN AFB,FL 

WPAFB.OH 

TORRANCE.CA 

THE NETHERLANDS 

CEDAR RAPIDS,lA 

MCLEAN.VA 

FRANCE 

CROFTON.MD 

STANFORD,CA 

HOUSTON,TX 

ANDOVER.MA 

UK 

1 

2078 


