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ABSTRACT

Recently developed high speed networks are capable of transmitting data at rates of

100 Mbps or more. One such network protocol is Fiber Distributed Data Interface (FDDI).

This network has a physical transmissiop rate of 100 Mbps. Analytical and simulation

studies have shown that Cie FDDI protocol should provide actual throughput of 80% to

95% of this physical rate. Can the end user expect to see this kind of performance? If not,

then what kind of throughput can actually be expected and where are the bottle necks?

In or('- to answer these and other related questions, two areas were studied: First, a

perforrm.ý.z f,-. ".parison between a 40MHz SPARCstation 10 workstation and a 50MHz

SPARCstatici ItL workstation was conducted using the Neal Nelson commercial

benchmark tool. Next, a well-known network measurement tool, ttcp, was used to obtain

data transfer rates while varying several tunable operating system and network parameters.

The parameters varied were: Target Token Rotation Time, TCP/IP window size, NFS

asynchronous threads, Logical Link buffer sizc and Maximum Transfer Unit size. The

results from the commercial benchmark analysis were used to determine if there are any

differences which can affect transfer rates between the two workstations.

The results from the commercial benchmark tool clearly showed that the newer, higher

speed processor is faster. The network tool atcp showed that the TCP/IP window size had

the largest impact on throughput performance. Throughput more than doubles from a

window size of 4k to a window size of 20k.This is followed by having more than one

workstation transmitting data simultaneously. Having two workstations transmitting nearly

halves throughput. This is followed by having a faster processor. A measurement of file 0

transfers using rcp system calls showed that the largest impact on file transfer speed is the

overhead of receiving the transferred file. B -y . ...................-
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L. INTRODUCTION

A. BACKGROUND

Data communication networks are now an essential part of our society. Our

technology base has given us workstations which can process data at speeds which makes

mainframes from just a few years ago look slow in comparison. Now, not only must we

process the data faster, but we also distribute the information to other locations at speeds

which just a few years ago were impossible. We truly are in the information era.

In the 1960s and 1970s, the computer industry worked hard to develop new

technologies which would give us faster, more powerful computers. The dramatic advances

in integrated circuits technology made possible the wide availability of larger, more

powerful super computers, low-cost workstations, and personal computers [ALBE94].

There were the companies which believed that the large, centralized processors were the

solution to everyone's problems. At the same time, other companies developed smaller

computers called minicomputers. These minicomputers, and their successors, desktop

workstations, started filling the needs of small companies and universities which couldn't

afford the cost of large mainframes and did not need the processing power provided by the

large, all in one solution provided by the mainframe.

In the world of mainframes, the need to distribute data to other computers was not

critical. The single mainframe would handle all of a company's processing needs. If there

was a need to handle additional processing, the manufacturer of that mainframe provided a

solution which would allow their mainframe to communicate with another of their

mainframes. This of course ensured that the company or university continued to buy all or

most of their computer equipment from the same computer manufacture.

With the growth of the minicomputers and the workstations came the need to connect

these less expensive and less powerful machines. This provided the motivation and the



driving force behind the development of Local Area Networks (LAN). There were the

proprietary options provided by the computer manufactures. However, with the need to

provide connectivity between systems came the desire to have connectivity between

systems from different manufacturers. This was very difficult without some sort of agreed

upon standards. In the late 1970s, the International Standards Organization (ISO)

developed the Open Systems Interconnection (OSI) reference model to serve as the basis

for future open networks. This model would provide the basis for computers from different

vendors to be able to communicate with each other [ALBE94].

Now we have the beginnings of connectivity between computers and the beginnings

of smaller, more powerful computers. In the 1980s, Sun Microsystems started producing

their line of desktop workstations. Within a few years, these workstations were being based

on new Reduced Instruction Set Computer (RISC) technology which allowed Sun

Microsystems and other companies to produce faster, more powerful workstations. Now if

we combine the advancements of the desktop workstations with the advancements made in

networks, we have the true beginnings of the information era.

The question now becomes one of which technology is advancing faster. Are we

producing workstations which can exceed the capability of the networks or are the

networks staying ahead of the abilities of the workstations. Also, advancements in

workstation technology isn't just limited to faster hardware. Is the operating system and its

networking tools keeping pace with current demands?

It is clear that the workstations are faster and more powerful than in the past. It is also

clear that the networks can handle more data at faster rates than in the past. But where do

we stand if we compare a recently released product produced by Sun Microsystems with

one of the current high speed networks such as Fiber Distributed Data Interface (FDDI)?

B. OBJECTIVE

The objective of this thesis will be to measure actual throughput between high

performance workstations over an FDDI network to determine what bottlenecks, if any,

2



exits between Sun Microsystem SPARCstationTM 10 multiprocessors running SolarisTM

2.3 and the Network PeripheralTm SBus FDD! Network Interface cards and to evaluate

Transmission Control Protocol/Internet Protocol (TCP/IP) as a high speed transport

protocol. This process will require an analysis of the workstations being used in this study.

an understanding of current network operating system tools and measurements of data

transfers across the network being tested.

This is not simply a matter of reading the vendor's promotional literature and seeing

which aspect of the distributed processing environment is more capable. Vendors normally

promote those aspects of their products which they can demonstrate as performing at or

above some threshold. This threshold may or may not be value to the consumer.

C. SCOPE, LIMITATIONS AND ASSUMPTIONS

The scope of this investigation is limited to performing testing and tuning at the level

available to any system administrator. No modifications are made to any hardware or

changes made to the workstation kernel which are not considered tunable parameters. From

this investigation, a determination will be made as to whether or not there are any

bottlenecks.

It is assumed that the changes made and the results observed on the SPARC 10

multiprocessors running Solaris 2.3 can be extrapolated to Dther vendor's hardware and

software. If we note that changing the TCP/IP window size on our workstations results in

a 10 fold increase in throughput, then we assume comparable results would be observed on

other vendor's workstations.

D. ORGANIZATION OF THESIS

This thesis is organized into seven chapters. This chapter provides the introduction and

scope of work to be performed. Chapters Il and [II provide a background on networks in

general, FDDI specifically and the specifics on the workstations involved in this

investigation. Chapters IV and V cover the methodology, test results and analysis of results.

Chapter VI covers what conclusions can be derived from these results.



11. NETWORK PROTOCOLS

A. NETWORKING THEORY

The primary focus behind the development of network protocols has been the

organization of the protocol'into a series of layers. This has allowed the design of the

protocols to be simplified by focusing attention at each layer upon that layer's function and

its interaction with the layers above and below. The purpose of each layer is to offer certain

services to the layer above without the higher layer needing to know how those services

were provided.

When designing a network protocol the network designer must determine how many

layers the protocol will have, what those layers will do and how the layers will

communicate with each other. This last decision, deciding how the layers will

communicate, is one of the more important considerations. A clean-cut interface must be

defined which will minimize the amount of information that must be passed between

layers.

The set of layers and protocols is know as the network architecture. Enough

specification must be given for each layer of the protocols so that vendors can write their

versions of the protocol for their computer architecture. This is what makes the network

architectures beneficial to everyone accessing a network. By having an agreed upon

network architecture that everyone is willing to use, we can have distributed processing

over heterogeneous processors [MINO91].

B. OPEN SYSTEM INTERCONNCETION

The Open System Interconnection (OSI) reference model, Figure 1, was proposed in

1978 to promote compatibility between network designs. This model was approved as a

standard [ALBE94] in 1983 by the International Standards Organization (ISO). The

reference model is not a protocol or set of rules but a layering of required functions, or
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services, that provides a framework with which to define protocols. In practical terms. OS!

is seen as a means of developing communications networks which are not restricted by the

need to conform to a rigid set of manufactures' proprietary standards and protocols.

Appiation Application

Presentation Presentation

Session Sesson

Transport Open Relay System Transport

Network Network Network

Data Link Date Link Data Link

Physlfyskcal7 rV tyecaid

P'ysald Medi for Interconnection

Figure 1: ISO-OSI Reference Model

The purpose of these seven layers is to define the various functions that must be carried

out when two machines communicate. Each of the seven layers is architecturally

independent, so that the relevant protocols and service functions of each layer can be

developed independently. The seven layers of the model can be roughly divided into two

parts; the first four layers, physical to transport, provide the telecommunications functions

and operate on a node-to-node basis. The top three layers, session to application, are

concerned mainly with carrying out processing functions and creating a meaningful dialog

between the user and the application.

Below are the seven layers of the OSI model [STAL91]:

"• Layer I: Physical Layer
"* Layer 2: Data Link Layer
"* Layer 3: Network Layer



"• Layer 4: Transport Layer

"• Layer 5: Session Layer

"* Layer 6: Presentation Layer

"* Layer 7: Application Layer

C. TRANSMISSION CONTROL PROTOCOIANTERNET PROTOCOL

The Transmission Control Protocol/Internet Protocol (TCP/IP) protocol is also

structured as a series of layers. Each layer is designed for a specific purpose. They are

designed so that a specific layer on one machine sends or receives exactly the same object

sent or received by its twin on another machine. This is done without regard to what is

going on in layers above or below the layer under consideration.

The advantage of layering is that it simplifies protocol design. The designer can

concentrate on a specific layer without regard to the design of other layers. For example.

when designing the transport layer of the protocol, the engineer need be concerned only

with assuring that a packet received by one machine is identical to the packet sent by

another. The message contained in the packet is of no concern. The integrity of the message

is of concern only to the designer of the application layer.

Members of the TCP/IP family include the Internet Protocol (IP), Transmission

Control Protocol (TCP), User Datagram Protocol (UDP), Address Resolution Protocol

(ARP), Reverse Address Resolution Protocol (RARP), and the Internet Control Message

Protocol (ICMP). The entire family may be referred to as TCP/IP, reflecting the names of

the two main protocols.

The OSI model describes an idealized network communications model. TCP/IP does

not correspond to this model at every level, but instead either combines the functions of

several OSI layers into a single layer, or finds no need to make use of ctain layers. In

consequence, TCP/IP can be described by a simpler model as shown in Figure 2 [STEV94].
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1. Link Layer

The Link layer is the hardware level of the protocol model. It specifies the

physical connections between hosts and networks, and the procedures used to transfer

packets between machines.

Application Telnet, FTP, e-mail, etc.

Transport TCP, UDP

Network IP, ICMP, IGMP

Link device driver and interface card

Figure 2: The Four Layers of the TCP/IP Protocol Suite

2. Network Layer

This layer is responsible for machine-to-machine communications. It determines

the path a transmission must take, based on the receiving machine's IP address. The

network layer also provides transmission formatting services; it assembles data for

transmission into an interaet datagram. If the datagram is outgoing (received from the

higher layer protocols), the network layer attaches an [P header (Figure 3) to it. This header

contains a number of parameters, most significantly the IP addresses of the sending and

receiving host. Other parameters include datagram length and identifying information, in

case the datagram exceeds the allowable byte size for network packets and must be

fragmented.

3. Transport Layer

The transport layer protocols enable communications between application

programs running on separate machines. The transport layer assures that data arrives in

7



sequence, and without error. It does so by swapping acknowledgments of data reception.

and the retransmission of lost packets. This type of communication is known as "'end-to-

end". Protocols at this level are TCP. UDP, and ICMP.
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Figure 3: IP Header

TCP attaches a header onto the transmitted data. This header contains a large

number of parameters, see Figure 4, which help processes on the sending machine connect

to peer processes on the receiving machine. TCP uses 16 bit port numbers as its addressing

method. Servers are normally know by their well-known port number. For example, every

TCP/IP implementation that provides an FTP server provides that service on TCP port 21.

Every Telnet server is on TCP port 23 [STEV94].

4. Application Layer

The application layer lets you use various TCP/IP standard iternet services.

These services work with the next lowest level of protocols (transport) to send and receive

data. These services include te/netJtp, rcp, and the Domain Name Service (DNS).

tebmt. The Telnet protocol enables terminals and terminal oriented processes to

communicate on a network running TCP/IP.
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Figure 4: TCP Header

N. f1p transfers files to and from a remote network. Unlike rcp, ftp works even

when the remote computer is running a non-UNIX operating system. A user must "log in"

to the remote computer to make anftp connection unless a system administrator has set up

the computer to allow "anonymous ftp".

rcp. rcp copies one or more files or hierarchies to and from a remote computer.

The remote computer must be running UNIX. One must be an accepted user of the remote

computer (i.e., the user's name must be in the remote computer's password database, and

the user's machine name must be listed in the remote .rhost file). If this is not the case, a

user cannot copy anything to or from the remote machine. The user must know the

complete pathname of the file or directory to be copied.

DNS. DNS provides host names to the IP address service. It is a distributed

database that is used by TCP/IP applications to map between hosmames and IP addresses.

The DNS provides the protocol that allows clients and servers to communicate with each

other and to provide electronic mail routing information.
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D. FIBER DISTRIBUTED DATA INTERFACE

1. Fiber Distributed Data Interface Basics

Fiber Distributed Data Interface (FDDI) is a 100 Mbps high speed LAN standard

developed under the auspices of American National Standards Institute (ANSI) X3T9.5

committee. FDDI was developed to create a reliable fault-tolerant, high-speed network

connecting numerous stations over greater distances than existing standards. Although

FDDI is somewhat similar to the IEEE 802 standards, it is not part of that family of

standards [MINO91].

The ANSI X3T9.5 committee developed specifications for a network based on a

dual counter-rotating fiber optic ring using a timed-token protocol, which is capable of

transmitting data at 100 Mbps in each ring and which can extend to 500 stations over total

fiber length of 200 km with full system performance. The dual counter-rotating ring can

support connections up to 2 km with multimode fiber and connections up to 60 km using

single-mode fiber.

The FDDI standard allows for two types of traffic: synchronous and

asynchronous. Synchronous traffic should consist of data which is time sensitive such as

voice or interactive video. Any delay in the throughput of this traffic has an adverse affect

of the quality of the data being transferred. Asynchronous traffic should consist of more

routine data transfers such as email, file transfers and Network File System (NFS) or

Network Information Service (NIS) traffic. These packets of data can sustain some

reasonable delays in transmission without any adverse affects on the applications.

2. Fiber Distributed Data Interface Layers

The standard for FDDI developed by the X3T9.5 committee included four layers

shown in Figure 5. They are the Media Access control (MAC) layer, the Physical (PHY)

layer, the Physical Medium Dependent (PMD) layer, and the Station Management (SMT)

document [ALBE94].
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Figure 5: Relationship Between FDDI and ISO-OSI Layers

The four layers of FDDI fall under the first two layers of the OSI Model. The

physical layer of FDDI is specified in two documents: the FDDI PMD which defines the

optical interconnecting components used to form links and the FDDI PHY which defines

the encoding scheme used to represent data and control symbols. The DLL is also divided

into two sublayers: A MAC and LLC layer. The MAC portion provides access to the

medium, address recognition, and generation and verification of frame check sequences.

The LLC specification is not part of the FDDI standard [MINO91].

Below in Figure 6 is an additional graphical representation of the interaction

between the FDDI standards as described in [POWE93].

a. T77e Physical Medium Dependent Layer

This layer defines all transmitters, receivers, cables, connectors and other

physical media and hardware. There are currently 6 media options provided for the PMD

layer
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"• Multimode fiber (PMD)
"* Single-mode fiber (SMF-PMD)
"* Low-cost fiber (LCF-PMD)
"• Shielded twisted pair (STP-PMD)
"• Unshielded twisted pair (UTP-PMD)
"* FDDI on Synchronous Optical Network (SONET)

IEEE P802.2 LLC

MAC
- packet interpretation

SMT - token passing
- monitor ring - packet passing
- manage ring
- configure ring
- manage connections PHY

- encode/decode
- clocking

-electron'c/optic conversionI

Fiber out Fiber ih

Figure 6: Block Diagram of the FDDI Layers

The first three options are published or soon to be published standards. The

last three options are under development [ALBE94].

The PMD layer provides the PHY layer all the services required to transport

a coded bit stream from one node to the next node. It converts the encoded data requests

from the PHY layer into either optical or electrical signals depending on the media being

used. It also provides SMT with the needed services required for proper ring management.

The PMD layer informs both the SMT and PHY layers whenever it detects a signal on the

medium [ALBE94].
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b. The Physical Layer

This layer provides media independent functions associated with the OSI

physical layer. The PHY layer decodes incoming bit stream into a symbol stream for use

by the MAC layer and it encodes the data and control symbols provided by the MAC layer

for transmission via the PMD layer. The PHY layer continuously monitors the ring status

by listening to incoming signals and passes this information onto the SMT layer [ALBE94].

c. The Media Access Control Layer

This layer provides fair and deterministic access to the network. The access

is fair because a workstation's physical location does not give it any advantage in accessing

the medium over another workstation's location. The service is deterministic implies that

the time the workstation has to wait for the token can be predicted under error free

conditions.

In FDDI, medium access is controlled by a token. The workstation which

possesses the token can transmit frames. The other workstations on the network repeat the

frame, and the destination workstation copies the frame in addition to repeating it. The

MAC layer of the workstation which generated the frame is responsible for removing the

frame and passing the token downstream to the next workstation when it's Token Holding

Time (THT) has expired [ALBE94].

d. The Station Management Layer

The SMT layer provides services such as node initialization, bypassing faulty

nodes, coordination of node insertion and removal, fault isolation and recovery and

collection of statistics.The SMT layer provides these functions using services provided by

the PMD, PHY and MAC layers.
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3. Fiber Distributed Data Interface Framing

Most communications within FDDI is done on frames (Except Physical

Connection Management (PCM) signaling). Within the MAC layer there are three frame

types:

"• Tokens

"• Management frames

"* Data frames

Each frame is made up of three parts. The first part is the start of the frame

sequence. The next part is the data or information part of the frame. The last part is the end

of the frame sequence. The data frame is shown in Figure 7 along with the size of each field

in symbols [ALBE94].

U I.S Destination 0D
AdesInformation [.

2 2 12 12 8 1 3

Sizes ae in symbols
I symbol = 4 bits _

Error Address Frame
Total frame (minus information) sie Detected Recognized Copied
40 symbols * 4 bits / 8 bits = 20 bytes

Figure 7: FDDI Frame Format

The start part of the fiame is 28 symbols in length. Each symbol is a 4 bit unit.

This means the start portion of the FDDI frame is 28 symbols * 4 bits / 8 bits = 14 bytes

long. The end portion of the FDDI frame is 12 symbols or 6 bytes long. Since the maximum

frame length is 9,000 symbols or 4,500 bytes, this leaves 4,480 bytes available for data or

information. This remaining portion of 4,480 bytes, is also know as the FDDI Maximum

Transfer Unit (MTU) value [ALBE94].
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4. Encoding Method

Digital data needs to be encoded for proper transmission.The type of encoding

used is determined by the type of media being used, the desired data rate. noise present on

the transmission media and other factors. Since FDDI was originally intended for use over

fiber optics, the encoding method selected needed to provide a digital-to-analog capability.

FDDI uses a two-stage encoding scheme; 4B/5B group encoding along with the

digital signal encoding method known as Non-Return to Zero Inverted (NRZI). NRZI is an

example of differential encoding. The signal is decoded by comparing the polarity of

adjacent signal elements rather than determining the absolute value of a signal element. In

4B/5B, the encoding is done 4 bits at a time resulting 5 encoded bits. Then, each element

of the 4B/5B stream is treated as a binary value and encoded using NRZI.

The result is that FDDI is able to achieve a 100 Mbps throughput using a 125-

MHz rate. As mentioned earlier, the PHY layer is responsible for decoding the 4B/5B

NRZI signal from the network into symbols that can be recognized by the station. The

synchronization is derived from the incoming signal and the data are then retimed to an

internal clock through an elasticity buffer.

E. NETWORK OVERHEAD

The process of transferring data from one workstation to another involves all the layers

of protocols described previously. Even though the protocols are broken into layers to

distribute functionality, the result is increased overhead. As discussed earlier, for each layer

of protocol. there is an associated overhead at that layer as shown in Figure 8.
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Figure 8: Composition of FDDI Frames and Percentage of Overhead
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The amount of overhead involved in transferring data is dependent upon the protocols

used and the network media being used as the transfer agent. For FDDI. the overhead is

calculated as follows:

Data Overhead Level Total Overhead

4.440 bytes 0 Application 0 bytes
4,440 bytes 20 bytes TCP 20 bytes
4,440 bytes 20 bytes [P 40 bytes
4,440 bytes 20 bytes FDDI 60 bytes

In this example, the frame of data being sent is 4,500 bytes: total amount of data being

transferred is 4,440 bytes and total amount of overhead is 60 bytes. Therefore, the

percentage of overhead is the amount of overhead (60 bytes) divided by the total frame size

(4,500 bytes). Overhead = 60 bytes / 4,500 bytes = 1.33%. If we were to only send I I bytes

of data, then the overhead would be 60 bytes / 71 bytes = 84.5%. It is clear that the more

data sent in each FDDI frame, the lower the percentage of overhead associated with that

frame. Note that in this example the overhead from the application layer was not included.

F. FIBER DATA DISTRIBUTED INTERFACE PARAMETERS

This section will give a brief explanation of FDDI parameters as covered in the ANSI

standards. The MAC layer must implement a number of thme parameters as timers and

counters. The three main goals of these timers and counters are to [ALBE94]:

"* Allow the initialization of the token rotation timer
"* Permit fast recovery from ring errors
"* Aid in the collection of ring statistics for SMT

Below in Figure 9 are a list of the important timer values and variables used in the data

transmission process. According to the FDDI standards, every time a node releases a token,

it loads the value of T_Opr into Token Rotation Timer (TRT). This timer then decrements

until it reaches zero. If it reaches zero before a valid token is received, the token is said to

be late and the late counter (Late Ct) is incremented. If TRT expires a second time before

a valid token is received, an error condition exists and recovery procedures are initiated.
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The token holding timer (THT) is used to control asynchronous transmission in a dynamic

manner. When a valid token is received and the LateCt is not seL the token is said to be

early and the node may transmit asynchronous data. In this case. THT is set to TOpr minus

TRT and the node may transmit until THT expiries. TVX is a hardware backup timer that

is used to prevent nodes from blabbering on the network due to some error or

miscalculation of THT [ALBE94].

Parwmeter Description

TMRT Target token rotation time
TRT Token rotation timer
T Opr Operative MTRT negotiated during claim process
Late Ct Late counter
TiHT Token holding timer
TVX Transmission valid timer

Figure 9: Timers and Counters Used in Data Transmission
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IIL NETWORK EQUIPMENT

A. NETWORK OVERVIEW

The Naval Postgraduate School (NPS) FDDI research network consist of the three

machines operating on a ring. The names of the three machines on the FDDI LAN are

"Black", "White" and "'Gold". Gold is the server on the network. The network is setup as

shown in Figure 10.

Gold White
NPI SBus FDDI NPI SBus FDDI
SMT7.2 V2.2 SMT7.2 V2.2

Token Rotation

SGI xpi0

SGI FDDI SMT V3.0.1

Figure 10: NPS's FDDI Research Network



1. Fiber Optics Equipment

The specifications for the fiber optics equipment can be found in the PMD

standards. Originally, only optical fiber was specified as a physical media for FDDI. Now

it is possible to also use shielded twisted-wire for short-distance transmissions. The

requirements for twisted-wire can be found in the STP-PMD standards.

The recommended fiber size for FDDI is 62.5/125 ;r m.The operating wavelength

is specified as 1300 nm and the minimumlallowable power for the transmitter is -16 dBm.

Pin diodes are to be used in the link. Pin diodes were chosen over avalanche photodiodes

since pin diodes are a more mature technology and would result in a lower cost receiver.

The bit-error rate (BER) of the network is 4 x 10"11 and the maximum number of nodes is

500 [POWE931.

2. Network Peripherals' Interface.

The Network Peripherals Inc. (NPI) SBus FDDI Network Interface conforms to

Sun Microsystems' requirements for an SBus adapter. It mounts in a SBus slot and

implements burst mode Direct Memory Access (DMA) for the highest system performance

[NP193].

As stated earlier, FDDI is designed to provide the capability for both synchronous

and asynchronous data transfer. This is not the case with NPI's SBus FDDI Interface card.

Furthermore, it is not the case for all known current implementations of FDDI. This makes

the relationship of the timers and counters described earlier not as well defined. Without

synchronous and asynchronous transfers, there is no need for LateCt and THT. Below is

a list of parameters which NPI list as its tunable parameters. Note that there is not a

parameter listed here which specifies how long a node can maintain the token.

sbfn"mllcrx /* For LLC network traffic:
/* number of 4k receive buffers, maximum is 64 4k buffers
/* Default is 48 4k buffers per NP-SB adapter

sbf numsmtrx /* For SMT network traffic:
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/* number of 4k receive buffers, maximum is 64 4k buffers

/* Default is 4 4k buffers per NP-SB adapter

sbfmtu /* Maximum protocol packet size, default is 4352 bytes

sbf_T_Notify /* SMT Neighbor Notification Timer, default is 30 seconds

sbfrnummcast /* number of multicast entries, default is 16

These parameters can be tuned by entering the appropriate line below in /

etc/system for each parameter.

1. To change number of receive buffers to 64:

set sbf. sbf_num_Uc_rx = 64

2. To change MTU size to 4192 bytes:

set sbf.sbf mtu = 4192

3. To change TNotify timer to 10 seconds:

set sbf.-sbfTjofy = 10

After contacting NPI it was learned that there is another parameter which is not

advertised called t req. This parameter determines how long the node is allowed to ho"

the token.

3. Silicon Graphic's Interface

FDDIXPressTm 3.0.1 is a network interface controller (board and software)

providing FDDI connectivity for Silicon Graphics workstations and servers. For the IRIS

Indigo. FDDIXPress has two configurations of the FDDI board: FDDIXPI and FDDDXPID.

The FDDIXPI board allows one single-attachment FDDI connection to an FDDI

concentrator, the FDDIXPID board provides a dual-attachment FDDI connection directly

to the dual ring, or one or two connections to an FDDI concentrator. An Indigo can

accommodate one of these boards.
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When FDDIXPress is installed, an Indigo can also use its built-in Ethernet

network interface, thus having two network interfaces. FDDJXPress for IRIS Indigo has

been designed for customer installation.

B. WORKSTATION OVERVIEW

1. SUN SPARCstation 10 system

The SPARCstation 10 systems ed in this test were the new multiprocessing

systems running Solaris 2.3: We had two SPARCstation 10 systems, Gold and White,

available for our FDDI research. Both systems have two processors, two internal hard disk

drives and 224 Dynamic Random Access Memory (DRAM). Gold has two 50MHz

processors and 2 - I GB internal drives White has two 40MHz processors, I - I GB internal

drive and 1-425 MB internal drive.

a. Software Architectm

Solaris 2.3 is a multilayered operating system that includes SunOS 5.3, Open

Network Computing (ONC), Open Windows, and the DeskSet. At the core of Solaris is

SunOS, the collection of programs that actually manages the system, which includes the

kernel, the file system, and the shells.

SunOS is a collection of UNIX programs that control the Sun workstation and

provide a link between the user, the workstation, and its resources. It has its roots firmly

placed in the two most popular UNIX families: Berkeley UNIX (BSD) and AT&T's UNIX.

Early versions of SunOS blended some of AT&T's UNIX with Berkeley UNIX and offered

additional enhancements.

AT&T and Sun Microsystems later worked together to create a new industry

standard, AT&T UNIX System V Release 4, commonly known as SVR4. SunOS 5.3

merges SunOS 4.1 and SVR4. Most of the new changes in SunOS come from SVR4. As a

result, Solaris 2.3 is based on SVR4 but contains a few additional BSD/SunOS features

[HESL93].
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b. Hardware Architecture

The SPARCstation 10 architecture is shown in Figure I I [SUNM90]:

SuperSPARC microprocessor This is a high-performance CPU chip that

has the following features:

"* A single chip with integer, floating point, memory management, and caches.
"• Superscalar pipeline with up to three instructions launched per clock cycle.
"• 20-Kbyte instruction cache and 16-Kbyte data cache.
" 64 entry TLB with hardware page-table walking.
"* Integral support for cache-coherent multiprocessing.

The SuperSPARC processor has a companion chip, the SuperCache

controller, which provides for a I-Mbyte external cache. Additionally, SPARC modules

with SuperCache controllers can operate asynchronous to the system clock.

MBus. The MBus is a high performance memory bus which was first

introduced in Sun's SPARCserver 600MP family. It is a synchronous, 40-MHz 64-bit bus

that is Ldpable of a peak transfer rate of 320 Mbytes/second. Typically, the MBus can

sustain a rate of 100 Mbytes/second.

This bus provides support for symmetric multiprocessing by means of a

"snooping" protocol. Whenever a processor puts an address onto the MBus, all other

processors "snoop" the bus, checking to see if data at the snooped address is in their cache.

Main memory architecture: The Sun-4m architecture uses a 144 bit wide

memory data path (128 bits of data and 16 bits of error detection and correction). The use

of a 128-bit wide memory data has two advantages. First, the 32-byte cache fill can be

accomplished quickly. Second, error corrections can be performed on each 64-bit word.

Single bit errors can be corrected and double-bit (4-bit) errors can be detected.
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supports four SBus slots. They provide the means to interface a variety of I/O options,

including network interfaces such as FDDI, graphics adapters and laser printer interfaces.

2. Silicon Graphics IRIS Indigo

The Silicon Graphics IRIS Indigo used in this test was an IRIS-4DTM, model 4D1/

RPC. The IRIS Indigo uses the R3000A CPU RISC processor from MIPS Computer

Systems Inc. It is assisted by a 32 Kbyte data and instruction cache and a MIPS R30IOA

floating-point unit. To speed up data transfers, IRIS Indigo uses custom ASICs designed

by Silicon Graphics. These chips manage memory and processor interrupts, handle 1/O and

control the bus, often without CPU intervention [SILIC91].

We had one IRIS Indigo, Black, available for our FDDI research. This system has

one 33 MHz processor, one 1 GB internal hard disk drive and 32 Mbytes of RAM. The

workstation has the following features:

" A single 33 MHz chip with integer, floating point, memory management, and
caches.

" 32-Kbyte instruction cache and 32-Kbyte data cache.
"- Integral support for cache-coherent multiprocessing

a. Software Architecture.

The IRIS Indigo uses IRIX 4.0 which is Silicon Graphics' implementation of

the UNIX operating system. IRIX 4.0 is based on AT&T UNIX System V.3, but also

includes numerous 4.3 BSD extensions, such as TCP/IP network protocols and NFS, which

provide transparent access to files across a heterogeneous network

b. Hardware Architecture.

This IRIS Indigo CPU board, Figure 12 [SILIC91], contains four functional

sections:

"* The processor core, which contains the CPU and FPU.
"* Main memory, which contains DRAM and supporting circuitry
"* The I/O system, which contains peripheral ports and hardware designed to read

incoming data, manage incoming and outgoing data
"* The audio system, which contains audio ports and digital signal processi.ig

hardware.
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Figure 12: The IBIS Indigo CPU Board

Three busses connect parts of the CPU board:

"• The CPU bus, which connects the CPU, FPU, cache control, and bus control
hardware.

"* The G1032 bus, which is the main system bus connecting the processor core,
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main memory, I/O system, expansion slots, and graphics board.

The Peripheral bus, which connects the peripheral ports, audio system, and
other 1/O components.

The CPU bus and the G1032 bus have separate clocks and run at different

speeds so that each part runs at maximum capability. The .CPU and other chips can be

upgraded independently as technology improves.

Instruction and Data Caches. Each cache is a 32 Kbyte cache.The

instruction cache holds frequently used instructions and the data cache holds frequently

used data. The IRIS Indigo uses a write-through scheme in the data cache to ensure that

writes made to the cache are also written to the corresponding page in main memory.

The G1032 Bus. This bus is the IRIS Indigo's main system bus, and is

designed for high speed data transfer. It connects the main systems of IRIS Indigo; the

processor core, main memory, the I/O systems, the graphics system, and any systems

plugged into the expansion slots.This bus is a synchronous, multiplexed address/data, burst

mode bus that operates at 33.3 MHz, clocked independently of the CPU. The bus protocol

supports data transfers at a maximum sustained rate of one word per clock.

The I/O System. The I/O system ties together'a variety of I/O ports and the

chips that drive them, a system clock, system Programmable Read-Only Memory (PROM)

for booting up, an static RAM.

The HPCI ASIC. The HPCI is a custom Silicon Graphics chip that connects

to the G1032 bus, the peripheral bus, and directly to several of the I/O ports. It is the heart

of the I/O system, and quickly transfers data between main memory and a rich collection

of peripheral devices.

Expansion Slots. The two expansion slots, connected directly to the G1032

bus, provide direct access to the system for Silicon Graphics and third party plug-in boards

for such applications as high-speed networking, image compression, video deck control,

and additional 1/O. Slot 0 is used for our FDDI connection.
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IV. TEST DESIGN PLAN

A. TEST STRATEGY

The objective is to find the upper limit of throughput by measuring actual throughput

between high performance workstations pver an FDDI network and to determine what

bottlenecks, if any, exits between Sun Microsystem SPARC 10 multiprocessors running

the Solaris 2.3 and NPI's FDDI network interface cards. This process will include

identifying the various parameters which affect throughput and testing these parameters in

enough detail to determine their impact on network performance. As explained in Chapter

11, there are various levels of software that are involved in transferring data. As shown in

Figure 13, as data is transferred from White to Gold, there are several impacts on the data

transfer rate.

The key to this test design plan will be gathering the appropriate data to determine

what impact these various parameters have on the transfer rate, and how to measure them.

Three different methods will be used to measure the performance of data being transferred

between workstations across the FDDI network. First, a commercial benchmarking tool

will be used to provide performance results on the workstations. Second, a public domain

networking benchmark tool will be used to show the transfer rate of the network. Third, a

simple program which issues an rcp command and measures the time of the file transfer

will be used.

B. NEAL NELSON BENCHMARK

The primary benchmarking tool to be used for providing the performance results on

the workstations will be the N4eal Nelson Business BenchmarkTM. This benchmark tool has

been around for over 9 years and has been used as a tool for verifying vendor conpliance

during government contract awards. The Business Benchmark differs from other popular

benchmarks in that its primary focus is not to provide a single number speed rating for a
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system, nor is its primary purpose to emulate a particular user group or duplicate the load

created by certain task mix. The Business Benchmark was designed to incrementally stress

various parts of a computer system and record how the system performs. The benchmark

was intended to uncover both the strengths and the weaknesses of a computer architecture

and report them separately so that they can be understood andl analyzed [GRAY91].

White Gold

I CP e oGold Ack sent

OS process RCP command Ack prepared

File is Made Available File stored

* TCP TCP4

[P [P

SFDDI interface FDDI interface

<=:-:- -- Data ýTransferrfed ývia IFDýDI

Figure 13: Flow of Data Across the FDDI Network Using the RCP Command

The Neal Nelson Business Benchmark is a multitasking benchmark with a parent/child

design. A parent process creates child processes and instructs them to run tests in various

combinations. There can be from one to one hundred child processes running

simultaneously during a benchmark session. During a test session the parent process creates

a single child process and instructs the child to perform a series of tests. Then the parent

creates a second child and directs both children through the same series of tests. This
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process is repeated until a desired maximum number of child processes is reached. or until

the system runs out of some resource such as disk space [NNBM94].

The benchmark consists of thirty tests, which are divided into three groups.

Group 1: Tests a of mix of activities that are intended to approximate the processing

activities for the following five types of users. Group I includes the following tests:

1) Simulated Office Automation Workload
2) Simulated Database Workload
3) Simulated Software Development Workload
4) Simulated Transaction Processing Workload
5) Simulated Calculation Workload (Math/Statistics/CAD/CAM)

Group 2: Tests designed to perform various types of calculation tasks and thereby

profile the performance of the computer's calculation subsystem. Group 2 includes the

following tests:

6) Write to Shared Memory
7) Read from Memory, Small Instruction Area, Small Data Area
8) Read from Memory, Small Instruction Area, Larger Data Area
9) Read from Memory, Larger Instruction Area, Small Data Area
10) Read from Memory, Larger Instruction Area, Larger Data Area
11) Make Machine Page or Swap with 'malloc' and 'free'
12) Combined Integer and Floating Point Math
13) Math Library Functions
14) Semaphores, Shared Memory, Context Switch
15) Write to and Read from Pipes, Context Switch
16) Sample System Calls
17) Increasing Depth of Function Calls

Group 3: Tests that perform a series of disk input and output functions to profile the

performance of the disk subsystem. Group 3 includes the following tests:

18) 1024 byte Sequential Reads from Unix File(s)
19) 1024 byte Sequential Writes from Unix File(s)
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20) 8192 byte Sequential Reads from Unix Files(s)
21) 3192 byte Sequential Writes to Unix Fle(s)
22) 4096 byte Synchronized Reads from Unix Fie(s)
23) 4096 byte Synchronized Reads from Raw Device(s)

24) 16384 byte Synchronized Reads from Unix Fie(s)

25) 16384 byte Synchronized Reads from Raw Device(s)
26) 4096 byte Pseudo Random Reads from Unix File(s)
27) 4096 byte Pseudo Random Reads from Raw Device(s)

28) Profile Disk Cache for Unix File(s)
29) Profile Disk Cache for Raw Device(s)

30) 8192 byte Sequential Writes then 'sync'

During each of the above tests, measures will be obtained at load factors from I to 20.

This load factor number indicates the number of copies of the benchmark program which

were running simultaneously. Each load factor unit might approximate the workload of one

or two heavy users or possibly twenty light users. The measurements will be in seconds to

complete the measured task. The system which takes less time to accomplish the measured

task is the faster system.

C. NEW TEST TRANSMISSION CONTROL PROTOCOL

New Test TCP (nttcp) uses Test TCP (acp) as the basic tool for determining measured

throughput over any physical network media. ntcp provides the option of dynamically

changing the TCP/IP window size during the throughput test. ttcp was developed by the U.

S. Army's Ballistic Research Lab (BRL) which is now the U. S. Army's Research Lab

(ARL) and is considered one of the default network performance benchmarks.

nttcp tests TCP and UDP performance by timing the tansmission and reception of

data between two systems using the UDP or TCP protocols. It differs from common "blast"

tests, which tend to measure the remote inerd as much as the network performance, and

which usually do not allow measurements at the remote end of a UDP transmission.

For testing, the transmitter should be started with -t after the receiver has been started

with -r. For testing various window sizes, natcp allows a -w option which permits the user
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to specify the desired TCP/IP window size. Some of the other options which were used

during this investigation are shown below:

-t Transmit mode.

-r Receive moder.

-u Use UDP instead of TCP."

-n Number of source buffers transmitted.

-1 Length of buffers in bytes.

-w TCP/IP window size in k bytes.

-p Port number to send to or listen on.

Below are the commands used in a typical session during this investigation:

Receiving system (gold):
gold: nrcp -r -p3000 -w12
Transmitting system (white):
white: nacp -t -p3000 -165536 -n1024 -w12 gold

The shell scripts along with the nttcp program are in Appendix A. The shell scripts

doit.sh and ttest~sh were written by personnel at the U. S. Army Research Lab (ARL) and

modified to fit this investigation. These scripts were designed to be used with the program

nucp. The first script, doitsh, provides the various combinations of data sizes to be

transferred along with starting and stopping times of each run. This script runs through six

iterations of identical data sets. The shell script ttestsh, provides the calls to the program

nuep. Using the data length and number of packets specified in the shell script doitsh,

uest.sh makes numerous calls to nucp varying the window size from 4 k to 60 k in 8 k

increments. This combination of amount of data transferred, number of test runs and

number of window sizes provides a total of 576 measured data transfers during a single run.

Amount of data transferred (12 sizes) * number of test runs (6 runs) * number of window
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sizes (8 different window sizes) = 576 measured data transfers. Below is an example of the

results from a single call to nttcp with the amount of data to be transferred equal to

33.554,432 bytes of data and the TCP/IP window size being varied from 4 k to 60 k in 8 k

increments:

Window Size(bytes) Transfer Rate (Mb/s)

4096 • 32.7680

12288 29.1271

20480 37.4491

28672 43.6907

36864 52.4288

45056 43.6907

53248 43.6907

61440 37.4491

The TCP/IP window size is adjusted during these runs using the setsockopt system

call. After the window size has been adjusted, the getsockopt system call is performed to

verify that the TCP/IP window size has been changed as requested. Figure 14 shows an

example of the setsockopt and gemsockopt system calls used in the nttcp program.

if (setsockopt (fd. SOLSOCKET. SO_SNDBUF, (char ) &sendwin, sizeof(sendwin)) < 0)
pintf("set send window size didn't wortM");

if (selsockopt (fd. SOLSOCKET. SORCVBUF. (char ) &rcvwin,. sizeof(rcvwin)) < 0)
printf("get rcv window size didn't wortk'"),

if (getsockopt (fd. SOL-SOCKET. SORCVBUF. (char ) &sendwin. &optlen) < 0)
printf("get send window size didn't wokn"ý.

else printf("send window size - ,dkn. sendwin):

if (getsockopt (fd. SOLSOCKET. SORCVBUF. (char ) &rcvwin. &opden) < 0)
printf("get rcv window size didn't worka"):

else pnntf("receive window size = %ft", d cvwin):

Figure 14: Example of setsockopt and gesockopt System Calls
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D. REMOTE COPY PROTOCOL TRANSFER

Another program being used to measure the data transfer rate is a simple C program

which issues a rcp command transferring a file from one workstation to another (Appendix

B). The primary reason for choosing the rcp command is that it uses TCP which is a reliable

transfer agent versus UDP which is unreliable. By using the rcp command, we are able to

measure the time from the rcp command being issued to the time the ack is received back

from the other workstation. The system can access the clock prior to issuing the rcp

command, and then again after it receives the ack from the other workstation. Since the rcp

provides for reliable data transfer, this allows a measurement of the total transfer time.

Figure 15 shows the code obtaining the current system time, issuing the rcp command and

then obtaining the system time again after the transfer is complete.

a = gettimeofday(&timestart, zonestart);
if (a != O)

printf ("Oops ! %dfn", a);

/* Use system call to do file uansfer */
system ("rCp large.file gold-fddi:/usr/test/gtowtest");

/* Get stop time in sec&usec and check if successful */

b = gettimeofday(&timedone, zonedone);
if (b !- 0)

printf ("Oops! %d:n", b);

Figure 15: Implementation of RCP System Call

This method includes all the overhead from the operating system, rcp, TCP, IP and

FDDI. After the rcp conmana is issued, the file is located in the file system and loaded into

memory. Next, the workstation from which the command is being executed must perform

a name/address resolution to determine where the file is being transferred. DNS provides

this name/address resolution. Once this name/address resolution is performed the file is

handed off to TCP to begin the transfer from workstation A to workstation B. TCP hands
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the file transfer off to IP which forwards the file to the FDDI protocol. At this point the

FDDI SBus card transfers the file from workstation A to workstation B. At workstation B

the reverse scenario takes place. The file is handed off from the FDDI protocol to the IP

protocol, to the TCP protocol, and finally reaches the OS on workstation B. At this point.

TCP on workstation B must issue an ack to let workstation A know that the file has been

correctly received and handed off to the OS.

The rcp command copies files between machines. Each filename or directory

argument is either a remote file name of the form:

hostname:path

or a local file name (containing no: characters, or a / before any: characters).

If a filename is not a full path name, it is interpreted relative to the users home

directory on hostname. A path on a remote host may be quoted (using \ ", or ') so that the

metacharacters are interpreted remotely.

rcp does not prompt for passwords; your current local user name must exist on

hostname and allow remote command execution by rsh.

rcp handles third party copies, where neither source nor target files are on the current

machine. Hostnames may also take the form

username@hostname:filename

To use usemame rather than your current local user name as the user name on the

remote host. rcp also supports Internet domain addressing of the remote host, so that:

usemame@host.domain:filename
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specifies the username to be used, the hostname. and the domain in which that host

resides. Filenames that are not full path names will be interpreted relative to the home

directory of the user named username, on the remote hosL

E. PARAMETERS WHICH AFFECT BOTH TEST

The following driver parameters will be tuned under Solaris 2.3.

sbfjumltc_rx /* For LLC netrork traffic:
/* Number of 4k receive buffers, maximum is 64 4k buffers
/* Default is 48 4k buffers per NP-SB adapter

nfsasyncthread //* Number of NFS thread for handling network file service
/* Default is 8

sbf treq /* Amount of time for TTRT, default is 8msi

/* Range is from 2ms to 165ms

sbfm& /* Maximum protocol packet size, default is 4352 bytes

The above 4 tunable parameters along with the TCP/IP window size will be varied

during the rcp and nucp transfer tm The TCP/IP window size controls the amount of data

permitted to be transferred between TCP acknowlegments. Numerous tests will be run

varing each of the four parameters to determine what combination of values provides the

optimum throughput performance and what weight each parameter has on the changes. The

baseline test will be the values the manufacture recommends as the default values.

F. FILE SIZES FOR BOTH TRANSFERS

In order to measure the impact of the TCP, IP and FDDI overhead during the test,

various sizes of files will be transferred. For the rcp test, the properties of the four files to

be used are shown in TABLE 1. These files range in size from 6 bytes to 17,989,936 bytes.

The amount of overhead during the transfers can be estimated as follows:

For the nncp test, the amounts of data to be transferred is shown is TABLE 2. The

amounts of data to be transferred is obtained by specifying the length of a buffer to be

transferred and the number of buffers. As an example, if 2048 buffers of length 8192 bytes

36



are transferred, then a total of 16,777,216 bytes of data are being transferred. The

combinations listed in TABLE 2 give a range from 4,194.304 bytes to 2.684354e+08 bytes

being transferred.

TABLE 1: RCP FILE SIZES AND ASS)CIATED OVERHEAD
Pile Size Tomid Overheadl I

Iluse (17.989.936 bytes) 1.37%

Ire (1314.923 byte) 1.37%
sedium (48,072 bytes) 1.42%iTy (6 byws) 90.9%

In order to make it easier to reference which file size has been used in the various test,

the files will be referred to as File A through File H with File A being the smallest file,

4,194,304 bytes, and File H being the largest file, 268,435,400 bytes. The rest of the files

are in order of size from the smallest file to the largest file.

TABLE 2: FILES (DATA SIZES) FOR NTTCP TEST

keoth of Buffers 8192 b63 6S53U bytes
(Fuls A -D) (Fla E 4-)

Number of Buffers
512 4194304 bytes 33554432 bytes

1024 838860b 671M byt
2048 16777216 bytes 1.32177e+0 byte
4096 ! 33554432 bytes 2.613540+(X bytes

G. SYSTEM CONFIGURATIONS FOR ALL TESTS

As described in the previous sections, various tunable parameters and file sizes will be

used during this investigation. In order to obtain reliable results, numerous test must be

conducted to achieve a comfortable confidence level. Unfortunately, it is not practicable to

perform all the test runs necessary to test all combinations possible let alone run enough

iterations of each test to obtain the desired confidence level in the results.

As an example, just running the various combinations of tests described earlier with

the nttcp program, there were 576 measured data transfers during a single run. One such
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test took a combined total of 3 hours and 15 minutes to run. During initial runs of the nucT)

program. the TCP/IP window size was varied in 4 k increments. It was determined that

there was little difference between the individual transfer rates of 4 k window sizes.

Therefore, follow-on test were run at intervals of M k window sizes. This change reduced

the run times from over 6 hours to just over 3 hours with little to no loss of usable results.

As noted earlier, there are other tunable parameters which can be modified by using

the set command in the /etc/system file. Once again, it is not possible to test all possible

combinations of parameters. As an example, if we start with the 576 measured data

transfers which took over 6 hours with a 4 k TCP/IP window size increment, then test the

"TTRT parameter at 5 ms increments (33 tests), then the sbf num-llc-rx buffers at 4 k

increments (15 test), then the sbf_num_smtrx buffers at 4 k increments (15 tests) and

assume that we would like a confidence level which requires 50 runs of each test, we would

have a total of 33*15*15*50 = 371250 tests needed to reach any conclusions. If each test

took over six hours to conduct, it would take a total of 2,227,500 hours or 92,812.5 days

just to finish conducting the tests.

In his book [JAIN91], .Raj Jain discusses this dilemma of having too many variables

to consider. The solution is to first get a gross picture of the impact of changing selective

parameters. Once a parameter's impact on performance has been determined, then more

thorough testing can be conducted by adjusting the correct parameters to obtain the desired

confidence level. An example of this method in practice is changing from 4 k intervals in

the TCP/IP window size to 8 k windows sizes.

In addition to the tunable parameters already discussed, this investigation is looking

into the impact of the workstations running in multiprocessor modes and using a recently

developed operating system, Solaris 2.3. This now doubles the required testing! First, tests

will be conducted in the two processor configuration. Then, each Sun SPARCstation will

be tested with only a single process, but still running Solaris. Once again, it is not possible

to test all possible tunable parameters especially in both hardware configurations. Once a

pattern has been established in the single processor configuration, follow-on tests in the
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multi-processor hardware configuration will be focused to limit the scope of tests to

changing those parameters which produce the best results.

H. PARAMETER BASELINE

First, a baseline condition must be established before any changes are made to the

system. This baseline will be with the following parameter values shown in TABLE 3. This

table pertains more to the parameter settings in the nttcp and rcp test than the Neal Nelson

Benchmark test. The first parameter, NFS asynchthreads, has an impact on all three test.

The other three parameters only impact the results of the nttcp and rcp test. No changes will

be made to the workstations other than the changes to the tunable parameters listed below.

Stored with the results of each nttcp and rcp test run is a README file with the below

parameters and their values for that test.

While the below parameters are changed for the nttcp and rcp test, the TCP/IP window

size will also be varied. The TCP/IP window size is not listed below in TABLE 3 as a

tunable parameter. It is being treated differently due to the method it is varied during the

test transfers. The nrtcp program will be varying the TCP/IP window size during the test

whereas the below listed tunable parameters must be changed by rebooting the

workstations in-between the various tests.

TABLE 3: DEFAULT PARAMETERS USED FOR ALL THREE TEST

I_ _ _ _ _ _ _111 t ri l _ _pl 11 f am .. jkr 11j_ _ _= t
Neal Nelson 8 &am 48K 4352
Benchmrnk

NVTCP S Sms 48K 4352
RCP a &Ms 48K 4352

Below is a review of the parameter descriptions:

sbf nuMllcrx /* For LLC network traffic. Number of 4k receive buffers
/* maximum is 64 4k buffers

sbf mm /* Maximum protocol packet size, default is 4352 bytes
t..req /* Token holding time, default is 8ms
nfsasynch_threads I* For NFS service. Number of threads alloted. Default is 8
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The results of the initial nttcp baseline test during the single processor test are shown

below in TABLE 4. The results shown in this table are the averaged results obtained from

running this test for six runs. The first column shows the TCP/IP window size used during

the test. The next 8 columns which are labeled File A through File H. show the averaged

measured throughput in Mbps achieved during this test run.

TABLE 4: TEST RESULTS IN SINGLE PROCESSOR MODE

Window Sze FileA Fle B File C I M 5W ME Fl eF 'FleG FileH
(K bytes) Mbps Mbps Mbps Mbps Mbps Mbps Mbps Mblp

4 32.77 38.23 40.05 36.06 32.46 31.92 31.31 31.96

12 118.33 29.13 32.77 30.9 24.63 25.42 24.93 26.21
20 32."7 43.69 41.57 40.57 40.57 40.33 40.62 39.J6
28 32."7 49.15 38.23 42.65 40.57 40.89 41.67 41.81

36 32.77 43.69 38.23 43.69 41.61 40.89 41.67 42.38

44 32."7 49.15 38.23 42.65 40.57 39.43 42.26 42.09

52 76.96 49.15 38.23 41.61 38.75 37.93 39.35 36.15
60 32.77 43.69 38.23 41.61 33.72 34.37 30.09 30.60
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V. TEST RESULTS AND ANALYSIS

In this chapter, the results from the three tests discussed in Chapter IV will be

presented. First, the results from the Neal Nelson Benchmark tests will be presented. These

results will show that the newer, faster 501V-lz processors should outperform the older

40MHz processors. Next, the results from the New Test TCP (nttcp) network throughput

tests will be presented. These results will show under what conditions the highest

throughput can be achieved and what throughput bottlenecks exists. Last, the results from

the rcp transfer tests will be presented. These results will help to identify bottlenecks within

the workstation as a whole. The nttcp tests directly access the TCP/IP layer and d- -ot

provide a true measure of all the overhead present in distributed processing.

A. NEAL NELSON BENCHMARK

The Neal Nelson Benchmark is the tool being used to measure the capabilities of the

workstations and the operating systems being tested. It is important to verify that the

har, ware we believe will perform faster has been verified to perform faster.

To begin with, two system disks were configured with the Solaris 2.3 operating system

and one system disk was configured with the SunOS 4.1.3 operating system. A three

gigabyte disk was partitioned and half of it made into a Unix file system, leaving the other

half as a raw disk partition. The source code for the benchmark was obtained, installed, and

compiled under Solaris 2.3 and SunOS 4.1.3 with the default tuning parameters.

The benchmark was started in the background and took approximately 20 hours to run

under each of the following four hardware configurations: Gold with two 50HMz

processors and White with two 40MHz processors, each running Solaris 2.3; Gold with one

50MHz processor running Solaris 2.3; Gold with one 50MHz processor running SunOS

4.1.3. Solaris 2.3 is Sun Microsystem's new operating system based on AT&T System V

unix while SunOS 4.1.3 is based on Berkley's unix.
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Once the benchmark testing was completed, the results were collected and

electronically mailed to Neal Nelson & Associates, where the test reports were generated.

The results from the three different configurations discussed below are listed in Appendix

C with approval from Neal Nelson & Associates.

1. G'old Versus White, Two Processors and Solaris 2.3

In group I tests, which are intended to approximate the processing activities of

five types of users, Gold consistently performed the tasks approximately 20 percent faster

than White.
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Figure 16: Gold Versus White, Two Processors

In group 2 tests, which are designed to perform various types of calculation tasks

and thereby profile the performance of the computer's calculation subsystem, Gold

continued to perform the tasks approximately 20 percent faster than White.
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In group 3 tests, which performed a series of disk input and output functions to

profile the performance of the disk subsystem, the results were mixed, but Gold still

outperformed White on the average. These results varied from Gold outperforming White

an average of 20 percent, to times when White outperformed Gold.

In Figure 16 on page 42 are the graphical results of Test 1, Simulated Office

Automation Workload. Gold, with two 50MHz processors running Solaris 2.3. clearly took

less time to perform the test than White with two 40MHz processors running Solaris 2.3

except at a load of 11. Once again, a load can signify either several light users or a single

heavy user. As the loads increase you have either more light users or multiple heavy users.
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Figure 17: Gold One Processor Versus Gold Two Processors

2. Gold One Processor Versus Gold Two Processors and Solaris 2.3

In group I tests, the two processor configuration consistently outperformed the

single processor configuration by 80 to 90 percent.
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In group 2 tests, the two processor configuration continued to outperform the

single processor configuration by 80 to 90 percent in all areas but one. In test 14.

Semaphores. Shared Memory and Context Switch, the two processor configuration only

outperformed the single processor configuration by 5 to 7 percent.

In group 3 tests, the results were once again mixed. The two processor

configuration outperformed the single processor configuration in all tests but three by 50

percent. In test 19, 1024 byte Sequential Writes from Unix File(s) and test 21. 3192 byte

Sequential Writes to Unix File(s), the single processor outperformed the two processor

configuration by an average of over 200 percent. In test 30, 8192 byte Sequential Writes

then 'sync', the single processor configuration outperformed the two processor

configuration by approximately 20 percent.

In Figure 17 on page 43 are the graphical results of Test 1, Simulated Office

Automation Workload. Gold with one 50MHz processor running Solaris 2.3 clearly took

more time to perform the test than Gold with two 50MHz processors running Solaris 2.3.

3. Gold With One Processor, Solaris 2.3 Versus SunOS 4.1.3

In group 1 tests, the results were once again varied. SunOS 4.1.3 outperformed

Solaris 2.3 in 4 of the 5 tests at the higher load levels by 3 to 4 percent. Solaris 2.3

outperformed SunOS 4.1.3 in two of the test at the lighter load levels by 3 to 4 percent.

In group 2 test, the results were more consistently in favor of SunOS 4.1.3. In 7

of the 12 test, SunOS 4.1.3 outperformed Solaris 2.3 by 4 to 5 percent. In test 13, Math

Library Functions, SunOS 4.1.3 outperformed Solaris 2.3 by an average of 40 percent.

Solaris 2.3 only outperformed SunOS 4.1.3 in three of the test areas. Two of the areas the

percent was once again, only by 2 to 3 percent. In test 17, Increasing Depth of Function

Calls, Solaris 2.3 outperformed SunOS 4.1.3 by an average of 40 to 50 percent.

In group 3 tests, the results were once again varied. In 6 of the tests, SunOS 4.1.3

outperformed Solaris 2.3 by anywhere from 15 to over 500 percent. In seven of the tests,

Solaris 2.3 outperformed SunOS by anywhere from 100 to over 400 percent. Once again
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though, it appears that SunOS 4.1.3 came out slightly ahead in the high load area over

Solaris 2.3

Below in Figure 18 are the graphical results of Test 1, Simulated Office

Automation Workload. Gold with one 50MHz processor running SunOS 4.1.3 slightly beat

out Gold with one 50MHz processor running Solaris 2.3 at the higher loads.
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Figure 18: Gold, One Processor, SunOS 4.1.3 Versus Solaris 2.3

B. NEW TEST TRANSMISSION CONTROL PROTOCOL

As discussed in Chapter IV, the file sizes used during the test runs with New Test TCP

(ntcp) are shown below in TABLE 5. The files are created by specifying the length of the

buffer to be created and the number of buffers to be sent. The files will be referred to as File

A through File H with File A being the smallest file. 4,194,304 bytes, and File H being the
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largest file. 268,4354O() bytes. The rest of the files are in order of size from the smallest

file to the largest file.

TABLE 5: FILES (DATA SIZES) FOR NTTCP TEST

leegtb of Buffers- 8192 bytes 6536 bytes
(Files A - D) (Files E -H)

Number of Buffers

512 A 419434 bytes F__E E 3355_32yt_

1024 I B 8388608 bytes E F 67108864 bytes

2048 C 167216byes G 1.342177e +bytes
4096 5 D 3355432 bytes H 2.684354e+08 bytes

After conducting several test runs and observing the results, it became obvious that

some smaller file sizes were not large enough to obtain accurate results. Whenever data is

transferred using the nttcp program, the actual CPU time is the time used for calculating the

throughput. If the CPU time used is too small, less than 0.1 seconds, the results become

unreliable. An example of an unreliable transfer rate is given below in Figure 19. The

reason for the inaccurate throughput result is the small amount of CPU time taken during

this data transfer.

Transfers using the number of buffers = 512 and the length of buffer = 8192 were the

only ones which had the unreliable transfer rates. There were typically only one or two

transfer rates in each test which were unreliable. However, the window size was not always

the same at which the unreliable transfer rate occurred. Therefore, the results of File A

transfers were not used in this analysis.

ttcp-r, nbuf=512, buflen=8192, portu2001
send window size = 12288
receive window size = 12288
ttcp-r. 4194304 bytes in 0.06 real seconds = 68266.67 KB/sec = 546.1333 Mb/s

Figure 19: NTTCP Output for File Size of 4194304 Bytes

46



1. Single Processor Results

The first 32 test were run while Gold and White were set up in a single-processor

configuration running Solaris 2.3. These 32 test represent a small subset of all possible

tunable parameter combinations. The primary focus of this first set of test was to determine

the effect of modifying the TCP/IP window size, the nfsasyncthreads and the treq

parameters. Additionally, tests were conducted transferring data from White to Gold, Gold

to White and both ways simultaneously. The 32 tests and the values of the tunable

parameters are listed in TABLE 36, Appendix D.

The data gathered in the above 32 tests was analyzed using multiple linear

regression analysis according to the model y - PA. P+,•+ 02x2 + ... + Px. + E which relates the

behavior of a dependent variable y to a linear function of the set of independent variables

x1, X2, ... xm. The Ps are the parameters that specify the nature of the relationship, and t is

the random error term. The dependent variable y in this model is throughput. Refer to

Figure 20 on page 49 under the bold face number 12 for the list of P3s used in this model.

The tool used to produce the multiple linear regression analysis is Statistical

Analysis System (SAS). The SAS tool is used to assist data analysts in analyzing data using

regression analysis. Below in Figure 20 is an analysis of data throughput between White

and Gold in the single processor configuration using the results from tests I - 32. Below is

a description of the output from SAS as explained in [SAS191]. The bold face numbers

have been added to aid in a description of the output.

1. The name of the dependent variable is THRUPUT.

2. The degrees of freedom (DF) associated with the sums of squares (SS).

3. The Regression SS (called Model SS) is 61279.61308, and the Residual SS

(called ERROR SS) is 65217.01718. The sum of these two sums of squares is the C TOTAL

(corrected total) SS = 126496.63026. This illustrates the basic identity in regression

analysis that TOTAL SS = MODEL SS + ERROR SS. Usually, a good model results in the

MODEL SS being a large fraction of the C TOTAL SS.
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4. The corresponding Mean Squares are the Sum of Squares divided by the

respective DF. The MS for ERROR (MSE) is an unbiased estimate of a2. provided the

model is correctly specified.

5. The value of the F statistic. 239.470, is the ratio of the MODEL Mean Square

divided by the ERROR Mean Square. It is used to test the hypothesis that all coefficients

in the model, except the intercept are 0. In this case, this hypothesis is:

Ho: p,- P2- P3 - P4- P5

6. The p value (Prob>F) of 0.0001 indicates that some of the p, are not equal to 0.

7. Root MSE = 6.04621 is the square root of the ERROR MS and estimates the

error standard deviation.

8. Dep Mean = 30.21891 is simply the average of the values of the variable

THRUPUT over all observations in the data set.

9. C.V. = 20.00803 is the coefficient of variation expressed as a percentage. This

measure of relative variation is the ratio of Root MSE to Dep Mean, multiplied by 100.

10. R-SQUARE = 0.4844 shows that a large portion of the variation in

THRUPUT m- be explained by variation in the independent variables in the model.

11. ADJ R-SQ is an alternative R-SQUARE and is an alternative to R-SQUARE

that is adjusted for the number of parameters in the model according to the formula

ADJ R-SQ = 1 - (1 - R-SQUARIE)((n - l)/(n - m - 1))

where n is the number of observations in the data set and m is the number of

regression parameters in the model, excluding the intercept. This adjustment is used to

overcome an objection to R-SQUARE as a measure of goodness of fit of the model. This

objection stems from the fact that R-SQUARE can be driven to I simply by adding

superfluous variables to the model with no real improvement in fit. This is not the case with

ADJ R-SQ, which tends to stabilize to a certain value when an adequate set of variables is

include in the model.
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Mode: SINGLE PP LC)SSOR MODEL
Dependent Variablt. THIRUPUT

1

Analysis of Variance

3 4
2 Sum of Mean 5 6

Source DF Squares .Square F Value Prob>F

Model 7 61279.61308 8754.23044 239.470 0.0001
Error 1784 65217.01718 36.55662
C Total 1791 126496.63026

7 Root MSE 6.0462 10 R-square 0.4844
8 Dep Mean 30.21891 11 Adj R-sq 0.4824
9 C.V. 20.00803

Parameter Estimates

13 14 15
12 Parameter Standard T for HO: 16

Variable DF Estimate Error Parameter=0 Prob>MlT

INTERCEP 1 27.673306 0.68625789 40.325 0.0001
SINGLE 1 8.620893 0.28565645 30.179 0.0001
WHITRAN 1 5.140603 0.28565645 17.996 0.0001
NUMBUFF 1 -0.000246 0.00010718 -2.295 0.0219
LENBUFF 1 -0.000107 0.00000511 -20.927 0.0001
WINDSIZE 1 0.008507 0.00779192 1.092 0.2751
TTRT 1 0.016060 0.01864409 0.861 0.3891
THREADS 1 0.008069 0.03570706 0.226 0.8212

Figure 20: SAS Analysis of Single Processor Transfers

12. The labels INTERCEP, SINGLE, WHITRAN, NUMBUFF, LENBUFF.

WINDSIZE, TTRT and THREADS identify the coefficient estimates. The parameter

SINGLE is used to show if the transfers were just between one workstation at a time, or if

both White and Gold were transmitting at the same time. The parameter WHITRAN is used

to show if White is transmitting or if Gold is transmitting: The other parameters were

previously describ .a Chapter IV, Test Design Plan.
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13. The Parameter Estimates give the fitted model

THRUPUT = 27.673306 + 8.620893(SINGLE) + 5. 140603(WHITRAN)
- 0.000246(NUMBUFF) - 0.000107(LENBUFF)
+ 0.008507(WINDSIZE) + 0.016060(IRT) + 0.008069(THREADS)

Thus, for example, a window size of I k contributes 0.008507 to the throughput of

data if all other parameters are held fixed. If the window size is 45k, then it contributes

0.382815 if all other parameters are held fixed.

14. These are the (estimated) standard errors of the parameter estimates and are

useful for constructing confidence intervals for the parameters.

15. The t tests (T for HO: Parameter = 0) are used for testing hypotheses about

individual parameters. The complete model for all of these t tests contains all the variables

on the right side of the MODEL statement. The reduced model for a particular test contains

all these variables except the one being tested. Thus, the t statistic = 0.008507(WINDSIZE)

for testing the hypothesis Ho: p= o is actually testing whether the complete model

containing NUMBUFF, LENBUFF, WINDSIZE, TrRT and THREADS fits better than

the reduced model containing only NUMBUFF, LENBUFF, TTRT and THREADS.

16. Thep value (Prob > M) for this test isp = 0.0001.

As shown in Figure 20 under item 16, Prob<M, the parameters NUMBUFF,

WINDSIZE, TfRT and THREADS had the least impact on THRUPUT in this model. This

shows up as the higher the Prob<Mi of the independent variable, the less impact it has on

the dependent variable being modeled. Included in this model was the system transferring

the data (WHITRAN) and whether it was a one way transfer or two way transfer (SINGLE).

Therefore, the tunable parameters are competing with the fact that a 40MHz workstation is

being compared to a 50MHz workstation and whether or not another station is competing

for the token to transfer data.

The end result in this model is that the independent variable SINGLE has the most

impact on THRUPUT and WHFIRAN has the next largest impact on THRUPUT. This

shows that competition for the token has more impact on throughput than tuning the
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system. However, there is still a performance gain to be realized with tuning the system for

better throughput. In Figure 21 is a graphic comparison of the I st Test with the 29th Test.

As a reminder, the I st Test is using the default parameters and the 29th Test is using the

following parameter settings: treq = 25ms; nfsasync_threads = 16; sbfnum nlc rx = 48.

42
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Figure 21: Single Processor, File D Transfer From White to Gold

2. Two Processor Results

The second set of test were run while Gold and White were set up in a two-

processor configuration running Solaris 2.3. These 48 tests represent a small subset of all

possible tunable parameter combinations. The primary focus of this set of test was to

determine the effect of modifying the TCP/IP window size, the nfs.async.threads, trreq,

sbfnum_lic-rx and the sbf mt parameters.The 48 test and the values of the tunable

parameters are listed in TABLE 71, Appendix E.
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The primary difference between this set of tests and the single processor test is

that all transfers were made from White to Gold. To have also included transfers from Gold

to White in this set of test would have doubled the number of transfers to 96 tests.

Originally it was thought that by increasing the number of parameters being observed the

R-square value would also have increased. The intention here was to account for more of

the factors which impact the dependent variable THRUPUT.

Mode:TWO PROCESSOR MODEL

Dependent Variable: THRUPUT

Analysis of Variance

Sum of Mean
Source DF Squares Square F Value Prob>F

Model 7 66901.88212 9557.41173 68.151 0.0001
Error 2680 375842.31356 140.23967
C Total 2687 442744.19568

Root MSE 11.84228 R-square 0.1511
Dep Mean 40.72729 Adj R-sq 0.1489
C.V. 29.07702

Parameter Estimates

Parameter Standard T for HO:
Variable DF. Estimate Error Parameter-0 Prob>M

[NTERCEP 1 -91.980251 12.35679655 -7.444 0.0001
NUMBUFF 1 -0.000068737 0.00017141 -0.401 0.6884
LENBUFF 1 -0.000062619 0.00000817 -7.664 0.0001
WINDSIZE 1 -0.019754 0.01246095 -1.585 0.1130
TTRT 1 -0.024980 0.02981591 -0.838 0.4022
THREADS 1 -0.034226 0.05710325 -0.599 0.5490
LLC 1 0.643378 0.03496846 18.399 0.0001
MTU 1 0.024786 0.00285516 8.681 0.0001

Figure 22: SAS Analysis of Two Processor Transfers
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As shown in Figure 22 on page 52, the R-square value decreased considerably

between the single processor test and the dual processor test. As it will be shown later on,

the cause for this decrease was the removal of the largest impact on throughput, competing

with other stations for the token. Another indicator of the lack of confidence in the data

being modeled is the large Standard Error for the independent variable MNTERCEP. In the

single processor model INTERCEP had a value of 0.68625789. In the dual processor

model, the error has increased to 12.35679655.

The independent variables, NUMBUFF, THREADS and TTRT continued to have

the least amount of impact on the dependent variable THRUPUT as indicated by their low

Prob>m values. The independent variables with the largest impact were LENBUFF, LLC

and MTU.

3. One And Two Processor Results

In the final analysis of both one aind two processor tests, some additional facts

need to be presented. There were a total of 4,480 throughputs measured in this analysis.

There were 896 measurements in the one processor configuration and 2688 measurements

in the two processor configuration. These are averaged measurements taken from the six

runs in each 32 + 48 = 80 tests. Also, there were 896 measurements where both Gold and

White were transmitting at the same time and 2688 measurements where only one station

was transmitting.

When the model was first run including all the data from the one and two

processor tests the R-square value was only 0.3559. This was higher than in the two

processor model but lower than in the one processor model. A scatter plot was made of the

various parameters to determine where there might be some problems with individual

parameters. The most obvious problem was seen with the large variation of throughput with

the parameter window size. At both the high end and the low end, the plot of window size

versus throughput was not linear. By restricting the analysis of data to window sizes less
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than 50k and greater than 16k the R-square value increased to 0.6600. This reduced the

number of measured observations from 4.480 throughputs to 2.240 measured throughputs.

Mode: ONE & TWO PROCESSOR MODEL

Dependent Variable: THRUPUT

Analysis of Variance

Sum of Mean
Source DF Squares Square F Value Prob>F

Model 10 179959.58511 17995.95851 432.681 0.0001
Error 2229 92708.03657 41.59176
C Total 2239 272667.62168

Root MSE 6.44917 R-square 0.6600
Dep Mean 42.53933 Adj R-sq 0.6585
C.V. 15.16048

Parameter Estimates

Parameter Standard T for HO:
Variable DF Estimate Error Parameter=0 Prob>m

INTERCEP 1 -70.427345 9.87019489 -7.135 0.0001
SINGLE 1 9.928996 0.43090313 23.042 0.0001
WHTRAN 1 3.652165 0.43090313 8.476 0.0001
NUMBUFF 1 -0.000052070 0.00010226 -0.509 0.6107
LENBUFF 1 -0.000047372 0.00000487 -9.719 0.0001
WINDSIZE 1 -0.200113 0.01523473 -13.135 0.0001
TTRT -0.012831 0.01778717 -0.721 0.4708
THREADS 1 -0.039099 0.03406588 -1.148 0.2512
LLC 1 0.583336 0.02693145 21.660 0.0001
MTU 1 0.015782 0.00219894 7.177 0.0001
SD 1 9.535964 0.44849820 21.262 0.0001

Figure 23: SAS Analysis of Single and Two Processor Transfers

The results of the one and two processor analysis are above in Figure 23. One new

independent variable, SD is used to model whether the transfer comes from the one

processor tests or the two processor tests. Just as before, the independent variables
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NUMBUFF, TTRT, and THREADS have the least amount of impact on THRUPUT. With

the removal of the window si,.es noted above, WINDSIZE now carries more weight in this

model. The largest impact on THRUPUT in order of impact is caused by the variables

SINGLE, SD, LLC and WINDSIZE. This statement will be covered in more detail later.

This indicates once again that processor power has the largest impact on throughput. A

graphical model of the difference is below in Figure 24. In this figure are plots of

throughput from identical parameter configurations, but one is from a two processor run

and the other is from a one processor run.
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Figure 24: White Single Processor vrs White Two Processors

Another useful result which can be determined from the analysis of the one and

two processor tests is a predicted throughput. Below in Figure 25 are SAS predictions of

THRUPUT based on the 2,240 measured throughputs used in this analysis. To achieve the

minimum predicted throughput, the following test was run using the parameter settings
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indicated in Figure 25. Data was transferred from Gold to White and White to Gold

simultaneously. The results were taken from Gold with NUMBUFF = 4096, LENBUFF =

65536, W[NDSIZE = 44, TTRT = 25, THREADS = 16. LLC = 40 and MTU = 4192. The

results are below in TABLE 6.

The SAS predictions for the minimum predicted throughput was for a rate of

15.5302 Mbps. As shown in TABLE 6 the results from the actual tests was an average of

15.1463 Mbps and an mean of 15.0454 Mbps. Since the data used in the model was

averaged data instead of mean data, the averaged achieved rate is the more accurate

throughput rate to use. The SAS predictions for the maximum predicted throughput was for

a rate of 58.7810 Mbps. As shown in TABLE 6 the results from the actual tests was an

average of 60.07 Mbps and an mean of 65.5360 Mbps. In both cases the average throughput

measured was very close to the predicted throughput. This shows that the SAS model was

very accurate

W
W N L I T T

S H U E N H H
I I M N D R R
N T B B S T E U

0 G R U U I T A L M S P
B L A F F Z R D L T D U
S E N F F E T S C U T

1 1 1 1024 8192 20 5 8 56 4352 2 58.7544
2 0 0 4096 65536 44 25 16 40 4192 1 15.5302

Figure 25: SAS Throughput Prediction

TABLE 6: RESULTS OF SAS PREDICTIONS

PREDICTION RUNI IRUN 1 RUNI RUN4 IRUNS 11 RU __ IAVG MEA

HIGH 32.7680 65530 655360 65.53606553W j 65.5360 = 60.07 j 65.5360

56



The following formula relates the behavior of the dependent variable THRUPUT

to a linear function of the set of independent variables SINGLE, WHITRAN, NUMBUFF,

LENBUFF, WINDSIZE, TIRT, THREADS, LLC, MTU and SD. These are the values

calculated in the One and Two Processor Model, Figure 23 on page 54.

THRUPUT = -70.427345 + 9.928996(SINGLE) + 3.652165(WHITRAN)
- 0.000052070(NUMigUFF) - 0.000047372(LENBUFF)
- 0.200113 (WINDSIZE) - 0.01283 1(TTRT) - 0.039099(THREADS)
+ 0.583336(LLC) + 0.015782(MTU) + 9.535964(SD)

When the minimum and maximum throughput was predicted above in Figure 25

on page 56, it was simply a matter of inserting the largest parameter value in the above

formula the parameter estimate is positive and the smallest parameter value if the

parameter estimate is negative. This resulted in the maximum predicted throughput. For the

minimum predicted throughput, the largest parameter value is used if the parameter

estimate is negative and the smallest parameter value if the parameter estimate is positive.

Below are the formulas for minimum and maximum throughput with the

parameter estimates and parameter values multiplied together.

Maximum Throughput:

58.7544 = -70.427345 + 9.928996 + 3.652165 - 0.05331968 - 0.38807142 - 4.00226
- 0.064155 - 0.312792 + 32.666816 + 68.683264 + 19.071928

Minimum Throughput

15.5302 = -70.42734 + 0 + 0 - 0.21327872 - 3.1045714 - 8.804972 - 0.320775
- 0.625584 + 23.33344 + 66.158144 + 9.535964

Once the minimum and maximum throughputs were computed, the relative value

of each parameter was calculated by subtracting the parameter's minimum value from it's

maximum value. Below in Figure 26 are the results from this calculation. The value from

the maximum calculation is fisted, then the value from the minimum value is listed and
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finally the difference is listed. It is this difference which shows the impact each parameter

has on the end throughput. The higher the difference is, the more weight that parameter

carries in determining the maximum throughput.

W
W N L I T

S H U E N H
I I M N D. R
N T B B S T E
G R U U I T A L M S
L A F F Z R D L T D
E N F F E T S C U

MAX: 9.92 3.65 -0.05 -0.38 -4.00 -0.06 -0.31 32.66 68.68 19.07
MIN: 0 0 -0.21 -3.10 -8.80 -0.32 -0.62 23.33 66.15 9.53
DIFF: 9.92 3.65 0.16 2.72 4.8 0.26 0.31 9.33 2.53 9.54

Figure 26: Relative Importance of Each nttcp Parameter

The results listed above show that the following parameters, in order of

importance, have the most impact on throughput using the current model:

"• If the data was only being transferred from one workstation to another or if
both workstations were transferring data to each other simultaneously.

"• Whether the workstation had one or two processors
"• The number of 4K receive buffers allotted for receiving data.
"• The number of TCP/IP windows available for sending data.

Since the TCP/IP window size was limited in the above model to a range of 20k to 44k,

this parameter showed up having less of an impact than it really has. As an example, in

TABLE 72 on page 120 of Appendix E, the throughput rate for File C is 32.77 Mbps for a

window size of 4k and 58.25 Mbps for a window size of 44k. That means the throughput

rate at a 4k window size is only 56 percent the rate of the 44k window size. In this case, the

window size has the largest impact on throughput performance. Unfortunately though, the

results at the lower and higher window sizes were not consistent in all cases and the data

was removed from the analysis. In most cases though, the difference in throughput
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performance between a TCP/[P window size of 4k and a window size of greater than 20k

is more significant than any other factor considered in this investigation.

Based on the visual inspection of the results from both the one processor tests and

the two processor tests, below is a revised list in order of importance the parameters having

the most impact on throughput:

"* The number of TCP/IP windows available for sending data.

"* If the data was only being transferred from one workstation to another or if
both workstations were transferring data to each other simultaneously.

"* Whether the workstation had one or two processors

"* The number of 4K receive buffers allotted for receiving data.

Another parameter which showed unexpected results is the WHITRAN

parameter. This parameter is used to track any differences in throughput between

transmitting data from White to Gold, or from Gold to White. The result in Figure 25 on

page 56 indicates that transmitting data from White to Gold was faster than transmitting

data from Gold to White. In the first 32 one processor tests, White had one 40MHz

processor and Gold had one 50MHz processor. In the second 48 tests, White had two

4OMHz processors and Gold had two 50MHz processors. Based on the Neal Nelson

Benchmark tests, Gold should be capable of transferring data faster than White.

Several additional tests were conducted to determine why White was able to

transmit data at a higher throughput than Gold. First, the FDDI cards were swapped to see

if the FDDI card in Gold was causing the problem. The results of these tests are in TABLE

69 on page 117 and TABLE 70 on page 118. There was not any noticeable difference in

throughput rates with the boards swapped. Next, the two 50MHz processors were placed in

White and the two 40MHz processors were placed in Gold. The results of these tests are in

TABLE 121 and TABLE 122 on page 137. As shown in Figure 27. even when both

transmitting systems had two 50MHz processors and both receiving systems had 40MHz

processors, White still had a higher throughput rate with File C than Gold.
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Figure 27: Throughput Comparison Between White and Gold

The only other difference between White and Gold is that Gold is the srver on

the FDDI network. Since the FDDI network only had three workstations on the network,

this additional load on Gold should not be that great.

C. REMOTE COPY PROTOCOL TRANSFERS

Initially, the plan was to conduct file transfers using the rcp system call varying the

tunable parameters just as in the nttcp tests. However, it was quickly observed that there

were not any noticeable differences in measured throughput at the different parameter

settings. This was understandable with the parameters nfs..asyncthreads and treq. The

SAS model showed that these tunable parameters had little effect on throughput. However,

it was expected that there would be some different throughput rates with the TCP/IP

window size, Uc and mtu parameters varied.
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Thc reason why the these parameters did not have an impact was that rcp does small

size readO's and writeo's, so the syscall overhead dominates over the time spent in the

kernel in TCP. If an application wants optimum bulk data throughput, it should increase the

receive buffering, and also do moderately large reado's and writeo's so that the syscall

overhead does not dominate. Also, rcp has to go through a complete login, exec of the

user's shell, and run through the user's ".cshrc" or ".profile" on the server side before it

begins transferring any data. If the data transfer is not really huge, the time spent logging

in will be much greater than the time spent transferring the data.

Knowing that the largest impact on throughput based on the SAS modeled data is TCP/

IP window size, processor power and whether or not another station is also transmitting,

four different transfer tests were conducted with each of the four file sizes. As shown below

in TABLE 7 and TABLE 8 on page 62, tests were conducted in the one processor

configuration and the two processor configuration while transferring files one-way and

two-way (between White and Gold simultaneously).

TABLE 7: RCP ONE PROCESSOR TRANSFER RESULTS

T Y MEDIUM LARGE II HUGE
(6 bytes U(48,07 bytes) (1.314,23 bytes) (17,"969936 bytes)

ONE-WAY TRANSFER
White to Gold

TO:/FILE-NAME .000032 Mbp .25 Mbps 4.91 Mbps 13.20 Mbps

ITO:/DEV/NULL .000032 Mbps .25 Mbps 5.85 Mbps 26.41 Mbps

TWr(- WAY TRANSFERS

Wthte to Goad & Gold to White

TO- /FILF N -ME .000027 Mblx .23 Mb j 4A7 Mbps 11.49 Mbps
0T: /DEV/NULL .000027 Mbps .22 Mbp I 4.73 Mbps 16.72 Mbps

Also, files were transferred from disk to disk and from disk to /dev/null. This second

transfer method does not result in a disk write at the destination workstation. The device

driver, /dev/null, is used to dispose of files without needing to delete them. Files can be sent

to /dev/null and this device driver accepts the data without writing them to disk.
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The largest impact seen in this set of tests was the file size. The lowest throughput rate

was observed when transferring the smallest file, TINY. This file has an associated

overhead of 90.9% when being transferred over FDDI. The highest throughput was seen

with the file HUGE. This file only had an overhead of 1.37% when transferred over FDDI.

These overhead figures include the overhead associated with the FDDI, [P and TCP

protocols. Another area with similar results as the nttcp test is whether the transfers are one-

way or two-way. When the two workstatidns have to compete for the token the throughput

drops.

TABLE 8: RCP TWO PROCESSOR TRANSFER RESULTS

TINY MEDIUM LARGE HUGEII(6 bytes (480 bytes) (1.314.23 bytes) (17.999936 bytes
09- MAY TRANSFER

White to GoldI

TO:)FILE-NAMIE .000031 Mbps .25 Mbps 4.94 Mbpb 13.54 Mbps

TO:/D)EV/NULL .000031 Mbps .25 Mbps 5.7 Mbps 28A2 Mbps

ONE-WAY TRANSFER
Gold to White

TO: )Fn.-NAME .o000029Mbps .24 Mbps 5.26 Mbps 21.66 Mbps
M:/D)EV/NULL .00002• Mbps .24 Mbps 5.81 Mbps 29.82 Mbps

TWO-WAY TRANSFERS

White to Gold & Gold to Whit

TO: /FILE-NAME .000029 Mbps .24 Mbps 4.64 Mbps 13.27 Mbps
Mo. MEVINULL .000030 Mbps .24 Mbps 5.55 Mbps 23.1SMbA

The results during the rcp tests were much lower than during the nucp tests. As an

example, on the transfer of a file size of over 17 Mbytes from Gold with two processors to

White:/dev/null, the best achieved throughput rate was 29.82 Mbps with rcp. This is only

29.82 percent of FDDI's available bandwidth and only 43.7 percent of the highest achieved

throughput using nttcp (65Mbps). When transferring the same file from Gold to White and

writing the file to disk, the transfer rate was 21.66 Mbps. This rate is only 72 percent of the

transfer rate of transferring the data to /dev/null. Below in Figure 28 on page 63 is a
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graphical plot of the transfer rates just mentioned while transferring the 17.9 Mbyte file

from Gold with two 50MHz processors to White with two 40 MHz processors.

There were two main differences between the transfer methods: First, the rcp transfers

add another layer of protocols to the transfers. The rcp protocol hands off the data to be

transferred to the TCP/IP protocol layers. This of course increases the amount of overhead

transferred. Second, using rcp to transfer the data involves reading the data from disk

before it can be transferred. Even though large amounts of data can be cached in the

SuperCache I-Mbyte external cache, this is not large enough for extremely large files being

transferred to be completely cached. During this test files were transferred 9 times and then

the median throughput rate was used for the results.
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5Transfer to disk a"
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File Size in Bytes

Figure 28: RCP File Transfers From Gold To White

The results from the rcp tests were pretty much as expected. The two processor

transfers were faster than the single processor transfers and the one-way transfers were
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faster than the two-way transfers. However, the difference in these throughput rates was not

as large as that seen with the nttcp tests. Since the additional overhead from the rcp system

call should affect the transfer rates evenly, then the only other difference is that the data

was transferred from disk instead of being generated by the CPU. The large difference in

throughput rates achieved between the two test methods would indicate that the disk access

is a very large bottle neck in throughput performance.

A quick comparison of the throughput rate observed using natcp for a file size of

16,777,216 bytes (File C) and a rcp transfer of a file size 17,989,936 bytes shows a

throughput rate of 32.77 Mbps for the nttcp transfer and a throughput rate of 28.42 Mbps

when transferred to /dev/null. Both of these tests were one-way tests from White to Gold

with both systems in the two processor configuration. In this comparison, the rcp tests had

a throughput rate which is 86.7 percent of the nttcp throughput rate. This seems to indicate

that the retrieval of the file from disk and the overhead of the rcp protocol are responsible

for 13.7 percent of the slow down in throughput when transferring files.

When comparing the transfer rate of an rcp transfer from White to a file location on

Gold with the nncp throughput rate, there is a much larger difference in throughput. The

nttcp throughput rate is still 32.77 Mbps and the throughput rate for the rcp file to file

transfer is 13.54 Mbps. Here the rcp throughput rate is 41.3 percent of the ntcp throughput

rate. This means that the time to receive and process the file at the destination workstation

accounts for 45 percent of the reduced throughput. This is the 58.7 percent reduction minus

the 13.7 percent attributed to the retrieval of the file from disk and the overhead of the rcp

protocol.

D. ANALYSIS SUMMARY

The results from the Neal Nelson Benchmark showed that the systems being

investigated were functioning as expected. The 50MHz system outperformed the 40MHz

system and the two processor system outperformed the one processor system. One
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unexpected result was that SunOS 4.1.3 slightly outperformed Solaris 2.3 in just about

every test except disk access to unix files. Solaris 2.3 was the clear winner in this area.

The nacp results were analyzed using a linear multiple regression analysis model.

Even though the throughput results were not linear, the model is believed to be accurate

enough to show the relationship between the parameters being investigated. The analysis

of this data provides the most concrete res~ults of the two throughput tests methods.

The number of workstations on an FDDI network transmitting has the largest impact

on throughput among the parameters investigated according to the one processor and two

processor models. An example of this impact is to take the SAS prediction shown in Figure

25 on page 56 and change the parameter SINGLE from its one-way value to the two-way

value. This allows SAS to predict a new throughput rate based on all the previous values

except the change just noted. The result of the new prediction shows a new throughput

prediction of 48.8254 Mbps. This is only 83.1 percent of the original throughput

predication of 58.7544 Mbps.

The power of the workstation itself is a major factor in throughput potential. This is

seen in the fact that the second largest impact on throughput in the one processor and two

processor model is whether or not the workstation had two "processors. The result of the

new one processor prediction shows a throughput predication of 49.2184 Mbps. This is

83.7 percent of the original throughput predication of 58.7544 Mbps.

Since the TCP/IP window size was limited in the model to a range of 20k to 44k. this

parameter showed up having less of an impact than it really has. In most cases though, the

difference in throughput performance between a TCP/IP window size of 4k and a window

size of greater than 20k is more significant than any other factor considered in this

investigation.

The results from the rcp tests are more of an observation of the effects of the disk drive

on throughput performance. Since both tests measure the time from start of test to receiving

the ack from TCP on the receiving workstation that the data has been received, the only
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other real differences is the rcp protocol and the fact that the data is being transferred as

files instead of being generated by the processor.

As pointed out earlier, the overhead of the rcp protocol and the time spent retrieving

the file from disk is approximately 13.7 percent of the throughput rate observed during the

nttcp throughput tests. Additionally, the overhead of processing the file at the receiving

workstation is approximately 45 percent of the throughput rate observed during the zntcp

throughput tests.

The observation made in the nttcp tests that white with only 40M-z processors could

transfer data faster than Gold with 50MHz processors was not seen again in the rcp tests.

In the rcp tests, Gold was able to transfer data at a higher throughput rate than White when

Gold had the two 50MHz processors and White had the two 40MHz processors.
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VI. CONCLUSIONS AND TOPICS FOR FUTURE RESEARCH

A. CONCLUSION

The objective of this research was to measure actual throughput between high

performance workstations over an FDDI network to determine what bottlenecks, if any,

exits between Sun Microsystem SPARC 10 multiprocessors running the Solaris 2.3 and

Network Peripheral Inc.'s (NPI) FDDI network interface cards and to evaluate

Transmission Control Protocol/Internet Protocol (TCP/IP) as a high speed transport

protocol.

At the beginning of this investigation there were miny speculations as to what

throughput rates could be achieved and what effect varying the different tunable parameters

would have on the throughput rates. It was assumed that the workstation with the 50MHz

processor would have a faster throughput rate than the workstation with the 40MHz

processors. It was also assumed that since Sun Microsystems was encouraging their users

to switch from SunOS to Solaris, that Solaris 2.3 would clearly out perform SunOS 4.1.3.

The following sections outline the conclusions drawn from these investigations:

1. Workstation Conclusions

There were four benchrn•rk tests conducted using the Neal Nelson Business

Benchmark run on the two workstations, Gold and White.

- Gold had two 50MHz processors installed and was running Solaris 2.3.
- Gold had one 50MHz processor installed and was running Solaris 2.3.
- Gold had one 50M1Hz processor installed and was running SunOS 4.1.3.
- White had two 40MHz processors installed and was running Solaris 2.3.

Three test comparisons were conducted by Neal Nelson and Associates and the

restults can be summarized as follows:

• A workstation running Solaris 2.3 with two 50MHz processors can be expected
to outperform a workstation running Solaris 2.3 with two 40MHz processors
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in most areas of performance by approximately 20 percent.

"• A workstation running Solaris 2.3 with two 50MHz processors can be expected
to outperform a workstation running Solaris 2.3 with one 50MHz processor in
most areas of performance by approximately 90 percent.

" A workstation running SunOS 4.1.3 with one 50MHz processor can be
expected to outperform a workstation running Solaris 2.3 with one 50MHz
processor in most areas of performance by approximately 2 percent.

Of the three comparisons noted above, the first two results were exp-,cted.

However, it was assumed that Sun Microsystem's release of Solaris 2.3 would result in

improved operating system performance, not a slight drop in performance. These results

were very important in the next step of the investigation. Knowing that the workstation with

two 50MHz processors should outperform the workstation with two 40MHz processors

helped isolate some unexpected results in workstation throughput.

2. Throughput Conclusions

There were two methods used in this investigation to measure throughput. First,

a public domain network throughput measurement tool, New Test TCP (nttcp), was used

in order to minimize the workstation overnead. Next, the Remote Copy Protocol (rcp)

system call was used in order to include all the overhead of daily distributed processing.

The results obtained from these two test methods were consistent with each other.

New Test TCP (ntcp): During the ntcp tests the following tunable parameters

were varied to determine their impact on throughput performance:

"• TCP/IP window size, the amount of data that can be in transient at any one time
between workstations.

"* sbfnumUc.rx, number of receive buffers (4k each) on the FDDI board
allotted for receiving data.

"• nfstasync_threads, number of asynchronous threads allotted for handling
network file system service.

"• sbf ireq, amount of time allotted for each workstation to transfer data prior to
passing on the token. This is the TrRT.

"• sbf ,mu, maximum protocol packet size.
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Additionally, the nttcp tests were run on both single processor configurations and

on two processor configurations. During this investigation the nttcp tests results showed

that the four most significant impacts on throughput and the order of impact were as

follows:

* Whether data was being transferred one-way or if both workstations were
transferring data simultaneously.

* Whether the workstation had one or two processors
* The number of 4K receive buffers allotted for receiving data.
* The size of TCP/IP window available for sending data.

One note about the TCP/IP window size. During this investigation TCP/IP

window sizes less than 20k and greater than 44k had too large of a deviation in their

throughput results to be included in the final analysis. When the all of the TCP/IP window

sizes are included, this parameter ends up having the largest impact on throughput rates.

The rest of the results retain the above order of impact on throughput.

The other tunable parameters varied during these tests had little impact on

throughput performance. Below are the rest of the factors affecting throughput in their

order of importance:

"* The length of the buffers being transmittm". IThis equates to the size of the data
being transmitted.

"* The Maximum Transmission Unit (MTU) size. This is the size of the FDDI
frames of data being transmitted.

"* The number of NFS asynchronous threads allowed for servicing network file
service.

"* The number of buffers (file size) being transmitted.

Remote Copy Protocol (rcp): During the rcp tests the tunable parameters were

varied, but there was no noticeable difference in these throughput rates. The TCP/IP

window size, which had the largest impact in the ntcp tests, did not have any noticable

impact on throughput. The reason why the TCP/IP window did not have an impact was that

rcp does small size reado's and writeo's, so the all overhead dominates over the time

spent in the kernel in TCP. If an application want., ,ptimum bulk data throughput, it should
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increase the recieve buffering, and also do moderately large reado's and writeo's so that

the syscall overhead does not dominate.

The only difference between the nncp tests and the rcp tests was the additional

overhead with the rcp disk transfers and the rcp protocol overhead. Therefore, the

conclusion can be drawn that one of these two differences accounted for the very large drop

in throughput between the nutcp tests and the rcp tests.

On the transfer of a file size of over 17 Mbytes from White with two processors

to Gold, the best achieved throughput rate was 13.54 Mbps with rcp when the transferred

data is written to disk. This is only 13.54 percent of FDDI's available bandwidth and only

41.3 percent of the highest achieved throughput using nttcp at the same TCP/IP window

size of 8k. Most of this 41.3 percent difference between rcp and nttcp can be attributed to

the rcp protocol overhead. RCP has to go through a complete login, exec of the user's shell,

and run through the user's ".cshrc" or ".profile" on the server side before it begins

transfering any data. If the data transfer is not really huge, the time spent logging in will

be much greater than the time spent transfering the data

B. TOPICS FOR FUTURE RESEARCH

Several topics for further study can be derived from this investigation. All of them are

related to either improving throughput or to explaining events which were not explained in

this thesis.

Since the nacp tests were only able to obtain a maximum throughput using TCP

transfers of 65 Mbps, 35 percent of the available bandwidth of FDDI is not being used.

What portion of this unused bandwidth is due to lack of processor power and what portion

is due to inefficiencies in the TCP/IP protocol?

This investigation primarily looked at throughput rates associated with TCP transfers,

not User Datagram Protocol (UDP) transfers. The UDP frames have a header of 8 bytes and

the TCP frames have a header of 20 bytes. Also, UDP is not a reliable transport protocol.
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How much of a throughput can be achieved using UDP and what problems occur when

using an unreliable transfer protocol?

File transfers using the rcp system call displayed a throughput rate of only 13.54 Mbps

when the transferred data is written to disk. What percentage of this bottleneck is caused

by the throughput rate on the SCSI-2 controller and what percentage is caused by other

overhead associated with file transfers?
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APPENDIX A: NTTCP PROGRAM and TEST SCRIPTS

DOIT.SH Script

#!/bmn/sh UesLsh 65536 2048

teSLsh 8192 2048
date > start tteSLsh 65536 4096
date > runl_startjime UesLsh 8192 4096

uest.sh 65536 512 date > run3_fuish_time
ttest.sh 8192 512 mkdir run3
ttest.sh 65536 1024 my *.log *.out run3/.
ttest.sh 8192 1024 mv *time run3/.
ttest.sh 65536 2048
ttest.sh 8192 2048 date > run4_start time
ttest.sh 65536 4096
ttest.sh 8192 4096 nestsh 65536 512

UesLsh 8192 512
date > runl_fnishtime aesLsh 65536 1024

ueSt.sh 8192 1024
mkdir rnl tUesLsh 65536 2048
my *.log *.out runl/. ntest.sh 8192 2048
mv *time runl/, esLash 65536 4096

ttestsh 8192 4096date > run2_.stazt~tzme

ttest.sh 65536 512 date > nm4_finkhtm

ttest.sh 8192 51E mkdir rnn4
ttest-sh 65536 1024 my *.log *.out rn4/.
ttest.sh 8192 1024 my *time run41.
test.sh 65536 2048
ttest.sh 8192 2048 date > run5_swttime
ttest.sh 65536 4096
tt.sh 8192 4096 UestLsh 65536 512

etesLsh 8192 512
date > rm2 ish..time ttsh 65536 1024

uttesjh 8192 1024
mkdir unt2 ttestsh 65536 2048

m oest.sh 8192 2048
mv *time run2/. UCSLSh 65536 4096

Weush 8192 4096
date > run3_start_tie89

ttest.sh 65536 512 date > rm5_fmish_tim

ttm.sh 8192 512 mkdir rin5
ttest.sh 65536 1024 my *.og *.out run5/.
ttest.sh 8192 1024 my *time runS/.
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date> rn6_sartunesleep 5
date9M > '6..tr tm w b1T/s' tunpl I awk 'Iprint

ttez~s 6536 12 SSIZEIOl24,S1 2 1»'> tteSLOUt
ttest-sh 8192 512 cat tunpi >> ttestjwev.Iog
ttest.sh 65536 1024 SIZE-'expr SSIEM + 9'
ttest~sh 8192 1024 done
ttest.sh 65536 2048
ttest.sh 8 192 2048 rm -f tmpI
ttest.sh 65536 4096 mv ttest out tIesLSDATALEN.SNPKTS~out
Itest.sh 8192 4096 * my ttest~tran.log

date run-futih~tie ttSL$DATALEN.$NPKTS.tran.log
date>nan6inishtimemy ttestjrev.Iog

mkdir run6 es~t.$DATALEN.$NPKTSjrecviog

my *.log *.out run6/.
my *time run6l.

date > finish

TTEST.SH Script

#!/bin/sh

# Use nttcp to test network throughput.
# Usage: ttestsh byte...per..write

number...ofwrites

DATALEN=$ 1
NPKTS=S2

#White to Gold
RECHOST= 131.120.1.2
RSH=/usr/ucb/rsh
NTTCP--ntcp

rin -f ttestout
tin -f ttest.tran.log
rnf -f ttesuecv.log

# from 4KB to 60KB windows in steps of 8KB
SIZE=_4
while test MSIZE -It 61
do

SRSH SRECHOST SN1TCP -r -w$SSE
> tmpl 2>&I1&

sleep 5
SNTTCP -t -ISDATALEN -nSNPKTS -wSSIZE

SR.ECHOST > tteSLUMi.log 2>& 1
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NT'fCP Program

* NTTCP.C

"* Test TCP connection. Makes a connection on port 2000

"* and transfers zero buffers or data copied from stdin.

"* Usable on 4.2.4.3. and 4.1a systems by defiming one of
"* BSD42 BSD43 (BSD41a)

"* Modified for opwaion uider 4.2BSD, 18 Dec 84
"* T.C. Slatery. USNA
"* Minor improvements. Mike Muuss and Terry Slatery. 16-Oct-85.

* Modified on 5 Apr 94 for openion under Solaris 2.3 based on changes
* for the TTCP.C program provided by Don Merit of ARL.
* CPT Mark Schivley, USA
*/

#ifndef lint
static char RCSid] - "@(#)SHeader :src/optt/sbinftcp/RCSjctp.c.v 1.2 1993/11/30 20: 15439
root Exp $ (BRL)";
#endif

#define BSD43
/* #ef'ne BSD42 *

/* #define BSD41a */
#include <stdio.h>
#include <ctype.h>
#include <ennoh>
#incude <sysltypes.h>
#include 'sys/sockeLh>
#include <netinesfmJh>
#include <nesdb.h>
#include <sys/time.h> /* struct timeval /
#ifdef SYSV
#include <sys/times.h>
#include <sys/paramh>

#include <sy•Iex=ci>
#endif

#ifdef SYSV
#define bcopy(s.d,1) memcpy(d. s, (sizej) 1)
#define bzro(sl) memset(s. 0. (size~j) 1)
#endif
struct sockaddrin sinme;
struct sockaddrin sinhim;
strict sockaddrin sindum:
sWuct sockaddrin frminet;
int domain, flomlen;
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int fd: /* fd of network socket/
int sendwin = 32 * 1024;
int rcvwin = 32 * 1024;
int opden = sizeof(int);
int buflen = 1024; /* length of buffer/
char *huf: /* ptr to dynamic buffer /
int nbuf= 1024: / number of buffers to send in sinkmode/
int udp = 0; / 0 = tcp. !0 = udp/
int options = 0; /0 socket options */
int one = 1. /* for 4.3 BSD style setsockopto0
short port = 2001; /* TCP port number */
char *host; ptr to name of host */
imt tMns; 0-receive. 10transmit mode /
int sinkmode = 1; P 0-normal /V0. !O=sink/source mode /
int verbose = 0O
int nodelay = 0; /* set TCP._NODELAY socket option /
int window = 0: /* Ousedefault l=set to specified size*/
stmuct hostent *addr,
exter int enno;
char Usage[] = "N

Usage: ncp -t [-options] host <inMn\
-l## length of bufs written to network (default 1024)Nn\
-s don't source a pattern to network, use stdinn\
-n# number of bufs written to network (-s only, default 1024)\n\
-p## port number to send to (default 2000Nn\
-u use UDP instead of TCPIa\

Usage: ttcp -r [-options] >out\
-l"# length of network read buf (default 1024)\n\
-s sink (discard) all data from networkSn\
-p## port number to listen at (default 2000)\n\
-B Only output full blocks. as specified in -1## (for TAR)\n\
-u use UDP instead of TCPfn\

char stats[1281]
double t; /* transmission time "
long nbytes: P bytes on net /

int b-flag = 0: /P use mreadO */
void prep-timero:
double readjimerO:
double cput. realt: 1 user. real time (seconds) /
main(argcjargv)
int argc;
char **argv;

unsigned long addr-tmp;
if (argo < 2) goto usage;
argv+-I-; argc-;
while( argc>O && argv[0j[0J ='-')
switch (argv[0]l11) f
case 13:

hjflag = 1;
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cast T:
trans - 1;
break:

case r:
vans - 0;
breAk;

case V:
options 1= SO..DEBUG:
break.

case 'i':
nbuf= aloi(&argvlOl[2]);
b mAk.

cawe T:
buflen - atoi(&argv[0(1M);

case'w':
window--I;
sendwin - 1024 * atoi(&argv[0J[2]):
rcvwut = 1024 * a"o(&argvIOM2]):.
break:

case *S.

sbnkinode = I;/* source or sink. really

case W:
port - atoi(&.ugv[O] (2);

case *u.

udp. 1;,

default
goto usage;

argv++; argc-;

iftrtans)
/*xmitr/
if (arg != 1) goto usage;
bzero((char *)&sinhim. sizeof(snhim));
hot = rargv[O]:
if (asoi(host) >0)

/* Numaic b

sinhimsin-funily - AFJN14ET;
#ifdef Cray

addr.hnp - inet-.addr(host);
sinhuim-sinuld = adt~mp;

#dSe
sinhimj*in...ads~addr - inet.addr(host):

#endf
ue If

if ((addr-gedsthsbyuzne~hos)) - NULL)
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eff("baid hosmame");
sinhim.sin-fml = addr->h...addnype:.
bcopy(addr->hjiaddr.(char*)&addruntp. addr->h-length).

#ifdef cray
sinhim~sin..addr-=addrj-mp:

#else
sinhim.sin addr.s_addr = addrjmp:

#endif cray

sinhim.sin_,.port = htons(port):
sinme-sin-.pott = 0:1* free choice *
I else I
P rcvr/
sinze~stn..port = htons(port):

iff (buf - (char *)mallocQ,,uflen)) - (char *)NULL)
err(malloc");
fPrintf(stderr,"utcp%s: nbuf=%d. buflen=%d. pon=m%d~n*.

nbuf. buflen. port):
if ((fd = socket(AFý NET. udp?SOCKDGRAM:SOCK_,STREAM. 0)) < 0)
err(socket");
mes("socket"):,

P* Try the getsockopt & selsockopt for Solaris here
ifndcf SOLARIS

if (bind(fd, &sinme, sizeof(sinzne)) < 0)
err("bind");

#Ielse

*Under Solaris. calling connecto on a stream socket binds the
*socket to an address. If a bind() is done before the connecto,
*an error "Connect: Address family not supported by protocol family"
*results. Only call bind() for the cases where you're not going
*to call connecto.

if (udp 11 (!udp && !trans))
if (bind(fd. (sawuc sockaddr *) &sinme, sizeoftsinme)) < 0)

efT("bind");
#endif P* SOLARIS *

if(!udp) I
if (trans)4

P* We are the client if transminting/
iftoptions) I

#ifdef BSD42
if( setsockopt(fd. SOL._SOCKET. options. 0. 0) < 0)

#else BSD43
#ifndet SOLARIS

if( setsockopt~d. SOLSOCKET. options. &one. sizooffone)) < 0)
#telse

if( setsockopi(fd. SOL.,-SOCKET. options. (char *) &one. sizeoffone)) <
0)
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#endi /* SOLARIS1
#endif

err( "setsuckopf"):

#ifndef SOLARIS
iftconnect~fd. &sinhimn. sizooftsinhim) ) < 0) 1

#else
iftconnectfd. (struct sockaddr *) &sinhizn. sizeof(sinhuln) < <0) 1

#endif /" SOLARIS 1/
etT("connhect);

mes(*connect");
if(window)i
if (setsockopt (Md. SOLSOCKET. SOSNDBUF. (char *)&sendwin.
sizeof(sendwin)) <0 )

printf("get send window size didn't workln"):
if (setsockopt (Md. SOLSOCKET, SO-RCVBUF. (char *)&rcvwin.
sizef(rcvwin)) < 0)
printf('get acv window size didn't worIMa").
if (getsockopt (md. SOL_.SOCKET. SQ-RCVBUF. (char )&sendwin. &opden) < 0)

printf(mgez send window size didn't workM").
else printf("send window size - %ft", sendwin);
if (getsockopt (fd. SOLSOCKET. SO-RCVBUF. (char )&mmvin. &opden) <0)

puimtf("get rcv window size didn't workfn");
else printf("receive window size = WNWIA. rcvwin);

I else I
/1 otherwise. we are the server and

should listen for the connections

#fifdef SOLARIS
listen(fdO); J* allow a queue of 0/

"* Under Solais, specifying a queue length of 0
" results in a *connection refused".

listen(fd. 1);
#endif /1 SOLARIS *

if(options) I
#ifdef BSD42

if( setsockopt(fd. SOL..SOCKET. options, 0, 0) < 0)
#else BSD43
#ifndef SOLARIS

if( setsockopt(fd, SOL-.SOCKE, options, &one. sizeof(one)) < 0)
#else

if( setsockpopfd, SOL-SOCKET. options. (char *) &one sizeoftone)) <
0)
#endif P1 SOLARIS1

#endif
erT("setsockoptm);

78



tromlen -sizeoftfrominet);

domain =AFJINET:

#ifndef SOLARIS
if((d=accept(fd. &frominet. &fromnien) ) < 0)

#*else
if((fd-accept~d. (stnuct sockaddr *) &frominet, &fromlen) < <0)

#endif P~ SOLARIS */
er("accept"),

mes("accept");
if (window) I
if (setsockopt (Md. SOL_.SOCKET. SO..SNDBUF. (char )&sendwin.
sizeof(sendwin)) <0 )

printfC'get send window size didn't wodm'"):.
if (setsockopt (Md. SOL-SOCKET. SO..RCVBUF. (char )&rcvwin.
sizeof(rcvwin)) <0)
pnntfd("get rcv window size didn't work~n");
if (getsockopt (fd. SOL..SOCKET, SQ-RCVBUF, (char *)&sendwin, &opslen) < 0)

printf("get send window size didn't workt");
else prirnf("send window size - %dfa". sendwin);
if (getsockopt (fd. SOL-..SOCKET. SQ-.RCVBUF. (char )&rcvwin. &optlen) <0)

printf("get rcv window size didn't workfa");
else printf("receive window size = %d~ai", rcvwin):.

prepudmerO:
cirno = 0:
if (sinkmnode) I
register int cnt:
if (trans)I

pattern( buf. buflen)X;
if(udp) (void)Nwnrte( fd. buf. 4 ); / rcvr start/
while (nbuf- && Nwrite(fdtbuf.buflen) =u buflen)

nbytes += buflen:
if(udp) (void)Nwrite( fd. buf. 4 ); /' mwv end *

Ilelse I
while ((cnt=Nreadffd.buf~buflen)) > 0)1

staic int going = 0-
ift cnt <= 4)
ff( going )

break:/* "EOF" *
going = 1:
prep-timero:
I else
nbytes += cnt:

I else I
register int cnt:
if (trans)
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whic(cnwmred(O.bui.butlen)) > 0I&
Nwrite(fd.buf.cng) == cn)

nbytes += cnt*
Ielse I

while((cnt=Nre~Kl(fd.buf.buflen)) > 0i &&
wnite(lI.buf~cnt) - cnt)

nbytes += cnt;

iftenno) en("IO"):
(void)readzimer(staus-sizeof(stats)):
if(udp&&Uman) I
(void)Nwrite( W,. but. 4 ): t cvr end
(void)Nwrite( Md. but. 4 P;/ rcwr end1
(void)Nwrite( fd. but. 4 );/ rcvr end *
(void)Nwfite( Wd. but. 4 k~ P rcw end *

fpiintf(stdouz.
*tcp%s: %Id bytes in %I2f real seconds = %.2f KB/sec =%.4f Mb/fti".

nbytes. reak. ((double)nbytes)fealt/lO24.
((double)nbytes)/reah/12W00)

if (verbose) I
forintf(sadout.

"ttcp%s: %ld bytes in %.2f CPU seconds = %.2f KB/cjpu secfn",

nbyws. cput. ((doubleffnbyes)/cPut/1O24)

exnt(O);
usage:

forintf(stderr.Usage);
exit( 1):

en(s)
char *s

perror S);

I

frnstmT"Ucp%s: %iII'. Uws?"-t:."e. s)-

Patlerncp. cnt)
register char *cpr
register mnt cnt;

register char c;
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c 0O:
while( cmt-- > 0)
while( !isprit((c&Ox7F))) c++:

*p - (c++&Ox7F):

Stiming .. *~*
#ifdef SYSV
extent long tineO:
#if sgi
static void tvsubO.
static structtimeval time()L Time at whict wncing started/
#else

static long timeO,
#endif
static struct tins tnsO;

static structfimeval timeO.P Time at which timeing started1
static structrusage ruj&/ Resource utiliaton at the start 0/
static void pnisageo:
static void tvaddO:
static void tvsubO:
static void psecsO;
#endif

* PREPTIMER

void
prepjtizerO

4#ifdef SYSV
#if sgi

gettimeofday(&timneO. (struct imezone *)O);
#else

(void)time(&timeO):.
#endif

(void)imes(&tmsO):.
#else

gettimeofday(&timeO. (sauct birnezone *)0):
gmtrsage(RUSAGE,.SEL.F. &ni0);

#endif

*READ-.TIMER

double
rea4-tiiner(strJen)
char *str

#ifdef SYSV
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long now:
srumci tins unfsflow:
char line[ 1321:

#ifdef sgi
struct tujneval timedol-,
smict tujneval td.
gettimeofday(&timodol. (struct timezone ))
tvsub( Mrd. &timedol. &Mireo )-
real! = td.tv~sec + ((double)tLtvyusec) / 1000000;

#else
(voidflime(&now):.
realt = now-time0:

#endif
(void)imes(&tmnsnow);
cput = tmsnow~ims_utime - tmsO.ims...utime:
cpu! /= HZ;,
if( Cput < 0.00001) cput = 0.01:
if( reaht < 0.00001 ) realt = cput;
sprindtfline,"fg CPU secs in %ig elapsed secs (%g%%)".
Cpu!, real!,
cputlrealt 100);
(void)strncpy( str. line, len)
retwn( cpu!)

#else
I* BSD *
struct !imeval timnedol;
struct rusage rulI;
struct tizneval td,
struct timeval ten. tszan;
char line[1321:
getrusage(RUSAGE-SELF, &iu I);
geutimeofday(&timedoL, (sawuc timezone *)0)*;
prusage(&ruO. &nzl, &timedol, &time0, line).
(void)stzncpy( stb. line, len)

/*Get real time *
tvsub( &td. &tizedol. &Mime0)
real! - td.!v..sec + ((double)t4dttvusec) / 1000000;
/* Get CPU time (user+sys) */
tvadd( &Aend. &ru lru tme, &nil.ru~sbie)
Kvadd( &tstart, &ruO.rt utimne, &nijzu..stime)
tvsub( &4d &tend, &tsart );
cpu! - td~tv...sec + ((double)td.tvjasec) /1000000:
if( cput < 0.00001) cpu! 0.00001;
retur( cput)

#endif

#ifndef SYSV
static void
prusageQrO. ri. e. b. outp)

register stucm ruage 'r0, *r1;
struicK timeval *e. *b;
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char *outp:

struct tiineval tdiff:.
register tiinej t:
register char *cp;
register int i;
imt mns,
t = (rl->n,.utime.tvsec.,O->r~u.ume.tv...se)* 100+

(ri ->rt~utiie.ty..usec-,1)->nj_utiine.tv~usec)/10000.
(rd ->rt..stiine.tv._sec-tl)->ru...stime.tv..sec)* 100.
(ri ->ru..suime.tv-usec-iO>nz~sime.tyusec)/1000O:

mns = (e->tv..sec-b>tv..se)* 100 + (e-xv~..uec-b->tv-usec)/10000
#define ENDW I while(*x) x+.+:I

cp = "%Uuser %Ssys %Ereal %P %Xi.%Dd %Minaxrss %F+%Rpf %Ccsw":
fort(, *cp: cp++)
if (*cp != W)

*up = *cp.
else if (cp(1J) switch(*+4.cp)
caneU:

tvsub(&tdiff. &rl-rnujw,ti &vO->nu~utime);
sprintf(outp,"%d.%Od". tdiff~tv...sec, gdif.tv-jsec/100000):.
END(outp).
break-,

case'S':
tvsub(&tdif. &rl->ru~sume. &iO->ru stime);
sprnnzf(outp.*%d.%Old". tdiffitvý-sec. tdiff.tv..usec/100000);
END(outp);

case 'F:
psecs(ins / 100. Gulp):
END(outp);
break.

case'V
sprintf(outp."%d%%", (int) (t' 100 /((mns? ms: 1)))).
END(outp);
break:

case W:
i= ri ->ni..nswap - ,O->rt..nswap:

sprintf(outp'"%d". i):.
END(outp):
break;

case T:
sprintf(outp."%d". t - 0 ? 0: (rl->rujmrss4O->rtuxms)It);
END~out):
break.

case 'D:
spnintf(outp."%d". t - 0 ? 0:

(rI->rujdrss~rI ->niujsrss-(rO->ru_idrss.4-,O->rujsrss))/t):
END~outp):
break:

case X:
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sprincf~outp."%d". t- (0 ? 0:
((rl->ru-ixrss+rI->ru-isrss,+rl->ru-.idrss) -
(rO->ru-ixrss+ilJ->ru-idrss+rJ->ru-isrss))/t):

END(outp).
break-:

sprintftoutp."%d. rI -xru-maxrss/2);
END(outp).
break:

case F:
sprintf(outp."%d". ri ->ru-majflt-&O>ru..majflt):.
END(outp);
break;

case 7R:
sprintf(outp."%d". rl->rv-minflt-ul)>ru-minflt);
END(outp):.
break:

case T:
sprintf(outp."%d". rl->rujnblock-r()->-ijnblock):
END(outp);
break,

case '0':
sprintf(outp,*%d". rl.-m..oublock-iOmnioublock):
END(ouq,);

case 'C:
spintf(outp."%d+%d". rl->ru..nvcsw-rO->ru..nvcsw.

rA ->nujdivcsw-&O>rujiivcsw)
END(outp);
break;

static void
tvadd(tsum. tO, Ul)

struct timeval ftsum. *t. *t1;

Lqum->tv..Sec = zO-,tv..Sec + tl->tv-.sec,
Lsum->tvjusec = t0-Mtv..usec + tl->tvjisec;
if Qtswn->zvusec > 1000000)
tsum->tv..sec+i4, tsum->tv.usec -= 1000000;

staic void
tvsub(tdiff. U, 10

struc timeval zdif. 11,. *t0:

tdiff->tvjec = tl->tv~sec - t0->tv~sec;
zdif->tv-usec - tl->tvjisec - 10->tv.usec;
if (ldiff->wjzsec < 0)
tdiff->tvsec-, zdif->tvjasec +=-1000000;
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static vuid
psecs(l.cp)
long 1:
regiser char *cp:

register it i;
i= 1/ 3600.
ift(i) I

eND(cp)-;
i I % 3600:

sprintf(cp,u%d%d*. 0/60O) /10. OM/6) % 10):
END(cp):
) else I
i-I:
spnntf(cp."%d". i / 60);
END(cp):
I

i =60:

sprintf(cp.*%d%d., i/10. i % 10);

#endif

* NREAD

Nread M. but, count)

smuct sockaddrjn irain:
int lea - sizot~from):
register int cat:
if( ud4,) I
cat - ,recvfrmn( W. (chr but, count. 0. (struct sockaddr &from. &Iea)
I elme I
if( b.-lag)

cat - nmzeW( M. but, count ):r fill but.
else

cat - read( M., but, count

retum~cnt)*.

* NWRITE

Nwrise( tM. buf. count)

if( udp)

cat - seadIo( tW. (char but, count. 0. (smict sokaddr )&sinhim.
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sizesofisinhiin))
ift cni<0 &&- erno = ENQBUFS)

delay( 1800K)):

goto)again:

cnt - write( fe uunt)

rauwn(cnt)*.

delay(us)

struct timeval tv;
tv.tv..sec = 0:
tv.tv..usec = US,

retun( 1)

*MREAD

*This function performs the function of a read(H) but will
*call read(0I) multiple times in order to get the requested
*number of chawcers. This can be necessary because
*network connections don't deliver dsam with the same
*grouping as it is written with. Written by Robert S. Mies, BRL.

int
mread(fd. bufp. n)
int fd:
register char~bufp;
unsignedn;

register unsignedcoun - 8:,
register inmread;
do I
nread - rcad(fd, bufp, n-count);
if~read <O) 1

perror(OttcPjuzadr

itflnread ==0)
retUrn(int)coun):

Count.+M (un ndiwa
bufp += nrad:
I wlalecount < n);

retum((int)count);

#if sgi
stti void
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tvsub(tdiff. t 1. iO)
smxct timeval *tdijff. *t. *to-.

tdiff->tysec = tI->tv...sec - to->tv_sec:
tdiff->tvusec = tl->tvjzsec - tO->tv_usec:
if (tdif->iv-usec < 0)
tdiff->zv-.sec-. tdiff->tvto loec oo. 100000

#endif
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APPENDIX B: RCP PROGRAM

#includle <stdio.h>
#include <sys/time.h>

main(0

long elapsed-sec. P' Seconds variable
elapsed Jasec; /* Micraseconds variable

imt fiie..size:

float tota~time.
part-usec.
ramsferjate;

float averagewnm -0;

int loop-.counter.
a. 1' Subroutine result variables .

int n m 5-

char mni[301, sysmn-nan[30J;
char rcp..string[30j a rfcpw
char blank g[21mf~;
int mW ai;
char answezf 2];
cilar geuiame(chx *string);

/* Variable strucair detns '

saw uctmeval tumestat. timedone;
smutdw z mez zonestart zoene;

t* Get file nane &Destmnachne name &path '

pirif("VM'c Heme is a lis of availble files for tUnsfeing: 'iM*)-;
System (uls -ado);

wbileausweaf0 I- 'y1)

priftfC'tn Input the file nune to be tUansferwd& VM"d);
gews"Mye)
primfC'"ia Is thle below inpin cmact? Enter y if yes or n if incmwrec NW');
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puts(name):
printf(~"W);
gets(.answer):

answer[O] = 'n': I"' reset for next loop '

/P Get file size

while(answer[OJ In 'Y)

prirntf(Cý Input the file size to be nwAnsfered: VnWi")
scarif("%". &flle...size);
printf("Nat Is the below input correct? Enter y if yes or n if incorrect nu)

getsd(answer); sie)
gets(answer):

answer(oJ

answer[OJ ='n'; /0reset for next loop

while(answer[O] != 'Y1

prirnffrdl Input die Dest machin mnae & path to be wansfere& \aM);
prWm(*An example would be: gold-fddi~hzsrftsww-tesMiain):
gets(system-.nune):
printfC"ýa Is the below input correct? Enter y if yes or n if incorrect'a'a");
puts(systemjuamne);

gets(answer);

sircat(rcp..strng. blan*_string);
sumct(rcp...suing. nune.)
sucatrcp..suring. blaink..string);
strcat(rcp...sting. systam..name):

1* Set up outer oop to execute truunfers ntimes
for (loop-.counter = 1; loop...counter <w n: loop-~counter +- 1)

/* Get strt time in sec&usec aidl check if successful 0/
a a gettimeofday(&tmestian. zonestaan);
if W- 0)

pnintf (*Qops.! %d'a", A);.
/* Use system callto do file trasfer/

system (rcp..string):
f system ("rcp amerncan..pi.au gokd-fddi:A/uu/es/t~og_;es~t"): 1
1* Get stop time in sec&usec and check if successful1

h - gettimeofday(&timedone. zonedone):
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if (h "0
printf (*Qops! %4Wn. b):
/* Get structure values for calculations./

eldpsed-sec - nimedone.tv sec - timestarttv-.sec:
elajpsed-usec - tiznedone.tv,_usec - timnestau~v..uswc:

/* Make sure Miat we account for the usec ~
/* variable rooting over (through zero) *

if (elapsed-sec >= 1)

if (elapsed-usec < 0)

elapsed..sec -a 1:
elapsed-.usec +- 1000000:

/* Convert the usec variable to a floating point nwnber.
pari-usec: - elapsedizsec/1.0e6:

/* Add the seconds to the microseconds to get a real number ~
totaLtime = elapsedjsec + part-inec:

I. And print the resuks on the CRT/
printf (*%f WfNi". totl..time ((file...size*8Aouwtimne)/1000));.
averagejlme =+ total ime:

SPrint out the results of the avg transfer rate

printfajWm this time corret? %f, averagejime):

prnnhf(%Yrb average timme was %f and the average transfer rate was %ftj. avaWitgejlhi/f.
((file-.size*8AoWljime)/1000000));

* ibis is the end of the control loop.
exit (0);
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APPENDIX C: NEAL NELSON BENCHMARK RESULTS

TABLE 9: CPU SUBSYSTEM

GOLD2.SOL White Gold

CPU Type Sparc Sparc

CPU Clock Speed 45 MHz 50 MHz

Total Size of Main Memory 224 Mbytes 224 Mbytes

Speed of Main Memory Chips 80 ns 80 ns

Type and Speed of Math Coprocessor None None

Number of Main CPUs 2 2

TABLE 10: DISK SUBSYSTEM

White Gold

Total Number of Disk Controllers 1 1

Total Number of Disk Devices 2 2

Disk Drive Type SCSI SCSI

Disk Drive Brand/Model Seagate Seagate

Disk Average Seek Tune
Seagate STI 1200 1-10.5ms 2-10.5 ms
Seagate ST1480 1-10.5ms

Does system have I/O buses separate from the Yes Yes
main bus?
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TABLE 11: CACHE INFORMATION

White Gold

Does the system have instruction or data cache? Yes Yes

How many levels of instruction/data cache are 2 2
there?

How is cache coherency accomplished? Snooping Snooping
with with

invalidation invalidation

Does CPU have separate instruction and data Yes Yes
caches?

Total size of all instructions/data caches:
On-board Instruction 20 Kbytes 20 Kbytes
Data 16 Kbytes 16 Kbytes

(Note: External SuperCache controller provides 1
Mbyte external cache)

Total swap approx 280 approx 280
Mbytes Mbytes

Group 1: Tests a of mix of activities that are intended to approximate the processing

activities for the following five types of users. Group I includes the following tests:

1) Simulated Office Automation Workload
2) Simulated Database Workload
3) Simulated Software Development Workload
4) Simulated Transaction Processing Workload
5) Simulated Calculation Workload (Math/Statistics/CAD/CAM)

Group 2: Tests designed to perform various types of calculation tasks and thereby

profile the performance of the computer's calculation subsystem. Group 2 includes the

following tests:
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6) Write to Shared Memory

7) Read from Memory, Small Instruction Area, Small Data Area

8) Read from Memory, Small Instruction Area, Larger Data Area

9) Read from Memory, Larger Instruction Area, Small Data Area

10) Read from Memory, Larger Instruction Area, .Larger Data Area

11) Make Machine Page or Swap with 'malloc' and 'free'

12) Combined Integer and Floating Point Math

13) Math Library Functions

14) Semaphores, Shared Memory, Context Switch

15) Write to and Read from Pipes, Context Switch

16) Sample System Calls

17) Increasing Depth of Function Calls

Group 3: Tests that perform a series of disk input and output functions to profile the

performance of the disk subsystem. Group 3 includes the following tests:

18) 1024 byte Sequential Reads from Unix File(s)

19) 1024 byte Sequential Writes from Unix File(s)

20) 8192 byte Sequential Reads from Unix Files(s)

21) 3!92 byte Sequential Writes to Unix File(s)

22) 4096 byte Synchronized Reads from Unix File(s)

23) 4096 byte Synchronized Reads from Raw Device(s)

24) 16384 byte Synchronized Reads from Unix File(s)

25) 16384 byte Synchronized Reads from Raw Device(s)

26) 4096 byte Pseudo Random Reads from Unix File(s)

27) 4096 byte Pseudo Random Reads from Raw Device(s)

28) Profile Disk Cache for Unix File(s)

29) Profile Disk Cache for Raw Device(s)

30) 8192 byte Sequential Writes then 'sync'
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G;old Verses White, Two Processors
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(;old One Processor Verses (old Two Processors Results

TABLE 20: GOLDISOL VRS GOLD2.SOL, TEST I & 2 & 3 & 4

Test I01 -Ir eS9 z I et3 e

%sm %3 U17 11l U4 3-------------------------

S3 331
= = 1 1U - J67 Y7 - w 7 "

| 63 45 K6 3Hm $- 361
-:--a- m -m '-'r-"'- ' -- "1" "uF GOO ""," D""r-

-~~z -IS 911- -u mp6 -i-
J ~~3 1074 am& I1 J~ JJ

1' |7U" 3TJ - UT •7 31T- - "T" "N"" - "'T'""I

~ nu ins -L Aw - - Cm -TO
am 11 "73 W0 - F 1 "291

T ABE 21: 1GO 89' - L -

-U~ -- 1W W - 1l WA
12 -354 1 a I• lea3 mums

-3• I6 ISW7 - A 60 -

T 4"- INF- - -

1 -3 1 -- Ia3 1T6 -6

=f -" " =- - - -W -- - -"1O 6• t4 3W m12 r- 5

TADLE 21: GOLD1iSOL VRS GOLD2.SOL, TESTS5 & 6 & 7 & a

f- -Tr im IOU M-

II -tss w- u""tir 7 i

1 1 7 - I I I I -

-a-a I~ - "ur -I- Anw- u

I IMI MZa

LM77 1D 1 ' - Mr- 16"

A JAM 1071 all I - - U- 4"- -- Io

7 4777

14 ILI I -

17 1U -- 9
lF"" '1 -T /U U U- 11
15-u--un---un-- -- u 1u -s



TABLE 22: GOLDISOL VRS GOLD2.SOL, TEST 9 & 10 & U & 12

U5 ZIPS 07 in NW - 40 - 1

44 30 - mr -= IW - - 1W -- w

-- -i- -m- - - p -- m -in
9 -sF 537 -1 n- -9 p 91

F- W- gig -- -~

11 1314 WT IO 9Y -

u Big& -T - M 4p -1

1 T"F "m Iff an~m

13 W 1W lotY 1

TABLE 23: GOLDISOL VRS GOLD2SOL, TEST 13 & 14 & 15 & 16

LOG l UG u~U~g l ,UIhOWA TM Wum Um Usmi

-J ge &at m3- I W - * W 1 W

MR m -- u - an -nTr-

-N- - -m NJ 7

-fi ,i- - -W-~ -- sm 1u;-in sit

tif IMU - 7=- r
wJ uan -lii- -n 7W - lU
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TABLE 24: GOLDISOL VRS GOLD2.SOL, TEST 17 & 18 & 19 & 20

lestg 1 II nI Jefo II Ia T 51 i

"°m mnseas I sea Se Se Secs Seca

13. 7 -7 -749237 117145 41

237 9 1 ON 11 57

4" 171U -

sic- - -- u3-- -7 XN- - 3 474

-- M~ I3 4- -- -W-- -- n- -u- -

33 is 27a

MIN
mu aw-l iu -

-ir 27- 2- 1 -- In _--

19- 6=7 -iW- - a --2 1 w -m 1 6

TABLE 25: GOLDISOL VRS GOLD2SOL, TEST 21 & 22 & 23 & 24

- I I en U Z -14 5 I

-iio iw tom - I -r- m -z-- in- -o -s--l -ir-

I I I j I jt

'zI3 30 A"6

4- 71 -w - - I
5 n Iu 14 ,7 I

in in 33 16 . .
- -w IL no -I 1•~ m .z I.s

11 ~ - 22 W -- - --3T9- is W

as, I an 30
&Z Us TJm 3 In 174 A
13 2m Us - 6 -- m -inI .9247 In IM 397 MN I

. " 0I an . In IVYw
334 56 I =3•t

No I iv I 11y- is* I mi

-00



TABLE 26: GOLD1.SOL VRS GOLD2.SOL, TEST 25 & 26 & 27 & 28

3 7 5

7 17 13 21 1 F...

29 ts- 36 Is 3 17 -
r-4- - -Tr- 

-N I fl 7
r- -w -~- -V- -rW - m u i r

-n- 47 - - - i "s 17T

~- -~ -o -- 110 - n1
-m- -i-W - -- Nw- a&-- --

w7 mra -r- mr- 1, 1fw --- fair- -- n-i

if lei IT" I SWIG I I w - m-

TABLE 27: GOLDISOL VRS GOLD2SOL, TEST 29 & 30

LOSIIIOGII m OAU U z1i Itw oA

T 2 1 - 1W 1

4~1~ 3 1 - !1 *U

-u - -Ir----- 1W

9r 7- - =7 1

_ -1 =I ~ I
-U- J41 MI~

33 W19 ZUG
75- - am

1F VF im

liet



Solaris 2.3 One Processor Verses Sun)S 4.1.3 One Processor Results

TABLE 28: GOLDiSOL VRS GOLDISUN, TESIT & 2 & 3 & 4

LCa1 •3.ieOl j1 II ' ~a0.II'-W u letup.. II U aewl m4e

Secsll Secs Je11se Scsll Sm iiSef

1~ -0 --m
ma , "I no

517 wi "

-5 - 6 M7 W6 - 17 - 5 33 -m 4r-56
1, U 11 :i7T - T 1 - U

NA evi 611

-I r- -Tif- -=T- -6 793 6"

130 --- Tiff- 131 WS~ -7--wn-v -Ta- TWA 7- 775 r -
1 ! - 13Y - -- _19 917

16 3w Im - U mw - 1197TT -- I- w
17~~ -,Zug- -=r- --r lawn -m13ig - - -- - 1

14 am JAI AII 13

A 7 -N -1 1- I-- a

TABLE 29: GOLDISOL VRS GOLDISUN, TEST S & 6 & 7 & 8

Um- Um Um-U

ag awl aiu la - ~ - -

10

3 l
4

Im7 17

1407P
A 468mW n

Ib I I
197|m 11
Ai mn
am mnIMYLn I
AN mln--- - ar m A

16 j r M "T -- w MMIGI4 I v -,f& - 111
-fl -fr

iM



TABLE 30: GOLDISOL VRS GOLD1.SUN, TEST 9 & 10 & H & 12

--f l- SI -i1 -U-4 - -T 7

43 4" -nu 33 -iw
-i - NO-u - -Fyw--r- -- r

7 7W 76 - 17

-5- ~ ~ I -,--n--1u -1- --fr- -- ur

16 Isfz to -4 1391
--- i mu - 303 T- -u-Tv- imo law

-sea 1~P 3 11 1 Ten 1 - U 1 - -1 es

LO W -io Iso 11 4- 1Wo %m tW

43 low 41 m w-

ZI -r I@ Ali _ 2

_4 2u- 36 - W "
-Au-' -My- 40w-u---u--

__T -_w_ -7)r- 531u- ur--
7- w1 435 - 3 !-7r- -6 -in- -i----1--

-9 5 mr- -wr_ 77h76 1 7
If- -i- --'M- -Ur- 4"r -w414-w E

1- -ON low ---- in- - n7U- --- -'Or
-ii- in - --Tr 137- -7u- 1 -i -im- 7- ur

is 1 nu 1- Mr-i - -iiu' - -61 an 7
-Ir- -Iu -lu- Am I- "Is -e mu -mr- 1 - 1
__- 111 - 14 1 =z1z I3 1 =1515 1 1 955 1 IU- A



TABLE 32: (G)LIlSOL VRS (;OLDUsUN, TEST 17 & 18 & 19 & 20

ta0l 42WGl 3l W t00-

Secs 11 Sm Secs Secb 'Secs ecs Secs Secs

W 3! e 4 - z5 _ -

_ _r -T -_ 7 51 37 -

w -i-r - -I] u-! -9 4w 7U ~ i
flW -y 19 1. - ::-

1345 m 94 37 31~ --

W 17r 35 1 ~ -2 1U

-n-r Z7 uJ- -

~ ~-UW- -- W -- ]r -- r -ff 9 1r

sm 20 6 - -Tz- -S - --- -

TABLE 33: GOLDISOL VRS GOLDISUN, TEST 21 & 22 & 23 & 24

-7- -- es A 1 1 1 Te t 33 11- n F 1AeZ

ti- ONlo 11 f lu - io I. o 17m I- u

2 n 36 - 5 - -4 -T

7I- 5-~ W -3 -- 1 -- - 6
4 71~ 1T- ffn -

-- T --- -~ - w -r- 7 1r

-r'- -inf- -iYIr- - -- IF- To-

i9 135 -Ir - --iu -3

3" -- IT- - -W-- -- 7w-- - 41S
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TABLE 34: GOLDISOL VRS GOLDI.SUN, TEST 25 & 26 & 27 & 28

I, A if I -I , If 11 Iest , ilf ,1 sL.OWO twolO ujO Goloml Go., Gold Gol G jold rs.o.
Sc Secs,, ecs/ Secs Sea Sec See Secs

44 i1 7 - 7 7 7 4 - i -

S 15 21 16 17 6-[ 5
- 17 14 - ! 2T 1F ! 19 7- 6

-a -Tr - -m- -Nr- - N '7- -- = -r--

1 469 47 1174 5 17

13 ,176 i4 ... 9 946• "4 7 ] 193

14 U *I -7.*r-1 Iz - 11 -'9I [ ]2

P- ~ M- U- -1a- - -IW - - -IV- --
U -03 A" - r -fl71- 'is 17

16 714 1 - -i-5 1.315 - -1-- - 7
17 193 4 -- T- - - 1 -in-F- U if-f7-=U -!-*

ig • y1 16711 mi6 1753 214 um6 349i I I . - 19- 1, 3 - - ow I -I --

TABLE 35: GOLDISOL VIRS GOLDISUN, TEST 29 & 30

" i - t :z 1 - 1 e

I I TI -w

fl 2 - 1

• l - -I-! 1m FT- ---- --T- -- Tffr" J 7 33

LZ 62 -7fTW
13 [ 75 MYI

is 94 i s
16 ] lie 6 20 1;

-- 127 -2 -
-13T-- 2374115

2746•



APPENDIX D: NTTCP SINGLE PROCESSOR RESULTS

TABLE 36: SINGLE PARAMETER TEST RESULTS

I IN rMu.er it wror: l ,o: mIrI.Rasyc I IKI oi • -u.

Is_ _ _esl ____le *$Ola 6 6ms 46Ke,
2wi Tesa old White 2 4ms K

3rd Test & Wh4te Gold T •1s - K
4thTest Gold While
5th Tesd White Go 16 gfns 43K

6th Test Gold While 16 gns 4UK
7th Test & White o=d 16 m K

8th Test Gold White
9th Teso Whle to 4TK
10th Test Gold White 8 5ms 4K
1 th Test White - o 3ms I4K
12th Test Gold White
13th Tpest -White- Gold1Vm •

14th Tet Gold White 16 - ms 45K
l5th Test White ol 16 54 4K
16th Test Gold White
17th Test White Gold 8 1 ms 49K
15th Test oVW- WER- T ITImsK

19Mh Test & e o I Ire •K
20th Test Gold White
21st Tes White Gold 16 I -ms 49K
22nd Test Cold White 16 I Ires 4K

O3rd T"s & --- Tr- Gol16l m-s -- 7aK
24th Test Gold White
25th Test White Goid T 2.is 49K
26st Test G-old WhteM T -2.. 49K

2"th Teot & Whe1 Cold in 3K
28th Tat Gold White
29th Tea White Gold 16 2.ns 45K
30th Tea oM W16 W 25ms 49K

31st Test & -WMie G 16 n
32nd Test Gold White
33rd Test Whte Gold 48K

FDDI Bords switdcd
34th Tea- -ol Whie T 4TK

FDDI Boards switched
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TABLE 37: SINGLE PROCESSOR, IST TEST RESULTS

Window S•ze rue A rile a FIFL F1, Freu File1t
(K bytes) Mbps Mbps Mbps Mbps Mbps Mbps Mbps Mbps

4 .7.3 4.5 36.06 3 -4 1.92 31.51
1113 291 3"77 | 3.95 24.63 .. 42 .

44 32..77 1 49.15 .38-3 1 42.6W I 4U.31 39.43 1 4-226 1 42.09

52 -76.97 4 I9. 31.23 4171 I 1a.7 37.9-1 1 39.35 I6. 1
6o32.0 4'3.6V 35.3 [ ,61 JT3.12 1 4.31 1T.U ' 30.6

From: White Threads: 8 LLC Buffers: 48K
To: Gold TTRT: 8ms Single Test

TABLE 38: SINGLE PROCESSOR, 2ND TEST RESULTS
w m oow 11ze rue A r'ile a r ile • %- ru uim U r ue J M ~ l r ~ ll q uo r u ie

(K bytes) Mbps Mbps Mbp Mbps Mbps Mbps Mbps Mbps
4 __27 U.17/ 1 3_77 ,33 W3 .47 3.12 5
12 300 9.3 2.4 -t}_ - -I 2308 1.4 21 16 r

20 5.77 . 3.23 3r .3.3- 33., .M.I
28 2.7 43.69 ] 39 i s7 i P 358 5U 3,.ss W
36 32.T77 3&23 I 36.41 t- 3 &67 1 34.07. 1S.7 35.37 ,,, 1

4,432.7"7 1 91 b4 74 •1 50 4W

52 1. 37.77- 40.05 1 328 14.42 14..58 13.,4 1421

60 I7- 43.6V 31" .7 7.0 71.04 17.

From: Gold Threads: 8 LLC Buffers: 48K
To: White TrRT: 8ms Single Test

TABLE 39: SINGLE PROCESSOR, 3RD TEST RESULTS

wmnaow b ,ze rueX rue 3 Wt mW Fer. rw J Filets rueFn
(Kbytes) Mbps Mbps Mbps Mibps NIb Mbps Mbps Mbps

4 3oo -] 3.49 29.3 -- [TV-.:s nq 15.9,3 ] 207
12 27 -7]2.40 23.35 D .- I73 ! i11.06 270.7- 17.58 19.4420 24._27.31 2_.9_ -"=. 26 2l5. -28.mw- -29.4r- -27.-/-

2I 102.60 -33.6 .42 2p.37 2'Mr 1 2U= 7 29.03 27.47

44 -00 I 4. 7 28=7 30.41 2.5.92 0.8 30.08 29.29

60 j77 2 26.60 2. 4.

From: White Threads: 8 LLC Buffers: 48K
To: Gold TTRT: 8ms Dual Test
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TABLE 40: SINGLE PROCESSOR, 4TH TEST RESULTS

U0 blzlO•e Pile A TeU tile FL te 1v1 flu UL Iue r1 taie tau ile In

(K byies) Mbps Mbps Mbps Mbps Mbps Mbps Mbps Mbps
-7 -1. =•3 = 1i• "b.-b ".7.. = .-70.3.', 1,4.4 Z.U.bS

_ _7 . 9 3 25.75 1- .=) -71- 1.77 iTs. -1.
20' 24. 10.97 26:!7# 2.5 2.2 52- 4.4(;

TBE4:SN ER 5T T25.97T
3 63 2 . T7 7 3 4 . 3 y 3 0 .5 4 Z 5 .1.7 2 b -4 ; 2 7 ,.7 6 I . • 2 .-

44 1 30.04 38.213 31.68 31.3b -7.3Z 27.69 24.15 3 ./

5N"2 I Z7.F31 73.67 1iW F I W 14.5b 1 .3F 14.UJ 14.73
6k,2".3 32.T-, 26.4-- 3--.11 is. 1S 6.44 1 7.9ý 41.0,

From: Gold Threads: 8 LLC Buffers: 48K
To: White TTRT: 8ms Dual Test

TABLE 41: SINGLE PROCESSOR, S"ITH TESTi RESULTS

w Maow Me re A vinue 0 r'ue S rimi v r H,-e E• rue r tile G rue n1

(K bytes) Mbps Mbps Mbps Mbps i Mbps Mbps Mbps Mbps
4 32.T" 3.7 38.23 36.67- -733.• -'12-49 32.44 329
12 30.04 32.77 34 • =6 .

20 U.11 43.9 8.2 7 " 3. 39.53
2. 43. =1.7- _74 = 41.61 -- J= 4 71 4
36 32.77- 1 36.2,3 41.517 411.61 I 41.61 42.09 42.53 1 41.69

44 1363 .23 43.69 42.57 42.53 41.98

' ' 439 . 4 34.4 .1 39./1 1 35.,0

From: White Threads: 16 LLC Buffers: 48K
To: Gold TTRT: 8ms Single Test

TABLE 42: SINGLE PROCESSOR, 6TH TEST RESULTS

w UaoW haze JlI5eA V1 U IW% 11W 7 Fe ruF! 7ie 7I1F 1
(K bytes) Mbps Mbps Mbps Mbp Mbps Mbps Mbps Mbps

4 32.'7- 436 6 3 29.13 9. .13 29.03
12 32. 21. 201 Z.97 = 22.51
20 95.57 3= t . 3 33.5 4. 33
29 91.92 35.2 ! 345 3589 3578 35.Y I 34

36.1 34.59 1 314! 1 33.33 33.42 351 35.40
44 '4.3 •|I' 37 47 4.06 MAI.4

52 93..9 1 12.57 1 2..03 1o., I
60 34.09 J_ 343 1 6.866 6--,2 1 6.24 ] 6.17

From: Gold Threads: 16 LLC Buffers: 48K
To: White TTRT: 8ms Single Test
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TABLE 43: SINGLE PROCESSOR, 7TH TEST RESULTS

wmaow Size FTeW ruere F1147 FIND FIRE rueT rieu ruen
(K bytes) Mbps Mbps Mbps Mbps Mbps Mbps Mbps Mbps

4-7 3.67 28. *4I0' -- 27T7 1 2.1 21 7 -2.7 7 .37

12 W45 09 40 26..0609 T 76 i1 20.25 ~1&820 7. 1) 3.U4 1.0= -Mr- -- s-7w- . 6 . .1

18-= = 0 -"nA- - -lig. - .

36 32.77 -32.77 36.04 1 29.30 1 27.02 1 27.77 1 -A50 292
44 30.04 3.1 2.4 2 : 81 29.13 01 29.17

"5 3.04 1 0M.93 32.4. 29.OM 24.96 1 23•.41 30.13 1 25.46
w 1 74.22 1 30.95 1 29.'73 Z5.3"1 1 25.24 1 23.3Y9 1 26.77 1 25.60

From: White Threads: 16 LLC Buffers: 48K
To: Gold TTRT: 8ms Dual Test

TABLE 44: SINGLE PROCESSOR, 8TH TEST RESULTS

w inoow lilze r X u n F -0 1 1- Fie .• I Fle r i rile "i rue n
(K bytes) lbps Mbps Mbps Mbps Mbps Mbps Mbpi Mbps273 4 7.3r1 29.8 29.7r- I E46 21.Wo I 9. I M.Sr- I o.

1 2 . IT . -M. - = -1Mr- I I .- 1=.14
20 | i 2549 30.5 28.88- ]-ra -.4 7 = [ -.1 2.7 i 2.3
28 | 2.3 3.6 30.65 . I - £3 3

36 , I . 30.6,4 21 26.27 2.9 2
S 44 6139 27 31 2. 34 .. / ., 7.6 1 29.50

U52 1t .92.5T i 4 -tT7r- 1136
60 M a i 1 i

From: Gold Threads: 16 LLC Buffers: 48K
To: White TITRT: 8ms Dual Test

TABLE 45: SINGLE PROCESSOR, 9TH TEST RESULTS

w nnOw Mze tI TIF V ruF TIFF rim IF rue HF
(K bytes) Nlbps NMbp Mbps Nlbps Mbps Mbps Mbps Mbps

4 3277 3277 4U.5 3 34.33 34.29 33.32 3.14
12 U.177 M6.4 - 31.u8 323 37.8 2"7 66 .. 12

6 '0 4.9- = 3.2 40.57 41.614 1.53.9 41.99 41.143 6 
16 3.84 4 3. %6 9 3 5.2 3 4 0 -/ 41. 1 4 .5 1 9 9 4 .1

52 43.r 43.9 4 39.5 42 .57 42 .26 4 1T09
603.7r -- Mr- -n 4. 42.01 41.67 41.85
60 3. 4 43.69 37.71 3. 3. 2.31u 52.771 35.23 1 (.0.o5 4P.M7 Iso 1.5 • 21S.37

From: White Threads: 8 LLC Buffers: 48K
To: Gold TTRT: 5ms Single Test
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TABLE 46: SINGLE PROCESSOR, 10TH TEST RESULTS

w w1ow Suze rue U ,i e. rue uI rue L- rue r rIil Utt rue n
(K bytes) Mbps Mbps Mbps Mbps Mbps Mbps Mobps Mbps

4 J-1.7 5#131.7 - -T~-; T 3 72 9- 25".7-1 2b.%) 2.

12 32.77 0.5 30.5 -] T. .4 24.57 .

_ _ -r 7 -- 3 -~ - -=

52 32.T7 35.-'3 36. 71 . T!.7 16.6 .

60 o1-3W -- 33 j 9.33

From: Gold Threads: 8 LLC Buffers: 48K
To: White TTRT: 5ms Single Test

TABLE 47: SINGLE PROCESSOR, UTH TEST RESULTS

w apow •M e M T Men F DIC F IN FINE rueWr FueFu rue n
(K bytes) Mbps Mbps Mbp 1bps 4bp Mbps Mbps Mbps

4 Z4.55 - i7.5 237 7.43 -'1= 3.29 21.07
12 -"V ]0.o4 |1f r 24.29 l#,= 6 17M#0 [ t#.

2_ _4 - M -. 76 31.14 -- 27- 26.91 I 28.62
28 . .... !-TN .... g, ]r -"=6 2#. % = -01 = 2.7

36 ' 27.31 I 31 1- 2.U 1 0.55 I 27.[6
44 29.4 32.1 28.I .I 27.23
52 26.40 1 3 I I I 26.111 26.51 l.
60 ;j 37-7 1 254| 69 31.92 125.5 4.715 I 31 I 26.35

6. .

From: White Threads: 8 LLC Buffers: 48K
To: Gold TTRT: 5ms Dual Test

TABLE 48: SINGLE PROCESSOR, 12TH TEST RESULTS

w anw Me eINA FueV Fuel, Fue, FINE IueN rinks 1ue
(K bytes) Mbps Mbps Mbps Mbps Mbps Mbps 1Mbps[ Mbps

S30.04 i 30.7 25.93 217 20.8 -I il.25 i 20.2Y
1232'7- i2./ 24.4 -Zr.IO =.2 1#.r~-9 | M10.4 I 19.25

_ _0 -'= -Br -IrZ- 'W- -'Sr- -7T 26.2
29 -30.4 M 4.6 24.60 29.68 27.]0- 26.13r I7 =•w 2.2
36 66.32 93•lI 2 i 3.1 31-.324 25.13 25.03 I 21.29

44 f 90.11 30.30 27. 27.06 i 7.4 I r-
52 . . 271.31 W 03 1 2 13.27
60 Z. 27,31 2T. 2. 7. 7C 7I 7.7

From: Gold Threads: 8 LLC Buffers: 48K
To: White TTRT: 5ms Dual Test
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TABLE 49: SINGLE PROCESSOR, 13TH TEST RESULTS

wmaow M zMe w1ie Tued frem H 7uer I F4R "FIWW
(K bytes) Mbps Mbgw Mbps Mbp Mbps Ibps Mbps lbp

4 37.77, . -T a6.41 - 33.1 2- -13.13 iz.9.% 33.14

20 81 WT.491 4]6 I 38. Y 3.7 W TO •J 411 401

25 7 =. -7rM-- 43.35 =. =
36 7177- 49 4M, J 4 . 47.37 42.T 47
44 I M.69 4Y.13 T4MW 4169 40.5"7 43.13 40.95 4166

6U 132.19 • T s• 1.9766 •n 375 3= 1

From: White Threads: 16 LLC Buffers: 48K
To: Gold TTRT: 5ms Single Test

TABLE SO: SINGLE PROCESSOR, 14TH TEST RESULTS
w MGOW alue rueN A IN r -e -i - ru - -wr -ue - ut - - u__

(K bytes) Mbps Nlbps M NMbgu Mbps Mbps Mbps Mbps
4 -- 223 -rb- 30.34 29.86 29.5
12 2T 4 92 SI .37 49 47

20 -"J FM [ 3.7 3. -. s .

44 34.54 365*"7 3418 34.97 [ 33.56 3.2 1
L 6 5 . 9 1 4 . 9 1 3 1.6 5 1 6 .6 7 3 1 1 1 1 ýK 3 4 . 1 3 3 .76 1 36 .0 7 1

52 1 2 1 J2T7T 1 377 1 7 3140 1 3.3 Y.ý 1 My 1T~60 .7734. 1 3I 6 71 3 7.517 71 . .

From: Gold Threads: 16 LLC Buffers: 48K
To: White TTRT: 5ms Single Test

TABLE 51: SINGLE PROCESSOR, ISTH TEST RESULTS

w maow Mze rim A re a ri rim FUru TE. Its IHX
(K bytes) Mbps Mbps nbs b b. ibp Mbp

4 30.04 29.13 23.4 24WI93 59 7 Z~
12____4______ lm !*r L0 I -~ tf *U7 2

---- r L& 27.IF -- 70W 27.1 13.9 -- -wr- 111f 113
20 23M 23.31 ... .g2

36 37.77 34.5r9 7 -- I= 27. 772
44 J-'7 41.7 TTW IU !W ~ 73 2I
52 30.8.53 .. 73 23.]

From: White Threads: 16 LLC Buffers: 48K
To: Gold TFRT: 5ms Dual Test
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TABLE 52: SINGLE PROCESSOR, 16TH TEST RESULTS

vv anow b~ze IF tile AC rut FIFE FF Flr~1FwmawJe 1ue #u1 rue L rue r -1ur e uM
(K bytes) Mbps Mbps Mbps Mbps Mbps Mbps Mbps Mbps

• ,- 7.3 - .- - 2r.21 2• . 21.70 19.5t , 7r IV.

-28 32.7 - ' =O 1.t '4

244 435.0 30.95 | Z.4 .U 5 27.1 - 57r Z 3.w1 Zb2.9b 2.1.6i1

36 M0.0 3&.41 27 27.51 25.7U J 4.02 26.76 b 57
52 J2.11 937. ' | 2.r5. 13.07 14.2Y 13.63

3277 23W9.13 J33.37 30.9F /.30 8M 8F8 .33

From: Gold Threads: 16 LLC Buffers: 48K
To: White TIRT: 5ms Dual Test

TABLE 53: SINGLE PROCESSOR, 17TH TEST RESULTS

WHG WbilI A a r eq ue I ue1 r P I ue ts Irul n
(K bytes) Mb Mbps Mbps Mbps Mbps Mbps pMbps Mbps

3. Mr- X41 35.869 31 79r J = -- ITS-
2.37.75 37 W7 I y.r - =.

3642. 4 4 1 1 41..6 144Z..
416.4 X 3 4 F 39.79 40.9 427 1 43.11 1 41.79
52.1 3.1 4.7 3Y.'79 33.7 ,s y 3k.a 38.2
623.14.5 4U.53 291 315 I K62 3U•.09

From: White Threads: 8 LLC Buffers: 48K
To: Gold TTRT: 1 Irms Single Test

TABLE 54: SINGLE PROCESSOR, 18TH TEST RESULTS

w Maow aze rue A rue 0 rue ILR rue v i e rF rue , rue
(K bytes) Mbps Mbps Mbps Mbps Mbps Mbps MIbps Mbps

4 T7 37.77 3T X67 35 31 12, -- MU
1232.1/ 30.9• 545 142 -"AT- !T~r 24.12r--7 7rl

20 61.44 -XW1 -Mg2 $r-5= X32 .r r0 34.-
25 11.33 -11.77- 31.2 -- rr -- =. -- VZ.F 6 -I.97

36 1_31T7 $5W . -JY9 - 1335-38 35.761
44 32.T7/ M2 64--1 36 35.59 35.Q 1 36.20 1 35.19
52 O9.32 U2.1- 4"/1 A 16.24 M 15.6 -5 t 13 14.53_____ 32!77 •46 •$.92C~ IW W! I;3 I/.3W

From: Gold Threads: 8 LLC Buffers: 48K
To: White TTRT: I Ims Single Test
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TABLE 55: SINGLE PROCESSOR, 19TH TEST RESULTS

w MOW alue File A rue 8 ru C rue V rI E r % rim IT
(K bytes) Mbps Mbps Mbps Mbps Mbps Mbps Mbps Mbps

4 -7.8.a1. 24.YU 21.t _ Jr. 2!.O)4 .$12 .___4.__v_ "0A• 22 23.9 MirI- -T - -2r.wm IN!.v0

.4 7 7.61 !37 2 D.6- T1 92- 30.67 29.4:k

U2 1.U 364 6.1-2.1.3 2.k1

! 60 0. 2W. 29.1. 14F 291 23..977*

From: White Threads: 8 LLC Buffers: 48K
To: Gold TTRT: 1 Ims Dual Test

TABLE 56: SINGLE PROCESSOR, 20T. TEST RESULTS

wanu ow a ri mT A U r5 t 0I riu U rue n
(K bytes) NMbp Mbps Mbps Mbps Mbps Mbps NMbp Nlbps

4 2 -. 18- - 756r' -7g.W- -Mar 212
12 162 70
20 25.24

S 28 31 M -- Irl'-N r -Z•--B.

36 9U.11 35.50 2O1~ 2932 1~ 3036 26 2423 2.9
44 ~ WT~-¶T 21 !:*26.79 r~
52 .12.6
60 7M 174

From: Gold Threads: 8 LLC Buffers: 48K
To: White TMRT: 1 Ims Dual Test

TABLE 57: SINGLE PROCESSOR, 21ST TEST RESULTS

w mow alze FT u F re %- FIND FIN FET FUq rimW
(K bytes) Mbps lbps Mbps Mbp Mbp Mbps Mbps Mbp

4 37IT7 323 34.3r- K - 3 6 - - =
_ _ I 3.T~7 24. A

IL 30.0 M-3F --T= 7*5w- W2Trw WWra WEo
25 1.3 -sns- . 4U.37 -mr J

16 436 1 43.69 41.61 403 1 395 1 3.0 1 4.5
44 13.5 M2 41.117 4U.37 1 3.
32 I/ 3 1 41.57 41.61 1 36 1 397 1 3.5 400
36 35..Z3 43.0 F I 3135 I

From: White Threads: 16 LLC Buffers: 48K
To: Gold TrRT: I Ims Single Test
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TABLE 58: SINGLE PROCESSOR. 22ND TEST RESULTS

1 n00% MeZ : Pile A TIic FIF D F Pile t- til Fp r L Iru FW r"
(K bvtes) Mbps Mbps Mbps Mbps Mbps Mbps Mbps Mbps

1z -. 37 -- ].3. 24.44 "T 2..97 `M., "T- ,

21 MIT 1 343.6 1.. 3.1.9 33.V
_ _ 277 43.69 K2• ! •g i 2/ • 6 .6l W 3.;.

44 7"I4 3•7 " !3W t !. ; ,- 3. .

_ _ 32.T/ 4Y.1- , 3 33.14
6I 3 U. U4 3.1 7 " 7 1 ,5 . 5 1 J3 • . 5 y I 4_ 0 y 7" . 5 2 7 " 6 . Y 1t

6" *um - "_________

From: Gold Threads: 16 LLC Buffers: 48K
To: White TTRT: I Ims Single Test

TABLE 59: SINGLE PROCESSOR, 23RD TEST RESULTS

i 11100w Me rueT A rm1 FueC FI reV w E. r1T IF1 rim ruH
(K byts) Mbps lbps Ibps Mbps Mbps Mbps Mbps Mbp

4 25.57 19 20.61 0.0S12 2 7 3 P A 2 4 . 63 i M 14 16r.7 7 - - M . T

20 7 = 772 2W -3 " MT. 27
_ _ I2&Y W U -52 27.70

36 2&0 1 X 3| 97 27.15 1 3.7 27.12 1 21.27 7V

44 .32.2 2.6

52 2. 1 0M7 I.95 27.3U 2
133__U 1m1 . 1 -37-2 1. 25.3 1 24.7 I

From: White Threads: 16 LLC Buffers: 48K
To: Gold TrRT: Ir ms Dual Test

TABLE 60: SINGLE PROCESSOR, 24TH TEST RESULTS

11100ow Me rueW A1E IlF rim 0W FWU %-Ir u uW(K bytes) Mbps Mbps Mbps Mbbs Mbps Mbps Mbp
133JTW M ~ -!7 2 7!2.T 5 -IF*z34 t

12 30.0 4
20 300 

ff7 !W bp

25 1~~T ~ -~ 7*!~ZF2
-36 ITrr 1 .31 2L97 2LO I 2 *KM 1 &6 2.7 2bA

60 419 1~ ZiV 1 ~ ZY.U 1 v I T.u YI WY

From: Gold Threacs: 16 LLC Buffers: 48K
To: White TTRT: I Ires Dual Test
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TABLE 61: SINGLE PROCESSOR, 25TH TEST RESULTS

wva ow 3aze rie u rue 11 I rue flue Ut, r1m n
(K byt Mbp Mbps Mbp Mbpa Mbps Mbps iMbp

4_______3_.3y 33.11 T1., I U.3 31.•r - 31.6T12 ~ 311 33.72 3.-I 1, 2.0 z•..
2z. 41. 1 ! 4.28 W 0 W 4

_ _ 4 42.63 ] 43.O I 4.737 I 41.67 4 Z. U
4661 1MV 41.4.1 4/.23 4"723

From: White Threads: 8 LLC Buffers: 48K
To: Gold TTRT: 25ms Single Test

TABLE 62: SINGLE PROCESSOR, 26TH TEST RESULTS

wIInnow Me rim , Fw LIr me r rue G I WWii
(K byte.) N;bps Mbps Mbe Mbps Mbps Mb" Mbps Mbp

4 3T U33 2. 29.1 29 J

20 7.J9 3A.1 AA11 3.67 30 M 34.22 1 934. - M.

7 7~I l~33 13.42 * 35.%6 1 35.6

4L4il 33- 35.3"7 35..0
52 7 1. 1 1711.711 174 1

L E U. 3&W 10 5 1 I 1 5.36

From: Gold Threads: 8 LLC Buffers: 48K
To: White TRT: 25ims Single Test

TABLE 63: SINGLE PROCESSOR, 27TT ST RESULTS

mmv 11Me AUEw o I rim •FlFU i-0--F1F FG Finn
(K byta) Mbpe Mbps Mbps Mbps Mbps Mbps Mbps Mbps

12 2TU ] 21.3 *A 7

20 31- -.. rrn.r !3 -7r..2

Frm Wieheas LLC., Buffes: 4

47.33 1~ .1... . 319 214 276
443.72 09 3111 312.03 9 A DU- 04

From: White Mied: 8 LLC Buffers: 48K

To: Gold TFRT: 25ms Dual Test
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TABLE 64: SINGLE PROCESSOR, 28TH TEST RESULTS

W a10ow bizee A I Fata IFIC pin v rue I rue IF ruTe U I rim H
(K bylesi b IMbls Mbli Mbps Mblps Mbps Mbtps Mblp

475.1. 21.31 1- -T! - n I -.0 if)T ;~1.53 2U.W

12 U. , * 2.l2 - 3m -"-r I 2 . 21.80 19.90 20U.I
20 _ _.7 .7 -!I .g1 -*715.6 W7.46 243&, 26.12 I
21_ _- 2. 2"7. 1 1 .14 26.36 2l.74 26.47 |

.o 1 2%47 1 9 3.17 1 2.
44I 30.95 _.5 I 29.y T1 -. 7

60 ] 09 L4 2Y.3i6 9.73 1 .66 b.AV I N.Y1

From: Gold Threads: 8 LLC Buffers: 48K
To: White TTRT: 25ms Dual Test

TABLE 65: SINGLE PROCESSOR, 29TH TEST RESULTS

wImOwm bin N A W C. ME V FW F r F r Wr
(K byte) Mbps M bp Mbp Mbps Mbps Mbps Mbps

12 3777 31337

20 40.51F~M *7 ~~~F~
32.7 44.6.6

44 ------ * . 41.61T 42.33

60 43.416 69Y 1 7

From: White Threads 16 LLC Buffers: 48K
To: Gold TTRT: 2Sins Single Test

TABLE ": SINGLE PROCESSOR, 30TH TEST RESULTS

To: bulWhit JMPU w rrre ItsT 2rue Sigl'Ts

(K byts) bp Mbp Mbp Mbp1 Mbps Mbps Mbps Mbps
4 31T777 SUM 1W 3159 lya 7r 291 l~- IV
12 7 ~ T 0 .114 J&~ K7F 26.7 2smF
20 9.7- -! fl, Tim -15w-

44 --7W1 .3 "J Iw W ~33. 1 7

From: Gold Threads 16 LLC Buffers: 48K
To: White TIRT: 25ms Single Test
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TABLE 67: SINGLE PROCESSOR, 31ST TEST RESULTS

(Kbyte.) NMbp Mbps Mbps NMbps Mbps Mbps bps Mbps
4 - '7TT - 2T7r- T =27 -rrT

36 IL ZV.13 ITm 2qLlr zv* 3zw 21:Ur a

Frorn: White Threads. 16 LLC Butlers: 48K
To: Gold TIRT: 25ms Dual Test

TABLE G8: SINGLE PROCESSOR, 32ND TEST RESULTS

W NEoW gazm m m ueFU 7V It rimU rim & U WU r u Ft im
(K bytes) Mbp Mbpms Mbps Mbps Mbps Mhps Mbps Mbp

4_______ 30.0 31.5 Z[U 2&75 *20.7 i1TU T1- Tf37r

20 2167 30.9 27.7 -M!5- -3T TW

_ _j~r i-r2r w w
32 - -2L5()1T 26.6 ~ 13 2&97 1 2.0 7.91

60 zr5 y 5-36 S.7~T W W 11

From: Gold Threads.: 16 LLC Buffers: "8K
To: White TFRT: 2Sms Dua Tent

TABLE 69-. SINGLE PROCESSOR, 33RD TEST RESULTS

WY USW 3111-, F xIN IE F1CF rueW-FmU F1W1 rW rueF1W(bye) Mp Mbps Mbps Nlbps Mbps Mbps Mbps NMbps
4 - "JX ~7r- -'Jfr I~ .- J --7 w- m

1W 3&7 296- 3N!U 11r' 27A8

29 95 =J!r -'EW --4f- -WW IZ5U- 11:A
JO ~ ~ ~ ~ ~ L IW 4L931 iT K E-K

54 ij.T 1~ W -F M E W 1& U6 1KF
-1ey I3L1 &4 1*&*11U9 .

Frown: white Threads: 8 LLC Buffers: 48K
To: Gold MT.T Sins Single Test. FDDI Boards Switched
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TABLE 70: SINGLE PROCESSOR, 34TH TEST RESULTS
W mnpow Me tleAIli ile L ue T1V3 r1Fr rile FF rimW FIW

W Kbytes) NMbp Nlbps Nlbps Nlbps NMbp Nlbps Nlbps Mbps

__If u 32 1 M 42 - -jrw-r 33A -- J n
36 1Z.77 33.7 _W1 J3W I23 2&W 1 3.1 27
44___ K'AI 3LK6 6.76 EFI 6Y J

From: Gold Thre-ads 8 LLC Buffers: 48K
To: White TrRT: 8ms Single Test. FDDI Boards Switched
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APPENDIX E: NTTCP TWO PROCESSORS RESULTS

TABLE 71: PARAMETERS USED FOR TWO PROCESSOR TEST

Test Nmber IJrJI To: II Esft TrRT shr mum fsbf wuw
11 __ 1 tbreads R___ kic m- _

ist Test White Gold 8 11s 48K 4352
2nd Test White Gold 16 sms 48K 4352

3rd Test Whitm Gold 8 5ms 48K 4352
4th Test White Gold 16 5ms 48K 4352

5th Test White Gold 8 Ilns 48K 4352
6th Test White Gold 16 Ilns 48K 4352

7th Test White Gold 8 25ms 48K 4352

8th Test White Gold 16 25ms 48K 4352

9th Test White Gold S 811s 56K 4352
10th Test White Gold 16 Sins 56K 4352

1 1th Test White Gold 8 5ms 56K 4352

12th Test White Gold 16 Sis 56K 4352
13th Test White Gold 8 Ilrs 56K 4352
14th Test White Gold 16 1l1ms 56K 4352

15th Test White Gold 8 25ms 56K 4352
16th Test White Gold 16 25ms 56K 4352

17th Test White Gold 8 81is 40K 4352

I 8th Test White Gold 16 Sms 40K 4352

19th Test White Gold 8 5Ms 40K 4352
20th Test White Gold 16 5ms 40K 4352

21st Test White C 8 I lms 40K 4352
22nd Test White G.,... 16 1 Imrs 40K 4352

2-3th Test White Gold 8 25ms 40K 4352

24th Test White Gold 16 25ms 40K 4352

25th Test White Gold a Sms 48K 4192
26th Test White Gold 16 Sms 48K 4192

27th Test White Gold 8 5ms 48K 4192
28th Test White Gold 16 5ms 48K 4192
29th Test White Gold 8 Imims 48K 4192 ,
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TABLE 71: PARAMETERS USED FOR TWO PROCESSOR TEST

Test %umber From: p To: 1 JFS~as)IIcbj TTRT ~sbf nui I sbf~mtu

30th Test White Gold 16 Irm. 49K 4192

31st Test White Gold 8 25ms 48K 4192

32nd Test White Gold 16 25ms 48K 4192

33rd Test White Gold 8 gins 56K 4192

34th Test White Gold 16 8ms 56K 4192

35th Test White Gold 8 5ms 56K 4192

36th Test White Gold 16 Sms 56K 4192

37th Test White Gold 8 Irns 56K 4192

38th Test White Gold 16 rims 56K 4192

39th Test White Gold 8 2561ms 56K 4192

40th Test White Gold I8 25ms 56K 4192

41st Test White Gold 8 8ms 40K 4192

42nd Test White Gold 16 Sms 40K 4192

43rd Test White Gold 8 5ms 40K 4192

44th Test White Gold 16 5ns 40K 4192

45th Test White Gold 8 Ilrs 40K 4192

46th Test White Gold 16 11ms 40K 4192

47th Test White Gold 8 25ms 40K 4192

48th Test White Gold 16 25ms 40K 4192

TABLE 72: TWO PROCESSORS, IST TEST RESULTS

Window Sin FiA A WM MC MdD MTE MileF MiG File H
(K bytes) Mbps Mbp Mbp Mbps Mbp Mbp Mb" Mbps

4 30.04 32.77 32.77 32.77 30.34 31.5U 30.71 31.01

12 30.04 32.77 31.31 29.37 30.46 30.34 30.43 30.56

20 353.17 60.07 54.61 54.61 50.97 52.43 50.14 51.36

23 746.38 5•.61 55L25 5&98 49.52 52.43 52.47 52.38

36 105.33 60.07 54.61 55.34 50.97 50.84 52.47 53.12

44 32.77 49.15 58.25 52.43 49.52 51.63 52.52 53.33

52 32.77 43.69 50.97 X680 48.06 51.63 52.06 52.28

60 502.A4 54.61 50.97 53.16 50.97 46.71 50.50 47.17

From: White Threads: 8 LLC Buffers: 48K
To: Gold "rRT: 8is MTU: 4352 Bytes
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TABLE 73: TWO PROCESSORS, 2ND TEST RESULTS

Window Size ile A Ale B File File D Ale E i File e H
(K bytes) Mbps Mbps Mbps Mbps Mbps Mbps Mbps Mbps

4 32.77 32.77 32.77 33.55 31.55 31.16 31.77 31.54t

12 27.31 32.77 29.49 30.95 31.55 29.98 30.27 30.69

20 32.77 54.61 50.97 50.97 49.52 51.63 50.76 52.22

28 32.77 60.07 54.61 53.16 50.97 51.63 52.47 51.68

36 266.70 60.07 47.33 55.34 50.97 52.61 52.39 52.11

44 367.47 54.61 47.33 54.61 50.97 54.55 52.52 53.60

52 240.30 60.07 50.97 58.93 4.06 5140 50.76 52.2.5

60 32.77 49.15 43.69 50.97 49.52 49.25 52.10 44.91

From: White Threads: 16 LLC Buffers: 48K
To: Gold TTRT: 8ms MTU: 4352 Bytes

TABLE 74: TWO PROCESSORS, 3RD TEST RESULTS

Window Size Fle A File B File C -Ale D Ale E File F File G File H
(K bytes) Mbpe Mbps Mbp Mblps Mbps Mbps Mbps Mbps

4 32.77 32.77 32.77 35.11 30.95 32.13 31.46 31.70

12 30.04 30.95 30.58 30.95 30.34 30.55 31.02 30.55

20 118.33 60.07 58.25 54.61 52.43 50.05 49.59 50.97

28 573.44 43.69 58.25 52.43 52.43 51.63 51.60 51.21

36 32.77 43.69 S.2 52.43 50.97 54.37 52.9 53.11

44 303.10 60.07 58.25 56.80 49.52 51.63 52.52 52.67

52 365.93 60.07 54.61 53.16 47.02 50.0s 49.59 50.70
60 95.57 5461 50.97 56.80 49.20 47.79 44.75 44.41

From: White Threads: 8 LLC Buffers: 48K
To: Gold TTRT: 5ms MTU: 4352 Bytes

TABLE 75: TWO PROCESSORS, 4TH TEST RESULTS

Window Size File A AFle B Ale C D File E File F Fle G File H
(K bytes) Mbps Mbps Mbps Mbps Mbps Mbps Mbps Mbps

4 32.77 32.77 32.77 32.77 32.16 31.48 M1.95 32.18

12 32.77 32.77 30.53 31.68 31.24 31.20 34.76 31.95

20 458.49 54.61 50.97 56.80 50.97 52.61 52.09 52.25

28 95.57 54.61 54.61 54.61 53.16 52.43 53.35 51.89

36 136.53 65.54 54.61 56.80 50.97 52.61 55.70 54.48

44 32.77 60.07 58.25 53.16 52.43 51.63 53.39 53.56

52 249.40 43.69 58.25 56.80 48.06 50.34 50.42 52.23

60 281.91 49.15 54.61 58.98 48.06 50.84 47.54 46.71

From: White Threads: 16 LLC Buffers: 48K
To: Gold TTRT: 5ms MTU: 4352 Bytes
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TABLE 76: TWO PROCESSORS, 5TH TEST RESULTS

Window Size File A File B File C File D File E File F File G File H
(K bytes) Mbps Mbps Mbps Mbp.. Mbps Mbps Mbps Mbps

4 30.04 32.77 32.77 34.33 30.95 31.16 31.95 31 [

12 27.31 27.31 30.58 30.95 33.01 29.16 30.45 3o.la

20 230.94 60.07 58.25 53.16 46.60 50.18 51.6 51u. 35

28 32.77 60.07 54.61 52.43 52.43 50.18 51.63 5 I.81

36 32.77 54.61 54.61 54.61 53.16 48.82 52.47 52.68

44 398.68. 41.87 54.6. 61.17 52.43 52.43 52.52 52.08

52 136.53 38.23 54.61 54.61 51.70 5 IAI 50.08 51.45

60 32.77 54.61 58.25 54.61 52.12 47.54 46.37 45..31

From: White Threads: 8 LLC Buffers: 48K
To: Gold TTRT: 1 Ims MTU: 4352 Bytes

TABLE 77: TWO PROCESSORS, 6TH TEST RESULTS

WiDdow Size MeA B FteC Me D Me E kF File G File
(K bytes) Mbps Mbps Mbps Mbps Mbps Mbps Mbps Mbps

4 32.77 30.95 34.59 33.55 32.16 32.45 32.11 32.10

U 27.31 30.95 31.68 32.16 30.95 32.13 30.86 31.23

20 100.37 54.61 54.61 56.80 52.43 51.63 50.80 51.25

28 163.4 49.15 58.25 56.30 54.61 52.43 50.80 52.9-2

36 190.89 49.15 54.61 58.98 53.16 5 1.02 49.46 52.75

44 435.7 65.54 53.25 56.30 52.43 50.34 53.01 54.06

52 476.96 60.07 54.61 54.61 51.70 47.78 48.07 52.67

60 136.53 49.15 54.61 55.34 50.97 49.52 47.77 48.14

From: White Threads: 16 LLC Buffers: 48K
To: Gold TrRT: irns MTU: 4352 Bytes

TABLE 78: TWO PROCESSORS, 7TH TEST RESULTS

Window Size MUeA MieB Me C ieD MileE Fle F File G File H
(K bytes) Mbps Mbps Mbps Mbp Mbps MIbp Mbps Mbps

4 32.77 32.77 32.77 33.55 32.16 32.13 32.27 32.19

12 30.04 32.77 29.49 29.73 30.34 31.85 31.97 31.41

20 32.77 60.07 47.33 53.16 49.52 51.63 52.06 50.21

2 87.99 54.61 47.33 54.61 49.52 53.40 51.22 52.25

36 425.98 49.15 47.33 54.61 50.97 55.34 51.18 52.71

44 32.77 43.69 50.97 53.16 50.97 54.37 53.39 51.34

52 209.09 60.07 54.61 52.43 49.52 47.23 50.47 49.44

60 32.77 60.07 54.61 56.80 43.48 48.03 43.29 44.33

From: White Threads: 8 LLC Buffers: 48K
To: Gold TTRT: 25ms MTU: 4352 Bytes
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TABLE 79: TWO PROCESSORS, 8TH TEST RESULTS

Window Size File A FMe 8 Fit C Fe D File E File F File G File H
(K bytes) M sbps Mbps Mbps Mbps bMbps Mbps

4 30.04 32.77 32.77 34.33 32.77 31.16 31.94 31.86

12 32.77 30.95 33.50 32.16 31.73 30.59 31.49 31.87

20 222.09 60.07 54.61 50.97 52.43 52.61 52.43 51.26

28 95.57 54.61 58.25 56.30 54.61 51.81 53.85 53.10

36 32.77 43.69 50.97 58.98 53.16 50.05 52.60 54.26

44 19 1.75 54.61 50.97 54.61 49.93 52.-7 53.47 53.40

52 32.77 60.07 50.97 53.16 45.56 50.18 49.66 53.37

60 313.12 60.07 47.33 54.61 44.52 51.02 51.26 47.16

From: White Threads: 16 LLC Buffers: 48K
To: Gold TTRT: 2-ims MNTU: 4352 Bytew

TABLE 80: TWO PROCESSORS, 9TH TEST RESULTS

Window Size File A File B FileC Fe D ilEFi TFileG File H
(K bytes) Mbps Mbps Mbps Mbps Mbps Mbps Mbps Mbps

4 3277 32.77 32.77 33.55 30.95 31.48 31.94 32.03

12 32.77 29.13 31.31 29.37 30.34 30.66 31.32 30.72

20 32.77 54.61 58.25 48.06 49.52 50.34 48.80 49.98

28 226.65 60.07 61.90 49.52 49.52 50.05 48.84 50.97

36 240.30 54.61 54.61 55.34 50.24 49.25 50.46 50.70

44 118.33 60.07 50.97 54.61 46.60 46.57 47.50 48.41

52 178.40 54.61 54.61 53.16 39.44 35.62 40.79 38.74

60 163.94 49.15 54.61 52.43 30.22 26A3 28.45 24.03

From: White Threads: 8 LLC Buffers: 56K
To: Gold TTRT: 8ms MTU: 4352 Bytes

TABLE 81: TWO PROCESSORS, 10TH TEST RESULTS

Window Size File A Fil MB i e D Fie E File F File G File H
(K bytes) Mbps Mbps Mbps Mbps Mbps Mbps Mbps Mbps

4 32.77 32.77 32.77 34.33 32.16 32.13 32.27 32.79

12 32.77 29.13 31.68 31.55 32.94 31.80 32.17 31.47

20 136.53 60.07 5A25 56.30 50.97 50.34 52.93 51.27

28 362.63 60.07 61.90 52.43 53.16 53.58 52.93 52.88

36 289.45 65.54 54.61 56.80 52.43 53.40 52.98 54.04

44 32.77 60.07 50.97 56.80 45.15 51.02 53.01 52.32

52 105.33 49.15 50.97 54.61 40.05 44.35 43.05 43.66

60 118.33 49.15 47.33 56.80 35.46 36.32 30.46 30.52

From: White Threads: 16 LLC Buffers: 56K
To: Gold TTRT: gms MTU: 4352 Bytes.
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TABLE 82: TWO PROCESSORS, 11TH TEST RESULTS

Window Size File A File B File C File D File E File F File G File H
(K bytes) Mbps Mbps Mbps Mbps Mbps Mbps Mbps Mbps

4 32.77 32.77 34.59 U4-33 31.55 32.1 3211 31.5

12 30.04 29.13 29.49 29.25 29.73 31.16 30.58 31.01

20 300.37 65.54 47.33 50.97 49.52 50.05 51.22 5%..9f

28 340.42 49.15 54.61 56.80 50.97 50-97 52.93 51.61

36 357.72 60.07 58.Z 56.80 54.61 50.84 53.01 5246

44 404.14. 49.15 54.§1 52.43 52.43 52.43 51.33 53.11

52 118.33 49.15 50.97 52.43 44.52 45.12 43.11 44.36

0136.53 60.07 54.61 56.5 46.75 32.39 34.33 27.51

From: White Threads: 8 LLC Buffers: 6%K
To: Gold TTRT: 5ms MTU: 4352 Bytes

TABLE 53: TWO PROCESSORS, 12TH TEST RESULTS

Window Size e A M B Mie C File D Fie E F1ie F File G File H
(K bytes) Mbps Mbps Mbps Mbps Mbps Mbps Mbps Mbps

4 30.04 30.95 34.59 33.55 3216 31.80 31.47 32.11

12 30.04 32.77 30.58 25.64 30.34 30.55 30.70 304.4

20 57.99 65.54 50.97 52.43 49.52 50.54 51.1 50.96

21 209.09 54.61 50.97 56.50 52.43 53.40 53.39 52.66

36 32.77 43.69 58.25 52.43 50.97 51.81 52.47 52.33

44 209.09 49.15 61.90 52.43 51.70 49.35 52.43 49.68

52 27.67 49.15 54.61 54.61 37.97 40.27 43.53 41.02

60 136-53 49.15 47.33 52.43 38.77 35.34 27.04 28.61

From: White Threads: 16 LW Buffers: 56K
To: Gold TTRT: Sms MTU: 4352 Bytes

TABLE 84: TWO PROCESSORS, 13TH TEST RESULTS

Window Size Fie A FleTB FlleC Wie D iME MlF FieG MFle
(K bytes) Mbps Mbps Mbps Mbps Mbp Nbs Mbps Mbps

4 32.77 32.77 32.77 34.33 32.16 31.80 31.62 31-54

12 32.77 29.13 30.58 29.37 30.34 31.4 31.15 30.84

20 105.33 49.15 54.61 54.61 48.06 53.40 52.06 51.40

28 240.69 60.07 61.90 52.43 48.06 53.40 50.31 52.01

36 136.53 60.07 54.61 61.17 52.43 52.43 52.47 51.29

44 199.34 43.69 54.61 53.16 50.24 50.97 50.65 50.97

52 32.77 38.23 50.97 53.16 39.43 42.37 42.94 37.45
60 295.2 43.69 50.97 53.16 37.99 30.91 27.44 26.73

From: White Threads: 8 LLC Buffers: 56K
To: Gold TFRT: Irns MTU: 4352 Bytes
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TABLE 85: TWO PROCESSORS, 14TH TEST RESULTS

Window Size Fi- e A Fe 8 Mle C Fl D Fil E File F Fie G Fil. H
(K bytes) Mbps Mbps Mbps Mbps Mbps Mbps Mbp Mbps

4 32.77 30.95 34.59 33.55 31.55 31.16 31.15 31.54

12 I.53 29.13 28.40 30.34 29.73 30.01 30.89 30.34

20 'T3.33 54.61 50.97 50.97 4L.06 SO."4 50.76 50.03

28 60.07 54.61 56.80 48.48 50.84 51.18 49.72

36 " 49.15 50.97 56.80 50.97 50.84 51.68 51.31

44 731.56 49.15 49.15 52.43 50.97 51.63 51.26 50.63

52 249.40 60.07 58.25 56.80 41.25 4*93 46.08 44.73

60 32.77 60.07 50.97 50.97 50.66 42.39 32.90 31.35

From: White Threads: 16 LLC Buffers: 56K
To: Gold TIRT: 1 Ims MTU: 4352 Bytes

TABLE 16: TWO PROCESSORS, 15TH TEST RESULTS

Window Size FileA RWTB ikeC FUeD eE Fe F I File G R11TH
(K bytes) Mbps Mbps Mbps Mlbps Mbps Mbps Mbps Mbps

4 30.04 38.23 32.77 33.55 32.16 3L.80 3.L46 32.03

12 32.77 36.41 29.49 29.13 31.55 30.55 29.69 30.56

20 199.34 54.61 43.69 52.43 48.06 49.25 50.14 50.95

28 340.42 54.61 47.33 5243 50.97 52.61 52.06 50.98

36 340.42 60.01 41.33 %tL8o 49.52 52.43 51.60 51.11

44 136.53 43.69 50.97 50.97 49.52 49.2. 49.35 51.63
52 163.84 49.15 47.33 54.61 41.87 37.63 40.21 40.91

60 13653 49.15 54.61 52.43 32.86 30.63 * 28.04 26.21

From: White Threads: 8 LLC Buffers: 56K
To: Gold TFRT: 25ms MTU: 4352 Bytes

TABLE 87: TWO PROCESSORS, 16TH TEST RESULTS

Window Size MlleA IA FFeB W VD Me EFiWe FFe
(K bytes) Mbps Mbpl Mbps Mbps Mbpl Mbps Mbps Mbps

4 27.31 30.95 4 33.55 30.34 31.80 31.65 31.39

12 30.04 30.95 30.58 29.37 29.86 . 30.27 30.43 30.35

20 204-" 5 4.61 50.97 5143 47.02 49.38 49.38 47.32

28 9457 X3823 50.97 54 I 49.52 S0.84 51.79 49.47

36 3 17 49.15 50.97 56.80 52.43 50.18 51.67 50.90

.4 209.35 54.61 49.15 53.16 50.97 49.13 48.88 48.58

52 105.33 60.07 49.15 56.80 39.19 35.18 40.48 39.56
60 222.09 60.07 5279 54.61 43.71 27.27 31.75 2845

From: White Threads: 16 LLC Buffers: 56K
To: Gold "IRT: 25ms MTU: 4352 Bytes
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TABLE 88: TWO PROCESSORS, 17TH TEST RESULTS

Window Size File A File B File C File D File E File F File G File Hi
(K bytes) Mbps Mbps Mbps Mbps Mbps Mbps Mbps Mbps

4 32.77 32.77 32.77 35.11 32.33 32.13 31.77 31.46

12 27.31 30.95 29.49 30.46 30.95 31.16 30.56 30.85

20 95.57 54.61 54.61 56.80 48.06 52.43 50.09 50.35

28 375.63 49.15 54.61 52.43 48.06 50.54 50.49 49.55

36 267.61 60.07 55.25 56.50 34.5U 31.68 31.52 29.14

44 105.33 60.07 43.62 50.97 t6.61 16.03 15.43 13.97

52 32.77 43.69 45.51 42.29 10.42 10.39 10.46 10.47

60 202.07 29.13 26.21 25.50 15.76 9.95 5.6 5 .61

From: White Threads: 8 LLC Buffers: 40K
To: Gold TTRT: 8ms MTU: 4352 Bytes

TABLE 89: TWO PROCESSORS, 18TH TEST RESULTS

Window Size FileA F B C File D MW E FileF lG "FileH
(K bytes) Mbps Mbps Mbps Mbps Mbps Mbps Mbps Mbps

4 32.77 32.77 34.59 33.M5 30.95 31.80 31.63 31.46

12 27.31 29.13 27.31 25.64 30.95 30.37 30.14 30.93

20 143.21 49.15 47.33 56.80 49.52 50.54 50.01 51.32

28 363.18 38.23 50.97 52.43 48.06 50.05 51.64 51.79

36 32.77 49.15 58.25 54.61 35.49 37.72 33.56 34.211

44 335.93 54.61 54.61 48.06 20.25 19.47 18.16 16.44

52 137.14 47.33 41.37 46.60 15.49 12.22 13.52 12.28

60 27.31 31.86 40.78 35.54 27.72 14.27 11.82 10.84

From: White Threads: 16 LLC Buffers: 40K
To: Gold TTRT: 8ms MTM: 4352 Bytes

TABLE 90: TWO PROCESSORS, 19TH TEST RESULTS

Window Size FleA Fl B FileW C FieW WFMeE FileF FileG FileH
(K bytes) Mbps Mbps NMbps Mbps Mbps Mbps Mbps Mbps

4 30.04 32.77 32.77 35.11 32.77 32.13 31.63 31.62

12 32.77 29.13 27.31 29.25 32.94 30.34 29.96 30.33

20 1017.63 54.61 54.61 52.43 50.97 50.97 48.11 49.93

28 240.30 49.15 54.61 54.61 49.52 49.25 X50.6 49.29

36 32.77 43.69 54.61 52.43 37.36 27.66 33.7 , 29.93

44 236.35 60.07 50.97 55.34 17.61 17.01 15.02 15.97

52 163.54 38.23 45.51 47.02 13.82 12.60 11.30 11.01

60 24.58 41.37 34.22 40.21 1 10.92 9.22 9.88 9.02

From: White Threads: 8 LLC Buffers: 40K
To: Gold TTRT: Sms MTU: 4352 Bytes
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TABLE 91: TWO PROCESSORS, 20TH TEST RESULTS

Window Size File A File B File C FieD I File E File F File G File H
(K bytes) Mbps Mbps Mbps Mbps Mbps Mbps Mbps Mbps

4 30.04 32.77 32.77 33.55 32.16 31.80 32.44 31.94

12 32.77 29.13 32.40 32.33 30.95 31.48 32.60 32.28

20 95.57 60.07 54.61 55.34 50.97 52.61 51.64 51.81

28 163.84 49.15 54.61 58.98 52.43 51.81 52.47 52.11

36 580.72 49.15 61.90 57.53 42.70 42.85 41.20 42.48

44 408.39 60.07 58.25 52.43 24.17 23.76 22.88 24.98

52 136.53 49.15 52.79 49.52 21.30 16.31 15.64 14.92

60 161.11 45.51 45.51 44.52 34.37 22.15 11.93 13.02

From: White Threads: 16 LLC Buffers: 40K
To: Gold TTRT: 5ms MTU: 4352 Bytes

TABLE 92: TWO PROCESSORS, 21ST TEST RESULTS

Window Size FileA i FileC File D File E FiW Fe e
(K bytes) Mbps Mbps Mbps Mbps Mbps Mbps Mbps Mbps

4 32.77 29.13 34.59 33.55 30.95 30.84 31.46 31.07

12 27.31 29.13 28.40 29.25 29.86 30.27 29.85 30.25

20 163.84 60.07 50.97 54.61 50.97 50AI 48.11 50.97

28 155.65 54.61 50.97 53.16 49.52 49.14 50.54 49.60

36 32.77 54.61 54.61 52.43 38.21 39.04 38.28 39.86

44 300.37 38.23 50.97 54.61 20.70 22.40 20.85 19.60

52 237.57 36.41 49.15 55.34 15.74 14.62 13.49 12.56
60 32.77 36.41 38.23 39.43 28.27 . 16.50 1.57 10.39

From: White Threads: 8 LLC Buffers: 40K
To: Gold TFRT: Irns MTU: 4352 Bytes

TABLE 93: TWO PROCESSORS, 22ND TEST RESULTS

Window Siz MFiee E Fi F File G File H
(K bytes) Mbps Mbps Mbps Mbps Mbps Mbps Mbps Mbps

4 32.77 32.77 34.59 33.55 32.77 31.80 31.95 31.86

12 24.58 30.95 29.49 29.73 29.25 30.55 30.17 31.00

20 32.77 49.15 58.25 52.43 50.97 51.63 53.35 52.44

28 357.72 60.07 61.90 54.61 49.52 51.63 53.39 52.02

36 209.35 60.07 5.25 52.43 37.97 35.63 38.66 35.97

44 136.53 60.07 50.97 52.12 21.22 19.94 19.19 17.06

52 99.86 34.59 40.05 52.12 13432 1329 13.40 11.85

60 27.31 41.17 37.87 52.12 25.79 IL 10 10.54 10.27

From: White Threads: 16 LLC Buffers: 40K
To: Gold TTRT: I Irms MTU: 4352 Bytes
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TABLE 94: TWO PROCESSORS, 23RD TEST RESULTS

Window Size File A File B File C File D File E File F FileG File H
(K bytes) Mbps Mbps Mbps Mbps Mbps Mbps Mbps Mbps

4 32.77 32.7'7 32.77 33.55 32.77 31.4" 31.94 3119

12 27.31 29.13 30.58 25.16 31.55 30.55 30.35 301A1

20 163.54 43.69 55.25 54.61 50.97 48.59 50.01 5o.37

2b 16384 60.07 58.25 54.61 49.52 46.51 51.26 50.46

36 236.40 60.07 61.4X) 54.61 40.21 30.15 32.97 36.09

44 226.65 49.15 54.J 49.52 17.11 15.16 1516 17.45

52 163.84 40.05 38.96 42.03 13.61 12.51 13.09 11.210

60 133.50 34.5 32.77 3870 12.96 13.13 10.7-7 11.1

From: White Threads: 8 LLC Buffers: 40K
To: Gold TTRT: 25ms MTU: 4352 Bytes

TABLE 95: TWO PROCESSORS, 24TH TEST RESULTS

WindowSize FileA M eB Fde C Flk D M~eE M~e F e F H
(K bytes) Mbps. Mbps Mbps Mbps Mbps Mbps Mbps Mbps

4 32.77 43.69 32.77 34.33 31.55 31.43 31.46 31.35
12 30.04 27.31 30.58 30.34 30.34 30.55 29.54 30.70

20 370.05 43.69 525 49.62 49.52 45.53 49.93 50.96
25 9.36 60.07 50.97 39.32 35.37 31.76 33.59 31.37
36 105.33 4.69 46.97 38.35 19.35 20.65 19.59 19.76
44 76 37.14 34.59 24.52 10.91 11.70 10.42 9.39
52 465 24.76 26.21 19.58 9.53 3.59 3.83 7.65
60 22.76 26.76 18.98 150 9.01 3.53 7.65 6.35

From: White Threads: 16 LIC Buffers: 40K
To: Gold TrRT: 25ms MTU: 4352 Bytes

TABLE 96: TWO PROCESSORS, 25TH TEST RESULTS
Window Size MeAI iM•eBs Rk C• Fle D F~E, Ie F File G FileH

(K bytes) Mbps Mbp Mbps MbpI Mbps Mbps Mbps
4 32.77 32.77 37.45 35.11 36.20 36.16 36.16

t2 27.31 27.31 27.31 26.79 28L76 27.93 28L74 27.94

20 209.09 43.69 54.61 52.43 49.52 50.05 50.39 50.47

28 209.35 54.61 53.25 54,61 5097 51.63 52.52 5402
36 313.12 54.61 54.61 52.43 50.66 53.40 51.64 53.81

44 32.77 32.77 382 4L06 42.29 45.18 40.85 43.03
52 62.39 24.58 31.37 3372 27.15 34.44 28.68 25.57
60 23.67 16.12 27.03 25.75 36.43 34.19 21.90 20.40

From: White Threads: 8 LW Buffers: 48K
To: Gold TTRT: 8ins MTU: 4192 Byes
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TABLE 97: TWO PROCESS() 26TH TEST RESULTS

Window Size Mie A File 8 Fie C t.T ,e E File F Fle G File H
(K bytes) Mbps Mbps Mbps Mbps Mbps Mbps Mbp Mbps

4 32.77 32.77 36.41 34.33 36.67 36.20 36.37 36.58

12 27.31 25.49 24.03 25.91 25.76 27.23 2.588 28.26
-

20 573.44 54,61 47.33 49.52 5116 46.04 50.5 49.85

28 411.42 54.61 47.33 49.52 50.97 50.35 52.06 54.49

36 105.33 49.15 45.51 53.16 49.52 50.10 51.60 51.79
4 32.77 36.41 40.78 44.52 45.56 41.09 42.08 41.50

52 25.49 24.32 28.61 29.94 22.45 23.66 26.59 28.23

60 13.93 25.40 28.76 21.53[ 13.90 15.60 15.59 18.05

From: White Threads: 16 LLC Buffers: 48K
To: Gold TTRT: Sms MTU: 4192 Bytes

TABLE 98: TWO PROCESSORS, 27TH TEST RESULr7

Window Size FlA NlB M1e C Me D lE , G HFl
(K bytes) Mbps Mbp Mbp Mbps Mbp Mbs I Mbps Mbps

4 32.77 43.69 36.41 37.45 33.55 36.20 35.96 36.06

12 27.31 25.49 25.49 25.91 29.25 30.59 29.28 29.70

20 32.77 ,54.61 50.97 S543 50.97 52.61 51.60 51.63

28 315.60 54.61 52.79 49.93 52.43 .54.5 5$2.9 54.73

36 32.77 54.61 52.43 41-74 44.18 49.62 46.53 45.11

44 161.11 24.58 37.18 34.74 34.59 36.42 j 33.22 30.57

52 106.04 25.49 15.70 2X.65 27.51 26.02 23.55 21.57

60 23.21 15.5 16.90 24A3 1 20.91 -1.•0 1 1.50 13.09

From: White Threads: 8 LLC Buffers: 48K
To: Gold TrRT: 5ms MTU: 4192 Bytes

TABLE 99:. TWO PROCESSORS, 2rTH TEST RESULTS

Window Size iMeA FUReB e File D, Flm E Flle FibG MeH'
(K byte) Mbps Mbps Mbps MbIp Mbps Mbps Mbps Mbps

4 32.77 43.69 34.59 37.45 35.59 35.75 36.19 35.67

12 27.31 25.49 25.49 25.02 29.73 29.16 2&.40 25L50

20 118.33 60.07 54.61 50.97 49.52 50.84 51.60 52.23

22 32.77 49.15 54,61 54.63 52.43 51.81 32.06 32.89

36 209.09 49.15 50.97 50.97 49.52 531.15 52.198 50.41

44 372.93 49.15 47.33 50.97 41.68 46.47 42.04 44.85

52 23.67 36.47 33.23 36.90 31.12 28.00 28.46 27.17
60 24.58 21.30 19.93 26.06 28.49 22.34 r 20.34 19.24

From: White Threads: 16 LLC Buffers: 48K
To: Gold TTRT: 5ms MTU: 4192 Bytes
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TABLE 100: TWO PROCESSORS, 29TH TEST RESULTS

Window Size File A File B File C ie D File E File F File G File H
(K bytes) Mbps Mbps Mbps Mbps Mbps Mbps Mbps Mbps

4 30.04 43.6' 3641 36.61 35-19 35.37 35.96 35.95

12 27.31 25.4 26.5U 25.57 2q.37 21,26 27.75 29.15

20 163.4 60.07 47.33 50.97 41.06 .72 r .50.7 5.102

25 87.9Y 54.61 54.61 49.52 49.52 492 3 SLOu 53.91

36 3277 49.15 49.15 53.16 49.52 49.2-5 52.6t 513%

44 233.62 32.77 40.V 42.03 39-56 42.85 43.53 44.7T

52 27.31 21.22 30.55 34.05 27.U 2602 21. 3 30.9

60 14.11 20.21 25.30 22M95 19.7-2 20.17 25.32 18.62

From: White Thmrads: 8 LLC Buffers: 48K
To: Gold TTRT: 1ims MTU: 4192 Bytes

TABLE 101: TWO PROCESSORS, 30TH TEST RESULTS

Widow Size M~eA Flk B Fille C Fled D Me E ]Fle F File G Fle N

(K bytes) MbpsMm Mp Nbps Mb Mies M Mps Mbps Mbps
4 72.82 3277 40.05 36.67 34.33 35.37 36.37 36.47

12 24.58 27.31 26.21 25.52 25L64 29.07 29.02 25.77

20 144.73 54.61 47.33 52.43 49.52 50.35 S2.01 52.25

28 87.99 54.61 50.97 49.52 53.16 51.63 54.27 55.44

36 294.91 49.15 41.17 49.20 49.93 5158 54.27 52.24

44 92.34 4169 36.04 40.15 40.64 45.91 45.30 42.43

52 23.67 27.31 21.20 35.05 2625 I34.25 32.36 28.54

60 22.76 19.48 22.44 1 20.04 16.91 2L.30 L7.75 r 17.78

From: White Theads 16 LLC Buffe: 48K
To: Gold TTRT: Ilms Mru: 4192 Bytes

TABLE 102: TWO PROCESSORS, 31ST TEST RESULTS

WhiowSize Me A Me B Me Fled FTeE FWieF Flle G F&eH
(K byte) Mbp. Mbps Mbpe Mbpl Mbls Mbpl Mbp Mbp

4 32.77 4169 38.23 36.67 36.67 35.7/ 35.96 36.37

12 24.58 29.13 26.58 25.82 27.19 25L.9 2&.W0 29.14

20 118.33 54.61 50.97 52.43 50.97 50.13 52.43 50.33

28 406.37 49.15 50.97 52.43 52.43 52.73 54.31 52.50

36 163.34 33.23 54.61 5116 5 55.52 52.19 5403

44 118.33 41.r7 40.05 45.56 45.56 48L46 44.18 46.00

52 155.65 26.40 32.77 33.11 31.35 36.02 31.40 30.01

60 19.11 37.14 25.91 21.77 36.17 27.44 19.58 21.12

From: White Threads: 16 LLC Buffers: 48K
To: Gold TFRT: 5ms MrTU: 4192 Bytes
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TABLE 103: TWO PROCESSORS, 32ND TEST RESULTS

Window Size Me A FileRC F¶ WD File E FVF FikG F-i H
(K bytes) Mbp Mbp Mbps Mbp M Mbps bps Mbp Mbps

4 105.33 32.77 32.77 3589 36.67 35.78 35.76 35.75

12 27.31 27.31 24.76 26.79 2S.76 2S.39 29.19 29.01

20 163.84 60.07 58.25 49.52 52.43 50.14 52.43 51.26

28 118.33 60.07 58.25 52.43 52.43 51.83 52.52 52.29

36 423. 4369 5L25 50.97 50.97 53.40 50S.5 52.66

44 27.31 43.69 43.69 46.6W 41.61 19 40.60 43.53

52 105.59 27.31 2.40 23.45 35.32 32.74 27.23 29.29

60 198.88 21.85 22.05 23.14 28L5 25.07 1 18.12 21.63

From: White Threads: 16 LLC Buffers: 48K
To: Gold rRT: 25ms MTU: 4192 Bytes

TABLE 104: TWO PROCESSORS, 33RD TEST RESULTS

Window Size Mle A File B FileC File DI M~e le ~ G F
(K byte) Mbps Mbp. Mbps Mbps Mbps Mbps Mbps Mbps

4 173. 38.23 34.59 36.67 36.67 35.78 35.96 36.80

12 27.31 25A9 24.76 25.91 29.46 23.90 29.30 28.83

20 95.57 49.15 S4.61 52.43 49.52 51.63 50.80 52.27

28 118.33 60.07 54.61 52.43 50.97 53.58 52.93 53.12

36 209.35 54.61 S.q97 SO.97 56.20 55.34 55.75 54.55

44 209.09 49.15 50.97 49.52 50.97 50.14 52.67 54.52

52 32.77 49.15 50.97 49.52 45.15 45.12 45.94 47.08

60 23.67 38.23 37.14 42.65 40.99 37.17 39.92 35.73

From: White Treads: 8 LLC Buffers: 56K
To: Gold TTRT: 8ms MTU: 4192 Bytes

TABLE 105: TWO PROCESSORS, 34TH TEST RESULTS

Window Size RieA Rli5B File C FliD File E Filef F G iHt
(K byte) Mbps Mbpl Mbps Mbps Mbps Mbps Mbps Mbps

4 32.77 49.15 40.05 36.67 35.89 36.62 36.59 36.06

12 30.049 30.95 26.21 25.91 X2.64 . 28.67 23.70 28.35

20 105.33 60.07 52.79 50.97 52.43 52.43 52.06 52.23

28 337.09 60.07 50.97 52.43 53.16 52.61 54.27 53.15

36 199.34 54.61 50.97 50.97 53.16 52.43 54.27 53.63

14 305.33 49.15 50.97 SO.97 50.97 51.63 50.39 52.63

52 178.40 36.41 41.37 49.52 41.61 47.13 48.51 45.04

160 33.80 32.77" 35.32 1 3979 45.20 46.24 37.52 34.26

From: White Threads: 16 LLC Buffers: 56K
To: Gold TTRT: 8ms MTU: 4192 Bytes
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TABLE 106: TWO PROCESSORS. 35TH TEST RESULTS

Window Size File A File B File C TFiWe D File E Fue F File G; File H
(K bytes) Mbps Mbps Mbps Mbps Mbbps Mbps Mbps Mbp.

4 32.77 32,77 36.41 35.11 36.67 34.95 35.5 .b.(

12 27.31 23.67 24.76 25.12 29.73 29.44 29.54 261.8-

2b 10533 49.15 50.97 50.91 51.7 5 3.03 51 .26 51.

2b 704.51 54.61 54.61 52.43 52.43 53.58 52.19 53.60

36 33041 54.61 50.97 50.97 51.70 53.58 54.27 55.27

44 219.06 60.07 54.61 519.97 570 53.58 52.52 52.41

52 IDl.6 54.61 41.87 45.15 45.20 47.16 50.54 .8.7

60 168.13 52.79 36.41 42.36 41.75 3863 38.67 39.02

From: White Threads: 8 LLC Buffers: 56K
To: Gold TrRT: Sms MTU: 4192 Bytes

TABLE 107: TWO PROCESSORS, 36TH TEST RESULTS

Window Size MieA Fke8 File C MieD FleE MeF FileG FileH
(K bytes) MWbp Mbps Mbps Mbps Mbps Mbps Mbps Mbps

4 32.77 43.69 36.41 36.67 35.89 35.37 35.56 36.47

12 21.85 25.49 25.49 26.70 28.64 28.26 28.49 218.4

20 87.99 38.23 50.97 52.43 48.48 47.13 52.47 51.80

28 158.38 43.69 50.97 49.52 50.97 49.93 51.22 53.56

36 327.38 43.69 43.69 49.52 50.97 49.93 52.14 52.75

44 32.77 54.61 50.97 49.52 51.70 50.97 531.22 52.16

52 30.04 41.87 49.15 45.63 43.74 44.65 46.88 49.18

60 23.67 34.59 38.23 34.05 38.72 39.83 42.78 36.43

From: White Threads: 16 LLC Buffers:. 56K
To: Gold TTRT: 5ms MTU: 4192 Bytes

TABLE 108: TWO PROCESSORS, 37TH TEST RESULTS

Window Size MleA MTe FiletC MeD Me F e FT WeG WieH
(K bytes) Mbps Mbp M bps Mbps lMbps Mlbps Mbps Mbps

4 30.04 38.23 38.23 35.89 35.99 35.37 36.16 36.47

12 30.04 27.31 27.31 25.91 28.16 27.72 27.61 28.12

20 185.69 49.15 49.15 48.06 47.02 48.82 49.89 49.57

28 32.77 49.15 47.33 49.52 48.06 50.97 52.93 50.38

36 245.90 49.15 43.69 45.98 50.24 50.84 53.35 50.26

44 37.99 54.61 45.51 49.52 45.56 48.96 51.26 49.38

52 144.99 49.15 43.69 38.40 41.92 39.66 42.78 40.30

60 114.69 28.22 29.34 27.95 34.41 32.18 30.40 30.66

From: White Threads: 8 LLC Buffers: 56K
To: Gold TTRT: irns MTU: 4192 Bytes
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TABLE 109: TWO PROCESSORS, 38TH TEST RESULTS

Window Size File A e ile File D Fie le F ile G e
(K bytes) Mlbps Mbbp Mbps Mlbp Mbps Mbps Mbps Mbps

4 149.51 32.n 36.41 35.89 35.89 36.20 36.39 3648

12 30.04 2.85 25.49 25.42 28.16 28.56 28.78 28.87

20 105.33 43.69 50.97 50.97 50.97 51.81 5s.60 52.24

28 32.77 43.69 54.6 50.97 52.43 53.58 54.36 52.38

36 32.77 60.07 58.25 5243 50.97 53.40 53.49 52.95

44 502.4 65.54 54.61 52.12 52.43 52.61 52.93 53.40

52 118.33 60.07 43.69 46.60 47.02 51.81 50.06 46.42

60 27.31 52.79 32.40 42.92 44.83 40.43 38.40 35.53

From: White Threads: 16 LLC Buffers: 56K
To: Gold TRT: I Irs MTJ: 4192 Bytes

TABLE 110: TWO PROCESSORS, 39TH TST-14r RESULTS

Window Size FMe A Fie 8 File C Fe D Me E Fle F File G File H
(K bytes) Mbps Mbps Mbps Mbps Mbps Mbps Mbp Mbps

4 30.04 32.77 34.59 36.67 35.89 36.20 35.35 35.75

12 30.04 27.31 24.76 26.70 28.28 30.01 29.03 28.99

20 136.53 5461 54,61 48.06 50.97 51.63 50.84 51.26

28 105.33 49.15 54.61 50.97 52.43 50.05 53.39 54.07

36 87.99 54.61 50.97 50.97 52.43 51.81 53.81 54.97

44 355.-9 60.07 50.97 48.06 486 50.84 53.39 53.11

52 85.26 60.07 43.69 46.60 41.32 46.09 50.95 49.18

60 1112.7 30.95 38.23 3.07 4848 37.84 41.38 36.57

From: White Threads: 8 LLW Buffers: 56K
To: Gold TFRT: 25ms MTU: 4192 Bytes

TABLE 111: TWO PROCESSORS, 40TH TEST RESULTS

Window Size File A Fie B ie C File D Me E File F File G File H
(K bytes) Mbps Mbps Mbps Mbps Mbps Mbps Mbps Mbps

4 32.77 3823 34.59 37.45 37.45 35.37 36.60 36.58

12 21.85 29.13 24.03 27.67 27.67 28.16 28.23 28.48

20 32.77 54.61 50.97 48.06 48.06 51.63 50.87 52.44

28 209.35 49.15 54.61 50.97 52.43 53.40 52.47 52.92

36 290.89 323 54.62 50.97 52.70 50.84 53.39 52.44

44 353.17 38.23 50.97 52.43 49.20 50.84 52.52 55.20

52 32.77 60.07 49.15 44.52 45.15 45.35 46.79 48.13

60 27.31 32.77 32.98 40.57 44.52 35.98 39.81 35.67

From: White Threads: 16 LLC Buffers: 56K
To: Gold TTRT: 25ms MTU: 4192 Bytes
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TABLE 112: TWO PROCESSORS, 41ST TEST RESULTS

Window Size File A File B File C File D) Fi E Fil F File G File H
(K bytes) Mbps Mbps Mbps IMbps Mbps Mbps Mbps Mbps

4 32.77 33.23 34.59 35.11 36.67 36.20 36.3Y 36.61,

12 27.31 23.67 26.94 26.30 29.25 28.93 29.74 28.92

20 363.18 43.69 47.33 50.97 46.60 52.43 52.06 53.33

28 367.47 38.23 45.51 52.43 50.97 55.34 53.64 52.21

36 30.04 36.41 45.51 44.78 44.52 45.43 48.52 42.56

44 L51.55 36.77 25.33 24.74 26.24 28.67 26.12 23.7-

52 199.58 18.31 07.82 20.99 20.65 22.50 19.65 17.03

60 17.29 16.39 14.45 16.220 26.67 25.20 14.481 12.27

From: White Threads: 8 LLC Buffers: 40K
To: Gold TTRT: gins MTU: 4192 Bytes

TABLE U13: TWO PROCESSORS, 42ND TEST RESULTS

Window Size File A MeB M C MeD File E File F FileG G iie
(K bytes) Mbps Mbps Mbps Mbps Mbps Mbps Mbps Mbps

4 32.77 38.23 34.59 35.11 36.67 36.20 36.39 36.60

12 27.31 23.67 26.94 26.30 29.25 25.93 29.74 28.92

20 363.18 43.69 47.33 50.97 46.60 52.43 52.06 53.33

28 367A7 38.23 45.51 52.43 50.97 55.34 53.64 52.21

36 30.04 36.41 45.51 44.75 44.52 45.43 41.52 42.86

44 151.55 36.77 25.33 24.74 26.24 23.67 26.12 23.7

52 198.18 M831 17.82 20.99 20.65 22.50 19.65 17.03

60 17.29 16.35 14.5 16.20 26.67 25.20 14.48 12.27

From: White Threads: 16 LLC Buffers: 40K
To: Gold TTRT: 8ms MTU: 4192 Bytes

TABLE 114: TWO PROCESSORS, 43RD TEST RESULTS

Window Size MTe A File 8 ie le D i E F Meie Fie
(K bytes) Mbps Mbps Mbl Mbp Mbp Mb Mbps Mbps

4 32.77 32.77 40.73 35.11 36.67 35.78 35.96 36.06

12 24.58 27.31 26.21 25.42 25.99 29.73 29.69 29.41

20 87.99 54.61 48.06 50.97 46.60 51.63 52.39 51.26

28 398.61 54.61 49.15 50.97 46.60 51.94 53.81 51.61
36 841.05 49.15 47.33 35.49 38.32 45.91 45.43 41.45

44 20.94 29.13 29.86 32.02 26.63 24.80 27.30 25.61

52 20.94 23.22 24.09 20.07 20.49 20.55 IL29 16.41

60 20.94 22.76 15.62 16.84 14.03 17.62 13.67 12.74

From: White Threads: 8 LLC Buffers: 40K
To: Gold "TRT: 5ms MTU: 4192 Bytes
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TABLE 115: TWO PROCESSORS, 44TH TEST RESULTS

Window Size FiIe A Fe B File C Fle D Me E File F File G File H
(K bytes) Mbps Mbps Mbps Mbps Mbps Mbps Mbps Mbps

4 30.04 38.23 34.59 30.56 34.33 36.20 36.37 36.07

12 32.77 29.13 26.21 21-96 27.67 27.62 28.26 28.93

20 336.33 49.15 44.42 41.69 47.70 44.64 48.24 46.53

28 22.39 38.59 29.09 22.83 37.34 37.23 3907 36.02

36 14.07 22.76 18.37 13.99 20.04 20.71 17.11 17.06

44 9.71 11.74 15.23 10.09 10.28 12.13 12.24 10.59

52 8.60 640 9.25 9.83 7.40 8.81 8.37 8.24
60 6.75 8.45 8.67 9716 7.18 9.01 6.95 8.27

From: White Threads: 16 LLC Buffers: 40K
To: Gold TTRT: 5ms MTU: 4192 Bytes

TABLE 116: TWO PROCESSORS, 45TH TEST RESULTS

Window Size l A F 8 File C FileFDle E e F File G Mii H
(K bytes) Mbps Mbps Mbps Mbps Mbps Mbps Mbps Mbps

4 32.77 38.23 34.59 36.67 36.67 35.37 35.35 35.75

12 21.85 29.13 28.40 25.02 29.13 29.44 28.52 29.20

20 209.35 54.61 47.33 50.97 49.52 52.61 52.01 50.79

28 72.82 43.69 50.97 52.43 52.43 52.61 53.81 53.35

36 30.04 32.77 38.96 41.34 45.20 46.01 47.17 45.76

44 209.35 26.40 31.68 29.63 26.39 28.94 27.35 24.47

52 23.67 24.94 26.42 24,97 20.58 IL17 19.59 20.01

60 23.67 18.2 19.70 18.59 21.62 22.31 15.22 14.55

From: White Threads: 8 LLC Buffers: 40K
To: Gold TrRT: r Ins MTU: 4192 Bytes

TABLE 117: TWO PROCESSORS, 46TH TEST RESULTS

Window Size Mile A Me B Mie C ile D File E File F ile G Fie H
(K bytes) Mbps Mbps Mbps Mbps Mbps Mbps Mbps Mbps

4 32.77 38.23 34.59 36.67 36.67 35.78 36.37 36.27

12 27.31 25.49 26.21 26.21 27.67 30.55 31.15 29.34

20 118.33 60.07 47.33 48.06 49.52 50.84 50.88 50.90

28 219.06 54.61 54.61 52.43 52.43 52.61 54.27 52.96

36 32.77 43.69 43.69 43.07 38.70 42.65 47.77 42.97

44 20.94 30.95 24.60 39.08 29.80 28.13 25.86 28.63

52 20.94 18.57 22.78 24.66 22.2 21.26 18.62 19.02

60 21.85 18.02 20.62 17.74 24.82 1941 17.07 14.54

From: White Threads: 16 LLC Buffers: 40K
To: Gold TTRT: I Irms MTU: 4192 Bytes
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TABLE 1LI: TWO PROCESSORS, 47TH TEST RESULTS

Window Size File A File B File C File D File E File F ile File H
(K bytes) Mbps Mbps Mbps Mbps Mbps Mbps Mbps Mbps

4 32.77 38.23 36.41 36.67 36.67 36.62 36.W0 3) 4

12 30.04 25.4y 26.21 26.70 30.46 29.47 29.1 26.21

20 199.34 49.15 54.61 50.97 5243 5U.64 50.87 52.23

2b 622.59 65.54 54.61 50.97 48.06 52.43 53.47 4.03

36 136.53 3823 47.33 42.29 409.0 46.29 42.24 41 '5

44 21.85 24.94 29.15 28.02 24.57 25.73 19.7b 22 Nt,

52 20.44 20.68 17.63 19.46 16.82 15.81 14,0b 16-54

60' 15.93 22.06 1544 173U i K.20 14.40 ,.S1 I8vX

From: White Threads: 8 LLC Buffers: 40K
To: Gold TTRT: 25ms MTU: 4192 Bytes

TABLE 119: TWO PROCESSORS, 48TH TEST RESULTS

Window Size HleA File B FiC HFieD Me E FPile F ileG FileT H
(K bytes) Mbps. Mbps Mbps Mbps Mbps Mbps Mbps Mbps

4 32.77 38.23 34.59 35.11 36.67 36.20 36.17 36.16
12 32.77 23.67 26.58 27.67 28.16 28.M0 28.75 28.30

20 118.33 54.61 58.25 54.61 49.52 50.84 51.18 51.60

28 253.69 49.15 58.25 49.52 50.97 51.81 53.39 50.76

36 30.04 30.95 37.14 36.32 40.21 41.71 37.38 39.04

44 26.40 20.39 24.88 21.32 24.71 26.89 24.72 22.68

52 21.85 14.93 14.40 17.64 17.74 13.89 13.84 13.94

60 13.20 12.85 13.86 15.15 18.12 12.20 13.85 12.18

From: White Threads: 16 LLC Buffers: 40K
To: Gold TrRT: 25ms MITU: 4192 Bytes

TABLE 120: TWO PROCESSORS, 49TH TEST RESULTS

Window Size HileA File File C FiGe ie P F FiWeG Filer
(K bytes) Mbps Mbps Mbps Mbps Mbps Mbps Mbps Mbps

4 32.77 32.77 32.77 33.55 31.55 32.77 31.95 31.86

12 30.04 29.13 31.68 31.55 31.55 31.84 31.46 31.55

20 249.40 60.07 54.61 52.43 50.97 52.43 50.14 49.30
28 209.35 65.54 54.61 52.43 52.43 52.61 52.93 51.52

36 32.77 54.61 58.25 52.43 54.61 54.37 52.47 51.58

44 190.89 60.07 54.61 53.16 50.97 52.61 52.47 51.84

52 372.93 38.23 50.97 52.43 42.65 45.78 44.43 40.78

60 136.53 43.69 47.33 51.70 45.56 36.85 3"7.14 29.40

From: White Threads: 8 LLC Buffers: 48K Max Throughput Prediction Test

To: Gold TTRT: 8ms MTU: 4352 Bytes
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TABLE 121: TWO PROCESSORS, 50TH TEST RESULTS

Window Size File A File B File C File D File E File F File G File H
(K bytes) Mbps Mbps Mbps Mbps Mbps Mbps Mbps Mbps

4 3277 30.95 32.77 3177 34.33 34.22 34.58 M343

12 30.04 32.77 29.49 29.86 29.73 29.44 30.56 30.48

20 235.07 60.07 45.51 48.06 46.60 43.23 43.40 44.63

28 367.47 3.23 47.33 48.06 48.06 43.69 45.30 46.27

36 270.83 43.69 43.69 49.52 37.97 34.24 33.96 35.37

44 260.58 60.07 43.69 46.60 17.51 15.19 L5.35 17.34

52 176.76 49.15 43.69 44.52 8.62 7.62 7.37 8.10

60 209.35 35.50 33.86 34.59 .6A5 6.15 5.9 6.27

From: Gold-50MI-z Threads: 8 LLC Buffers: 48K
To: White-50MHz TTRT: 8ms MTU: 4352 Bytes

TABLE 122: TWO PROCESSORS, 51ST TEST RESULTS

Window Size File A FieB Me C File D File E File F File G File H
(K bytes) Mbps Mbps Mbps Mbps Mbps Mbps Mbps Mbps

4 32.77 32.77 34.59 35.89 34.33 34.95 34.58 34.6

12 30.04 30.95 30.58 30.95 29.25 30.59 30.13 30.05

20 264.57 54.61 50.97 48.06 42.65 43.79 44.64 45.13

28 105.33 54.61 54.61 50.97 47.02 45.78 46.63 46.44

36 32.17 54.61 47.33 46.60 33.89 33.87 33.01 33.48

44 32.77 49.15 47.33 52.43 13.10 15.06 13.20 13.21

52 163.84 41.rP 43.69 40.83 7.22 6.95 7.32 7.05

60 27.31 29.13 29.34 29.75 -.5.j6 5.87 5.80 5.81

From: White-50MHz Threads: 8 LLL. Buffers: 48K
To: Gold-50MHz TTRT: 8ms MTU: 4352 Bytes

137



APPENDIX F: GLOSSARY OF TERMS

802.2 IEEE standard for the Logical Link Control.

ACK Acknowledge. A network packet acknowledging the receipt of
data.

ARP Addreis Resolution Protocol. A TCP/IP protocol to translate an IP
address into a MAC address.

ANSI American National Standards Institute. A private organization that
coordinates some United states standards-making. Represents the
United States to the International Standards Organization.

ARPA Advanced Research Projects Agency. A Department of Defense
agency that has helped fund many computer projects including
ARPANET, the Berkeley version of Unix and TCP/IP. ARPA use to
be known as DARPA.

ARPANET Advanced Research Projects Agency Network. A Department of
Defense sponsored network of military and research organizations.
Replaced by the Defense Data Network (DDN).

ASIC Application-Specific Integrated Circuits.

asynchronous FDDI term for data transmission where all requests for service
contend for a pool of ring bandwidth.

bandwidth The amount of data that can be moved through a particular
communications link. FDDI has a bandwidth of 100 Mb/s.

beacon A token ring packet that signals a serious failure on the ring.

BER Bit Error Rate.

bps Bits per second. Transmission speed over some media.

CCITT Comite Consultaa'f International Telegraphiqes et Telephonique
(Consultative Committee for International Telephone and
Telegraph). Standards-making body administered by the
International Telecommunications Union.

DARPA Defense Advanced Research Projects Agency. See ARPA.
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DAS Dual Attached Stations. FDDI term for a node that is attached to
both the primary and seco- lary fiber optic cables (as opposed to a
node that is connected tc ie ring via a concentrator or not dual
attached.

DDN Defense Data Network. A network for the Department of Defense
and their contractors based on the TCP/IP and X.25 networking
protocols.

DLL

DMA Direct Memory Access. This is a device (controller) for controlling
the tr-i'sfer of data directly to or from the memory without
invol% the processor. The DMA controller becomes the bus
master and directs the reads or writes between itself and memory.

DNS Domain Name System. A mechanism used in the Internet for
translating names of host computers into addresses. The DNS also
allows host computers not directly on the Internet to have registered
names in the same style.

FDDI Fiber Distributed Data Interface. A 100 M/bs fiber optic LAN
standard based on the token ring.

FTP File Transfer Protocol. FTP is the Internet standard for file transfer.
FTP was designed from the start to work between different hosts,
runing different operating systems and using different file
structures. RFC 959 is the official specification for FTP.

ICMP Internet Control Message Protocol. ICMP is often considered part
of the IP layer. It communicates error messages and other
conditions that require attention. ICMP messages are transmitted
within IP datagrams. RFC 792 contains the official specification of
ICMP.

IEEE Institute of Electronic and Electrical Engineers. A leading standard-
making body in the United States, responsible for the 802 standards
for local area networks.

IGMP Internet Group Management Protocol. IGMP lets all the systems
on a physical network know which hosts currently belong to which
multicast groups. This information is required by the multicast
routers, so they know which multicast datagrams to forward onto
which interfaces. IGMP is defined in FRC 1112.
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Internet A collection of networks that share the same namespace and use
the TCP/IP protocols.

IP Internet Protocol. The network layer protocol for the Internet.

ISO International Standards Organization.

LAN Local area network. Usually refers to Ethernet or token ring
networks.

LLC Logical Link Control. The upper portion of the data link layer.
defined in the IEEE 802.2 standard. The logical link control layer
presents a uniform interface to the user of the data link service.
usually a network layer. Underneath the LLC sublayer of the data
link layer is a Media Access Control (MAC) sublayer. The MAC
sublayer is responsible for taking a packet of data from the LLC
and submitting it to the particular data link being used.

MAC Media Access Control. This layer provides fair and deterministic
access to the medium.

Mbps Million bits per second. 220 bits of information (usually used to
express a data transfer rate; as in, I megabit/second - 1 Mbps).

MTU Maximum transfer unit. The biggest piece of data that can be
transferred by the data link layer.

NAK Negative acknowledgment. Response to nonreceipt or receipt of a
corrupt packet of information.

NFS Network File System. A distributed file system developed by Sun
Microsystems and widely used on TCP/IP systems.

NIS Network Information Service. Name service in the Sun Open
Network Computing (ONC) family.

NPI Network Peripheral Inc. The manufacture of the FDDI interface
cards used in this investigation on the Sun SPARC workstations.

NRZI Nonretum-to-Zero Inverted. NRZ2 is an example of differential
encoding. In differential encoding, the signal is decoded by
comparing the polarity of adjacent signal elements rather than
determining the absolute value of a signal element.

OS Open System Interconnection.

PCM Physical Connection Management.
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PHY Physical Layer. PHY provides the media independent functions
associated with the OSi physical layer.

PMD Physical Medium Dependent Layer. PMD specifies the

transmitters, receivers and other associated hardware

PROM Programmable Read-Only Memory.

RARP Reverse Address Resolution Protocol.

RISC Reduced Instructiob Set Computer. Generic name for CPUs that use
a simpler instruction set than more tradit .nal designs. The Sun
SPARC workstation uses RISC technology.

SMT Station Management document. This layer provides the capability
to monitor the FDDI network. SMT can provide services such as
node initialization, bypassing faulty nodes and recovery.

SPARC Scalable Processor Architecture. A reduced instruction set (RISC)
processor developed by Sun and licensed by several vendors
including AT&T and Texas Instruments.

SUN Stanford University Network. This name was given for a printed
circuit board developed in 1981 that was designed to run the UNXI
operating system.

TCP/IP Transmission Control Protocol/Internet Protocol. This is a common
shorthand which refers to the suite of application and transport
protocols which run over [P. These include FMR Telnet, SMWT, and
UDP.

THT Token holding timer. Token ring and FDDI term for the amount of
time a node can transmit data before sending the token back out to
the ring.

TTRT Target token rotation time. A term used in FDDI to set performance
parameters. The TTRT serves as a measure of expected delay and is
used, among other things, to set time-out parameters.

UDP User Datagram Protocol.
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