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The Mission of AGARD

According to its Charter, the mission of AGARD is to bring together the leading personalities of the NATO nations in the fields
of science and technology relating to aerospace for the following purposes:

— Recommending effective ways for the member nations to use their research and development capabilities for the
common benefit of the NATO community;

— Providing scientific and technical advice and assistance to the Military Committee in the field of aerospace research and
development (with particular regard to its military application);

— Continuously stimulating advances in the aerospace sciences relevant to strengthening the common defence posture;
— Improving the co-operation among member nations in aerospace research and development;

— Exchange of scientific and technical information;

— Providing assistance to member nations for the purpose of increasing their scientific and technical potential;

— Rendering scientific and technical assistance, as requested, to other NATO budies and to member nations in connection
with research and development problems in the aerospace field.

The highest authority within AGARD is the National Delegates Board consisting of officially appointed senior representatives
from each member nation. The mission of AGARD is carried out through the Panels which are composed of experts appointed
by the National Delegates, the Consultant and Exchange Programme and the Aerospace Applications Studies Programme. The

results of AGARD work are reported to the member nations and the NATO Authorities through the AGARD series of
publications of which this is one.

Participation in AGARD activities is by invitation only and is normally limited to citizens of the NATO nations.

The content of this publication has been reproduced
directly from material supplied by AGARD or the authors.
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Theme

There is currently a renewed interest in NATO in ELF/VLF/LF communications, particularly with respect to communications
to locations in the Arctic and to points under the sea and beneath sea ice; and the concern about VLF transmitting antenna
performance for 4-channel MSK transmission, which requires an antenna band-width of 200 Hz. This band-width exceeds that
available for the major VLF stations in the world. Also, recent developments in the application of VLF/LF computer codes to
predict propagation in the earth’s ionospheric waveguide have exemplified the need to predict circuit performance, rather than
field strength only, and for this one requires a world wide model for ELF/VLF/LF radio noise, and detail on the performance of
MSK modems in a non-gaussian radio noise environment.

During the past decade, since propagation, communications and systems aspects were considered by the AGARD/EPP for this
frequency band, there have been new developments in antenna design, for fixed stations (changes to existing stations and
commissioning of new stations), for transportable application; and for deployment from space platforms. Performance
prediction for space based systems requires a detailed knowledge of the complex interaction between long wire antennas with
the earth’s magnetic field and ionospheric plasma, and associated problems with respect to generation and radiation of ELF/
VLF/LF radio waves from antennas in space, particularly with regard to propagation through the ionosphere, and with coupling
into the earth ionosphere waveguide mode.

Theéme

Les télécommunications ELF/VLF/LF connaissent un renouveau d'intérét au sein de la communauté OTAN, en particulier en
ce qui concerne les transmissions destinées & Focéan arctique et a des points situés au-dessous de la surface de la mer et de la
glace marine. Cet intérét porte également sur les performances des antennes d’émission VLF pour la transmission
tétraphonique 4 modulation par déplacement minimal (MSK), qui demande une bande passante d’antenne de 200 Hz. Or,
aucune des stations VLF dans le monde ne peut satisfaire a cette exigence. Aussi, les développements récents en ce qui concerne
la mise en ceuvre des codes de calcul VLF/LF pour la prévision de la propagation dans le guide d’'ondes Terre-ionosphére ont
démontré qu'il est nécessaire de prévoir les performances des circuits, plutt que la seule intensité du champ, et que pour le faire,
il faut disposer d’un modéle mondial du bruit radioélectrique ELF/VLF/LF et d’informations détaillées sur la performance des
modems MSK en environnement non-gaussien.

Au cours de la derniére décennie, et depuis la derniére fois que la commission EPP de JAGARD a examiné les aspects
propagation, télécommunications et systémes pour cette bande de fréquences, la conception des antennes a évoluée
considérablement; qu'il s’agisse dantennes destinées & des stations fixes (modifications de stations existantes et mise en service
de nouvelles stations), des antennes pour applications transportables ou des antennes déployées a partir de plateformes
spatiales. La prévision des performances des systémes basés dans I'espace demande des connaissances approfondies de
T'interaction complexe entre les antennes a long fil, le champ magnétique terrestre et le plasma ionosphérique, ainsi que des
problémes qui y sont associés et notamment I’élaboration et le rayonnement d'ondes hertziennes ELF/VLF/LF & partir
d’antennes basées dans I'espace, en particulier en ce qui concerne la propagation a travers 'ionosphére avec couplage au guide
d'ondes Terre-ionosphére.
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INTRODUCTION

John §S. Belrose

Communicaticns Research Centre
PO Box 11490, Station H

Ottawa ON Canada K2H 8S2

Introduction

Good morning Ladies and Gentlemen. I
am pleased to welcome you to this Specialists’
Meeting on "ELF/VLF/LF Radio Propagation and
System Aspects”.

VLF/LF radio propagation and
communications is a research area that brings
back nostalgic remembrances for me. I started
my research career in September 1951 as a
young engineer in the field of LF
communications engineering, see Belrose et. al.
[1959]. In 1953 I joined the Radio Group,
Cavendish Laboratories, Cambridge University,
then headed by the late Jack Ratcliffe, where 1
carried out studies on the propagation of long
waves. The results of my studies conducted at
Cambridge, and further studies made
subsequently on return to my home Laboratory
in 1958, were written up as an AGARD Lecture,
sec Belrose [1968]. This lecture was one of
several on radio propagation presented at
Leicester, UK in 1968, and subsequently
repeated at Ottawa, CA in 1970.

The last time the AGARD/EPP panel
addressed the subject of long/very long wave
propagation in a full conference forum was in
1981, a conference which was held in Brussels,
BE, 21-25 September 1981. It is coincidental
but appropriate that this specialists' meeting a
decade later is being held in the same city.

The published proceedings of this
sarlier meeting provided a good overview on the
propagation medium, Belrose [1981a). This
subject will not be addressed in this meeting.
A good overview on ELF propagation was
presented by Bannister [1981}, who will
present paper(s) later at this meeting. VLF
propagation was in my view not well
overviewed. Concerning LF the title of the
paper by Belrose [1981b] was "LF Propagation:
An Overview", however the paper was not really
an overview, since emphasis was given to some
of the peculiarities of LF propagation. The
subject of numerical modeling of the
propagation medium at ELF/VLF and LF was
overviewed by Morfitt, Ferguson and Snyder
[1981). This subject will be re-visited at this
meeting.

In my inwroduction to this specialists’
meeting 1 will briefly overview some of the
zarly history of radio communications, since it

is frequently said that long distance radio
communications began at VLF. I will make
comment on the need to revisit the subject of
ELF/VLF/LF propagation and systems aspects.
And, with the hope of stimulating discussion I
will address a few topics that are of special
interest 10 me.

Long Distance Radio
Communications Began at LF

Heinrich Hertz's classical experiments
were conducted in his Laboratory using a small
end-loaded dipole driven by an induction coil
and a spark gap for his transmitter, and since
the frequency transmitted was determined by
the resonant frequency of his antenna system,
his experiments in 1887 were conducted at
VHF/UHF (60 to 500 MHz)----this being a
practical dimensional wavelength for indoor
antennas.

Marconi's initial experiments, following
the lead of Hertz, were also conducted at UHF.
But for his transatlantic experiment in
December 1901, he employed a much larger
antenna system, which radiated on a frequency
of about 820 kHz. Recall that the frequency of
a spark gap transmitter is determined by the
resonant frequency of the antenna. The
transmitting station at Poldhu, Cornwall,
station call sign PN, was designed and
supervised by Fleming. While the fundamental
frequency of his transmitting system was about
820 kHz, there is no way that this signal could
have been heard during daytime at Signal Hill,
Newfoundland, a distance of 3500 kilometers,
cf. Ratcliffe (1974] -- even though it was
winter, in a sunspot minimum period, and there
were no magnetic storms on days before or on
the day when he claimed to have successfully
received the signal (on 12 December 1901). His
receiver was untuned, and he used a kite
supported long wire antenna. Unbeknownst to
him he must have been listening to a harmonic,
perhaps the third harmonic (2460 kHz), of his
spark gap transmitter. [Even this frequency is
rather low. We have experimentally modeled
the antenna system wused by the sender at
Poldhu in Cornwall. OQOur antenna was resonant
at 943 kHz and 3660 kHz. It was anti resonant
at 2390 kHz. Marconi's kite supported
receiving antenna was a wire 152.4 metres long.
At a possible receive frequency of 2460 kHz
this wire antenna would be 1.25-wavelengths
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long--which corresponds to the 5A/4 resonance
(A is the wavelength). Recall that a wire
monopole antenna fed against ground is
resonant on odd multiples of a quarter
wavelength.  Marconi’s receiver was untuned.
The bobbing of the kite which supported his
antenna was probably in part responsible for
the erratic nature of the received signal---this
bobbing action would in effect "tune-and-
detune” the antenna of his receiving system---
the antenna being the only "tuned element" of
his receiver.

Reginald Aubrey Fessenden, perhaps
some of you will say who was Fessenden, a
Canadian working in the USA, began his
experiments at VLF. His belief was that radio
transmission should be by way of continuous
waves, see Fessenden {19081, not the damped-
wave whip-and-lash type of transmission
provided by spark transmitters. Marconi,
Fleming and others ridiculed Fessenden’s
suggestion that a wireless signal could be
transmitted by applying an alternating current
to an antenna. All were unanimous in their
view that a spark was essential to wireless.
Some “antenna authorities” even claimed that
the gap, which initially was between the
antenna input terminal and ground, was an
essential element of the radiating system.

The not wanted 'gap’ was eliminated by
Braun, a German physicist who in 1898
patented a circuit in which the spark gap was
in a separate primary circuit in series with an
appropriate coil and condenser. But the
contribution of the Braun patent is about as
controversial as is the subject of who was the
first to devise electromagnetic antennas. The
German patent has been criticized, since
nothing original was said about tuning. On the
contrary, Braun seems to have had no clear
understanding of spark transmission, since the
oscillating circuit was said to be much ’'slower
(tuned to a lower frequency) than the antenna
circuit.” While a double humped amplitude-
frequency response is possible if the tuned
primary and secondary circuits are over-
coupled, this is an undesirable feature.
Notwithstanding, his "tank circuit™ was
coupled inductively to a secondary consisting
of the antenna in series with a coupling coil in
which the driving electromotive force was
induced and which provided a continuous
conducting path from the antenna to ground.
Except for the later insertion of a transmission
line between the antenna and the coupling coil
the Braun antenna arrangement provided the
complete electrical equivalent of the present
day base driven monopole antenna.

Fessenden was the inventor of
continuous waves. The idea came to him during
discussions with his uncle Cortez Fessenden,
while visiting with him at his cottage on

e e

Chemong Lake, near Peterborough in 1897. He
discussed his concept of wave transmission by
dropping pebbles into a quiet lake, and noting
how waves traveled radially out from the point
source of the disturbance. His theory of
continuous waves is described in his US patent
No. 706,737, August 12, 1902, but it was not
before the fall of 1906, when he developed the
HF alternator to a point where it could be used
to generate frequencies up to 100 kHz, that
continuous wave transmission over long
distances was practical and feasible. Early
versions of HF alternators developed by Tesla
[Quinby, 1984] provided a capability to
generate frequencies in the 10-20 kHz range,
and there is no fundamental reason that long
distance communications could not have used
frequencies in this band---but there was a
practical reason. The physical practical size of
antenna's used by the early radio
expernaenters was too small to radiate
efficientiy at VLF, hence long distance radio
communications began with Fessenden at LF in
January 1906.

To iliustrate the reaction of Fessenden's
colleagues to this departure from conventional
transmission methods, from spark or whip-and-
lash transmissions to continuous waves, we
should note that J.A. Fleming in his book
"Electromagnetic Waves" published in 1906
said, in reference to Pat. No. 706,737, that
"there was no HF alternator of the kind
described by Fessenden, and it is doubtful if
any appreciable radiation would result if such
a machine were available and were used as
Fessenden proposes.” History, and present
knowledge, showed that Fleming was totally
wrong, since 1906 was the year of Fessenden's
greatest achievement, using continuous waves
generated by a HF altemator (the only means of
generating CW at that time). The HF alternator
was connected between the antenna's input
terminal and ground. For the first time the
transmit frequency was not determined by
antenna tuning. Antenna tuning affected the
transfer of power from the generator to the
antenna system. Certainly that statement did
not appear in subsequent editions of Fleming's
book. Judge Mayer, in his opinion upholding
Fessenden's patent on this invention, said, in
effect it has been established that the prior art
practiced, spark or damped wave transmission,
from which Fessenden departed and introduced
a new or continuous-wave transmission for the

-practice of which he provided a suitable

mechanism -- which has since come into
extensive use, cf. Kintner [1932].

Fessenden had built and tried arc
transmitters but without much success. The
only known way to generate continuous waves at
a sufficient power level and having the
required spectral purity was to use a HF
alternator. But in the late 1800/early 1900s,
10 KHz was the highest frequency achieved
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using an HF alternator. But the efficiency of
practical antenna systems was very poor at
such a low VLF frequency. So he strove to
increase the frequency generated by his HF
alternator.

In the meantime he made significant
improvements to spark gap transmitters. In
1900, he devised an interrupter that would
operate at an unheard of rate of 5000 to 10,000
breaks/second. The reason for this was because
he wanted to transmit voice without wires.
Using this interrupter, with a spark gap
transmitter, see Fig. 1, and inserting a carbon
microphone directly in the antenna lead, he
successfully transmitted his voice over a
distance of 1-mile, between 50-foot antennas.
The voice was said to be perfectly intelligible,
but it was accompanied by an extremely loud
disagreeable noise due to the irregularity of
the spark. The frequency used was probably in
the 3-5 MHz band, judged by the physical size
of the antenna masts used.

Fessenden's early radio telegraphy
experiments had to make due with spark
transmitters, the only known means at that time
to develop appreciable power, and so he set his
mind to make this type of transmission more
CW like. This lead to his development of the
synchronous rotary spark-gap transmitter,
Fig. 2. The AC generator providing the power
was directly coupled to the rotary spark-gap.
If the rotary gaps were phased to fire on both
positive and negative excursions of a
3-phase 125 Hz waveform, this would generate a
spark rate of 750 sparks/second. This
provided pseudo-MCW, certainly a more
continuous transmission than existing spark-
gap transmitters, and the musical tone heard in
the headphones of Fessenden receivers was
more easily distinguishable against the
atmospheric noise and interference compared
with the buzz-buzz of the spark gap transmitter
of that day. Using 420-foot umbrella top
loaded antennas (Fig. 3), tuned to about 88 kHz,
he successfully communicated two-ways across
the Atlantic in January 1906, between Brant
Rock, MA and Machrihamish, Scotland. Marconi
in the meantime had not succeeded in
transmitting a complete message, even one way
across the Atlantic. Marconi was however
building bigger antenna systems, and hence
moving down in frequency. By 1904 his
English antenna had become a pyramidal
monopole with umbrella wires, and the
frequency was 70 kHz. In 1905 his Canadian
antenna, installed at Glace Bay, NS was a
capacitive top loaded structure, with 200
horizomal radial wires each 1000 feet long, at a
height of 180 feet, and the frequency was 82
kHz.

In the September 1906 the GE Company
delivered a HF alternator built for Fessenden
under the supervision of Alexanderson. This

in Fessenden's words was a "useless machine”
capable only of generating frequencies as high
as 10 kHz. So Fessenden rebuilt it. Finally he
succeeded in November 1906 in developing a
machine capable of running at speeds that
would generate frequencies as high as 100 kHz.
His first HF alternator was a small machine of
the Mordey type, having a fixed armature in the
form of a fixed disk, or ring, and a revolving
field magnet with 360 teeth, or projections. At
a speed of 222 revolutions per second, an
alternating current of 80,000 Hz was generated.
The maximum output of this alternator at the
above speed was about 300 watts. Very little
difficulty seems to have obtained in running
the machine at so high a speed, a simple flat
belt drive was used, driven by a steam engine,
and a thin self-centering shaft which entirely
obliviated excessive vibration and pressure on
the bearings.

Again, using a carbon microphone
inserted directly in the lead to the antenna, but
this time modulating a true CW wave, he began
experimenting in November 1906 with voice
transmission, using for the first time a
continuous wave at a frequency well above voice
band frequencies. Let me recount the first
transmission of voice across the Atlantic.
Fessenden and colleagues were conducting
experimental transmissions using his newly
developed HF alternator, between stations at
Brant Rock and Plymouth, MA. About midnight,
on an evening early in November, 1906
Mr. Stein was telling the operator at Plymouth
how to run the dynamo. His voice was heard by
Mr. Armour at the Machrihamish, Scotland
station with such clarity that there was no
doubt about the speaker---and the station log
book confirmed the report.

Reginald Fessenden's greatest success
was still to come---the first radio telephony
broadcast to ships in the Caribbean and North
Atlantic on Christmas eve in December 1906.
The broadcast was repeated on New Year's eve.

So much for the early history of radio
communications.

NATO Interest in ELF/VLF/LF

There is currently a renewed interest in
NATO in ELF/VLF/LF communications,
particularly with respect to communications to
locations in the Arctic and to points under the
sca and beneath sea ice; and there is at present
a concern about VLF transmitting antenna
performance for 4-channel MSK transmission,
which requires an antenna band-width of
200 Haz. This band-width exceeds that
available for all but one of the major VLF
stations in the world. Also, recent
developments in the application of VLF/LF
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computer codes to predict propagation in the
earth-ionosphere wave guide have exemplified
the need to predict circuit performance, rather
than field strength only, and for this one
requires a world wide mode! for ELF/VLF/LF
radio noise, and detailed knowledge on the
performance of MSK modems in a non-gaussian
radio noise environment.

During the past decade, since
propagation, communications and systems
aspects were considered by the AGARD/EPP for
this frequency band, there have been new
developments in antenna design for fixed
stations [Belrose, 1991}, changes to existing
stations and commissioning of new stations; and
progress has been made wrt antennas for
transportable application; and for deployment
from space platforms. Performance prediction
for space based systems requires a detailed
knowledge of the complex interaction between
long wire antennas with the earth's magnetic
field and ionospheric plasma, and associated
problems wun respect to generation and
radiation of ELF/VLF/LF radio waves from
antennas in space, particularly with regard to
propagation through the ionosphere, and with
coupling into the earth ionosphere wave guide,

Aspects of these topics will be covered
by papers to be presented at this meeting.

Finally
A few Topics of Interest to Me

On Propagation Mode

VLF waves steeply incident on the
ionosphere, and low frequency waves more
obliquely incident on the ionosphere, penetrate
to heights within the D-region, and the phase of
a received signal exhibits a diurnal variation
that changes continuously with the altitude of
the sun -- a cosinusoidal diurnal variation.
VLF waves and LF -waves more obliquely
incident on the ionosphere, vparticularly for
north-south paths, exhibit a trapezoidal
diurnal variation in the phase height of
reflection. There is a marked differcnce with
respect to the frequency-distance range where
the change over from a cosinusoidal to a
trapezoidal pattern occurs, between Europe and
North America. This difference is attributed to
the higher geomagnetic latitudes for paths at
similar geographic latitudes in North America.
This difference has long been known, since the
fifties. ~ These differing phase-height variation
patterns were first pointed out by Bracewell
and Bain and colleagues while working at
Cambridge, UK. The differences are attributed
the formation and decay of two "layers” in the
D-region---a D-layer and a lower ledge or C-
layer.

The D-layer is dominantly due to solar
ionization of a trace constituent NO. The
ionization source for the C-layer is cosmic
radiation.  Since the electron production by
cosmic rays is the same during the daytime as
during nighttime, the sudden appearance of a
low ledge (the C-layer) at dawn is due to the
photo detachment of electrons from a bank of
negative ions; and the disappearance of this
ledge at night is due to disappearance of
electrons to form negative ions.

VLF propagation as noted above
provides some insight on the way ionization
builds up and decays, and provides a routine
monitor for the detection and time change of
solar-geophysical disturbances. VLF waves
steeply incident on the ionosphere are
reflected from heights within the D-layer, and
exhibit a cosinusoidal diurnal variation. For
example the classic pattern for the GBR, Rugby
16 kHz path to Cambridge, Fig. 4. Such a phase
change can be interpreted as giving a measure
of the scale height in the D-region, and scale
height is related to temperature. The regular
decrease in phase height during the hours
before dawn is clearly indicative of a nocturnal

electron production. The winter/summer
difference is due to a seasonal change in
pressure. The electron density profile is

closely tied to a pressure isopleth.

VLF waves very obliquely incident on
the ionosphere are reflected from the base of
the D-region, and, particularly for north-south
paths, exhibit a trapezoidal diurnal phase
variation (c.f. Fig. 5 the Balboa - Ottawa path).
The phase height decreases rapidly at dawn,
increases somewhat less rapidly at sunset, and
is fairly constant during the daytime. The
phase variation for these very oblique
incidence paths give information on the
appearance and disappearance of the low lying
ledge (the C-layer).

For long east-west paths the diurnal
change of phase exhibits a step-like
perturbation of a basic pattern, see Fig. 6, as if
the sun rose over each ionospheric reflection
point, thinking of propagation in terms of a
multi-hop wave-hop mode, followed by another
step change of phase later, and etc. This in
spite of the fact that many of the properties of
long distance VLF propagation are best
described, and better numerically modeled, in
terms of a wave guide mode propagation model.

I have discussed these features in some
detail for two reasons. First, because there
seems to some misunderstanding of the physics
behind the observed phase changes on long VLF
paths. The daytime phase height does not
change for a long north-south path, whereas
phase does change throughout the morning (and
afternoon) on a long east-west path, But such a
phase change has nothing to do with the regular
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build up and decay of a D-layer due to
ionization of NO, as inferred by the author of a
manuscript I recently reviewed, since
reflection takes place below this height. The
continuous phase change is because the sun
does not rise abruptly along a long EW path.

Also, it interesting to note that while
VLF/LF propagation over long paths is best
described by a wave-guide mode propagation
model, there is evidence, the stepped phase
changes, to suggest a multi-hop wave-hop mode
of propagation. Perhaps some one may wish to
address this topic at this meeting.

Effect of the Finite Conductivity of
the Ground

It is well known that an extensive radial
wire ground screen must be used to reduce the
ground resistance loss for VLF/LF antennas,
particularly so for VLF frequencies, since
practical monopoles are electrically short, and
the radiation resistance of practical antennas
is very small. Less well known is how the
ground in front of a VLF/LF antenna effects the
performance of the antenna, that is the ability
of the antenna to launch skywaves or to couple
into and excite a wave guide propagation mode.
Belrose [1983] has argued, describing LF/MF
propagation as multi-hop wave-hop propagation
medium that for long distance propagation the
ground in front of the antenna fifty or more
wavelengths is important for low angle skywave.
At 3.75 MHz this corresponds to a distance of
4 kilometers, and I have evidence that this is a
realistic distance. But at 25 kHz this distance
amounts to 200-kilometers. Should one be
concerned with the ground conductivity in
front of an antenna to such a distance?

At my home 1 operate a HF radio
amateur station. Let me tell you about my
experience in long distance nighttime
propagation using a frequency in the 75/80M
band (3750 kHz), an observational experience
extending over more than S-years. During
nighttime hours it possible to communicate
over very long distances using such
frequencies. 1 am control station on Saturday
nights for a group of fellow amateurs, the Pow
Wow Club, with station locations from coast to
coast in Canada, and in the U¥. I have
regularly used two antennas, a grounded half-
wave loop, and a dipole at 15 metres. Both
antennas are oriented NS and should have bi-
directional patterns in the EW directions. For
the loop, the polarization is vertical. Recall
that finite ground conductivity affects the
vertical radiation pattern for vertical
polarization much more than for horizontal
polarization. The ground in front of a vertical
antenna very much affects the antenna's ability
to launch a low angle skywave.

Distant stations, toward the west,
beyond about 1000 kilometers, are typically
received up to 15 dB stronger on the vertically
polarized loop compared with the dipole. The
dipole is too low to the ground to form a good
low angle lobe. The variability in signal
differences between the two antennas depends
on distance and propagation conditions.
However stations to the east, whatever distance,
are always received better on the dipole. What
is the reason for this apparent unidirectional
pattern of my NS oriented half-loop? Its
pattern should be bi-directional in the EW
directions.

On figure. sevenl have drawn a circle
centered on my house with a radius of
4 kilometers (50 wavelengths at 3750 kHz).
Toward the east, for distances less than
50 wavelengths, there are two golf-courses, so
the ground conductivity should be good, yet
this is the direction in which my vertically
polarized antenna apparently does not launch a
good low angle skywave. Toward the east,
beyond 50 wavelengths, we have the cities of
Hull/Ottawa. Toward the west to distances less
than 50 wavelengths and beyond this distance
we have fields, a river and fields again.

Clearly the ground conductivity to
50 wavelengths and beyond must influence the
ability of a wvertically polarized antenna to
launch a low angle skywave. The effective
conductivity of cities is poor compared with
fields and rivers.

Now let us look at the situation for long
range VLF propagation. A northern hemisphere
coverage pattern for a hypothetical VLF
transmitter located in central Canada,
predicted by the NOSC Wave Guide Propagation
Prediction Program, this program will be
addressed later, is shown in Fig. 8, calculated
for 1 kW radiated power, summer day
conditions, at a frequency of 24 kHz. The field
strengths are in dB relative to 1 pV/m. Notice
that in general the contours agree with
expectation.  Propagation from east-to-west is
better than west-to-east; and notice the
interesting anomaly in the field strength
contours which results from the very low
ground conductivity of Greenland. But the
point I wish to make is the increased field
strengths due to the good conductivity of the
sea water of Hudson Bay, compared with the
surrounding low conductivity of Arctic terrain.
The terrain in front of the antenna is
characterized by high conductivity
(6 = 10-20 mS/m), see Fig. 9, and so if the
surroundings to a distance of a hundred or
more kilometers about the antenna s
important, this should be a good location for a
VLF transmitter.
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We have tried to make a detailed study
of the effect of finite conductivity, and relate
this to criteria for antenna siting---but
without too much success. The finite ground
conductivity along the whole of the path is
important, e.g. notice the effect of the
Greenland icecap. Another example follows.
We show in Fig. 10 a similar field strength
contour map for a hypothetical 24 kHz
transmitter located at Halifax, NS. We will
next examine in more detail field-strength vs.
distance for a particular path, but let us refer
again to Fig. 9. Note the poor conductivity for a
path from Halifax across the Laurentian Shield
and over the Ungava Peninsula. On Fig. 10 this
path is marked, and notice that even on this
scale of mapping, there is a minor "tightening”
of the 40 dB p/m contour and a suggested
anomaly in the field-strength as the path
passes over the Ungava Peninsula. In Fig. 11 we
show field strength calculations vs. distance
for this path, at three frequencies 15, 25 and
35 kHz, for daytime propagation conditions.
The poor ground conductivity for this
propagation path, across the Laurentian shield
in Canada, affects the frequencies differently.
A transmit frequency of 25 kHz is the best
frequency for this path. The frequency
differences are less marked at night. see
Fig. 12.

Coincidentally a frequency of 25 kHz is
the middle of the VLF band currently in use for
maritime fleet broadcast---but the move to
higher frequencies (to the band 20-30 kHz) was
prompted by the need to improve antenna
radiation efficiencies and bandwidths
compared with the band previously used (15-20
kHz). It was not made to improve propagation
in the Canadian Arctic!

VLF Antennas

The search for a better VLF antenna
continues: an antenna that provides improved
radiation characteristics, particularly high
radiation efficiency and wide bandwidth, and
having less wire in the air, from the point of
view icing and wind. The radiation coupled
VLF antenna system used by the German Navy,
at Rhauderfehn, GE intrigued me. We have
modeled this antenna numerically and
experimentally, or at least an antenna of this
type, and I had the opportunity to visit the
transmitter site, even to take an elevator to the
top of one of the eight towers. This study, and
other studies conducted at my Laboratory will
be addressed later, in the antenna session of
this meeting.

Final Remarks

Perhaps some of these random thoughts
will provide food for thought and stimulate
discussion in the pertinent sessions. So, let us
get on with the technical program, by
introducing the first speaker.
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Fig. 3 Umbrella top loaded
antenna at Brant Rock, MA, 1905.
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Fig. 1 Prof. Fessenden's spark gap transmitter
and receiver for wireless telephony, used to
transmit voice without wires in December 1900
[after Geddes, 1989].

Fig. 2 Fessenden's rotary spark gap transmitter.
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Fig. 7 Map of the Ottawa/Hull/Aylmer, ON/QC. The circle has a
radius of 4-km centered on the author house.
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NUMERICAL MODELING OF THE PROPAGATION MEDIUM AT VLFALF

J. A. Ferguson
Ocean and Atmospheric Sciences Division
Naval Command, Control and Ocean Surveillance Center
Research, Development, Test and Evaluation Division
San Diego, CA 92152-5000, USA

SUMMARY

A reliable knowledge of redio signal amplitude and phase
characteristics is required to design and maintain communica-
tions and navigational circuits at vif and If. The ability to
accurately calculate signal levels as a function of frequency,
position and time is of considerable importance in achieving
reliable assessment of communication and navigation coverage.
Detailed computer models based on multiple mode waveguide
theory have been developed. These models have been found
to produce good comparisons between measurements and
calculations of signal variations as a function of propagation
distance. However, resuits can be very sensitive to the
ionospheric inputs to these computer models. This paper
presents an overview of the computer model and results of
empirical modeling of the propagation medium.

INTRODUCTION

The propagation of long wavelength redio waves is of
considerable practical importance for communications, naviga-
tion systems, and worldwide frequency and time comparisons.
The propagation of these signals is characterized by high
stability in both phase and amplitude. Little attenuation of the
waves occurs so they propagate to great distances. The
signals are not greatly affected by most naturally occurring
ionospheric disturbances apart from high latitude disturbances,
and radio communications can usually be maintained under
conditions that mske communication very difficult at higher
frequencies. Because of these characteristics, vif and If
systems are prime components in emergency cormmunications
networks. Marine communicators are highly dependent upon
the vif radio fraquency band for broadcast communications to
ships at sea. Other communicators have interests in propaga-
tion at frequencies at the lower end of the If range for trans-
mission between inflight aircraft. These frequencies are used
for navigation at the low end of the vif range (OMEGA} and in
the middle of the If range (LORAN).

The emphasis of this paper is on selection of representa-
tive ionospheric conductivity profiles for use in propagation
predictions. Morfitt et a/. (1981) compared measured data with
calculations using several different models of the ionosphere.
This paper reviews more recent resulits of similar comparisons.
In this endeavor, we profer data recorded as a function of
distance from the transmitter, such as sboard inflight sircreft,
because it gives us @ number of visual clues to guide our
selection of the optimum ionospheric profile. We have recently
collected valuable data sboard merchant ships making repeated
crossings of the ocean aslong a numbar of similer tracks.

Few approaches to find ionospheric profiles are available.
The most naturel aspproach is to survey the literature for
published profiles of ionospheric density, notebly Deeks (1988),
Piggott and Thrane (1968), Thomas and Harrison (1970), Bsin
and Harrison (1972), Bain (1974), Bain (1981), Belrose and
Segal (1974), Bjentegeard (1974), Mowforth and Jones

(1983}, McNamara (1979), Barr (1982), Orlov et al. (1983),
Campbell ot a/. (1988) and Liande (1988). The profiles
presented by these authors derive from a common approach,
namely, fitting observations of the signal strength of radio
waves to calculations on relatively short propagation paths. In
our cases, we use a similar approach using much longer paths.
In the approach used in both cases, the ionospheric profile is
used to compute signal strength variation as a function of
distance from the transmitter and perform some sort of
comparison with measurements. The strength of this approach
is in the increase in the number of fitting factors, which we will
discuss later.

With enough different profiles and signal measurements,
regression analysis could be performed in terms of temporal
and geophysical variations to determine the required profiles.
Unfortunately, the number of propagation paths for which we
have many sets of measurements is very low. in addition to
this shortcoming in the data base, we have rarely found profiles
from short path observations, as are commonly found in the
literature, to give us calculations which match the measured
long path measurements of signal strength, especially at night.
Consequently, we have resorted to using exponential conduc-
tivity profiles because these simple two parameter models are
easy to modify.

PROPAGATION MODEL

The propagation of long wavelength terrestrial radio
waves is conveniently represented in terms of waveguide mode
theory {Budden, 19681). The waveguide mode! developed at
the Naval Command, Control and Ocean Surveillance Center
{NCCOSC), formerly the Naval Ocean Systems Center (NOSC),
is used in the analysis presented in this paper. In general, this
model obtains the full wave solution for a waveguide thet has
arbitrary electron and ion density distributions and collision
frequency (with height) and & lower boundary which is &
smooth homogeneous earth characterized by an adjustable
surface conductivity and dielectric constant. The model allows
for sarth curvature, ionospheric inhomogeneity, and anisotropy
resulting from the earth’s magnetic field. It aiso allows for the
calculation of both horizontal and vertical components of the
electric field at an arbitrary height in the waveguide. The
NCCOSC waveguide model is described in a series of papers by
Pappert (1968, 1970, 1981) and Pappert ot a/. (1967, 1970,
1972, 1975).

The simplest form of the waveguide is horizontally
homogeneous and is applied to most daytime propagation paths
which have unvarying ground conductivity. Generally, the
parameters of the waveguide must be varied to realistically
describe propagation paths. Obviously, some of these paths
cross land-sea and day-night boundaries and, not so obvious-
ly, regions through which the geomagnetic field variations sre
significant (Bickel ot #/., 1970). The modeling of such paths is
accomplished by dividing them into horizontally homogeneous
segments. As an example, a land-sea boundary might mark the
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ond of one segment and the beginning of the next.

The simplest method used for computing fields over these
segmented paths is mode conversion (Pappert and Snyder,
1972). The so-called WKB (Wait, 1964) has been used when
changes in the modal parameters are sufficiently gradual along
the path. This method has been used successfully (Bickel ot
al., 1970). However, we have found that this method is not as
generally useful as the mode conversion model. In this latter
model, conversion coefficients from each incoming mode to
each out-going mode are calculated at each boundary of the
path. The mode conversion model allows for an arbitrary
number and order of modes on each side of each segment
boundary. Furthermore, the mode conversion modesl can be
applied even in the event that the propagation path has only
slowly varying waveguide parameters, in place of the WKB
model.

MODELING OF LONG PATH VLFALF MEASUREMENTS

As stated earlier, we prefer using data collected as a
function of distance from the transmitter. Such data provide an
indirect but useful description of the ionosphere for propagation
prediction. The important ionospheric parameter needed to
simulate actual propagation data is the ionospheric conductivity
profile through which the radio waves must pass. This
parameter is the principal unknown and most variable input to
the propagation models and is a function of the height variation
of electron and ion density distributions and collision frequen-
cies. The procedure for determining the effective conductivity
profile using long path propagation measurements works
indirectly by comparison of fields calculated with the wave-
guide computer program to the measured fields. The iono-
spheric profile input to the waveguide calculations is varied
until acceptable agreement with measurement is reached. In
the past, this approach required some sort of systematic trial
and error procedure. The degree of fit was generally limited by
the cost of computer time.

For propagation during ambient conditions, only the
electron density distribution need be considered in calculations.
The ion distributions may be neglected. The ionospheric
conductivity, w, becomes just a function of the electron
density divided by the electron-neutral particle collision
frequency. One of the simplest ionospheric profiles is an
exponential variation of conductivity with height. It can be
specified by only two parameters: a scale height, 8, and a
reference height, h’. Following Wait and Spies (1964), we
write the conductivity at height, h, as

wih) = 2.5 x 10° exp (f(h-h’}}.

In general, for daytime conditions, we find £in the range 0.3 to
0.5 km'’ while h’ is in the range 70 to 75 km. For night
conditions, we find g in the range 0.3 to 2.0 km" and h' from
84 to 90 km at middle geomagnetic latitudes. At high geomag-
netic latitudes at night, we find that h’ tends to be in the range
75 to 80 km. These lower values of h’ at high latitudes have
also been reported by Egeland and Riedler (1364), Muraoka
(1983) and Westerlund and Reder (1973). Furthermore,
working with 10 frequency sounder data, we find thet 8 varies
with frequency. The exact nature of this variation is not well
known due to a wide variation in the measurements from one
sampling period to the next (Morfitt, 1977; Ferguson, 1980).

In general, the ionospheric models determined from the
above procedure must be considered to represent an averaged
ionosphere since the modeling assumes that the ionosphere
was static during any aircraft flight period, The data fitting
procedure attempts to find a calculated pattern of amplitude as
a function of distance which agrees with the large scele pattern

of the measured data. Thus, many small amplitude variations
ara averaged. It is possible that profiles of more complex forms
than the exponential could be found to produce a better fit to
measured data in soms instances, but since the propagation
psths considered are quite long, any profile determined to
produce a good fit to the data is still an average profile for the
total path.

AIRBORNE MEASUREMENTS

Part of the problem in generating ionospheric models is
illustrated in Figure 1. These data represent the singie most
frequently sampled path at one frequency found in our data
base: 86 measurements only! The path is from Jim Creek in the
northwest corner of the state of Washington towards the east
coast; 4 measurements while flying towards Annapolis,
Maryland and two while flying towards Cutler, Maine. The
data are for nighttime propagation. This plot shows a vertical
scale with dB above one microvolt per meter, normalized to one
kilowatt of radiated power (dB/1uV/m/kW). The horizontal axis
represents distance from the transmitter. If we focus on the
location of the deep signal minimum between 2000 and 3000
km, we see 4 cases with the minimum near 2000 km and two
with it near 2300 km. Furthermore, we see that this minimum
can move 300 km from one night to the next (the middle pair
of curves).

To illustrate the observations made earlier, Figure 2
shows one sample of data from Figure 1 together with a
calculations using a best fit ionospheric profile. We claim that
the data (dashed line) are well fit by the calculations (solid line).
This is about as good as we expect to fit any data. However,
we note the value of h’. Observe that typical values of h’ are
expected to be in the range 70 to 75 km in the day and 85 to
90 km at night. Here we have a nighttime measurement giving
us an h’ of 78 km. Such a tow value of h’ is consistent with
our expectations at high geomagnetic latitudes. In fact, we
consider this path to be in what might be called the transition
between middie and high latitudes.

Another example of night time complication is illustrated
in Figure 3. The data were collected on a flight from Jim Creek
to Hawaii. The solid line represents the measurement and the
dashed and dotted lines are for two different exponential
profiles. Note that neither theoretical curve fits the deep signal
minimum near 3000 km. However, we found that satellite data
of particle precipitation showed a clear enhancement where the
magnetic dip angle was 70° {Larsen of &/, 1976). So, just for
modeling purposes, we defined an arbitrary boundary several
degrees wide and varied h' linearly across that boundary. The
regsult of this spatially varying h’ is shown in Figure 4, with
some improvement in the degree of fit between the measure
ments and the calculations. The satellite data suggest a width
of 4° to 8°, consistent with our results. Although the fit to the
data is not extremely good, it is clear that a spatially varying
ionosphere is required for such paths. The missing factor at
this time is establishment of the location of the boundary and
its variability with solar or ggsomagnetic activity.

Now, as part of our ongoing validation effort, we have
digitized all of our aircraft data and developed procedures for
automatically generating comparisons between models and
data. During the process of digitizing the data, | reviewed the
reports from which the data were taken. Generally, these
reports contsined comparisons between calculations and
measurements and if | liked the fit, | recorded the £ and h’
reported. For example, | like the fit shown in Figure 3, so an
entry was mede in my data base for that set of data. One of
the reasons for doing this was to heip resolve the disparity
betwesn daytime models observed by other workers, primarily
the split between £ equal to 0.5 km'* and 0.3"'. For instance,



Morfitt (1977) suggested £ of 0.5 km™ tar the Pacific Ocean in
the summer but 0.3 km' at other latitudes and seasons. The
results of this analysis are shown in Figure 5. This figure
shows £ and h’ organized according to the date of the aircraft
fiight. This figure includes all frequencies and paths. Data for
a single date are further sorted by frequency, mostly 10
sounder data. The open squares are for £. As expected, h’
ranges from 70 to 75 km with the bulk of the data suggesting
73 km. Howaever, there are only 7 cases calling for # of 0.5 kmy
'. Furthermore, the combination of 0.5 km" and 70 km occurs
only 8 times out of the 24 cases shown. We expect that the
day time data should be sensibly organized according to solar
2enith angle. Those flights for which we have take off and
landing times, we have calculated the midpath solar zenith
angle and organized the data accordingly in Figure 8. Sad to
say, but we only have 4 samples of data outside the range 42°
to 45°. More importantly, the difference between £ of 0.5 kmy
' and 0.3 km™ is not resolved by this comparison, Recent
measurements by Bickel (Private communication) still strongly
support # of 0.5 km' for summer conditions at near the
equator.

We now consider £ and h’ organized by date for the night
time cases in Figure 7. The two samples of data from the 10
frequency sounder are seen in the middle of the figure and we
see the two different ranges of # for thoge data. Other than
that, there is not much to say about this figure. The night time
data do not show a pattern when organized this way. Howev-
er, we might expect the night time data to be organized in
some way by the magnetic latitude. Again, for those flights for
which we have the necessary information, the corrected
geomagnetic latitude of midpath was computed. We see that
at least the values of h’ show some stability below 40° and
much variability above 40°, as expected.

SHIPBOARD MEASUREMENTS

The data from the Callaghan measurements were signal
strength as a function of distance from the US transmitters at
Annapolis, MD, radiating at 21.4 and 51.6 kHz, at Cutler, ME,
radiating at 24 kHz, and the English transmitters at Rugby,
radiating at 18 kHz, and at Anthorn, radiating at 16.4 kHz.
Data were recorded aboard the Military Sealift Command ship,
Callaghan, from March 29, 1985 through April 18, 1986,
During this period the ship made 50 crossings of the North
Atlantic, each crossing taking about a week. The data record-
od during these crossings are unique in the large number of
measurements repeated at various distances from the transmit-
ter over a long time, thus permitting examination of the
variability of the signal in space and time. The track of the ship
varied with the tides and the weather, but a lot of the dats
were recorded along a corridor from the eastern coast of the
United States and from the area around England southwestinto
the middle of the North Atiantic Ocean. These data were
analyzed using a new, computer aided technique which
determined the most frequently occurring profile over a
distance range from the transmitter to 4000 km from each
transmitter (Ferguson, 1992). This technique is summarized
below.

The data available from the repeated ship crossings
allows us to determine an ionospheric profile which fits most
of the available data and to deduce something of the spatial
and temporal variability of the environment. The approach
taken here is to fit small segments of the measured signal
strength with calculations generated from a number of profiles
from s predetermined set. We accumulate the number of
occurrences in which calculations from each profile matches
the data. We then plot contours of occurrence in the f-h’
plane to pick the most commonly occurring profile. The
spplication of this technique assumes that the ionosphere is
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homogeneous over the path defined by the transmitter and the
segment of dats. Furthermore, generation of the model data is
simplified by using a single propagation path from each
transmitter. Furthermore, since the data were collected during
a period of low solar activity, we ignored the possible effects
of the polar cap. Daytime propagation is taken to occur when
the solar zenith angle at both the transmitter and the ship is
less than 90°. For daytime propagation conditions, we set up
a9 x9 matrix of profiles with £ ranging from 0.2 to 0.4 km' (incre-
ment of 0.025 km™) and b’ ranging from 72 to 80 km (incre-
ment of 1 km). Similarly, we define all nighttime propagation
when the solar zenith angls at both the transmitter and the ship
is greater than 99°. For nighttime propagation conditions, we
set up another matrix of profiles with 2 ranging from 0.3 to 0.7
km™ (increment of 0.05 km'') and h’ ranging from 82 to 90 km
(increment of 1 km}. Calculations of signal strength along the
fixed propagation path were made for each of the 81 profiles
in each of the matrices.

Figure 9 shows measurements of signal strength recorded
during a single crossing of the Atiantic Ocean when the path
from the transmitter to the ship was all daylight. The vertical
scale is dB above 1 ¥Vm™' and the horizontal scale is kilome-
ters. This figure illustrates the first step in the process of
profile selection. A singie curve of caiculated signal strength,
using a 8 of 0.3 km" and an h’ of 74 km, is shown with the
segments of data. In this figure we see the expected general
pattern of signal strength minima and maxima as a function of
distance. The average of the absolute value of the difference
between the measured and calculated signal strength over each
segment is found. If this average is less than 3 dB, then a
counter for the profile is incremented by 1. In this figure, the
calculations for the sample profile fit the segments of data at
1800, 4200 and 5000 km so the counter for this profile would
be incremented by 3. We have tried different values of the
measure of fit and found 3 dB to give the most unambiguous
results.

After ali data segments have been compared to calcula-
tions for all profiles in the matrix, we make a plot of contours
of equal occurrence in the §-h’ plane using the accumulated
counts. The combination of # and h’ which occur most often
is selected from the maximum in the contour plot. The contour
plot for the daytime data at 21.4 kMHz is shown in Figure 10.
This figure shows the best fit profile is for # equal t0 0.284 km-
' and b’ equal to 74.25 km.

Figure 11 shows a plot of all of the daytime portions of
data collected over the entire measurement period. It can be
seen that the best fit profile gives calculations which run
through the middle of the measurements while basically
ignoring very low and very high values. The analysis technique
gives us the most frequently occurring horizontally homoge-
neous profile. However, it is clearly evident that the calcula-
tions using the resultant profile do not fit every sample of data.
In fact, an otherwise unbiased observer might just as reason-
ably chose the upper envelope. Indeed, 8 modified criterion for
incrementing the profile counter based on fit to the data should
give a different best fit profile. In any case, the procedure is
asutomatic and objective. We also note that this sort of data
callection shows the inherent day to day variation of the signal
strength far better than the small sampling seen in Figure 1.
Such data elso help us with the engineering questions concern-
ing reliability and time availability.

Figure 12 shows & summary of the values of £ and h’
obtsined with the above anslysis for both day and night
propagation. In each panel, the solid straight line represents
parameter variations suggested by Morfitt (1977) and Ferguson
(1981). In the daytime, £ shows 3 of the 5 values along the
deshed line which crosses # = 0.3 km"' at 10 kHz and 0.26
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km' at 80 kHz. The values at 16 and 19 kHz are below and
above this line, respectively. The resuits for h' are less
scatterad with 4 of the 5 values close to 73.5 km. The
variation of # at night show some scatter about the finear fit
but the values of h’' are quite close to the linear fit. It is
speculated that part of the difference between the parameter
variations shown in the solid versus the dashed lines will be
found to be in the difference in solar activity during the data
collection periods.

CONCLUSION

Propagation of VLF is sensitive to the D region of the
ionosphere. Many of us have taken advantage of this sensitivi-
ty to infer information about the ionosphere using VLF mea-
surements. Much of the earlier work was based on short
paths, hence, steep incidence. The profiles of electron density
variation with altitude which were derived in this early work
depended a great deal on preconcieved notions of the structure
of the ionosphere. Morfitt et a/. (1981) has shown that these
structured ionospheric models do not reproduce long path
measurements. Our work has consistently relied on simple
exponential models of ionospheric conductivity which have
been very successful in reproducing long path measurements,
i.e., Bickel ot a/. (1970), Morfitt (1977) and Ferguson (1981).
Recent collections of data provide even more detailed insight
into the variation of signal strength and, consequently, into
ionospheric variability. Evolving automation of the propagation
calculations makes analysis of these data more straightforward.
More complicated analyses of these data are limited only by the
available computer time.
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Discussion

U.S. INAN (US)

Your exponential profiles have very low electron densities at low altitudes, say below about
40-50 km. Have you done any modeling- with profiles that are described by three parameters, maybe
having two different slopes (b) above and below 40-50 km? Are your results sensitive to ionization (or
lack of it} at these altitudes?

AUTHOR'S REPLY

We have not made detailed analyses of such perturbations to the exponential model. My intuition
tells me that such a modification would provide a means for adjusting the attenuation rate without
modifying the excitation factor. However, such an analysis would presume strict homogeneity along the
measurement path.




oo

A A . .

2-1

ELF PROPAGATION HIGHLIGHTS

PETER R. BANNISTER
U.S. NAVAL UNDERSEA WARFARE CENTER
NEW LONDON, CT 06320 USA

INTRODUCTION

Eif electromagnetic waves (30-300 Hz} have a remark-
able ability to propagate with very little attenuation in
the earth-ionosphere waveguide. The resulting fields
are also able to propagate to moderately great depths
in the ocean in spite of the higher conductivity of the
sea water. After considering the costs and benefits of
various systems for communications with its subma-
rines, the US Navy made the positive decision to build
an operational long range ELF communication system
using a single dual sight ground based transmitter.
The ELF system became operational in late 1989.

One of the reasons that the US Navy chose this
submrarine communication system over the alterna-
tives is that, for the most pant, the overall variation of
the ELF system sizing parameters (propagation, earth
conductivity, antenna steering, receiver performance,
and atmospheric noise at sea) is small and predict-
able. Furthermore, the ELF system is relatively
inexpensive, and it can provide continuous year round
operation.

The general nature of ELF propagation in the earth-
ionosphere waveguide has been the subject of
theoretical and experimental study for many years and
is, apparently, well understood. The texts by Wait
(1970), Galejs (1972), and Burrows (1978) describe
the theory in the form accepted today and provide a
bibliography of earlier work. Reference may also be
made to Special Issues of the IEEE transactions
edited by Wait (1974) and Burrows (1984), review
papers by Bernstein et al. {1974) and Wait (.77),
and a collection of papers by Bannister (1987) and
Bannister, et al. (1980, 1987). Since nearly ten years
have elapsed since the last special issue devoted to
ELF communications, this paper will summarize
recent events. Particuiar attention will be paid to ELF
propazation highlights.

FIELD STRENGTH CALCULATIONS

At ELF, the effective waveguide height h is of the
order of 45 to 90 km. Because h is much less than a
free-space wavelength A, the waveguide is below
cutoff for all but the lowest order mode (i.e., the TEM
mode). The electric and magnetic fields are wholly
transverse to the direction of propagation, with the
electric field vertical and uniform and the magnetic
field horizontal and uniform. In practice, inhomogene-

ities and nonuniform surface conditions perturb the
ideal TEM field configuration and the resuit is the
quasi-TEM mode.

Attenuation in the earth-ionosphere waveguide at ELF
for the quasi-TEM mode is low, on the order of 1 to 5
dB/Mm. The effective conductivity of the ionosphere
{10% - 107 S/m) is usually much lower than that of the
ground 10 -5 S/m), and so the surface impedance of
the ground (ng) is typically much smaller than the
surface impedance of the ionosphere. Thus the
attenuation in the guide is attributable mainly to
power absorption by the ionosphere. The expressions
most often employed for calculating the fields in the
earth-ionosphere waveguide are based upon a simple
theoreticai model that assumes the earth and iono-
sphere to be sharply bounded and homogeneous. But
the ionosphere is neither homogeneous nor sharply
bounded. Therefore, a question arises concerning the
usefulness of a simple model.

It is necessary to know whether there are simple
curves showing the variation with frequency of param-
eters equivaient to those of the h, S, and ng parame-
ters of the simple theory, that can be used to calculate
the fields with sufficient accuracy for communication
system design. (The real part of S is clv, the ratio of
the speed of light in free space to the wave speed in
the guide. The imaginary part is proportional to the
attenuation rate in the guide.) The real ionosphere
may be essentially different in its properties from a
well behaved, sharply bounded model. In fact, theo-
retical calculations using certain layered ionospheric
structures have produced propagation data exhibiting
resonant absorption and strong dispersion (Galejs,
1972, pp. 254ff, Barr, 1974, Pappert and Moler, 1978;
Pappert, 1980, Pappert and Shockey, 1978). On the
other hand, experimental measurements of the
properties of the guide have consistently shown them
to be, on the average, relatively stable and predictable
and, in particular, to be accurately represented by the
simple formulas (Burrows, 1978).

The experimental corroboration of the simple formuias
does not, of course, mean that the ionosphere is
actually sharply bounded and homogeneous; direct
measurements of its conductivity profile show that it is
not. Rather, the corroboration supports the view that,
over the frequency range of interest, simple curves
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exist of parameters equivalent to h, n,, and S that can
be used in the formulas to obtain accurate field
estimates.

The next question to be asked about the simple theory
is whether the parameters (e.g., the effective iono-
spheric height and propagation constant it requires as
input) can be readily obtained. It seems likely, based
on the theoretical work of Jones (1967, 1970); Greifin-
ger and Greifinger (1978, 1979), Bannister (1979,
1985); Booker (1980);, Behroozi-Toosi and Booker
(1980), and the experimental propagation measure-
ments of Ginsberg, (1974) ; Bannister, (1974, 1975,
1987), Bannister et al. (1980, 1887); White and Willim
(1974) that they could be calculated accurately if
enough ionospheric data were available. However,
the calculation would not be wholly convincing without
periodic experimental verification. The experimental
verification in itself is a measurement of the parame-
ters, and so establishes their magnitudes and behav-
ior in time and space directly. Then the interpretation
in terms of ionospheric physics is superfluous, apart
from the reassurance that it can give that the mea-
surements are consistent with other data (Burrows,
1978).

The substantial body of propagation data now avail-
able from measurements of sferics (the propagating
electromagnetic pulse originating from a lighting
stroke), from Schumann resonances and measure-
ments of signals radiated from man-made sources
presents a coherent quantitative description of propa-
gation parameters. Thus, estimates of numerical
values to be used for the parameters can be obtained
from existing data.

Instead of the parameters h, n, and S appearing in
the theoretical propagation model, it is convenient to
measure a composite of the three called the excitation
factor, E, defined by

E=| Do 4!

h‘/mpos

and also the modified form of S, which is the attenua-
tion factor as defined by

o =00290 » | Im (S} | (2

giving the attenuation in dB/Mm. (It should be noted
that the E defined here is not the same as the excita-
tion factor A, used by Wait (1970) and Galejs (1972)
for a different purpose.) The utility of these two
factors is demanstrated by substituting them in asymp-
totic form for the horizontal electric current source.
Thus,
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There are essentially six distinct factors in this
propagation formula. The first is the source strength
I di. The second is E. The third is a collection of
free-space parameters, all of wnich are determined
exactly once the frequency is specified. The fourth is
the spherical focusing factor. The fifth is the radial
propagation loss factor, including both the exponential
decay due to absorption and the p'? decay due to
spreading. The sixth defines the directional depen-
dence of the radiated field. Once the current moment
1 dl, frequency o, and coordinates p, ¢ of the field
point are specified, only two parameters are left
undetermined, i.e., E and a. Thus, when these two
are evaluated, the field calculation can proceed
(Burrows, 1978).

IONOSPHERIC CONDUCTIVITY PROFILE PARAM-
ETERS

Greifinger (1978, 1979), Booker (1980) and Behroozi-
Toosi and Booker (1980) have derived simpie-form
approximate expressions for the TEM eigenvalues
(propagation constants) for ELF propagation in the
earth-ionosphere waveguide. They demonstrated that
eigenvalues obtained by their methods were in
excelient agreement with full-wave numericaily caicu-
lated eigenvalues. The Greifinger's showed that the
propagation constant depends on four parameters,
two altitudes and a scale height associated with each.
The lower altitude is the height at which the conduc-
tion current parallel to the magnetic field becomes
equal to the displacement current. The associated
scale height is the local scale height of the parailel
conductivity. Under daytime ionospheric conditions,
the upper altitude is the height at which the locai wave
number becomes equal to the reciprocal of the local
scale height of the refractive index. Under the sim-
plest nighttime conditions, the second set of parame-
ters is replaced by the altitude of the E-region bottom




e A e e

L m bt W . W W e AR i baee Tl

and the local wave number just inside the E-region.
The relative phase velocity depends, in first approxi-
mation, only on the ratio of the two altitudes. The
attenuation rate depends on the other two parameters,
as well. The two principal attenuation mechanisms
are Joule-heating by longitudinal currents in the
vicinity of the lower altitude and energy leakage of
the whistier component of the ELF wave at the upper
altitude.

In a lesser known publication, the Greifingers (1979b)
have extended the results presented in their earlier
two papers to a more general class of ionospheric
conductivity profiles. Their expressions allow the rapid
computation of ELF phase speeds, attenuation rates,
and excitation factors for a wide range of ionospheric
conditions without the necessity of lengthy fullwave
computer calculations. The results can be applied to
the rapid evaluation of the effects of a variety of
ionospheric disturbances, both natural and artificial, on
ELF communication systems.

Booker (1980) has combined the reflection theory of
Booker and Lefeuvre (1977) with the Greifingers
treatment (1978, 1979) of the effect of ionization
below the level of reflection. The theory allows for the
influence of the earth's magnetic field, reflection from
the gradient on the under side of the D region (or, at
night, or a ledge below the E region), reflection from
the gradient on the underside of the E region, and
reflection from the gradient on the topside of the E
region.

For daytime propagation, the Greifingers' expressions
foraand ¢/ v are

clv ~(h 1 h)" (4)

and

a ~0143fFE &, &
vi|h, h,

(5)
2
201432 [M] d8 | Mm
hy clv

where h, is the altitude where o = we, h, is the
altitude where 4o’ = 1; and g, and &, are the
conductivity scale heights at altitudes h, and h,,
respectively.

From (4) and (5) we can see that the phase constant
depends primarily on the two refiecting heights and is
essentially independent on the conductivity scale
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heights. On the other hand, for a single scale-height
conductivity profile (i.e, &, = &, ), the attenuation rate
is directly proportional to scale height.

The single scale-height profile employed by Wait
(1970) for determining VLF propagation parameters is

o (z) =0(z) /¢
(2) =o(2) I ¢, ©)
=25 x 10° o!¢ "M/ &)

where H is the (arbitrary) reference height. The
altitudes h, and h, may be determined from

2.5 x 10°
hy=H -C,In} =2 {n
o % 2xnf ]
and
2.39 x 10*
h, =hy +28in __?%_] (8)

Note that in (6), (7) and (8) all heights and scale
heights are in kilometers.

The Greifingers (1979b) have also shown that the
effective waveguide height of reflection is roughly h,
, rather than the higher reflecting height h,. This is in
excellent agreement with the effective reflection
heights inferred from the Sanguine/Seafarer propaga-
tion measurements. The fact that it is the lower
height is not really that surprising since the horizontal
rate of energy flow is essentially constant up to an
altitude h,, above which it falls off very rapidly with
altitude.

The most common values of H and £, employed in
interpreting VLF daytime propagation measurements
areH= 70 km and &, = 1/0.3 = 3.33 km. By using
these values in (4), (5), (7), and (8) we can readily
determine h, h,, c/iv, and o at ELF. For example,
at75Hz, h, ~ 49.1km, h, ~ 79.5km, civ ~ 1.26,
and a ~ 1.5 dB/Mm. Furthermore, at 1000 Hz, h, ~
57.7km, h, ~ 708 km, civ ~ 1.10,anda~ 166
dB/Mm.

The theoretically determined values of the ELF day-
time attenuation rate are plotted in figure 1 for fre-
quencies of 5 to 2000 Hz. Also plotted, are various
experimentally determined values of a.These are alf
determined from controlled source measurements,
except for the 7.8, 14, and 20 Hz attenuation rates,
which were inferred from Schumann resonance
measurements (Chapman et al., 1966). The 45 and
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75 Hz data points are average values determined from
the 1970-72 Project Sanguine/Seafarer propagation
measurements (Bannister, 1975), the 156 Hz value is
from Ginsberg (1974), and the 400 Hz value is from
Kuhnle and Smith (1964). The 630-1950 Hz data
points were obtained by employing the Navy VLF
antenna at Jim Creek, WA, as the source (Ginsberg,
1974). From figure 1 it can be seen that there is
excellent agreement throughout the ELF range
between the theoretical (employing the Wait exponen-
tial ionospheric - conductivity profile) and experimen-
tally determined values of ELF daytime attenuation
rates.

The theoretically determined values of the ELF day-
time phase velocity are plotted in figure 2 for frequen-
cies of 5to 1000 Hz. Also plotted are various experi-
mentally determined values of ¢/v. These values were
all determined from measurements of atmospherics.
The 7.8, 14, and 20 Hz values were inferred from
Schumann resonance measurements (Chapman et
al., 1966), the 50-225 Hz values are from Hughes and
Gallenberger 1974, and the 300-900 Hz measure-
ments are the two station results of Chapman et al.
(1966). From figure 2 we see that there is excellent
agreement between the theoretical and experimentally
determined values of c/v for frequencies greater than
50 Hz and fair agreement for frequencies less than 50
Hz.

Under nighttime propagation conditions, a sharp E
region bottom is usually encountered before the
altitude h, is established. The electron density
undergoes a very sharp increase in passing through
the bottom, above which it can be quite variable. The
Greifingers' (1979) have considered the simple model
where the density above this bottom varies slowly on
the scale of the local wavelength. The result is

clv ~(h ! hy)? 9

and

w-0143¢CS 50,1 | (0
vihy wknghe

where h. is the altitude of the E region bottom and
k.Ne is the E region local wave number. Comparison
with the daytime results (4) and (5) shows that the
altitude of the E region bottom has replaced the
frequency-dependent altitude h, as a parameter and
the local wavelength just inside the E region, has
replaced &,

We have also employed Waits' nighttime ionospheric
conductivity model (with a reference height of 80 km
and scale height of 1/0.4 = 2.5 km) in conjunction with
the Greifingers’ nighttime theory. We also assumed
the height of the E region bottom was 90 km and its
conductivity was approximately 8 x 10° S/m. The
theoretically determined values of the ELF nighttime
attenuation rate are plotted in figure 3 for frequencies
of 40-1000 Hz. Also plotted are various experimental-
ly determined values of «. These were all deter-
mined from the previously mentioned controlled
source measurements. From figure 3 we see that, for
frequencies from 45 to 800 Hz, there is excellent
agreement between the theoretical and experimental-
ly determined values of the ELF nighttime attenuation
rates. Also, the 45-, 75-, and 156-Hz effective wave-
guide reflection heights (approximately 75 km) are in
excellent agreement with those inferred from the San-
guine-Seafarer measurements.

We have also considered the inverse problem (Ban-
nister, 1985). We used experimentaily determined
values of the ELF effective attenuation rate and
excitation factor, along with a modified theory of
Greifinger and Greifinger, to establish representative
ionospheric conductivity parameters for each propaga-
tion path over which ELF measurements were made
from 1966 to 1982. Both daytime and nighttime
(ambient and disturbed) propagation conditions were
considered. The representative ionospheric parame-
ters include the reflection height h,, scale height £,
and reference height H.

For ambient daytime propagation conditions, the
individual path variations in the reflection height h,,
the inverse scale height P (which is equal to 1/ &, ),
and the reference height H of the equivalent expo-
nential ionospheric conductivity profile were 43-57
km, 0.24-0.32 km™, and 67-82 km, respectively.

For ambient nighttime propagation conditions, the
individual path variations in h,, B, and H were 56-91
km, 0.21-0.49 km™, and 74-107 km, respectively.

We have also established representative ionospheric
conductivity parameters for the disturbed propagation
period of November/December 1982 (Katan and
Bannister, 1987). The largest value of inferred attenu-
ation rate during SPE (solar proton events) disturbed
propagation conditions were for the WTF/Gulf of
Alaska path (2.51 dB/Mm at night and 2.6 dB/Mm
during the day). In fact during the November 23,
1982, minimum nighttime field strength period of 0630-
0830 GMT, the apparent attenuation rate for this path
exceeded 3 dB/Mm. These attenuation rates are
substantially higher than those measured during




o ey

ambient propagation conditions on WTF/east-and-
northeast paths (~1.0dB/Mm at nightand ~1.25dB/Mm
during the day).

The probable reason for the higher effective attenua-
tion rates observed on the WTF/Gulf of Alaska path is
that this path is nearly tangent to the exterior bound-
ary of the disturbed polar cap. That geometry causes
lateral refraction of the TEM mode and thus shadow
zones (Field and Joiner, 1982, Field et al., 1986).

For ambient nighttime-propagation conditions, the
average interpreted values of the reflection height, h,,
the scale height, £, E layer reflection height, h,, and
the reference height, H, of the equivalent exponential
ionospheric-conductivity profile are 77.5, 2.47, 93.0
and 92.8 km, respectively (Bannister, 1985). During
SPE disturbed nighttime-propagation conditions, the
average inferred attenuation rate and excitation factor
were 1.88 dB/Mm and -1.4 dB(0.85). The average
interpreted values of h,, &, H, and hg were 59.6,
5.18, 82.0, and 91.0 km, respectively, i.e., the average
reflection height was decreased by about 20 km and
the scale height was doubled.

For 76 Hz daytime propagation, the representative
ionospheric conductivity parameters can be calculated
from the inferred values of o and E by employing
the following seven-step procedure (Bannister, 1985):

1. Estimate &, from

Z, = 2.25(alE) (11)

2. Determine y from

%~ In(314.5/%,) (12)

3. Determine c/v from

clv - (1 +0.09 ay )" (13)

4. Determine h, from

55.90
-2 (14)
* E(clv)™
5. Determine h, from
h, ~ ho(civ)"? (15)
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6. Determine &, from

9.201 x 102 ah, clv
(clV)E +1

g, (16)

7. Determine H from

H ~ hy, +6.26 ¢, (17)

The first check on the accuracy of this procedure uses
the determined values of £, h,, and c/v in

@ ~ 10.868 2 [Mﬁ_ﬂ

] daB/Mm
clv

. (18)

This result should yield the starting value of o within
0.01 dB/Mm.

The second check uses the determined values of £,
h,, and y in

hy ~ hy +2Cox (19)

The resulting value for h,, from (19), shouid be within
2% of the value obtained from (15).

As an example of the above procedure, consider the
March to April 1971 results for the WTF Utah-Hawaii
path. For this path, the inferred daytime attenuation
rate was 1.50 dB/Mm and the excitation factor was
+0.3 dB (1.035) (Bannister, 1975). From (11) -(17),
Co~325km, x~457,civ ~ 127, h, ~ 47.9km, h,
~ 77.4km, §,~ 3.21km, B ~0.31km™, and H ~ 68.0
km. Using (18) and (19) as checks results in a ~ 1.50
dB/Mm and h, ~ 77.3 km, which are well within 1%
of the determined resuits. Also note that the initial
estimate of {; is within 1% of the determined value.

RECENT MEASUREMENTS

Many of the earlier controlled source ELF field
strength measurements were solely amplitude only
measurements (i.e., the reiative phase (Ad) between
the daytime and nighttime periods was not measured).
This oversight has been corrected in recent measure-
ments.

At the present time, the U.S. Navy has land based
ELF receiving sites located in New London, CT,
Norfolk, VA; Kings Bay, GA,; and Pearl City, HI. Their
distances from the dual ELF transmitter site
(WTF/MTF) are 1.50, 1.54, 1.85, and 6.67 Mm,
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respectively. Typical daily plots of signal (both ampli-
tude and relative phase) and atmospheric noise field
strengths are presented in figures 4 and 5. If the
excitation factor is assumed to be identical at the
Hawaii site and one (or all} of the closer in sites, the
effective attenuation rate is just equal to the difference
of the normalized field strengths divided by their
difference in distance from the transmitter. (The
normalized field strength is equal to the measured
field strength with the spreading loss added and
WTF/MTF pattern factors subtracted.) That is,
o - P = oz gp g (20)
P2 = Py

where

. p
H,, =20 log H,,+ 10 log [ a sin [_a.‘_]] 21)

- 20 log [%]

is the normalized field strength at the closer site
(located at a distance p, )
and

» e
A,, =20 log H,; + 10 log [ a sin ['52'” (22)

- 20 log [F_g;)L

is the normalized field strength at the farther site
(located at a distance p, ). For dual site omnidirec-
tional operation, the pattern factors vary from 7.2 to
7.6 dB for the above mentioned four sites.

When the effective attenuation rate has been deter-
mined, the effective excitation factor can be deter-
mined by adding a constant (139.1 dB at 76 Hz) and
the product of the effective attenuation rate times the
measurement distance to the normalized field strength
at either site. Thatis

20 log £ =A,, +139.1 +ap, dB

- (23)
=H,, +139.1 +ap, dB

For a day, D, to night, N, path change, the corre-
sponding relative-phase change at each received site
would be

Ad =[2"°]A(f] (24)
A v

where Alclv) = (chv), - (chv)y, and A is the free-

space wavelength.

Therefore, from the Hawaii and one (or all) of the
closer in sites measured field strengths (both ampli-
tude and relative phase), we can determine the
effective daytime and nighttime attenuation rates and
excitation factors, as well as the average relative
phase velocity difference between daytime and
nighttime propagation conditions [A(c/V)]. In these
interpretations, particular emphasis should be given to
the Hawaii relative phase measurements, since a 0.03
change in A(c/v) corresponds to a 18° change in A,
while the corresponding A¢$ change for the closer in
sites is only 4° to 5°

Many years ago (Bannister, 1975), we plotted inferred
values of a versus inferred values of E. These 75 Hz
values, which are presented in figure 6, were obtained
from controlled source propagation measurements
taken during 1970 - 72. This procedure, which does
not depend upon the selection of a particular iono-
spheric model, yielded o =1.4E dB/Mm at 75 Hz for
both daytime and nighttime 1970 - 72 propagation
periods. The fact that « is proportional to E is not
really so surprising since, for both isotropic and
exponential ionospheric conductivity models, both a
and E are inversely proportional to the effective
ionospheric reflecting height h,,.

From (1) and (5) for a single scale height exponential
ionospheric conductivity profile (for a frequency of 76
Hz).

o oqeaac,[C) [ 21]  (25)
E v clv

The average phase velocity ratio inferred from the
daytime propagation measurements made during
1970 and 1972 was civ ~ 1.25 (Bannister, 1975).
This ratio results in the quantity

(_C_’V_>/’___1] ~ 2.05 (26)
clv

Note that this estimate is good within 2% when 1.15
< civ £1.35 For ambient nighttime propagation
(1.05 < civ < 1.15), this quantity » 2.01. With a
little bit of hindsight , if we let the relative daytima and
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nighttime phase velocity ratios be 1.25 and 1.12,
respectively, then

_Z_ = 0.445 ¢, (27)

for daytime propagation conditions and = 0.414 £, for
nighttime propagation conditions. That is, the ratio of
o to E is directly proportional to the scale height of
the ionospheric conductivity profile. Thus, we can
obtain a very good initial estimate of the scale height
&, from the inferred values of « and E.  That is,

%o = 2.25(a/E) (11)

for ambient daytime propagation conditions and

Lo = 241(alE) (28)

for ambient nighttime propagation conditions. Employ-
ing (11) and (28) with the average inferred values of
o and E obtained from the 1970 - 72 propagation
tests results vields & = 3.3 km (8 = 0.3 km™) for
both daytime and nighttime 1970 - 72 propagation
periods. Also, o/E = 1.42 which is almost identical to
the experimentally determined results plotted in figure
6.

Presented in tables 1 and 2 are recent 75 Hz band
interpretations for ambient daytime and nighttime
propagation conditions. The representative daytime
ionospheric parameters were obtained from the
inferred values of a and E and (11) through (17).

The nighttime relative phase velocity ratio (civ), was
obtained by subtracting the measured value of A(c/v)
from the calculated value (13) of the daytime relative
phase velocity ratio (c/iv), . The representative
nighttime values of the reflection height, scale height,
and reference height were then calculated from (14),
(16), and (17}, respectively.

Tabulated in the last column in tables 1 and 2 are the
scale heights calculated from the approximations (11)
and (28). Note that these approximate values of
scale height are almost identical to those calculated
from the more rigorous formula (16).

Both the daytime and nighttime inferred values of
excitation factors and daytime attenuation rates listed
in tables 1 and 2 are in good agreement with previous
75 Hz band measurements taken over various propa-
gation paths (see tables 1 and 3 of Bannister (1985)).
However, the summertime nighttime attenuation rates
are substantially lower ( ~ 0.6 d8/Mm comparedto~ 1.0
dB/Mm). Also, the summertime daytime attenuation
rates (~ 1.25 dB/Mm) are lower than measured during
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other times of the year ( ~ 1.50 dB/Mm). This apparent
seasonal effect will be investigated further.

DISCUSSION

A convenient quantity to describe the characteristics
of the lower ionosphere is the “conductivity parame-
ter” o,, which is defined by

o, =allv (29)

where o, is the (angular) plasma frequency of the
electrons and v is the effective collision frequency
(Wait, 1970). The plasma frequency at a particular
height is determined directly by the electron density
profile. Experience has shown that simple exponential
models of the electron density and collision frequency
in the lower ionosphere are adequate to describe
ELF/VLF/LF radiowave propagation in most cases.
The exponential height profile of the conductivity
parameter o, successfully employed by Wait and
Spies (1964) is

©,(z) =25 x 10° g! #¥ -2)I (30)

where B is equal to 1/, and H is the (arbitrary)
reference height.

From tables 1 and 2 we see that, on the average, 8
~0.30km" and H ~ 75 km for ambient daytime
propagation conditions. For ambient nighttime propa-
gation conditions, B ~ 0.36 km™ and H ~ 95 km.

Figure 7 shows four typical height profiles of the
conductivity parameter o, These profiles are
representative of (1) ambient daytime (8 = 0.30 km™',
H = 75 km), (2) disturbed daytime (f = 0.18 km™ ,

= 74 km), (3) ambient nighttime (B = 0.36 km™',
H = 95 km), and (4) disturbed nighttime (§ = 0.19
km, H = 92 km) propagation conditions.

Typically, the electron density profile will change from
day to day, even during magnetically quiet periods.
As a consequence, the profile of the conductivity
parameter o, will be somewhat variable. Neverthe-
less, it is not unreasonable to suggest that a suitable
analytical model for the lower ionosphere is described
by an effective conductivity that varies exponentially
with height.

it should also be mentioned that heavy ions will
contribute to the effective value of o, In fact, if the
frequency of interest is much less than the ion colli-
sion frequency, the lower ionosphere may still be
represented by an effective conductivity that is numeri-
cally equal to e, (see chapter Viil of Wait (1970)).
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CONCLUSION

In this paper, we have presented a tutorial overview
on ELF propagation. We have also compared the
Greifingers simple form approximate expressions
(which relate ELF propagation constants to realistic
ionospheric conductivity profiles) with experimentally
derived results for both daytime and nighttime ambient
propagation conditions.

The inverse problem has also been considered. We
have used the experimentally detenuined values of
effective attenuation rate and excitation factor, along
with the modified Greifinger equations, to establish
representative ionospheric parameters for each
propagation path considered.  These parameters
include the reflection height h, the inverse scale
height § (which is equal to 1/5;), and the reference
height H of the equivalent exponential ionospheric
conductivity profile.

We have recently analyzed some of the field strength
data taken at the U.S. Navy's four land based ELF
monitoring sites (New London, CT, Norfolk, VA; Kings
Bay, GA; and Pearl City HI). Both the daytime and
nighttime inferred values of excitation factors and
daytime attenuation rates are in good agreement with
previous 75 Hz band measurements taken over
various propagation paths. However, the summertime
nighttime attenuation rates are substantially lower (
~ 0.6 dB/Mm compared to ~ 1.0 dB/Mm). Also, the
summertime daytime attenuation rates ( ~ 1.25
dB/Mm) are lower than measured during other times
of the year ( ~ 1.50 dB/Mm).
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TABLE 1. 75Hz BAND INTERPRETATIONS FOR AMBIENT DAYTIME PROPAGATION CONDITIONS

PATH DATE o E, o/E chv h, ¢ 8 H Approx
(dB/Mm) (dB) (km) (km) (km)” (km) £,=2.25 (a/E)

(km)

Alaska-Saipan 572 1.60 -0.7 1.73 1.28 53.8 3.84 0.26 71.8 3.89
WTF-E & NE 1977-78 1.25 -1.0 1.40 1.23 56.5 3.18 0.31 76.4 3.15
WTF-N & NW 1977-78 1.50 +0.3 1.45 1.27 479 3.21 0.31 68.0 3.26
Conn-Hawaii 6/90 1.31 -1.0 1.47 1.24 56.3 332 0.30 77.1 3.31
Conn-Hawaii 7/90 1.31 0.8 1.4 1.24 55.0 3.24 0.31 75.3 3.24
Kings Bay-Hawaii 791 1.25 -0.8 1.37 1.23 55.3 3. 0.32 74.8 3.08
Conn-K.B.-Hawaii 8/91 1.13 -1.4 1.33 1.215 59.6 3.04 0.33 78.6 2.99
Conn-Hawaii 11/91 1.48 0.2 1.51 1.265 50.9 337 0.30 72.0 3.40
Norfolk-Hawaii 3/92-4/92 1.45 0.6 1.55 1.26 53.4 3.47 0.29 75.1 3.49
AVERAGE 1.36 0.7 1.47 1.25 54.3 3.31 0.30 75.0 3.31

TABLE 2. 75Hz BAND INTERPRETATIONS FOR AMBIENT NIGHTTIME PROPAGATION CONDITIONS
PATH DATE ay Ey o/E Meas chv h, I8 8 H Approx.
@B/Mm) | (dB) ACV) (km) (km) &m)' | km) | ,=2.41(a/E)

(km)

Alaska-Saipan 5/12 0.8 4.5 1.34 0.16 1.12 88.6 3.24 0.31 108.9 3.23
WTF-E & NE 1977-78 0.9 -3.8 1.39 Q.15 1.08 833 3.44 0.29 104.8 3.36
WTF-N & NW 1977-78 0.9 2.1 .15 0.13 1.14 66.7 2.74 0.36 83.9 2.76
Conn-Hawaii 6/90 0.54 4.0 0.86 0.11 1.13 83.3 2.05 0.49 96.1 2.07
Conn-Hawaii 7/90 0.62 -3.6 0.94 0.12 1.12 79.9 2.26 0.44 94.0 2.26
Kings Bay-Hawaii 791 0.73 -3.1 1.04 0.09 1.14 74.8 2.49 0.40 90.4 2.5t
Conn-K.B.-Hawaii 8/91 0.65 -3.5 0.97 0.115 1.10 79.8 2.37 0.42 94.6 2.35
Conn-Hawaii 1191 0.89 -2.5 1.19 0.145 1.12 70.4 2.86 0.35 88.3 2.86
Nortolk-Hawaii 3/92-4/92 1.06 2.5 1.41 0.13 1.13 70.1 3.3 0.29 91.3 3.41
AVERAGE 0.79 -3.2 1.14 0.13 1.12 71.4 2.76 0.36 94.7 2.76
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Discussion

V. LAMMERS (VUS)
In view of the high man made interference levels at or near your frequency and the timited ability
to discriminate directionally, what bandwidths do you have to employ to communicate successfully?

AUTHOR'S REPLY
The transmitting antenna system bandwidths are of the order of 16 Hz, while the receiving system

bandwidths are the order of 1 Hz or less.

P. KOSSEY (US)
in deriving the exponential electron density models from the ELF data, do you include the effects of

ions, as well as electrons?

AUTHORS' REPLY
Heavy ions will contribute to the effective value of ;. As Jim Wait has pointed out, the lower

ionosphere may stiil be represented by an effective conductivity that is numerically equal to gqwr

The Greifingers' have shown that the reflection height at ELF is equal to the height where ¢ = weo.
Therefore, ELF waves will be reflected from heights where the value of @, (ho) is much less than it is at
VLF (105 to 106 radians). In particular the 76 Hz value of or (ho) is approximately equal to 500 radians.

U.S. INAN (US)

1 am very pleased to see the good agreement between data and modeling and the fact that ELF
modeling is quite insensitive to magnetic field and directional effects, this might mean that ground
conductivity models may be improved as a result of such measurements. Would you fike to comment on the
use of ELF measurements for geophysical prospecting?

AUTHOR'S REPLY

At the present time, the dual site ELF system is operated in an encoded MSK mode; the signals can
only be received by the operational ELF receiver. If, at some future time, the system was operated in the
CW mode, the signals could be received by a simple ELF receiver (such as modified wave analyzer). In the
CW mode, the dual site ELF transmitter could be used as a controlled source for ELF surface impedance
measurements - which would make it a very useful geophysical tool.
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ELECTRIC FIELD OF VLF AND LF WAVES AT
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SUMMARY

This paper presents a short review of the frequency and
angle dependencies of the electric field radiated by an elec-
tric dipole E = Eg coswt in a magnetoplasma and detailed
results of numerical calculations of |E| in the VLF and LF
frequency bands 0.02fy, < F < 0.5f}, in the ionosphere and
magnetosphere in the altitude region Z = (800 — 6000) km
(F ~ (4—-500) tHz and fp, > (1.1 to 0.2) MHz is the
electron gyro-frequency).

The amplitudes of the electric field have large max-
ima in four regions: close to the direction of the Farth
magnetic field line By (it is the so called Axis field Ep),
in the Storey Eg¢, Reversed Storey Egeyst, and Reso-
nance Eges Cones. The maximal values of Eg, ERes, and
ERey.s¢ are the most pronounced close to the low hybrid
frequency, F ~ Fr. The flux of the electric field is con-
centrated in very narrow regions, with the apexes angles
of the cones AfB =~ (0.1 — 1) degree. The enhancement
and focusing of the electric field increases with altitude
starting at Z > 800 km. At Z > 1000 up to 6000 km,
the relative value of E, in comparison with its value at
Z = 800 km is about (102 to 10*) times larger. Thus, the
flux of VLF and LF electromagnetic waves in the Earth
magnetoplasma produces and is guided by very narrow
pencil beams, similar, let us say, to laser beams.

L _INTRODUCTION

The linear theory of radiation of an electric dipole in
a homogeneous magnetoplasma, used in this study, was
developed by Alpert, Alpert & Moiseyev, and by Alpert,
Budden et al. {see [1}, [2]. (3], [4]). The general
theoretical results obtained in these papers, the
formulae, the computer analysis and the general physical
understanding of this problem, are used in this study.

The main features of the electric field studied in {1] to
(4] are the following:

a. In the vicinity of the direction of the magnetic field
Bo, when the angle between the direction of the group
velocity of ELF-LF electromagnetic waves 8 — 0, the am-
plitude of the electric field |E| strongly increases. This
important characteristic of the field was omitted in the
earlier studies of this problem (see {5]).

b. The electric field also increases strongly in the, so
called, Storey and Reversed Storey Cones, namely around
the angles Biar and B of the maximum and minimum
of the 5(0) dependence (see below Fig.1), where O is the
angle between the wave vector k and Bg. The enhance-
ment of the field is especially large in the Reversed Storey
Cone. This characteristic of the field was also omitted be-
cause in the earlier studies, the influence of the ions was
not taken into account. Due to the ions, the minimum of
B(©) and the Reversed Storey Cone are produced.

c. The fourth field growth region is near the resonance
frequencies, in the so called Resonance Cones.

S0 VLF (Fs < /< /i)

B. Rev.5t.Cone
Si.Cone
60 ,
LF(fi</Sh)
Axia Eo
$t.Cone Res.Cone |
|

Fig 1. The dependence of the angle 3 between the group
velocity U and the magnetic field By on the angle ©
between the wave number vector k and Be.

The enhancement of the field is especially large by ap-
proaching the low hybrid frequency. In the following parts
of the paper, all these characteristics are described in more
detail by analyzing results of calculations of the electric
field E at high altitudes of the ionosphere.
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2. STATEMENT OF PROBLEM, FORMULAE.

A homogeneous cold magnetoplasma, which is charac-
terized by a superimposed magnetic field Bg, by an electric
permitivity tensor & and a refractive index n is consid-
ered. The magnetic field By is parallel to the z axis in
the cartesian (z,y,2) and in the cylindrical (p,y, 2) coor-
dinate systems. The refractive index is thought as a vector
n with components

ng nsin©cosp, n, =nsinO -sing,

n, = ncos®, nl =(n+nl)=n?sin’0, (1)

where © is the angle between the wave normal vector k
and the 2 axis, z || Bg. The electromagnetic waves E, H ~
e, generated in the magnetoplasma, are produced by an
electric dipole of moment Ie™*, w = 27F or w = 2xf is
the angular frequency of the waves. The electric dipole
is parallel to the z axis, i.e. I || Bg. The source dipole
is placed at ¥+ = y = z = 0. The receiving point is at a
distance r = v/z? 4 z? from the source in a direction 3 to
the magnetic field By and

r=rsinf, y=0, z=rcosf (2)

since the plasma has rotational symmetry around the z
axis.

The general solution of the system of the Maxwell equa-
tions of this problem is described by a sum of complicated
integrals (see [2], [3]). The integrands of these integrals
are rapidly oscillating functions. They are described by
the Bessel functions Jy (ni, fp) and J, (n_L,fp), and the

.. d
derivatives 3L where
ny
ny =nsin®, ny=ncosO, n?=n? + nji.

These integrals can only be studied by numerical methods.
The method of the steepest descents, i.e. the stationary
phase method, was used for this purpose. Certainly, the
accuracy of this asymptotic method is sufficiently high only
in the far zone from the source, namely, when

%\/P’+z’=%,r> 1. (3)

The main contribution to the field is made by saddle points.
Two cases are considered by analyzing the integrals. Namely
these cases characterize the basic physical properties of the
field.

The first case is when the observation point is at very
small horizontal distances from the source, namely, when
z ~ 0 (i.e. the angle 8 of the ray direction is very small).
In this region the field is growing larger and becomes very
strong close to the direction of the magnetic field. This is
called the Azis field Eg. The saddle points are estimated
in this case by the equation

ﬂ:o (4)

dﬂl

The Axis field enhancement appears at frequencies w > wy,
(we = 2xFy, is the low hybrid frequency). For many
decades, it was believed that the field disappears close to
the direction of the magnetic field By (see, for example,
Arbef and Felson [8]).

The second important case is when np > 1 and the
observation point is sufficiently far from the axis, from the
direction of the magnetic field By, and the asymptotic of
the Bessel function

Jo, i ~ (27n p)'Pexp [—i (nu’ - %)] (8)

may be used. The saddle points are estimated in this re-
gion by the equation

oosﬂ%-lll--f-sinﬁ:O (6)

The field is enhanced in that region again because of the
contributing of two saddle points of the integrands when
they are close together - they coalesce. In this case the
field is enhanced at different angle intervals 8. These field
enhancements are the Eg; and Epey.s¢ and form Storey
and Reversed Storey cones. They respectively exist in the
frequency bands Fps < F < Fs; and Fps < F < Fi (see
below Fig.1). The field Eg..s: becomes especially strong
at frequencies w < wy.

One more region of the enhancement of the field Eg,,
is the resonance cone. It occurs when the coefficient of
refraction n — 0. At the resonance

x €
O-f=4-, tan? g = ——=, )
2 €22
where ¢, and ¢., are the elements of the tensor &y. In our
case, in the cartesian coordinate system

Exz Exy O
&0 = [ Eyr €y O ] v Eaz = Eyy (8)
0 0 e,

The computer analysis and formulae used in the paper
cited above by Alpert, Budden, etc. [4] for numerical cal-
culations of the moduli |E| was developed by K. Budden.
The first order descents evaluation of the integrals used
by these calculations give the contribution o’ the saddle
points of the Axis and of the both Storey and Reversed
Storey cone fields.

The field Eq is expressed by an algebraic combination
of the both Bessel functions Jy(n,,p) and Jy(ny,p) (see
(5)), and also by a combination of the components of the
refraction index n and of the elements of the tensor €y of
the plasma. The fields |[Egi| and |ERevse| are expressed
by a combination of the Airy integral function A;(p) and
its derivative A;(p), and also by n and &g. The field in the
resonance cone |Epg,| is much simpler and is expressed
by an algebraic combination of the elements of the tensor,
and of the refraction index n. Certainly, all these formulae
depend on the angular frequencies w and the angle of the
ray direction 4.

The general formulae of |E| and the formulae used in
the computer analysis are complicated. For orientation,
only schematic formulae were given here. They show the
distance and angle dependence of the moduli of the field
used in this study

| = (IE.P* + |E,* + IE.I‘)"’- )
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These asymptotic formulae are of the following shape:

The Axis field
WY , (27, 12 fw T
|Eo} =~ (l;) n, < p ) -exp [—z (:zn, + Z)] X
x  Fa.[Jo, Ji. 1, &), (10)
where all the values of F,,[...] depend on w, 3 and on the

characteristics frequencies of the magnetoplasma.
The field in the two Storey cones
) el
(2r)*"% - (cos 8112 - (sin )2
x Fs[Aip), Ai(p), m, €of, (11)

w3

|Ese] =~ (15

where all the values of Fg,l...] depend on w, g, etc., A;(p)
and A;(p) are the Airy function and its derivative,

9\ 1/2 2/3
(4 ) (2)7 (@
p_(dnl-’-z) (nll) (cz) ) (12)

and Fs{...} is determined by some parameters of the
magnetoplasma, by w and 3.

The field in the Resonance cone

W\ n n.exp [—ifr(np sin 8 + n, cos ﬂ)]
Eral = (15)- o N
x FR(J [n(wvﬂ)v ED(“"vB)v ﬂ] (13)

3. FREQUENCY, ANGLE DEPENDENCIES OF |E|.

The structure of the electromagnetic field in a full ion-
ized and homogeneous magnetoplasma discussed here was
initially studied by detailed investigations of the behavior
of the direction of the group velocity vector U = dw/dk in
a magnetoplasma. The dependence of the angle 3 between
the vectors U and By, and the angle © between the wave
vector k and By reveals the basic features of the field (see

(1)

The vector U and the Pointing vector S are collinear in
an non-absorbing plasma (see [6]). This theorem is appli-
cable because the collision frequency v of the ionospheric
plasma used in this study is very small (see below). Let us
illustrate here the behavior of 5(©) by the following two
figures.

In Fig.1 the dependence of 3 on © is shown. It is
determined by

1 on
A = O — arctan (n . 89) . (14)
where n = n(©,¢,w) is the coefficient of refraction of the
magnetoplasma. By calculation of 3(0) given of Fig.1 and
of different dependencies of the electric field given in this
section, we used the following model of a magnetoplasma,
consisting only of one kind of ions (namely protons H+):

3-3

fo = 3.39-10° Hz, f,=1.194-10° H: (15)
Fi = 249-10° Hz, v, = 10% sec™,——— = 5.44 - 1074,
My,

where f; and f, are the electron Langmuir and gyro- fre-
quencies respectfully v, is the electron-ion collision fre-
quency, m and My, are the electron and proton masses.
This model is close to the parameters of the plasma in the
vicinity of the maximum of the ionosphere. This figure
and Fig.2, where a schematic frequency dependence of the
coefficient of refraction n is given, demonstrate the distri-
bution of the angles and the characteristic frequencies of
the cones formed in a magnetoplasma in the VLF and LF
frequency bands.

The generatrix of the Storey cones, shown in Fig.1 con-
tains the maxima angles By of the angle dependencies
B(©). The maximal value of Barmar = Bsim corresponds
to the upper frequency limit wgs/wy, (wrs = 27 Fgs),
where the Storey cones and Reversed Storey cones dis-
appear and is determined by the point of inflection of
B(O). The generatrix of the Reversed Storey cones con-
tains the angles 8, of the minima of 8(0). The upper
frequency limit of Bpmaz = BMmasr also corresponds to
wpg/ws, where both the maxima and minima of 8(©) ap-
proach each other and disappear. The low frequency lim-
its of the Storey and Reversed Storey cones correspond to
wsz/wy and wp fwy (wsz = 27 Fs;3), where again the maxima
and minima of 3(©) disappear (see Figs. 1 to 3). Thus,
the frequency bands of the Storey and Reversed Storey
cones respectively are: (wgs to ws;) and (wps to wy), the
frequency wrs < wi. In the model of the magnetoplasma
used in this section (see (15)) these characteristic frequen-
cies F and the characteristic angles 3 of both of the Storey
cones are equal to:

FsiMor = S =26-107 Hz, Bsumar = 21%
W,
Fso = 52 =048f, Hz, fsio=0%  (16)

Freosio = 3% =2087-107 Hz, Bpessio =0°
The resonance cones are formed in the frequency band (Fy
to f;) and in the angle region (0 to 90)°.

Angular dependencies of the electric field in different
cones and of the Axis field at different frequencies ratios
F/f, are shown on Fig.3. It is natural that the Axis
field and the fields inside both Storey cones are oscillating
because they are formed by superposition of two modes
(mathematically by contribution of the saddle points, see
previous section II). The maximal values Maz|E|__ of
|Ef,q¢ of these oscillations of the Axis field and Reversed
Storey cones are closer to the direction of By. They are
determined helow by the notation Sn... The resonance
field has only one maximum. It is formed only by one sad-
dle point and it is also denoted by 8.,

Let us note here that the notations Maz|E|,,,, both of
IEolmncl 'Ehv-sdmu! IEs‘lmu and of |Em|mu are used
below in this and in the following sections. The values of
B shown in the figures and in the tables below are also the
values By, of these fields.
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. Maz|E|
Frequency dependencies 8ara-|Eol,,,, = HT:I%‘ITL

namely of the normalized maximum values of the Axis
fields |Eolpoe: [EStlnar [ERev.Stlmo, a0d |ERes|,ng. are
given in Fig.4 and in the Table . The values of |E] were
normalized to the field of the Storey cone |Egg|, .. in the
frequency band F/fp, = (0.01 to 0.2) because in this fre-
quency band |Es|,,,, is almost a constant magnetude.

The values of 3 of the Storey cones are changing in the
frequency band F/fp, ~ 0.1 to 0.28 from B, = 21° up to
8.9°, and B — 0°, when F/fy, = 0.48. The amplitudes
of the electric field |Esge|,,,, are about (10 to 10%) times
larger than the predicted electric field in free space, how-
ever, much smaller than the Axis field and the field in the
Reversed Storey and Resonance cones.

The enhancement of the field by approaching the low
hybrid frequency is absent in the Storey cone because it
is formed by the oscillations of the electrons and depends

very little on the oscillations of ions which produce the
low hybrid resonance and the Reversed Storey cone. In
the earlier studies, the influence of the ions was not taken
into account by discussing the gniding of LF waves, i.e. of
the electron whistlers, along Bg, and the formation of the
Reversed Storey cone. was omitted.

Table I. Normalized values p,,|E|

mar

F/fy St.C. | Rev.St.C. | Axis field | Res.C,
0.003 1.2 1.9 - -
0.005 ~1 4.8

0.008 ~1 19

0.01 ~1 24

1.88.10"3| ~1 1502 - -

~ 0.02 ~1 - 2.4 -10° 1.4-10%
0.03 ~1 - 1.9-10* 3.1.108%
0.05 ~1 - 670 1.1.10%
0.1 ~1 - 215 3-10¢
0.3 0.47 - 36 5.1.10%
0.5 0.024 - 4 8-10°




3-6

From Fig.5 it follows that both the Axis field and the fields
in the Reversed Storey and Resonance cones are very large
and increase very quickly, especially by approaching the
low hybrid frequency Fi. The maximum values of {E| be-
come in this region about 105 times larger than in the
Storey cone and the directions (angles Bp,.) of the max-
imum values of |E| become closer to the direction of the
magnetic field Bg. The apexes of the cones, where most of
the flux of the field is concentrated, become very narrow.
This effect is shown in the next section in more detail, by
presenting the results of calculation of |E| at high altitudes
of the ionosphere and in the lower magnetosphere.

4. THE ELECTRIC FIELD [E|, Z = (800 — 6000)km.

The altitude behavior of the electric field in the iono-
sphere and magnetosphere is presented in this section by
detailed calculations of the Axis field |Eg| and resonance
field |Eres|- By calculation of |E|, both in this and in the
previous sections, the factor (I%) is omitted (see formulae

(10) to (13)). This factor is only used on the dependen-
cies shown on Fig.4 and 9 by normalization of |E| and by
comparison of |Eg| and [Eyes|-

Preliminary calculations have shown that the ampli-
tude of |E| is growing up very quickly in the altitude re-
gion Z = (400 to 800)km. For example, at Z = (400, 500,
800, 1000)km the maximum values of |[Eg| of the Axis
field are equal to Maz|Eg|,,, =~ 6.6 -107%, 2.9, 9.5
10%, 1.4 .10% and at Z = (800, 1000)km, the values
Maz[E,.,|mar =~ 28 and 1887. Thus, the enhancement
of the flux of VLF and LF electromagnetic waves in the
Earth magnetoplasma, caused by the caustic focusing, is
especially pronounced at high altitudes greater than or
equal to 800 Am.

By these calculations we used the model of the iono-
sphere and magnetosphere given in Table II. This model is
representative of day-time middle latitude conditions. The
notations used in the table are: Z is the altitude above the
Earth’s surface, N,,.; are the densities of the neutral par-
ticles, electrons and ions, T° and B are the temperature

E
410° 1 y
’— ¢ Max|E,\.=3310
Eijdd).ozzss
.0023°

Axis field
Z=1000km, r=100km _|

310 /

£,=9.07-10°Hz, v=40s"

sl |1\ | e

0 I

0.00 0.01

0.02 0.03

— Max|E=1.37710°
2 (F/f.) 0022831
g Bau~0.011°
r 1._ ‘!
10* Fif,=0.02285
=3310
10
100
10* Fif,
0.0228 -82 -84 .86 ~88 0.02290

Fig 8. The Axis field |E,|




in Kelvin degrees and the magnetic field in gammas along
the Earth’s magnetic field line, v., and v,; are the collision
frequencies between the electrons and the neutral particles
and the ions, fo and Fp are the Langmuir plasma frequen-
cies of the electrons and ions, f,, F}, F; are the electron’s
and ion’s gyro-frequencies and the low hybrid frequency of

the ions where:
1/2
F
FL= fo ; . (17)
1+ 72

Up to the altitude about (800 — 1000} km the iono-
sphere consists of a noticeable number of oxygen and he-
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lium ions (OF and He') including protons (H,*) There-
fore, in the lower part of the ionosphere, we use by calcu-
lations of the electron and ion gyro- frequencies f; and F,,
the effective mass of the neutral particles

-1
Nis My

M,]f=MH( — .1 , $=1,23. (18)

! ,-‘-12'2’3Nei Mi

In (18), N;, and M;, are, respectively, the ion densities
and masses of Ht, He* and O} . For fixed altitudes Z, the
results of the calculation of |Ey| and of |E,.,| are shown
for illustration on Figs. 5 to 8. The main characteristics
of these fields are given in the Tables III and IV.

000 IEJ - Max|E,l.
s T TAxis fieid o EE—— —
Max|E,|_=1.5826-10"
MaxIErdenn! Z=2000kam, r=100Kny (F/f) . 0.020962
4000 f.=6.‘21-10"Hz. v=T7s 10" ﬁ-—'0-035.
F/£,=0.020983 — e
10°
3000
\ /'F?"- 1 T
\ /f P 10° |
2000 \ / N { T F/f,=0.020983
\ / \ 10 ' Max|E,|=4247
— 5 1
1000 \/ \ lo, ! o f o - .!
0 V v 10* F/f,
0.00 0.02 004 xkm 00208 00209 00210 00211 0.0212
10 === MaxlE.L.-l.SSZ&lO’i B
(F/£,) aey=0.020962 0.0573
10 0.01
: —=
10°
o o
10*
100 0.00 Fifs
0.020960 0.020965 F/f. 0.0208 0.0210 0.0212
Fig 6. The field |Eg| and the frequency dependence of 3 of the Axis field.
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Table III. Data of the Axis field |Eqg|.

Z , km FL/Fb qu/pb qu.t JkHz MaIIEolmu:
300 0.02088 | 0.02297 22.60 951
1000 0.02281 | 0.022831 20.71 1.38-10°
1500 0.02226 | 0.02227 16.59 2.17- 108
2000 0.02101 | ~ 0.021 13.02 1.58 - 107
2500 0.02029 | 0.02030 10.33 38.285 - 107
3000 0.02048 | 0.02062 3.951 1.116 - 108
4000 0.02115 ] 0.02126 6.825 1.557 - 108
6000 0.02236 { 6.022345 4.264 2.109 - 108

Table IV. Data of the resonance field |E ¢s|.

Z km | F[Fpnor | Frar . kHz | Maz{Eolmaz | Bmaz , deg
800 0.03 29.6 27.7 ~ 1.12
1000 0.0285 25.85 1937 0.0998
3000 0.0220 9.548 1.157 - 107 0.496
6000 0.0240 4.534 2.449 . 107 0,527

5. DISCUSSION OF THE PROPERTIES OF |E|.

The dependencies of |Eq| on z and of Maz|Ee|,,,, on
F/f, shown in Figs.(5 and 6) demonstrate their oscxlla.t-
ing character by moving away from the magnetic field line
By (3 = 0) and the very pronounced Maz|Eg|,,,, of the
electric field {Eq| depending on £/ f,. Besides, the closest
maximum of Eg to By is Max|Eq|,,,.; it is characterized
by the angle Bme; = arctanz/r. These angles are very
small, and increase with altitude as the following:

Z,km 800, 1000, 1500, 2000, 2500 (19)
B3, deg 0.014, 0.02, 0.04, 0.06, 0.07

The frequency dependence 3(F) has a minimum which is
a little shifted from the frequency F,,, and B(F’) increases
when approaching the low hybrid frequency Fi (see Fig.6).
The dependence of Maz|Eg|,,,, on frequency in the neigh-
borhood of F = Fp,,, is also given on this figure. A very
important characteristic of the frequency dependence of
the Axis field is its narrow-band character of the value
Fraz in the vicinity of Max|Eg|,,,.. Namely, about 99%
of the flux of these electromagnetic waves are concentrated
in the frequency bands

AFmar~(2:107% to 9-107Y)F x

at the altitudes Z = (800 to 6000)km.

The behavior of both the electric fields |Ereq|, shown
on Figs. (7 and 8) and of |Egt| and |ERey.st.|, {see Figs. 3
and 4), differs, in many respects, from the behavior of the
Axis field Eg. The maxima Maz|Eg|,,,, of these fields are
also pronounced close to the low hybrid frequency at Fi,.
However, the value of 8,,. changes considerable with fre-
quency. For example, at F/ fy = (F/ fo)maz, 0.03, 0.1, 0.3,
0.5, the values |Eye4),,,, are conformed to the following
values of Bma: at Z = (1000, 3000 and 6000) km:

(20)

Brmas
Brmes

The narrow-angle character in the vicinity of F = Fp,,
(see Fig.7) is also an important characteristic of |E],,, .
At these frequencies about 99% of the flux of the elec-

(0.496, 1.42, 6.35, 19.6, 36.26), deg,
(0.53, 1.19, 5.84, 18.1, 31.10), deg.
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tromagnetic waves is concentrated in very narrow angles
namely AB < (107! — 1072) deg.

To compare the data discussed above of the altitude
dependence of |Eg| and |Eyes|, the values of Maz{Eg|

max

and of Maz|Eyes],,,, were normalized to Z = 800 km,
namely the dependencies
faz FB
6'Elma1- = A’ a1|E|mar max)Z (22)
MaIIElmaz : mal‘)z__800 km

were calculated. The results of these calculations are shown
in Fig.9 and in Table V, where the altitude dependence of
these fields and the values of FF = F,,,, at different alti-
tudes of the Axis field and Resonance field are also given.
It is seen that the behavior of the relative values of the
maximum of the Axis and Resonance fields are in general
similar. The values of |E| increase very quickly by a factor
~ 10% in the altitude region Z = 800 to 2400 km, and di-
minish slow at higher altitudes. The frequencies F,,,, are
also comparable, but Fg n,; is a little smaller than Fre; maz-
The direction of the maximum values of |E|, namely the
angles B4z, given above in the Tables 11T and IV, are also
commensurable.

Table V. Normalized data of |Eg| and |Ees|.

Z . km | 81Eolmar | |Folmars FH= | 8[Brcalmar | Frealmans KHz | ialnas |
300 1 20.60 1 29.6 32

1000 111.34 20.71 43 25.85 71

1500 902.32 16.59 - - -

2000 3.18-10° 13.02

2500 8.32-10° 10.33 - - -

3000 7.29-10° 8.95 13104 9.55 9.6
1000 451108 6.82 - - -

6000 149 - 10° 1.26 303100 4.58 31

The dependence of the |Eg| on the collision frequency
vei at z = 1000 Am is shown for illustration in Fig.10,
wher 3 when v, = 40 s The maxi-
mum of rEol dlmmlsh with v,; about 10 times when Yt
4.8-10~3, namely when v.; ~ 100 s~!. Thus, the enhance-
ment of the amplitude of the field is very sensitive to the
ion-electron collision frequency which dominates in the al-
titude region of interest here.

It is important to note that the most interesting and
important feature of the electric field E intensity of a ra-
diating dipole in the ionosphere at Z = 800 — 6000 km
is the concentration and focusing of the field in the VLF
and LF frequency band by a factor of 102 to 10° and more
in cones by approaching the low hybrid frequency. Due to
the caustic focusing, the flux of the electromagnetic waves
produces in the magnetoplasma very narrow pencil beams.
The apexes of these cones are about (0.1 to 1) degrees and
under certain condition even less.

It is very important and interesting to investigate in
detail these predicted theoretical results in situ by experi-
ments on satellites. Such experimental data will help both,
to better understand the physics of diflerent processes in
the magnetosphere and also to improve the existing theo-
ries of these phenomena. Further theoretical investigation
should be done for the study of the guiding of these waves
along the magnetic field lines By with apogees up to (5 -
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Fig 9. Altitude dependencies of the normalized values of |Eg| and |Eres|.
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6) Earth radii. This theory should be also developed for
an inhomogeneous magnetoplasma.
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Discussion

HILDEBRAND

COMMENT. As an experimentalist I am impressed with the strong confinement of the EM
propagation to a narrow path/cone. Do you have a fecl/estimate for the effects caused by an
inhomogeneous ionosphere along the propagation path?

AUTHOR'S REPLY

It seems to me that the inhomogeneity of the magnetoplasma (ionosphere), due to ionized clouds,
will produce more than one narrow beam in any characteristic direction of the cones. Thus, multi-
lobe structure of the electric field, will be produced by the ionized clouds.

TACCONI

COMMENT. The interesting phenomenon of superdirectivity which you have presented appears to be
fairly unstable. Can you say something on possible applications in case the instabilitics will be

overcome?

AUTHOR'S REPLY

[ have not a good answer to this question. It is a new problem. An important problem indeed.
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VLF/LF PROPAGATION MEASUREMENTS

John E. Bickel
Ocean and Atmospheric Sciences Division
Naval Command, Control and Ocean Surveillance Center
Research, Development, Test and Evaluation Division
San Diego, CA 92152~5000, USA

1. SUMMARY

The Research, Development, Test, and
Evaluation (RDT&E) division of the Naval
command, Control and Ocean Surve}llance
Center (NCCOSC), (NRaD, which is the
abbreviated logo for "NCCOSC Research and
Development"), and its predecessors, Navy
Electronics Laboratory (NEL) , Naval
Electronics lLaboratory Center (NELC), and
Naval Ocean Systems Center (NOSC), havg had
a continuing program to develop a reliable
VLF/LF communications coverage prediction
capability for the U.S. Navy (ref.l). Tyis
involves the measurement of field intensity
of many communication stations, the
development of propagation models to fit the
data measured, and the validation of these
nodels to verify predictions for all seasons
world-wide, including possible solar cycle
effects.

During the current campaigns, data have been
recorded using various platforms, including
numerous aircraft, six ships, three
submarines, and up to 28 fixed sites since
1981, Currently, data are being recorded
aboard two ships and at seven fixed sites.
An attempt is made to maintain an overall
root-mean-square (rms) accuracy of 0.5 dB,
with system calibration and stability
measured to the order of 0.1 dB rms. The
goal for the model under development is to
fit these data and extrapolate predictions
to other propagation conditions to within 1
dB. This has been a challenging task where
local environmental effects can cause
significantly larger perturbations.

A review of the literature is presented
summarizing and comparing wmethods and
techniques used by other researchers in the
field. This is followed by discussion of
the commercial equipment used, the
calibration and recording procedures
followed, a comparison of results obtained
simultaneously using various platforms and
sites, and an estimate of the overall

accuracy/reliability of the data obtained.

2. EARLY MEASUREMENTS

The first measurements made of radio waves
were by Heinrich Hertz in about 1885. His
apparatus included a ‘“vibrator®, an
induction coil with a Leyden jar or a pair
of plates for a capacitor, to form a
resonant circuit (ref. 2). When this
circuit was set into oscillation, the
presence of RF fields was detected by the
"resonator", a pliece of copper wire bent
into a circle, or square, with conducting
balls spaced closely together at the ends of
the wire. The spacing was precisely
adjusted by an insulating screw. 1In the
presence of a properly oriented oscillating
magnetic field, Hertz observed sparks
between the balls, and the brightness of the

sparks was an indication of the field
strength. This "resonator" was used to map
the position and direction: of the magnetic
field produced by the vibrator.

Marconi received the first trans-Atlantic
radio signal on 12 December 1901 at sSt.
Johns, Newfoundland, from England (ref. 3).
The first permanent commercial public
service radio station in the United States
was constructed at Avalon, Santa Catalina
Island, in 1902. By 1907 there were over
300 stations in the United States equipped
with transmitters of U.S. manufacture and by
1915 the number was over 1100 (ref. 4).

In 1905, Duddell and Taylor made the first
accurate measurement of wireless signal
strength (ref. 5). Louis W. Austin
published a series of reports of VLF/LF
field intensity measurements made between
1922 and 1925 and a summary of these
measurements showing the S-year annual
variation of several stations is published
in ref. 6. These data illustrate the
diurnal, monthly, and annual variations, and
show a correlation with magnetic storms, but
not with sun-spot number or "the weather at
the receiving site in Washington, D.C." 1In
1928, A. Bailey et al. (ref. 7) concluded
lower frequencies near 60 kHz were best for
trans~Atlantic radio-telephone transmissions
and that a wave~antenna in Maine provided a
20,000 times improvement over a loop antenna
in New York in reception of English

transmitting stations. Lloyd Espenschied,
C.N. Anderson, and Austin Bailey (ref. 8)
reported two years of trans-Atlantic field
intensity data recorded between 1923 and
1924 of frequencies from 15 kHz to 60 kHz.
From these data they noticed the "remarkable
correlation between the signal level and the
intensity of the earth's magnetic field."
They developed the famous empirical formula,
which bears their name, that provided a best
fit to daytime propagation data recorded on
the New York-London path.

Round et al. (ref. 5) report measurements
made in 1922 and 1923 aboard ships during
cruises from England to Australia via the
Panama Canal, and from Australia to England
via the Suez Canal, It was Hollingworth
(ref. 9) that first reported, in 1926, the
oscillatory variation of signal level with
distance that is due to interference between
the ground wave and the ionospherically
reflected sky wave. His measurements were
made of 5 stations, at 4 fixed locations,
and with a portable system, simultaneocusly.
From these measurements he deduced an
effective height of ionospheric reflection
to be 75 km in the day and 90 km at night.
He attempted to avoid making measurements
near hills, long distance telegraph wires,
and heavily wooded areas.
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During these earliest years of radio, a
common method of making quantitative
measurements of the strength of radio waves
consisted of injecting an RF signal into the
front end of the receiving equipment,
adjusting its amplitude until it sounded to
the ear to be the same level as the radio
signal received by the antenna, then
determining the level of the injected signal
with a galvanometer and attenuator. This is
particularly true of distar: transmitters
producing signal levels which were
frequently exceeded by spherics. The
spherics would drive a galvanometer
erratically, making accurate quantitative
measurements impossible. In 1921, Vallauri
published the first results on the use of
the comparison method (ref. 5). He used two
loops at right angles, one to receive the
signal to be measured and the other, which
nulled the radio signal, received
atmospherics and the injected C.W. signal.
The injected signal was adjusted until it
sounded like the same signal to noise ratio
as the keyed radio signal, and then
measured. Tremellen later improved on this,
using a "chip-in" technique, where the
calibration signal is injected into the
receive antenna only at the end of a message
(of Morse Code) or during a pause (ref. 5).
Austin (ref. 6) refined the procedure with
the use of a dummy antenna. After properly
adjusting the 1level of the calibration
signal, he replaced the antenna with the
dummy antenna to measure the level of the
injected signal without the interference of
spherics.

In 1925, three long-wave field intensity
measuring systems were compared with each
other at the Bureau of Standards in
Washington, D.C. (ref. 6). They differed
primarily in the way the local reference
signal was injected. The Bell Laboratories
system (ref. 10) injected an RF signal
across a 1 ohm resistor into the antenna
coil. The Radio Corporation of America
system (ref. 11) introduced the RF
calibration signal using "a calibrated
mutual inductance". The Bureau of Standards
system (ref. 12) used a "telephone
comparator" in which an audio frequency
signal of measured amplitude is matched
against the signal heard in the "telephones"
(ear phones) of the receiving set. The
agreement between the three systems, when
disturbances were not too heavy, was
generally less than 20 per cent (about 1.7
dB). The accuracy of manually recorded
field intensity data was about + 25% in
1922, + 20% in 1923, + 15% in 1924 and 1925,
and + 10% in 1926 to 1930 (ref. 13).

During the late 19208, continuously
recording field intensity meters were being
developed which had gain stabilities of +
15% and over-all precision of measurement
estimated at + 20% (ref. 14). The Bureau of
Standards began recording long wave stations
in 1915 and by 1930 was recording 14
stations (ref. 15). This data was being
used to develop propagation prediction
formulas. Empirical formulas representing
mean daytime propagation conditions were
developed by Austin and Cohen (ref. 16) and
Espenschied, Anderson, and Bailey (ref. 8).
Austin Bajiley et al. (ref. 17) analyzed the
diurnal sunset dip and solar eclipse effects

on long path signals in an attempt to
develop a method to predict their behavior.

During the 1930s and 1940s, more and more
VLF/LF work was devoted to making
measurements of the sky wave at short ranges
to determine the reflecting properties of
the ionosphere (ref. 18,19,20). However,
Brown (ref. 21) measured the strength the
Annapolis (MD) 15.5 kHz signal which had
traveled completely around the world. The
delay time measured on two occasions was
0.1365 and 0.1373 seconds. Reviews of early
long range VLF/LF propagation measurements
prior to World War II can be found in
references 2, 5, 22, and 23.

3. LONG DISTANCE PROPAGATION MEASUREMENTS
AFTER WORLD WAR II

3.1 Surface Measurements

As radio developed during the 1930s, it was
learned that high frequencies would
propagate reliably to great distances, with
less power required, and at less cost for
equipment. As a result, less and less
emphasis was put on the study of VLF/LF
propagation. However, the U.S. Navy had an
interest in maintaining its transmitting
stations for shipboard and submarine
communications and after World War II
supported an increased effort in VLF/LF
propagation studies. The Bureau of Ships,
of the U.S. Navy Department, had the
Stoddard Aircraft Radio Company build the
Radio test set AN/URM-6 (also known as the
NM-10A) which, for a while beginning in
1949, became the standard equipment for
making VLF/LF propagation measurements.
Baldwin, a principal author of the Baldwin-
McDowell empirical propagation formula (see
ref. 22), was instrumental in having the
field strength meter built.

Using this equipment, Pierce (ref. 24),
under contract to the Office of Naval
Research, obtained measurements of field
intensity on 5 frequencies, between 30 and
104 kHz, recorded at 8 locations in the
continental United States and the Pacific
Ocean during the summer of 1951. From these
and other data previously published, he
developed the empirical formula which bears
his name. It predicts daytime field
strength as a function of time, frequency,
latitude and distance. Dinger et al. (ref.
25) used the equipment to measure, at 5
locations in Alaska, transmissions from an
experimental balloon-lifted transmitting
antenna on the USS Burton Island ice breaker
in the Bering Sea, and from other VLF/LF
stations.

Several methods are used to calibrate the
URM-6. The equipment is provided with a
built-in standard noise source which is used
to inject a reference signal into the front
end to check and re-set the overall gain of
the receiver, if needed. More accurate
calibrations are made by using an external
signal generator and the Stoddard "loop
calibration network™ to apply a known
voltage across a 0.1 ohm resistor which is
in series with thé loop antenna. Dinger et
al. (ref. 26) developed the shield injection
method that involved applying an RF voltage
across the gap in the metal shield of the
loop. A resistor in series with the loop
shield was selected so that the field
strength indication in microvolts per meter
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is equal to the signal generator output in
microvolts.

Beginning in 1958, Pickard and Burns, Inc.,
under the sponsorships of the Bureau of
ships and wusing the URM-6 equipment,
recorded up to 6 VLF stations at up to 9
recording sites in the North Pacific Ocean
and two in the Arctic. They also recorded
data aboard two ships making several cruises
across the Pacific Ocean, and across the
Atlantic Ocean and into the Mediterranean
(ref. 27). The measurement program provided
a complete year of field intensity data.
The data were initially used to develop
improvements to empirical VLF propagation
prediction models.

Maxwell (ref. 28) reported the measurement
of transmissions from Hawaii on 5 VLF
frequencies during May to July 1965. The
data were recorded at Guam, Japan, and
Boulder (CO). Rhoads et al. (ref. 29,30)
recorded aircraft measurements during the
same tests. This was part of a test to
demonstrate the best operating frequency to
be assigned to the station ILualualei in
Hawaii. A similar test was conducted using
station H.E. Holt (North West Cape, Austra~
lia) when it was completed and ready for
service in 1967. It sequentially operated
on 6 VLF frequencies during September,
October, and November 1967 while its signal
field strength was recorded by the Naval
Research Laboratory personnel at Bahrain,
Choshi (Japan), and Tanarive (Madagascar)
(ref. 31).

In 1963, Parks et al. (ref. 32) made
measurements of all 6 field components (the
x, Yy, and z components of both the magnetic
and electric fields) of VLF propagating
waves. Calibrated field intensity measure-
ments were recorded at Perth (Australia) and
at Tracy (CA) of signals from Cutler (ME),
Rugby (England), Jim Creek (WA), Lualualei
(HI), and Balboa (Panama). Each E field
antenna consisted of two plates, 16 feet
wide and 30 feet 1long, spaced 15 inches
apart. The magnetic field antennas were one
turn loops of aluminum pipe. The Ez/Hy
fields ratio (Ry), where Ez is the vertical
electric field «component, and Hy is the
horizontal magnetic field component which is
perpendicular to the direction of propaga-
tion, was computed and plotted versus time
to show a time variation of this impedance
quantity, which would be constant at 377
ohms in free space. Figure 1 is an example
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Fig. 1. Magnitude of Major-Axis-E-To-
Transverse-H Ratio for 18 Aug. 1963, NBA and
NPM signals ( from ref. 32).
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showing Ry is relatively stable at 377 ohms
for NPM (Lualualei, HI) most of the time at
Tracy, but it deviates during sunrise and
sunset on the propagation path. Three other
examples illustrate that field intensity
measurements using the E field antenna and
the H field antenna differed by as much as
6 dB much of the tine.

Chilton et al. (ref. 33) reported
measurements of the phase and amplitude of
the Balboa 18.0 kHz signal at Boulder {(CO)
and Tucamon (Argentina) that indicated a
difference in the diurnal phase height
change, and in the signal 1level which is
significantly lower at Tucamon than at
Boulder. They suggested the difference
results from a latitude variation in
ionization due to cosmic rays. Ishii (ref.
34) compared four years of Jim Creek 18.6
kHz signal field intensity with sunspot data
but found no significant correlation.

3.2 Airborne Measurements

It was in 1953 that Budden (ref. 35)
reported measurements made aboard an
aircraft of the GBR 16.0 kHz signal level as
a function of distance. The data were
recorded by K. Weeks on daytime flights
between England and Cairo in June-July 1950
and show for the first time the modal
interference pattern out to a distance of
4000 km. From these data, Budden deduced
the height of ionospheric reflection was
69.1 km, and the electron density there was
between 135 and 400/cc.

A review of Budden's report prompted the
Navy Electronics Laboratory (NEL, a
predecessor to NRaD) to record aircraft data
of U.S. Navy VLF stations. Bickel et al.
(ref. 36) reported data recorded on both day
and night flights across the Pacific ocean
made in September 1954, December 1954, and
Auqust 1955. This included flights from San
Diego to San Francisco, Hawaii, Wake Island,
Tokyo, Adak, Kodiak, Seattle, and back to
San Diego. To convert the relative signal
voltage recorded aboard the airplane to
absolute field strength, the system was
calibrated in flight using two methods: (1)
The aircraft was flown at a low altitude
over a ground monitor with known calibra-
tion; and (2) was flown for some distance in
the field of a transmitter of known radiated
power where the field intensity was varying
inversely with distance. However, when the
data are normalized to one kilowatt of
radiated power, it is not necessary to use
either the calibration factor for the
aircraft receiving/recording system or the
actual radiated power of the transmitter.
All the data values are adjusted so that the
data which varies inversely with distance
are equal to 69.3 dB above 1 uV/m when
adjusted for a distance of 100 km.

Aircraft measurements made during an
extensive set of flights in the north
western hemisphere and Arctic were reported
by Bickel (ref. 37). The flights were at
night during November and December 1957 and
at day during June and July 1958. In figure
2 are shown the flights made in 1958, the
earlier flights over the Pacific Ocean area
(ref. 36), and the cruise of the USS
Catamount from Seattle to Alaska aboard
which some VLF data were recorded. The
effect of the variable low ground
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conductivity on the propagation path from
Jim Creek at Seattle, and across Canada and
Greenland to Norway, is illustrated by the
high attenuation rate shown in figure 3.
Also shown is an averaged equivalent single
mode signal level decreasing with distance
that approximates a dominant wave guide
mode. Data values read from the equivalent
single mode, for all the flights shown in
figure 2, are used in figure 4 to construct
the estimated contours of equal field
intensity illustrated. The very high
attenuation of signals propagating over
Greenland, and other regions of 1low
conductivity, is one of the more dominant
features illustrated by the contours.

Watt et al. (ref. 38), determined from 98.5
kHz and 82.05 kHz aircraft data, recorded on
flights between Goose Bay, Labrador and
Thule, Greenland, that regions of ice cap or
permafrost cause very dgreat propagation
attenuation and sky wave antenna cutback.
Belrose et al. (ref. 39) determined D region
electron density profiles, down to 59 km and
30 electrons per cc, using 80 kHz aircraft
data recorded to 1,300 km on an Ottawa to
Churchill flight and partial reflection
measurements at these locations. Rogerson
(ref. 40,41) and Bickel (ref. 42) reported
aircraft measurements, and Snyder et al.
(ref. 43) reported ground-based
measurements, made in Africa at the antipode
of VLF transmitters located in Hawaii. The
predicted large increase in signal level at
the antipode was observed. The data were
used to deduce average daytime seawater
attenuation rates of the dominant waveguide
mode, and indicated a diurnal variation in
the location of the signal maxima and
significant time-varying multi-path
interference.

In January 1969, Bickel et al. (ref.44) made
airborne measurements of the NPM signals
while flying radials at night through
ontario (CA), Samoa, and Wake Island. The
modal interference pattern recorded varied
significantly with direction of propagation
relative to the earth's magnetic field and
showed remarkable agreement with theoretical
calculations made using NELC's waveguide
mode propagation prediction program. During
the same flights, data were recorded on the
aircraft by Naval Weapons Center (NWC) China
Lake personnel using a sounder transmitter
operating on ten frequencies simultaneously
from 9 to 56 kHz. Analysis of this data was
first reported by Morfitt (ref. 45).
Morfitt also reported on the analysis of as
much other data as he could find in order to
determine ionospheric profiles that provided
the best fit between the propagation
predictions and all the data (ref. 45,46).
From 1965, NWC personnel conducted addition-
al studies of long path VLF/LF propagation
on the Hawaii to Southern california
propagation path using the multiple-
frequency and pulse sounding techniques
described in ref. 47. The broad band
transmitting antenna needed, designed by
Seeley (ref. 48), was a stagger tuned
horizontal dipole laid out on the lava beds
in the saddle between Mauna Loa and Mauna
Kea on the island of Hawaii. A description
of the sounder transmitting and receiving
equipment is given by Wulfing et al. (ref.
49) .

Fig. 2. An azimuthal-equidistant projection
map centered on Washington, D.C., showing
approximate flight paths flown, and the
cruise of the USS Catamount.
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Fig. 3. Airborne data recorded of NLK/NPG
on 18.6 kHz during flights across Canada and
the Greenland ice cap to Norway.

Fig. 4, Daytime contours of equal fielad
intensity of the Jim Creek 18.6 kHz signal.
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In 1972, Bickel (ref. 50) reported on
measurements made aboard a Piper Aztec
airplane of TE and TM signals produced by
a TACAMO aircraft during daytime and
nighttime propagation conditions. Gall-
enberger et al. (ref. 51) describes an
attempt to measure TE noise at 20,000 ft.
altitude but it was below the aircraft
generated noise level.

Another extensive set of aircraft data was
collected by Naval Electronics Laboratory
Center (NELC) personnel during October 1973
and January 1974 using an Air Force KC-135
aircraft outfitted with both TE and TM loop
receiving antennas and a long wire E field
antenna. A map showing the routes flown is
shown in figure 5. In- flight data were
recorded of signals from shore-based
communications transmitters, airborne TACAMO
and ABNCP transmitters, and 10 frequency
sounder transmitters located at Hawaii and
the NELC field site at Sentinel (AZ). The
Sentinel antenna was a north-south oriented
grounded dipole 8.5 km long and which was
end-fed using a transmitter as its center

and a reflection transformer at one end. A
ten-frequency sounder receiver was located
at Glasgow, Canada. Using data from these
flights, and all other data available to
him, Ferguson (ref. 52) developed a revision
to the recommended ionospheric profiles to
use for making communication system
coverage predictions. Both TE and TM field
strength measurements generally agree with
computed fields as predicted using the
waveguide theory developed by Pappert (ref.
53).

CATITUON angrom

Fig. 5. Routes flown by the KC-135 aircraft
in October 1973, and January 1974.

The TE measurements made aboard the Piper
Aztec aircraft (ref. 50,51) were made at
10,000 and 20,000 feet altitude and aboard
the KC-135 aircraft at 30,000 feet. Kossey
et. al. (ref. 54) report measurements made
aboard a U2 aircratt at 60,000 feet of TE
and TM fields produced by an airborne
transmitter. Bickel (ref. 55) developed an
antenna system which is placed against the
inside surface of aircraft windows to
receive TE and TM fields. This was tested
on numerous commercial passenger flights
between 1972 and 1974, but the aircraft
noise level was high and the range of
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reception was limited to about 2000 km. The
relative TM calibration of the antenna
system was obtained by recording data while
flying level within the inverse distance
field of a station of known radiated power,
and the TE calibration was obtained while
the aircraft is in a bank, at a low
altitude, in a known TM field. Kelly et al.
(ref. 56) reports measurements of LF
transmitters during 1976 and 1977 flights
from Washington, D.C. to Europe, through the
Mediterranean, and return. Also, Kelly, et
al. (ref. 57) report VLF measurements in the
Arctic at Spitsbergen, Norway and aboard an
aircraft.

The Naval Ocean Systems Center (NOSC) made
measurements of Omega Navigation system
signals aboard inflight aircraft as part of
the Omega Navigation System validation
program. This program was designed to
evaluate the coverage and accuracy of the
Omega navigation system in most regions of
the world. Airborne data were recorded in
the Western Pacific Ocean in 1977, North
Atlantic Ocean in 1978, North Pacific Ocean
in 1979, South Atlantic Ocean in 1980,
Indian Ocean in 1983, South Pacific Ocean in
1985, and again the Western Pacific Ocean in
1986 (because the Australian Omega Station
had not been installed in 1977), and in the
Mediterranean Sea in 1987. The measured
data analyzed included the amplitude and
phase of various Omega signals ranging from
10.2 to 13.6 kHz. Similar data were
recorded also at more than a couple dozen
fixed monitoring sites located worldwide.
The primary information developed was the
area of the world covered by signals from
each of the Omega stations and the measured
navigation ‘error in the various regions.
Maps of contours delineating the boundary
between regions of coverage and no coverage
were prepared. Some of the aircraft
amplitude data were compared with waveguide
propagation predictions to evaluate the
accuracy of the predictions. This program
was sponsored by the Omega Navigation System
Center (ONSCEN) in Washington, D.C. Omega
validation reports were prepared for each of
the seven regions validated ( ref. 58, 59,
60, 61, 62 ,63 , and 64).

Height-gain measurements of VLF/LF signals
have been made by balloons and rockets to
500 kilometers altitude. Measurements were
reported by Orsak et al. (ref. 65) of
several stations, up to 200 to 400 kilometer
altitude. Harvey et al. (ref. 66)
presented day and night data recorded at
Elgin AFB, Florida in 1965, and day data
recorded at Natal, Brazil in 1969, and at
Fort Churchill in 1971. At each site, data
were recorded on 3 to 6 stations to heights
of 70 to 500 kilometers. The stations were
at ranges from 1300 to 15,500 kilometers.
Harrison et al. (ref. 67) reported daytime
measurements of TE and TM fields from an
airborne transmitter, with a "nearly-
horizontal antenna", at 31,000 feet and a
range of 1,300 km. Planck (ref. 68)
recorded with rockets TE and TM fields to
250,0000 feet altitude from TACAMO aircraft
at 725 n. mi. range. Two daytime rocket
launches 30 minutes apart illustrated a
change in the recorded height gain profile
during this interval. The TE and TM height
gain profiles rscorded at Thule, Greenland
of nine U.S. and European stations, and a
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TACAMO aircraft, were published by Turtle
(ref. 69). Okada et al. (ref. 70) recorded
the altitude dependence of the signals from
Yosami (17.44 kHz) and three of the Omega
Navigation System signals from the Japan
Omega station.

All of the height gain data available from
the references cited should provide a
valuable source of information for validat~
ing the height gain predictions possible
from the NRaD propagation prediction code.

4. NRaD MEASUREMENT PROGRAM FROM 1984
Beginning in June 1984, NOSC, now NRaD,
began its current effort to develop a
reliable VLF/LF system coverage prediction
computer program. The procedure is to first
record appropriate VLF/LF propagation data
in regions of operational interest where
there is an uncertainty regarding signal
level prediction accuracy. The ionospheric
profiles used in the long-wave prediction
code are then modified in appropriate ways
to fit, on a global scale, all reliable data
available. During the past eight years,
data have been recorded aboard numerous
inflight aircraft, six ships, three
submarines, and up to 28 shore locations,
with varying degrees of success and
accuracy. The receiver used at all
locations has been the Hewlett-Packard 3586C
selective level meter. It is automatically
tuned throughout the VLF/LF band with a
bandwidth of 20 or 400 Hz.

Figure 6 is an example of a 24-hour plot of
data recorded aboard the ship GTS callaghan
and is typical of the data recorded at fixed
locations as well. Under computer control,
the HP 3586C receiver samples the amplitude
of 20 signals, or noise channels, once every
six minutes using the 400 Hz bandwidth
setting. This requires about 1 to 1 1/2
minutes to complete. The upper curve of
figure 6 is a plot of these six-minute
readings of the 24 XkHz Cutler signal.
buring the 4 172 to 5 minutes available
between these readings, the computer stepped
the receiver from 23.0 kHz to 25.0 kHz in 25
Hz steps, to record a 2 kHz spectra. A 20
Hz bandwidth is used for the spectra. It is
recorded four times per day, centered on
each of the 20 frequencies recorded using
the 400 Hz bandwidth. The time of day the
spectra are recorded is indicated by the
position of the vertical dotted line on the
X axis. This spectra allows an evaluation
of S/N ratio, or possible interference, from
stations nearby in frequency. Aboard
aircraft, the 20 frequencies were recorded
continuously, using the 400 Hz bandwidth,
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Fig. 6. Annapolis 21.4 kHz data recorded
aboard the GTS Callaghan on 17 Feb. 1985.

except when the spectra were recorded
occasionally at times selected manually by
the operator.

Several campaigns, described below, have
been conducted to resolve propagation
prediction uncertainties and allow
improvement in the propagation prediction
code.

4.1 North Atlantic Campaign

The first campaign, beginning in 1984, was
in the North Atlantic operational area.
Hepner (ref. 71) describes the recording of
VLF/LF amplitude data aboard aircraft and a
ship. The aircraft data were recorded on C-
141 transport aircraft during 55 regularly
scheduled U.S. Military Airlift Command
(MAC) freight and passenger service flights
in June 1984, February 1985, and September
1985. A map showing the flight paths (as
well as the ship GTS callaghan tracks) is
shown in figure 7. The equipment used on
the aircraft consisted of an HP model 3586C
selective level meter and an HP85 desktop
computer. The E field aircraft antenna was
a blade bolted to the cutside of an escape-
hatch cover and its battery-operated pre-amp
was attached to its inner surface. Upon
boarding the aircraft, the equipment was
strapped down, the existing aircraft escape
hatch was replaced with the one which had
the blade antenna bolted to it, and the
antenna coaxial cable and power cable were
put in place. The installation took about
15 minutes and was completed before
passengers were boarded.

Fig. 7 ¢€-141 aircraft (dashed lings) and
GTS Callaghan (solid lines) tracks in 1984
and 1985.

The shipboard data was recorded on the GTS
Callaghan during 15 round trip crossings of
the Atlantic Ocean from March 1985 to April
1986, sailing primarily between New York and
Bremerhaven, Germany. It is described in
ref. 71 as well. Figure 8 is a block
diagram of the equipment used on the ship
and at fixed recording sites.

4.2 Trans-CONUS Campaign

Between September and December 1986, the
VLF/LF receiving/recording equipment was
installed at 10 locations on the great
circle path between Annapolis (21.4 kHz) and
the Jim Creek (24.8 kHz) (ref. 72). Data
were also recorded aboard an NRL P-3
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Fig. 8 Block diagram of the receiving and
recording system used on ships and at fixed
sites.

aircraft during three overflights of the
recording sites. This data recording
campaign was carried out partly to evaluate
the time variability of aircraft data,
primarily of concern during nighttime
propagation conditions, and to determine the
extent to which this variability influences
the best fit ionospheric profile determined
from aircraft data. The mean of 7
consecutive days of noon data values,
plotted with the predicted field intensity,
is shown in figure 9. At distances between
3 and 4 megameters, the averaged data are
about 2 dB below the predictions.
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Fig. 9. Trans-CONUS daytime weekly average
data and prediction of Annapolis 21.4 kHz
signal.

4.3 The Arctic Campaign

The Arctic Campaign, described in ref. 73,
included data recorded at Fairbanks (AK) and
Thule, Greenland during 1987 to 1989, and
aboard two ice breakers which sailed into
the Arctic Ocean during this period. 1In
April 1988, a receiving/recording system was
installed on the USCGC Northwind at its home
port of Wilmington (NC).Data were recorded
aboard her during cruises across the North
Atlantic Ocean to Iceland, Greenland, and
Norway. At Tromso, Norway on 2 September
1988, a VLF/LF system was installed on the
Norwegian ship MVS Polarbjorn. The
Northwind then escorted the Polarbjorn into
the central icepack north of Svalbard
(Spitsbergen), where the she was left to
become frozen into the ice pack and drift
free to the south of Svalbard the following
s?ring. The Northwind then returned to
Wilmington via England. This campaign was
designed to record diurnal and seasonal
changes of US Navy operational communication
stations in the Arctic region. Figure 10
shows the Northwind's track from Wilmington
to Tromso and return. The Polarbjorn ended
i;ggAretic expedition at Tromso on 22 May

Fig. 10. USCGC Northwind navigation tracks
in 1988.

4.4 Auroral Zone Campaign .

The purpose of the auro.al zone campalgn was
to detect and document the anticipated
variation of VLF/LF long path propagation

into and through this geophysical feature.
The 6 fixed recording sites, shown in figure
11, were selected based upon the positions
of the propagation paths from the VLF
stations at Cutler and Annapolis relative to
the auroral zone. These paths include one
perpendicular to the auroral oval (to
Thule), one tangent to the ring of maximun
visual auroral activity, (to Fort Smith and
Fairbanks), and to Meanook, Bangor, and San
Diego with propagation paths which are at
increasingly greater distances relative to
the auroral ring. It was anticipated that
the more intense a "magnetic storm" became,
the effect on the D region, and therefore
VLF propagation, would extend to
increasingly lower geomagnetic latitudes.

4.5 Solar Effects Campaign

Previous researchers have looked for a
correlation between VLF/LF propagation and
the solar sunspot number. The effact of
solar flares on VLF/LF propagation is
immediate and well-known, but there's an
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Fig. 11. Propagation paths from Cutler 24.0
kHz to Thule, Fairbanks, Meanook, Bangor,
and Zan Diego, and the auroral zone.

uncertainty reqgarding an averaged long-term,
perhaps subtle, change in the background
ionospheric D layer with sunspot number.
The GTS Callaghan data (ref. 1, 71) was
recorded during the previous sunspot
minimum. Between June 1991 and February
1992, solar maximum data has been recorded
aboard the Sea-Land container ship Ile de
France during its regularly scheduled round
trips between New York and Bremerhaven,
Germany, every four weeks. Figure 12 shows
a composite of its tracks to date, which
covers the same general area as the routes
sailed by the GTS Callaghan in 1985 and 1986
(shown in figure 7). The plan is to conduct
the same analysis of the Ile de France data
as had been used to determine ionospheric
profiles from the GTS Callaghan data. Any
difference in the D region between sunspot
minimum and maximum should become apparent.

Fig. 12,
between June 1991 and May 1992.

Tracks of the Ile de France

4.6 Pacific Ocean Campaign

In June 1991, a VLF/LF receiving/recording
system was installed on the Sea-Land
container ship spirit, which has been making
its regularly scheduled runs from Long Beach
to Hawaii, Yokahama, Oakland (CA), and

returning to Long Beach, every 4 weeks.
Analysis of the data is planned, also in a
manner similar to that performed for the GTS
Callaghan, to support US Navy VLF/LF systems
coverage predictions in the Pacific Ocean.

5.THE RECEIVING/RECORDING SYSTEM,
CALIBRATION, AND EXPERIMENTAL ERROR

Much valuable information can be obtained
about a physical phenomenon by observing
changes in signal level rather than making
calibrated observations. For example, in
VLF/LF propagation, one tan learn about the
propagation medium by recording the change
in signal level from known locations within
the 1inverse distance field, where no
significant ionospherically reflected sky
wave is present, to the field at greater
distances wusing an aircraft or other
vehicle. However, for observations at
distant recording sites only, it is
necessary to know the absolute field
strength and the radiated power at the
transmitting station in order to infer
properties of the propagation medium. 1In
this section, the receiving/recording
system, the procedures used to calibrate it
at its recording site, and the error due to
uncertainty in the transmitting antenna
radiated power, are discussed.

5.1 The VLF/LF Receiving/Recording System
A block diagram of the generic
receiving/recording system is shown in
figure 8. The Hewlett Packard 3586C
Selective Level Meter shown is a self-
calibrating RF voltmeter with a specified
accuracy of 0.2 dB in the VLF/LF band. The
pre-amplifier is of NOSC design and fabrica-
tion and has a nominal 50 ohm output
impedance and a gain selectable at 20 dB or
40 dB. The whip antenna is a fiberglass
covered wire completely insulated from the
environment. Eight ground radials of #16
copper wire are normally extended to about
10-12 feet from the antenna for an antenna
system ground plane. Out the back of the HP
3586C is available a 0 + 0.1 dBm (at 50 ohm)
reference signal which is injected into the
preamp at the base of the whip through a
computer-controlled VHF switch and a 10 pF
capacitor. At fixed sites and aboard ships,
the switch injects a calibration signal
into the pre-amp twice a day and the
resulting signal out of the pre-amp is
recorded by the 3586C. This recorded
calibration signal is plotted and examined
to detect any gain drift of 0.1 dB or more
or other malfunction of the antenna or pre-
amp. The HP 9114 disk drive records
propagation and calibration data on a 3 1/2
data disk, and the HPIL/IB interface allows
the serial IL data stream from the HP-71
(hand-held) computer to control the IB, or
parallel, devices of the system. The systen
records the RF voltage out of the pre-
amplifier in 4B relative to 1 volt. The
primary requirement for the installation
location is that it be an electrically quiet
site that provides a good S/N ratio for the
stations monitored.

5.2 Calibration

The recording system is calibrated by
measuring absolute fleld intensity (in
dB/uV/m) with a second system which is
mobile, normally in a car. The difference
between dB/uV recorded at the fixed site,




and dB/uV/m measured with the mobile
calibrating system, yields dB/m, the
calibration factor for the recording system
and its E field antenna in its environment.
The mobile equipment includes another HP
3586C selective level meter to measure RF
voltage from a calibrated loop antenna.
Normally, field intensity measurements are
made at 4 to 6 selected locations within
about 1/2 VLF wavelength of the recording
site. An effort is made to choose sites
that are at locations where there are no
objects or terrain that may distort the loop
measurements, such as nearby metal fences or
other objects, overhead power lines, buried
conductors, railroad tracks, buildings,
hills and valleys, etc. If hills and
valleys cannot be avoided, then an effort is
made to include both so that their effect
can be averaged. For example, Korchagin et
al. (ref. 74), report a 10 to 16 dB increase
in the VLF/LF field intensity on a 60 meter
high hill and 8 dB at the peak of a 30 meter
hill. Measurements made aboard a 1elicopter
flying from 700 to 7000 feet aliitude are

reported by Harrison et al. (ref. 75), and
indicate a decrease in the field
perturbation with altitude above small

hills. Bickel (ref. 37) observed the effect
while flying over the foothills and high
peaks of the Rocky Mountains in northwestern
CONUS. Watt et al., (ref. 76) discuss the
perturbations in field intensity
measurements produced by the objects
mentioned above and techniques for
mitigating their effect.

The 1loop antenna used with the mobile
calibration equipment is itself calibrated
by placing it in an accurately known RF
magnetic field and recording its output
voltage. Garner et al. (ref. 77) discuss
calibration of a loop by the generation of
a standard field in a shielded enclosure
excited by a wire transmission line that is

stretched across the enclosure. Greene
(ref. 78), and Jean et al. (ref. 79),
analyze the coupling between two loops

placed coaxially a distance apart and give
equations that describe the coupling between
them. This method was used at NELC when the
current series of campaigns began "in 1984.
Today, a two-meter diameter Helmholtz coil,
designed by A.D. watt, is used to
periodically calibrate the loop antenna used
in the field. This latter method is
preferred, since the placement of the loop
relative to the source generating the field
is not as critical (Smythe ref. 80).

Calibration data are recorded exactly
simultaneously (through program control) at
the fixed recording site and at the mobile
sites. Ten frequencies are used normally,
selected to include the strongest VLF/LF
stations on the air the day the measurements
are made. The system is described by
McGrath (ref. 81). These data will yield 4
to 6 values (one for each mobile site) of
whip antenna effective height "m", in
meters, or dB/m, for each of the signals
that are received with a good S/N ratio.
Figure 13 1is an example of the C-141
aircraft calibration results. These
measurements were made with the calibrated
loop about 50 ft. in front of the airplane
at the various airports where it was parked.
Figure 14 is an example of calibration data
obtained for the GTS Callaghan on 24 October
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Fig. 13 calibration factor curve for C-141
flights where the hatch blade antenna and
preamp. serial #3 were used.
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Fig. 14. cCalibration curve for preamp. #8
and its 8-foot whip on the GTS Callaghan.

1985 while it was docked in New York harbor.
The mobile measurements were made in various
parks in the area. The freguency response
curves of the pre-amplifiers, shown in both
figures, are measured by injecting a
constant signal into the antenna input of
the preamp through a 20 pF capacitor used as
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a dummy antenna. Calibration factors used
to reduce recorded data are then taken from
the response curve which has been adjusted
to be the estimated best fit to the measured
data points. Most of the data points in
figures 13 and 14 are within + 1 dB of the
respective response curves.

A change in effective height of the
shipboard VLF/LF receiving system, when the
ship leaves a pier, has been observed. When
the calibrated USCGC Northwind departed pier
5 at Norfolk (VA), there was a 1 dB increase
in the measured signal level of 4 VLF/LF
signals (ref. 73). There was nothing
obvious about the environment around the
pier that may have been responsible for this
increase. Seven hours later, when the ship
arrived at a different pier, and between two
other large ships, there was a 2 to 34B
decrease, depending upon the frequency.
These perturbations need to be allowed for
when processing data recorded in open
waters. The "pier effect" has not been
observed with other ships, even though an
effort has been made to look for it.

An indication of the accuracy of data
recorded by the C-141 aircraft and the GTS
Callaghan is obtained by comparing data
recorded by them. During the September 1985
aircraft flights, the aircraft flew closely
to the GTS Callaghan on two occasions while
the ship was in the English Channel. They
were 146 km apart at 1415 GMT on the 17th
and 292 km from each other at 1145 on the
18th. Field intensity values of four
stations, all beyond 1.5 Mm, were recorded
on both platforms. When these data values
are adjusted for the relatively small
difference in position of the two platforms,
the ship data averages 0.9 dB greater than
the aircraft measurements, the range of the
difference being from -0.4 dB to 2.9 dB. A
possible difference due to height gain,
where the aircraft altitude is at about
30,000 feet, has not been investigated.

Another comparison can be made using data
recorded as the platforms approached, or
left the area of, the three Annapolis (MD)
transmitters on 21.4, 51.6, and 88.0 KkHz,
and the Driver (VA) transmitter on 77.15
kHz, where the inverse distance field was
recorded. From these data, the radiated
power of these transmitters was determined.
The ship and aircraft data provided radiated
powers that differed from -0.73 dB to 0.55
dB, with an average of - 0.1 dB. In this
case, the aircraft was at a lower altitude
as it approached or departed an airport.

These comparisons provide an indication of
the repeatability, and suggest the accuracy
obtained, using the adjusted frequency
response curves plotted in figures 13 and
14. Much of the scatter shown is due to
field perturbations from the immediate
surroundings of the various calibration
sites. The averaging of 10 to 20
calibration points leads to a determination
of the signal field intensity averaged over
the area in which recording site calibration
measurements were made with the mobile
system.

On a couple of occasions, the calibration
measurements were being made near the end of
the day when the propagation path involved

O g

was in day/night transition. The resulting
calibration factor would vary with time.
This phenomenon is illustrated in figure 15.
Shown is a plot of the relative dB/V of Jim
Creek (24.8 kHz) signal recorded at San
Diego using the whip antenna, and the dB
difference between it and a recording of the
relative dB/V Jim Creek signal made using a
loop antenna. The dB difference is
relatively stable during the all daytime
propagation conditions, but varies with time
at night. This same phenomenon is being
recorded at San Diego of Stockton (CA) on
55.5 kHz, and at Fairbanks of Adak (AK) on
57.9 kHz, and H.E. Holt (Australia) on 22.8
kHz. Parks (ref. 32), reported similar data
recorded at Tracy (CA), and at Perth,
Australia, (see figure 1). These
observations illustrate that measurements
made using a loop to calibrate a whip should
be made during all-day conditions on the
propagation path when modal interference is
least likely to be present.
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Fig. 15. Upper curve is relative 4B/pvV of
Jim Creek 24.8 kHz recorded at San Diego
using a whip antenna. Lower curve is dB
difference between the simultaneous whip and
loop antenna recordings.

An unexpected phenomenon observed at the
HIPAS site near Fairbanks (AK), where the
NRaD VLF/LF monitoring equipment is
installed, is illustrated in figure 16.
Shown is the apparent sinusoidal variation
in the recording site calibration factor
with direction of arrival of VLF/LF signals.
This could possibly result from the very low
conductivity permafrost in the area.
Because of this, there may be no good ground
plane and a buried metal conduit, carrying
power lines within the site, can possibly be
considered as one side of an asymmetrical
dipole receiving antenna, the whip antenna
being the other side. This dipole, having
a vertical component and perhaps a very
large horizontal component, since the
effective electrical length of the pipe may
be up to a mile long, couples to both a
vertical E field and a horizontal E field.
The horizontal E field can be present
because of the very low conductivity perma-
frost in the area.

The standard deviation estimated for various
sources of error in the NRaD VLF/LF
propagation measurements, under ideal
conditions, include:
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Fairbanks calibration data vs
bearing for preamp. #6, measured on 1

Fig. 1s6,

September 1990. The best-fit sine curve
clearly illustrates the directional effect.

1. Fixed site HP 3686C recordings, 0.1 dB
2. Mobile site HP 3586C readings, 0.1 dB
3. Absolute cal. of loop antenna, 0.2 dB
4. Environmental variability of site, 0.4 aB
5. Instability of the pre-amp, 0.2 dB.

If each error is normally distributed, and
varies independently of the others, the
standard deviation of the overall
measurement error is the square root of the
sum of these uncertainties squared, or 0.5
dB. Therefore, 31% of the data have error
greater than 0.5 dB and 5% of the data have
error greater than 1.0 dB.

5.3 Transmitter Radiated Power

A knowledge of a station's radiated power
may be necessary in order that the data are
useful in verifying or improving the
propagation prediction model. But, radiated
power is derived from field intensity
measurements which are made within the
radiation field of the transmitting antenna
and close enough so that the ionospherically
reflected skywave is not significant.
Therefore, the measurement is subject to the
same error as measurements made in the
distant field, or approximately 0.5 dB rms.
Since the antenna current is wusually
measured to an accuracy of 1 % when the
radiated power is determined, the 0.5 dB
error represents an uncertainty of the
radiation resistance of the transmitting
antenna.

However, during routine operation of the
stations, the antenna current does vary.
Tietsworth (ref. 82) has developed and
installed at four U.S. Navy LF stations an
automatic transmitting antenna monitor that
records the antenna RF voltage and current,
and computes the radiated power for both the
mark and the space frequencies, once per
minute. These data show a variability in
radiated power with a standard deviation of
0.2 dB. As Dbefore, the over all
uncertainity of the radiated power of the LF
stations is the sguare root of 0.2 squared
plus 0.5 squared, or 0.5 4B rns. The
antenna current variability at U.S. Navy VLF
stations is generally less than at the LF
stations (ref. 83).
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6. CONCLUSION

Many environmental factors affect the
measurement of VLF/LF field intensity. For
the data to be most useful for developing
and validating propagation prediction
models, the local and environmental
perturbations need to be understood and
allowed for.

with a 0.5 dB standard deviation in the
uncertainty of radiated power, and a 0.5 dB
standard deviation in the uncertainty of
measured field strength at a distant
location, the overall experimental error is
0.7 dB rms. The error will be greater than
0.7 dB 31% of the time, and greater than 1.4
dB 5% of the time.

The above conclusion about experimental
error involve the assumption of ideal
experimental conditions. Much of the time,
ideal conditions do not prevail.
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ABSTRACT

For the past three years, during a period of
high sun spot numbers, propagation measurements
have been made on the reception of VLF signals in
the Canadian Arctic. Between August and December
1989 the received signal strengths were measured on
the Canadian Coast Guard icebreaker, John A.
MacDonald in the Eastern Canadian Arctic. Between
July 1991 and June 1992 the received signal
strengths were measured at Nanisivik, Baffin Island.
The purposes of this work were to check the
accuracy and estimate variances of the Naval Ocean
Systems Center's (NOSC) Long Wave Propagation
Capability (LWPC) predictions in the Canadian
Arctic and to gather ionospheric storm data. In
addition the NOSC data taken at Fort Smith and our
data at Nanisivik were used to test the newly
developed Longwave Noise Prediction (LNP)
program and the CCIR noise predictions, at 21.4 and
24.0 kHz. The results of the work presented and
discussed in this paper show that in general the
LWPC predicts accurate values of received signal
strength in the Canadian Arctic with standard
deviations of 1 to 2 dB over several months.
Jonospheric storms can cause the received signal
strengths to decrease some 10 dB for a period of
several hours or days. However, the effects of these
storms are highly dependent on the propagation
path. Finally the new LNP atmospheric noise model
predicts lower values of noise in the Arctic than the
CCIR model and our limited measurements tend to
support these lower values.

INTRODUCTION

The purpose of this paper is to describe
work done to test the validity of several propagation
and noise models in the Canadian Arctic. The work
began as technical support for the Canadian
Submarine Program, to test the accuracy of the
Naval Ocean Systems Center's (NOSC) Long Wave
Propagation Capability (LWPC) to predict field
strengths in the Canadian Arctic. Subsequently we
became involved in the ONR/DNA (Office of Naval
Researcly Defence Nuclear Agency) noise workshops
from which Pacific Sierra produced a new Longwave
Noise Prediction (LNP) program. The measurements
discussed in this paper relate to both of the above
mentioned models.

In 1989 an automatic monitoring system
that was installed on a Canadian Coast Guard
Icebreaker was used to measure received signal
strengths in the Eastern Arctic. In June 1991 a
similar system was installed at Nanisivik, on the
Northern part of Baffin Island to record received

signal strengths for a one year period. Since this
measurement period coincided with the peak of the
sun spot cycle, it has been possible to observe the
effects of several ionospheric storms on received
signal strengths. Finally the NOSC data collected at
Fort Smith have been used to test the LNP noise
model for four seasons. The Nanisivik data can also
be used in a similar manner.

1989 MEASUREMENTS

In order to measure the received signal
strengths across a wide area of the Arctic it was
decided to use a mobile platform. Each year the
Canadian Coast Guard has several icebreakers in the
high Arctic for the purposes of supplying remote
settlements and giving aid to Arctic shipping. In
1989 the ship that was scheduled to go to the
highest latitudes and stay the longest above the
Arctic Circle was the Canadian Coast Guard Ship
(CCGS) John A. Macdonald. This ship was chosen
as our monitoring platform. The northern limit of
the trip was Tanquary Fiord, 81:30N and the western
limit was 100:00W.

The LWPC [Ferguson,1989]) was developed
from data at mid-latitudes. This series of programs
computes the received signal strength as a function
of distance for a 1 kW transmitter from inputs of:
transmitter location and frequency, date and time,
bearing angle from the transmitter to receiver and
maximum distance. The signal strengths are
computed by obtaining modal solutions to a specific
carth-ionospheric waveguide. The propagation path
is treated as a series of horizontally homogeneous
segments whose parameters are determined by the
ground conductivity, height of the ionosphere and
slope of the ionospheric profile.

EQUIPMENT

To reliably measure the received signal
strengths from a number of existing fleet broadcast
transmitters in the hostile electromagnetic
environment of a ship and with the minimum of
operator intervention, an automatic monitoring
system was assembled, consisting of: an active
antenna, a programmable field strength meter
operating in the RMS mode with a 200 Hz
bandwidth and a controlling and data logging
personal computer (see Fig.1). With exception of
the antenna, the equipment was shockmounted in a
rack, which was installed in the ship’s radio room.

The system was controlled by a program
written in the ASYST control and data logging
language. The program: tuned the receiver, calibrated
the receiver and measured the actual frequency and
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signal level (automatically selecting the input
attenuation to ensure an onscale reading). Each of
the nine frequencies, as listed in Table 1, was
sampled every ten minutes. At the end of the
program, which ran for 11.5 hours, the data were
written on disk along with the start time, date and
the ship's location at the start of the program. A
limitation of the software package would not allow
the program to run over 2359 to 0001 UT. This was
the primary reason for running 11.5 hour programs.
It also gave the operator more flexibility, ie, a
longer time interval in which to restart the program

in case he was busy.

Table 1 1989 Monitored transmissions

FREQUENCY NAME LOCATION
16.0kHz RUGBY UK. 52:22N, 1:11W
19.0 kHz ANTHORN UK 54:55N, 3:16W

21.4 kHz ANNAPOLIS MARYLAND 38:59N, 76:28W
23.4kHz RHAUDERFEHN GERMANY  53:06N, 7:35E
24.0 kHz CUTLER MAINE 44:36N, 67:1TW
48.5 kHz SILVER CREEK NEBRASKA  41:15N, 97:55W
51.6 kHz ANNAPOLIS MARYLAND 39:00N, 76:30W
73.6 kHz NEWPORT CORNER N.S. 44:57N, 63:58W
88.0 kHz ANNAPOLIS MARYLAND 39:00N, 76:28W

The propagation paths for receiving
locations in the Canadian Arctic from these
transmitters are either South to North over northern
Canada or East to West over the Greenland Icecap.

The DUK active vertical antenna was a one-
metre whip which had an upper frequency cutoff of
250 kHz. It was mounted on the port crane
stanchion post (about 18.3 metres above the water)
next to the main HF receiving whip. It was
connected to the receiving system with 30 metres of
RG-214 coaxial cable. The antenna could not be
characterized as a short vertical whip over a perfect
ground but was in reality a short vertical whip over
a 91.4 metre icebreaker over a perfect ground. Thus,
it was necessary to empirically calibrate the antenna
in its measurement configuration, Measurements 1o
determine values for the Antenna Factor of the
system antenna were made with a calibrated loop
antenna while the ship was sailing from St. John's
Nfld. to Dartmouth N.S. on August 10th and 11th.
One value was also obtained during a sea trial, 8 km
outside St. John's harbour on August 9th. Since two
of the main calibration signals, ie, ANNAPOLIS at
21.4 kHz (except just before reaching Dartmouth)
and NEWPORT CORNERS at 73.6 kHz were off
the air during this period, measurements were taken
on three other strong signals, e, ANNAPOLIS at
18.1 kHz, ANTHORN at 19.0 kHz and NORFOLK
VIRGINIA at 77.1 kHz. The loop measurements
were made with the loop located on the front deck of
the ship (measurements taken at various locations
on the ship during the refit in St. John's showed
very little variation and the front deck was the least
obstructed part of the ship) and simultancous
measurements were made on the system antenna.
The values of the Antenna Factor (AF in dB/m) (see
Table 2 below) were calculated from the following
equation:

AF = Fl - SYSTEM

where FI is the received field strength in dB above
1pv/m as measured with a calibrated loop antenna
and SYSTEM is the measured antenna reading in dB
above 1uV.

Table 2 Antenna Factors of the system antenna

DATE/TIME FREQUENCY (kHz)
18.1 19.0 214 240 516 77.1

Aug 09/15:30ADT -16

Aug 10/09:30ADT -16

Aug 10/13:00ADT -16 -15 -16

Aug 10/18:40ADT -16

Aug 11/09:50ADT -17 -16 -17

Aug 11/13:30ADT -17 -16 -14  -17
Aug 11/17:30ADT -17

These values were consistant over the
frequency range and thus a value of -16 dB/m was
used in the subsequent calculations.

DATA COLLECTION

The original plan was for the ship to sail to
the Arctic on July 25th. However, delays in a refit
put off the departure until August 17th. Spikes on
the ship’s power supply blew a varistor on the
automatic monitoring system's power conditioner
before the start of the trip. This subsequently put a
ground fault on the ship's power supply. The fauit
was not discovered until the ship was underway to
the Arctic and resulted in the monitoring system
being powered down for several days. When the
receiver was powered up after being off for several
days its frequency calibration had shifted (tests in
Ottawa before installation had predicted this type of
behaviour since the receiver is tuned by means of a
linear VCO but the Ottawa tests did not predict the
extent of the shift). After several weeks of operation
the frequency calibration stabilized, however, at
frequencies 300 to 400 Hz above the correct tuning
frequencies. This problem was not corrected until
October during a visit to the ship at Nanisivik at
which time the system was retuned. After this was
done the tuning remained correct for the remainder of
the trip. This problem rendered the September data
useless for signal strength measurements.

At the end of the trip, in Halifax, the signal
levels of each transmitter in a frequency range from -
400 Hz to +400 Hz in 50 Hz steps around the
nominal frequency were measured (Note: the receiver
bandwidth was 200 Hz). This provided correction
factors and limitations for recovering some of the

off-frequency data.

The data, which consist of sets of
amplitude and frequency measurements of the nine
monitored transmissions taken ten minutes apart for
a period of 11.5 hours (some data cover three or
eight hour periods), have been analyzed for the
following days: August 22nd to 29th, October 13th
to October 31st, November 1st until November 29th
(during a fierce storm in Gulf of St Lawrence at the
end of the trip).

The August data consist of measurements:
along the Labrador coast, in Davis Strait, Baffin
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Bay, Jones Sound and up the West coast of
Ellesmere Island to Eureka.

The October data consist of measurements:
at Nanisivik, across Lancaster Sound, Navy Board
Inlet, Eclipse Sound to Pond Inlet, back across
Lancaster Sound to Little Comwallis Island and back
to Clyde River.

The November data consist of
measurements: from Clyde River to Pangnirtung (in
Cumberland Sound), up Baffin Bay to the eastern
edge of Lancaster Sound, north of Bylot Island and
back down Baffin Bay, Davis Strait, along the coast
of Labrador and into the Guif of St. Lawrence west
of Newfoundland.

ANALYSIS

Since the ship could be viewed as a slow
moving platform, it was felt that recording its
position at the start of each data run would be
adequate. In fact, for a significant portion of the trip,
the ship was in a specific location for several days.

The diurnal pattern of VLF/LF received
signal strength consists of two long periods of
stable levels (day and night with the nighttime level
being some 10 dB above the daytime level) with two
transition periods at sunrise and sunset (sunrise and
sunset being defined as the time when the terminator
passes between the transmitter and the receiver).
Therefore, it was decided to analyze the data at local
noon and local midnight for the receiver (1700 UT
and 0500 UT), although all the other data do exist.
The data for the RHAUDERFEHN transmitter were
analyzed at 1600 UT and 0400 UT because 1700 UT
and 0500 UT were found to be in the midst of the
day-night transition periods.

To test the accuracy of the NOSC
propagation model, the following comparison
equation was used:

DELTA = CALCULATED FI - MEASURED F1

where MEASURED Fl is the received amplitude in
dB above 1uV plus the system Antenna Factor (-16
dB/m) and CALCULATED FI is the level fora 1
kW transmitter in dB above 1uV/m plus a POWER
term in dB which accounts for the actual radiated
power of the transmitter. The following POWER

terms were used in this analysis:

16 dB (40kW)  for RUGBY at 16.0 kHz

17 dB (45 kW) for ANTHORN at 19.0 kHz

23 dB (213 kW) for ANNAPOLIS at 214 kHz

29 dB (750kW) for CUTLER at 24,0 kHz

18 dB (60 kW) for SLVERCREEK a1 485 kHz

6 dB (4kW) for ANNAPOLIS at 51.6 kHz

22dB (160 kW) for NEWPORT CORNER at 73.6 kHz
7dB (5kW) for ANNAPOLIS at 88.1 kHz

These values came from various sources.
Values for RUGBY, ANTHORN and SILVER
CREEK came from Canadian frequency allocation
tables. Values for ANNAPOLIS and CUTLER came
from NOSC measurement reports [Hepner,1988] and
[Hepner,1989). Finally, the value for NEWPORT
CORNER came from private comunications with
Canadian Department of National Defence personal.

The LWPC computes the received signal
strength as a function of distance for a specific 1 kW
transmitter at a specified date and time along a
specified bearing. Each profile takes 30 minutes of
computer time on the CRC VAX-750 (a newer VAX
3800 has reduced this time to about 5 minutes). To
reduce the computer time, profiles were calculated for 5
degree bearing increments and for one date per month.
Preliminary runs for the first, middie and end of the
month showed no significant differences in the
computed profiles, likewise for intermediate bearings.
Thus, for the August data, August 25th was the
comparison date, for the October data, October 15th
was the camparison date and for the November data,
November 15th was the comparison date.

The results of this analysis for each
transmitter were grouped together to produce a
cumulative distribution of DELTA's for each
frequency. Because of the relatively low powers, 4 and
5 kW respectively, the received signal levels were too
low for the data from ANNAPOLIS at 51.6 and 88.0
kHz to be used in this analysis. The received signal
levels from the RHAUDERFEHN transmiter were
more variable than the other transmitters. For most of
the measurement program it was observed that the
transmitter power was cycled between ‘high’ and ‘low’
every hour, thus producing a pulsed waveform as a
function of time, see Fig.2. The 'high' levels were
used in this analysis. The cumulative distributions for
all the transmitters are presented in Figs.3 to 6. From
the cumulative distributions, as shown in Table 3
below, it appears that the LWPC seems adequate for
predicting received field strengths in the Canadian
Arctic under normal conditions. Because the ship was a
moving platform these results give a variation that
consists of both time and location variability.

Table 3 Summary of DELTA

TRANSMITTER  # POINTS MEDIAN MEAN STD DEV

RUGBY 81 +00dB 14dB 5.8dB
ANTHORN 88 +01dB 26dB 7.5dB
ANNAPOLIS 92 -01dB -0.5dB 4.6dB
RHAUDERFEHN 65 -26dB -24.6dB 7.0dB
CUTLER 89 +02dB 28dB 6.2dB

SILVER CREEK 46 -07dB -6.4dB 8.1dB
NEWPORT CRNR 58 +03dB 12dB 9.84dB

There was great uncertainty in estimating the
radiated power of the SILVER CREEK transmitter.
From Table 3, assuming the predictions are accurate, it
seems that its true radiated power is about 200 kW.
Also, the RHAUDERFEHN transmitter seems to be
radiating about 650 kW. The high values of standard
deviation are in part caused by including data taken
during a major ionospheric storm in October 1989 (the
effects of this storm are discussed below).

1991/92 MEASUREMENTS

In order to eliminate the location variability
and to collect data over a longer time period it was
decided to install a modified version of the monitoring
system at Nanisivik, NWT,(74:03N, 84:33W) at the
northern tip of Baffin Island, near Lancaster Sound.
The choice of this location was based on several
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factors, in addition to it being located well above the
Arctic Circle and near one of the major sea-lanes in the
Arctic. One of these was that this town is very radio
quiet, ie, no above-ground power lines. The cutoff
frequency of the antenna at 250 kHz protects against
local broadcast transmitters affecting the results. The
operating program was extended to 20 hours, with a
four-hour leeway for the operator. The data disks were
mailed to CRC on a weekly basis. This allowed for
corrective action to be taken if the system started to
drift off frequency.

The list of the nine monitored frequencies, as
shown below, in Table 4, was modified to include
JIM CREEK, a West to East path and AGUADA, a
fong South to North path. The path lengths vary from
3.2 10 4.5Mm except for AGUADA which is 6.2Mm.

Table 4 1991 Monitored transmissions

FREQUENCY NAME LOCATION
16.0kHz RUGBY UK. 52:22N, 1:11W
19.0kHz ANTHORN UK 54:55N, 3:16W
21.4kHz ANNAPOLIS MARYLAND 38:59N, 76:28W
23.4 kHz RHAUDERFEHN GERMANY  53:06N, 7:35E
24.0kHz CUTLER MAINE 44:36N, 67:1TW
24.8 kHz JIM CREEK WASHINGTON  48:12N, 121.55W
28.5 kHz AGUADA PUERTO RICO 18:24N, 67:11W
48.5 kHz SILVER CREEK NEBRASKA  41:15N, 97:55W
73.6 kHz NEWPORT CORNER N.S. 44:57N, 63:58W

The antenna, which was the same antenna as
was used in the 1989 measurements, was mounted on
a steel mast, 9.75m above the ground at Nanisivik. As
in 1989 the antenna was calibrated in situ to
determine values for the Antenna Factor.
Measurements were made on two nights in June 1991
and repeated in 1992 with the results shown below in
Table 5.

Table 5 Antenna Factors of the system antenna at
Nanisivik

DATE FREQUENCY (kHz)
214 234 240 248 485
Jun 2291 24 25 20 -26
Jun 24991 26 20 26 -20 -25
Jun 1192 24 19 27 220 .24
Jun 12/92 24 20 25 -20 -23

These values were consistant over the frequency range
and thus a value of -25 dB/m was used in all the
subsequent calculations.

DATA COLLECTION AND ANALYSIS
Measurement data were collected continuously
from June 1991 until June 1992 with very few missed
days. Since these were the first data collected by us
over the winter period, this paper presents the results
of the analysis of the measurement data from
December 1991 until May 1992 inclusive for:
RUGBY, ANTHORN, ANNAPOLIS,
RHAUDERFEHN, CUTLER and JIM CREEK.

To test the accuracy of the NOSC

ion model, the comparison equation defining
DELTA, as used in the 1989 analysis, was used here:

DELTA = CALCULATED FI - MEASURED FI

where MEASURED Fl is the received amplitude in dB
above 14V plus the system Antenna Factor (-25 dB/m)
and CALCULATED FI is the level for a 1 kW
transmitter in dB above 1pV/m plus a POWER term
in dB which accounts for the actual radiated power of
the transmitter. The following POWER terms were
used in this analysis:

16 dB (40kW)  for RUGBY at 16.0 kHz
17dB (45kW)  for ANTHORN at 19.0 kHz
23dB (213 kW) for ANNAPOLIS at 214 kHz

28 dB (650 kW) for RHAUDERFEHN  at 234 kHz
29dB (750kW) for CUTLER at 24.0 kHz
24 dB (250 kW)  for JIM CREEK at 248 kHz

These values came from various sources.
Values for RUGBYand ANTHORN came from
Canadian frequency allocation tables. Values for
ANNAPOLIS, JIM CREEK and CUTLER came from
NOSC measurement reports [Hepner,1988] and
[Hepner,1989]. Finally, the value for
RHAUDERFEHN came from the 1989 results as
shown in Table 3 above.

The model and the measurements were
compared at 1700 and 0500 UT. The data were divided
into two seasons; Winter (December, January and
February) and Spring (March, April and May).
Cumulative distributions of the DELTA's for each
frequency and season were produced (see Figs. 7 to 10)
and summarized in Table 6

Table 6 Summary of DELTA
TRANSMITTER # POINTS MEDIAN MEAN STD DEV

WINTER
RUGBY 180 +#06dB 6.8dB 7.4dB
ANTHORN 181 +04dB 64dB 6.2dB

ANNAPOLIS 169 -02dB -1.2dB 1.4dB
RHAUDERFEHN 182 +02d8 23dB 3.5dB
CUTLER 170 +06dB 7.1dB 3.0dB
JIM CREEK 162 +00dB 0.7dB 2.6dB

SPRING
TRANSMITTER  # POINTS MEDIAN MEAN STD DEV
RUGBY 162 +10dB 7.7dB 6.3dB
ANTHORN 174 +11dB 10.3dB 5.3dB

ANNAPOLIS 167 -02dB -1.4dB 1.6dB
RHAUDERFEHN 180 +06dB 7.4dB 6.4dB
CUTLER 169 +#05dB 53dB 2.2dB
JIM CREEK 176 +01dB 1.6dB 1.6dB

To explain these results one must consider a
number of factors: transmitter power, path, and
monitoring system calibration. For ANNAPOLIS the
transmitter power is known and, as scen from the
measured data, it does not seem to vary. The signal
path passes over very little poorly conducting soil, ie,
it traverses Hudson Bay and then small land areas of
the Arctic. Therefore, the one to two dB difference is
very casily explained by measurement system
uncertainties. The standard deviation of 1 - 2 dB shows
very consistent results. Similar comments apply to
JIM CREEK except that it's signal path traverses a
large portion of Arctic tundra. The low values of




DELTA and standard deviation show that the model is
accurate for this area. However, for the Cutler path
there seems to be a problem. The signal path traverses
a large portion of the Canadian Shield. The 1991/92
results seem different from those in 1989 (see Table 3.
One explanation is that the transmitter was only
radiating about 400 kW in 1991/92,

The signal paths for the other three
transmitters cross the Greenland icecap. The
RHAUDERFEHN winter data show good agreement
with the model predictions. However, the spring data
seem to be affected by a lower ransmitter power for
part of April and May. Both RUGBY and ANTHORN
seem to be operating at regular power and at one
quarter power (ie 40 to 45kW and then 10 to 11kW)
for most of the measurement time . This showed up as
a double peak on the density distribution of the
DELTA data and then as a step in the curve of the
cumulative distribution as shown in Figs.8 and 10.
Separating out these data would show a much clearer
picture.

STORM DATA

The causes of ionospheric storms and their
effects on VLF signal strengths have been discussed in
the past [Field,1970). However, very little data show
the occurrence rate, ie, how many per year or month.
Also, as far as the NOSC LWPC is concerned, Polar
Cap Absorption events (PCAs) are an anomaly and are
not dealt with in the model statistics.

There was a major ionospheric disturbance in
October 1989 (see Proton Flux in Fig.11a [US
Department of Commerce,1989]) that affected the
received signal levels from the different transmitters to
varying degrees from the 19th until the 26th. From
time plots of the DELTAs (Cakulated FI - Measured
FI) from four transmissions, two North/South and two
East/West over the Greenland icecap into the Lancaster
Sound area during the storm one can make some
interesting observations (see Fig.11b,c,d,e). Note that
a positive DELTA means an attenuated signal. Also
the - - - mean no data were available. The reception of
the ANNAPOLIS, 21.4 kHz, transmission which was
on a path over a small part of the Canadian Shield and
then over Hudson's Bay was attenuated only for periods
of a few hours on the 20th and the 23rd. The
CUTLER, 24.0 kHz, transmission which was on a
path over a major portion of the Canadian Shield was
attenuated in two stages for several days at a time. The
first was from the 19th to the 213t and the second
more serious attenuation from the 22nd to the 27th.
Both the RUGBY, 16.0 kHz, and ANTHORN, 19.0
kHz, transmissions which were on paths over the
Greenland icecap were attenuated during the early part
of the storm from the 19th to the 24th, with the
RUGBY transmission recovering more quickly than
ANTHORN.

One can use the NOSC model to explain
what was happening to the ecarth-ionospheric
waveguide during the storm. The ionospheric profile
model is defined by an exponential in conductivity
with height specified by a slope, B, in km'! and a
reference height, h, in km. For the daytime period the
standard model values for these parameters are § = 0.3
km-! and h = 74 km During a storm the reference

height is lowered, thus, increasing the signal
attenuation. For the ANTHORN data, signal level
predictions were computed for various values of h and
compared with the measured results.Values of 45, 30
and 24 dB above 1 uV/m were calculated for reference
heights of 74, 60 and 56 km respectively at 1700 UT.
On October 19th and 21st the measured field intensity
from ANTHORN at 1700 UT was 24 dB above 1
uV/m. Also on October 22nd the measured field
intensity was 29 dB above 1 pV/m. These resuits
show that the storm lowered the reference height to
about 56 km for the period from the 19th to the 21st
and then the reference height recovered to about 60 km
by the 22nd. Over the same period of time the
measured field intensity of 29 dB above 1uV/m at
0500 UT was compared with calculated values of 49,
51, 44, 34 and 29 dB above 1 uV/m for reference
heigh:s of 80, 70, 60, and 56 km respectively. Again
these show the reference height was depressed to about
56 km during the peak of the storm.

During the measurements at Nanisivik three
ionospheric storms occurred; one in August 1991, and
one .in February 1992 and one in May 1992, The
August storm occurred between August 26th and about
the 30th peaking on the 28th (see Proton Flux in
Fig.12a [US Department of Commerce,1991]). The
ANTHORN transmitter was off during this storm.
Also the monitoring system was experiencing tuning
problems on the RUGBY and JIM CREEK
frequencies. The effects of this storm do show up on
the ANNAPOLIS data (for one day) and the CUTLER
data as shown in Fig.12b,c. The February storm
occurred between February 7th and 9th (see Proton
Flux in Fig.13a {US Department of Commerce,
1992)). It had a negligible effect on the ANNAPOLIS
and JIM CREEK paths as shown in Fig.13b and ¢ and
a small effect on the CUTLER path, Figl3d. The
RUGBY path, Fig 13e, showed the largest effect. This
storm also had very little effect on the
RHAUDERFEHN transmission (see Fig 13f). The
May storm occurred late on May 9th and continued for
several days (see Proton Flux in Fig 14a [US
Department of Commerce, 1992]). Unfortunately the
system was off on May 9th. The effects of the storm
were only seen on the RHAUDERFEHN path, Fig
14b. the North American paths from ANNAPOLIS,
CUTLER and JIM CREEK were unaffected as shown
in Figs 14cde.

NOISE MEASUREMENTS

Over the years there has been some doubt
concerning accuracy of CCIR atmospheric noise
predictions in the Canadian Arctic. With the release of
the new LNP model it was decided to test the CCIR
model [CCIR,1988] and the new Longwave Noise
Prediction (LNP) model [Warber & Field, 1991,
Warber,1991] with some NOSC data being collected in
the Canadian Arctic. The operational characteristics of
these channels were used to our advantage, ie, when a
transmitser is off then no one else is on the frequency.
It has been observed that the CUTLER transmitter at
24,0 KHz is regularly shut down on Mondays during
the daytime and the ANNAPOLIS transmitter at 21.4
KHz is regularly shut down on Tuesdays during the
daytime.The NOSC data were.collected at Fort Smith
(60:00N, 112:00W) between December 1989 and
November 1990 using an RMS measuring circuit with
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a bandwidth of 400 Hz and a short vertical monopole
antenna. The measured data were in terms of received
Field Strength, the LNP model gives the noise in
terms of received Field Strength and the CCIR model
gives the noise predictions in terms of Field Strength
(EN) with the following equation:

EN=Fa+20logF-955+10loghb

where Fa is the CCIR noise parameter, F is the
frequency in MHz and b is the bandwidth in Hz.

The data were compared with the CCIR
predictions for the 0800 to 1200 tocal time period and
for 1600UT ( 0830 local time) for the LNP model.
The median and standard deviation for the CCIR
model, the LNP model and the measurements are
shown in the Table 7. N is the number of
measurement points. Figs.15 to 18 show the median
values for the two models and the measurements.

Table 7 Noise field strength at Fort Smith

SEASONCCIR LNP MEASURED
FREQ MEDIAN STD MEDIAN STD MEDIAN STDN
SPRING

214 312 39 277 40 24 6.8 13
240 290 41 261 39 22 2.1 15

SUMMER
214 362 35 328 46 32 09 7
240 342 37 309 4.6 29 35 13

AUTUMN
214 345 50 334 46 23 25 11
24.0 327 52 320 46 22 34 10

WINTER
214 324 56 23.0 4.1 20 33 11
240 303 58 219 4.2 24 28 9

The data tend to favour the new theoretical
LNP model over the empirical CCIR model. However,
as shown in Fig.18, there is a problem with the
frequency variation predicted by the LNP model for the
winter season. The general shape of the noise level
versus frequency graph was expected to be
monotonically decreasing with frequency as was seen
in the figures for the other three seasons. At this site
the two models predict quite different values except for
the autumn season, Also the LNP model always
predicts the lower value of the two models.

CONCLUSIONS

1) The LWPC seems to be able to predict accurate
values of the received signal strength in the Eastern
Canadian Arctic. When the radiated power is known
the standard deviation may be as low as 1 to 2 dB over
several months. However, during periods of
ionospheric storms (possibly three times a year near
sunspot maximum) the received signal strengths will
decrease some 10 dB for a period of several hours or
days. The effects of such storms are highly dependent
on the propagation path, with paths crossing the
Greenland icecap being most affected.

2) The new theoretical LNP atmospheric noise model
predict lower values of noise in the Arctic than the
CCIR empirical model and measurements tend to
support these lower values.
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Discussion

U.S. INAN (US)
You showed an example of a geomagnetic storm during which the RHAUDERFEHN path (over

Greenland) was not affected but the Cutler path (at lower latitudes) was perturbed. Was this storm a
particularly intense one? | am thinking that in a relatively intense storm, the auroral electrojet may
extend to lower latitudes, and that VLF paths lying to the north of the electrojet may not be as affected.

AUTHORS' REPLY
No, the May storm (where RHAUDERFEHN was affected) was more intense than the February storm

(where RHAUDERFEHN was not affected). It should be noted that, at the time of the February storm, the
receiving site was mostly in darkness with a brief period of sunlight near noon, i.e., the terminator may
have a greater affect on this path at this time.




THEORETICAL AND EXPERIMENTAL COVERAGE ANALYSIS OF A VLF TRANSMITTER

Detiev Borgmann
TELEFUNKEN SYSTEMTECHNIK
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P.0.Box 1730, D-7900 Ulm, Germany

SUMMARY

The coverage area of a VLF transmitting station, located
in the northern part of Germany, should be analysed. In
order to predict the availability of receiving skin depth for
the complete operation area of the VLF station some
investigations have been made in theoretical propagation
models. Then a computer program based on the wave
guide mode theory was implemented. To verify the
validation of the theoretical model, measurements of field
strength in some specific areas were carried out.

The first part of the paper is concerned with a description
of the theoretical approach of the coverage analysis. The
second part describes some properties of the operation
area and gives in detail results from measurements. And
finally a comparison of theoretical and measured data
then shows the quality of agreement between theory and
praxis.

1, INTRODUCTION

A VLF transmitting station for radio communication to
submerged submarines was installed in the northern part
of Germany. in order to preaict the system availability the
receiving skin depth for the complete operation area of
the VLF station must be calculated. This analysis should
be based on a theoretical simulation of the field strength
supported by an empirical evaluation of physical
parameters of the transmission path. These parameters
o.g. ionosphere reflection profile must be estimated by
specific measurements.

The problem now consisted of finding a sultable
calcuigtion method which, by simple variation, would
allow the ionosphere’s influence factors to be examined.
In a comparison of calculated fisld strengths with
measured values, the aim was 10 find a set of ionospheric
parameters. With this ionospheric data, obtsined by
targeted measurements, the field strength analysis
should then be extended over the entire area of
propegation.

With the knowledge of the field strength above the sea
surface at any point of the coverage area and the
physical constants of the sea water an estimation of the
receiving skin depth is possible.

2. COVERAGE AREA

The coverage area of this radio system shown in Figure 1
is the Baltic Sea and parts of the North Sea. For the field
strength calculation the area was covered with a net of
radials. Different land/sea transition phases characterize
this area and complicate the calculation.

3. THEORETICAL PROPAGATION ANALYSIS

To calculate the field strengths over water, a simulation
model was sought which on the one hand would take
into account all possible variants and influence factors of
the ionosphere and, on the other hand, would enable
verification of the selected ionosphere parameters by
specific measurements. Fundamentally only the
WAVEGUIDE MODE method was suitable for the
theoretical analysis [1]. Various methods of calculation
are described in the literature [2-4] which are exclusively
based on the WAVEGUIDE MODE theory.

In the examination of the VLF fieid strength, the method
for determining waveguide constents "MODESRCH" [2]
and the mode conversion procedure "GRNDMC" [4]
were employed. With the MODESRCH procedure, the
mode constants can calculated depending on the
homogeneous characteristics of the earth and
lonosphere. MODESRCH has the advantage that the
characterfstics of the ionosphere (conductivity profiie) are
describable by two parameters. Compared to three-
parameters lonospheric models, the two parameter
description simplifies the verification by measurements. A
detalled analysis of two-parameter lonospheric models is
described in [5]. it serves as a basis for the coverege
analysis.
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VLF mode conversions coefficients and mode sum for an
earth-ionosphere waveguide which is inhomogeneous
along the direction of propagation can be determined
with the procedure GRNDMC.

Using the methods described in (2] and [4], a calculation
concept was developed (Figure 2) which consists of a
total of six steps and establishes as a resuit the course of
the field strength on the ground. The coverage area was
overlaid with a network of radials (Figure 1) on which the
field strengths were calculated.

At the beginning of a field strength simulation the
parameters of the VLF channel to be calculated have to
be fixed in an initial step. This means that all the
waveguides parameters which influence wave
propagation were assigned according to the
geographical and physical circumstances. Figures 3 and
4 show examples of the modelling of a propagation
channel. The marked land/sea transitions describe the
lower boundary of the waveguide. The ionosphere in
Figure 3 is assumed with constant daytime propagation,
whereas dawn/dusk propagation was approximated in
Figure 4 with a stepped model of the ionosphere.

To caiculate the mode constants with the aid of the mode
search procedure [2], the waveguide has first of all to be
divided into sections with homogeneous values. The
mode constants are then calculated for each further
homogeneous waveguide section. The determination of
the mode conversions coefficients of each section
follows in the next step. The subsequent mode summing
procedure is followed by the calculation of field strength
along the direction of propagation. A field strength plot
completes the calculation.

The current Ic zal ionospheric parameters are determined
in principle via a comparison of measured field strengths
with theoretically determined field strengths. By varying
certain simulation parameters (ionospheric conductivity
coefficient), the calculated field strength curves are so
altered until congruence with the measured values is
achieved.

The ionospheric conductivity coefficients can be derived
via an exponential electron density profile. According to
(1], two parameters are sufficient to describe the profile.
The parameter Beta (km™1) defines the vertical gradients
of the electron density whilst the term H' (km) represents
a reference height. By varying both factors, all
conceivable ionospheric states can, in principle, be
simulated.

The reports [5) and [6] describe detailed examples for
effective electron density distributions serves as a basis
for simulation of the ionosphere’s parameters. A variation
of the reference height H' = 70 kmto H' = 76 km at a
constant electron density gradient of Beta = 0.3 km!
appeared to be the most sensible way to simulate
daytime propagation for this specific coverage area.
Figure 5 shows the field strength for variations of the
ionosphere’s height. Mainly the position of the distinct
maximum of interference (minimum of field strength) is
influenced by the variaticn of the reference height. As the
position of the interference can be precisely determined
by measuring the field, the ionosphere's parameters can
thus be verified relatively accurately.

In chapter 4, some examples of day and night
simulations are compared in detail with measurements.

An ‘nvestigation of the influence of day-to-night
transitions for possible field strength changes took on
particular significance. Observations of field strength
carried out earlier had, in certain areas, resulted in
particularly severe field strength reduction during the
dawn/dusk period. The theoretical investigation was
intended to provide information about the fundamental
behaviour of the field strength during dawn/dusk. To this
end, an ionospheric night-to-day transition model was
designed (Figure 7) which, verified by measurements,
enabled the field strength curve at dawn/dusk to be
calculated. Figure 8 shows, as an example, a calculation
of the field strength curve for the night-to-day transition
on a west-east land path. The transition curves from night
to day is vividly discernible. Distinctly conspicuous is a
drop in field strength at a certain distance and at a certain
time of the transitional phase. This field strength minimum
was confirmed by measurements.

Continued investigations of dawn/dusk occurrences (7]
confirmed that the simulaton method is also
fundamentally suitable for calculating dawn/dusk
influences theoretically and enabling them to be
analysed.

4. MEASUREMENT RESULTS

During extensive measuring activities in 1983/84, field
strength measurements were taken by a ship and an
aircraft. The measurements took place on several
singular radials in winter as well as in summer to take into
account area and seasonal influences. The flight
measurements proved to be best suited for field strength
analysis and ultimately the determination of the mode
parameters. Additional positional measurements with a
ship supplemented the analysis.
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The objective of the measuring was to determine field
strength curves for daytime, night-time and dawn/dusk
propagation in summer and winter in order to verify
current ionosphere parameters. Figure 10 shows the field
strength curve resulting from daytime flight
measurements in summer over a distance of
approximately 2000 km. In principle, two curves can be
perceived which represent the outward and return flights
respectively. The slight shift of the curves can be
explained by the deviation in time of the two sets of
measurements. This meant that the ionospheres
characteristics had already changed somewhat between
the outward and return flights.

A comparison of the in-flight data readings with
theoretically determined curves (Figure 9) shows that for
the outward and return flights (Figure 11 and 12) there is
very good concurrence with the parameters H' = 74 km
resp. H'= 75 km and Beta = 0.3 km'1. Particularly
pronounced was a drop in field strength at around 600
km. Further comparisons with other in-flight data
readings led to similar findings.

The ionosphere data for night-time propagation were
considerably more difficult to determine. Figure 14
shows, as a typical example, the data readings for a night
flight. The field strength curve shows a plot with several
drops in signal strength which is typical for night-time
propagation. Also noticeable is a shift in data readings
from the outward and return flights. But a comparison
with calculated data (Figure 13) does not lead to such
clear concurrence as in the case of daytime readings.
Figures 15 and 16 show a comparison for the outward
and return flights respectively. The theoretically
determined curve is based on the ionospheric
parameters H' = 83 km (outward flight) resp. H' = 81
(return fiight), Beta = 0.5 km"?.

Further night-time measurements taken in summer as
well as in winter, also produced similar results. Unlike the
daytime propagation, a pronounced null in the fieid
strength curve could not be observed. The in-flight
measurements were supplemented by shipboard
measurements at certain locations (in the area where
field strength minima were to be expected).

5. CONCLUSION

As the resuft of the VLF propagation analysis the
following ionospheric coefficients for the specific
coverage area can be determined:

Day Summer H =75km  Beta = 0.3km"!
Day Winter H = 77km  Beta = 0.3km™!

Night Summer H' = 80 km Beta = 0.4 km™1
Night Winter H =8km  Beta=06km

With the aid of the ionospheric parameters determined by
the measuring, field strength calculations were carried
out for the entire area of operation. Based on these
calculations, the attainable depths were calculated for
reception when submerged. it then emerged that there
was an area, approximately 600 km distant, in which
underwater reception.. was no longer possible due to an
extreme drop in field strength during daytime.

As these reception limitations, especially in this area,
were unacceptable for operational reasons, it was
examined in the further analysis to what extent the null
could be shifted or reduced by selecting a new
frequency. Figure 6 shows the simulated field strength
curves for various frequencies under daytime condition.
The investigation demonstrated that the reception
limitations in this particular area could be avoided by
shifting the frequency.

ENCE

[1] Budden, KG., “The waveguide-mode theory of
wave propagation”, Prentice Hall

(2] Morfitt D.G., Shelimann C.H.,” MODESRCH , An
Improved Computer Program for Obtaining
ELF/VLF/LF Mode Constants in an Earth-
lonosphere Waveguide®, Interim Report 77T, Naval
Electr. Lab. Center, San Diego, 1976

[3] Pappert RA, Shockey LR, "Simplified VLF/LF Mode
Conversation Program with allowance for elevated,
arbitrary oriented electric Dipole Antennas”, Interim
Report 771, Naval Electr. Lab. Center, San Diego,
1976

{4] Morfitt D.G., "Simplified VLF/LF Mode Conversion
Computer Programs;GRNDMC and ARBNMC",
Technical Report 514, Naval Ocean System Center,
San Diego, 1980

[5] Morfitt DG, “Effective Electron Density Distribution
VLF/LF Propagation Data", Technical Report 141,
Naval Ocean System Center, San Diego, 1977

{8] Ferguson, J.A., "lonospheric profile for predicting
nighttime VLF/LF propagation®, Technical Report
530, Naval Ocean System Center, San Diego, 1980

[7) Borgmann D., "Methode zur Berechnung des
Feldstirkeveriaufs bei VLF-Ausbreitung®, Technical
Report Nr. 12.051/83, AEG-Telefunken




ras ot

PO Y

U S U,

P N Ui

Ramsloh
' lonosphere

ROomMd  Hirtshals

H=74km B =03 km

Tromsd
Norway

0 1000 2000
Distance (km)
Fig. 3: Example for non homogeneous wave guide;
Day

Field Strength BETA = 0.3 km!
FREQ = 18.5 kHz

Ny M =70 72 74 75 76 km

08 sbove 1yV/m for 1 kW
8

T r T trrJrrergryy T
0 500 1000 1800 2000
Distance (km)
Fig. 8: Fieid strength curves for various reflection

heights

8205 " | 475, oo

[¥1 1 ] % 2 0.::5 "
—————— 4375, 8 3 035km
Nb" % | Hekkn

1 VLRChannal modeling B
1
estinmtion
of
moce vaiues
T
mods
convension
i |
mocie
surmming
1
fieid strength
caicuiation
1
fld srength
pict
Fig. 2: Wave guide mode field strength
prediction procedure
80/0.6
Ramsioh 78/0.5
R =74km 76/0.4 lonosphere
Hirtshals
8 Moss Tromsd
(o) Norway
2| |
0 1000 2000

Distance (km)
Fig. 4: Example for non homogeneous wave guide;
Dawn/Dusk

2
;

H' = 75 km BETA = 0.3km™!

d8 above 1pV/m for 1 kW
5

\
Froq = 14.4 18.4 188 234 280 kHz

T T T —

] 500 1000 1500 2000
Distance (km)
Fig. 8: Fleld strength curves for various frequencies

Fig. 8: Piot of fieid strength during time of day




08 sbove 1 W/m for 1 kW
3

Field Strength H' = 75 km BETA = 0.3 km"’
= g FREQ = 18.5 kHz
2 ]
3 o0 ;
£
; -
- 4
E m L
g
. S B A’
(o} 500 1000 1500 2000
Distance (km)
Fig. 9: Typ. daytime propagation; 18.5 kHz
Fieid Strength
-
& 1
7 \K"—*\
3% 1
£ y
40 .
; 3 -:."';'i -
3 2]
g3
om0 0 1%0 200
Distance (ati
Fig. 10: Measured field strength; North Sea flight,
daytime, 18.5 kHz
H' = 74 km BETA = 0.3 ken1

FREQ = 18.5 kHz

8

T T %

] 500 1000 1500 2000
Distance (km)
Fig. 11: Comparison of measured and computed
dayumoﬂddmonaﬂuomrdmgm
Fieid Strength H" = 75 km BETA = 0.3 km™!
: FREQ = 18.5 kHz
ao]\.i
S
- 80 o
£, ] o
E
3L \ |
fo
8 . <R
S S A Ea s e e p 2 e s
] 200 1000 1800 2000
Oistance (lon)
Fig. 12 Comparison of messured and computed
daytime fleild strength; Retum fiight

Feld Strength H" = 81 kan BETA = 0.5km™!
FREQ = 18.5 iz
80 =
2 J
= 80 -
3
E
\‘o.
3
§=
8 o
- L e L) L
) 500 1000 1500 2000

Distance (om)
Fig. 13: Typ. night-time propagation; 18.5 kHz

Fieid Strength
80 ‘
M\ 7
3 S ?
2 H w
§ =
% -
o so 10 10 2000
Distance (km)
Fig. 14: Measured fleld strength; North Sea flight,
night-ime, 18.5 kHz
Fisid Strength ' = 83 km BETA = 05km™
a0 1\‘ FREQ = 18.5 kHz
60 1 , .
R W
ol G
g .
o o oo 1o 2000

Distance (km)
Fig. 15: Comparison of measured and computed
night-time fleid strength; Outward fiight

H* = 81 km BETA = 0.5 km"!
FRAEQ = 18.5 kHz

Fieid Strength

)
.
i 60 - - —
E - ~ v—
}_40
‘E 20 4 K
g -

°o = w000 180 2000
Distance (km)
Fig. 16: Comparison of messured and computed
fleid strength; Return flight

D,




7-1

INVESTIGATIONS OF EQUATORIAL IONOSPHERE
NIGHTTIME MODE CONVERSION AT VLF*

Verne Hildebrand
IWG Corporation, 1940 Fifth Avenue, Suite 200, San Diego, CA 92101, United States

Summary: Research to define equatorial zone night-
time modal interference for VLF signals is described.
Modal effects are examinedinrelation to plausibleranges
of ionosphere parameters, propagation path orientation
and VLF frequency. Results of various comparisons are
described where VLF signal amplitude and phase calcula-
tions for low latitude and transequatorial paths are
matched to measurements. D-region ionosphere models,
used as input to a fullwave VLF propagation computer
program, are iteratively adjusted to improve the agree-
ment between calculations and measurements. Findings
are interpreted with respect to (1) the feasibility of explor-
ing equatorial zone ionosphere dynamics, and (2) the
value of using Omega signals to build propagation models
for predicting VLF communications coverage.

Introduction: VLF Radiowave propagation providesone
of the few viable tools for exploring the properties of the
lower D-region ionosphere. Conversely, VLF communi-
cations coverage analysis and prediction is directly de-
pendent on the quality of models for the D-region iono-
sphere. The VLF Omega navigation signals are an excel-
lent and under-utilized resource for conducting D-region
research in direct support of VLF communications. Sta-
tions are well placed for investigating polar, mid latitude
and equatorial phenomena. Much canbe learned by fully
utilizing the very stable signals radiated at five frequen-
cies, available from each of the eight transmitters, and
taking full advantage of modal structure. While the
Omega signals, 10.2 to 13.6 kHz, are well below the VLF
communications band, we contend that much of the
knowledge gained on D-region characteristics can be
directly applied at the higher frequencies. The opportu-
nity offered by Omega needs to be exploited now! With
the Global Positioning System (GPS) coming on board as
the prime means for global navigation, pressureis mount-
ing to phase out Omega. In this paper we describe how we
are using Omega along with computer codes of fullwave
VLF propagation, provided to us by the U. S. Naval Ocean
Systems Center (NOSC), for ionosphere research and by
example illustrate the potential for other investigations.

Background: Under a grant from the U. S. Office of
Naval Research, we are studying the dynamics of the
equatorial zone nighttime D-region ionosphere, using
mode conversion effects on VLF signals as sensors of
ionosphere variation. Qur research interests are to deter-
mine if large dynamical processes are occurring in the
equatorial nighttime ionosphere and, if so, to attempt to
relate them to geophysical processes.

During previous analysis of VLF propagation in the
Western Pacific, we observed some unusually large phase
changes at nighttime on several signals undergoing
transequatorial propagation. As illustrated in Figure 1,
for a path from Omega Japan to Brisbane, the deviation
from a normal nighttime phase canbe an appreciable part
of the normal diurnal change. The phase scale is in
CentiCycles (CECs), a commonly used measure for Omega
¢ Analysis sponscred by the U. 8. Navy, Office of Naval Research
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navigation. For the two dates shown, the diurnal phase
plots for all three frequencies undergo a near normal
sunset transition between 0400 and 1200 GMT. Later in
the night, for both dates, the measured phases undergo
an additional shift, indicating a further increase in
ionosphere reflection height. Theselater phase shifts are
anomalous perturbations that, while occurring infre-
quently, can approach 50 percent of the day/night phase
shift. We suspect that such large phase perturbations
may be unique to equatorial propagation as we have not
found similar perturbations on other paths. The propa-
gation path for Figure 1 is outside the equatorial modal
conversion zone. We noted these phase changes on paths
that both did and did not incur modal conversion. An
example of a large phase deviation where modal effects
are strong, is shown in Figure 2. Here, the Omega
Australia signals measured in Japan, show strong modal
effects occurring quite consistently during the middle of
the night, for six consecutive days. In this case the 18.6
kHz phase follows a fairly normal diurnal pattern. Part
of the large phase changes can be attributed to receiver
performance. The modal effects seem to suggest that the
ionosphere changes primarily occur in the equatorial
zone. The times of occurrence often are near or after
midpath midnight, as further illustrated in Figure 3, for
Omega Japan measured at Cubi Point in the Philippines.
Arrows point to the disturbance onset for each night. In
these three figures we show quite different phase effects,
with each example likely to have different information
content regarding derivation of ionosphere parameters
associated with the perturbations.
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Based upon these observations, we have
addressed two questions: (1) does the geo- 1000+
physics literature indicate that large D-re-
gion perturbations occur, particularly at .
equatorial latitudes, and (2) can more de-

finitive measurements be made? Inregards 800+
to question one, we have not found any i
information specific to the altitude interval

important to VLF propagation. However the 6004

literature, in general, clearly shows that the
equatorial ionosphere dynamics at higher
altitudes are much different than at mid or
high latitudes and that major perturbations
do occur. We will briefly address question
one and then turn to question two as the
main topic for our paper. 200

Altitude (km)

-
8

" e

At higher altitudes, the Equatorial Spread-
F (ESF) is characteristic of the large scale 20:25:02
dynamics that could be of interest to us.
Spread-F is a disturbed nighttime condition
that is characterized by large scale plasma
“bite-outs.” Bite-outs are complicated ionosphere plumes
or “holes” that can extend 100 km in diameter and have
ionization depletions up to three orders-of-magnitude.
An example of the Jicamarca (Peru) radar detection of
such a plume is shown in Figure 4 (KELLY et al 1986). It
is noted that the plume height can extend over an altitude
range of 400 km. A time slice example of theoretical
plume modeling (shown in Figure 5), taken from an
analysis of plume development, indicates the geometric
extent (ZALESAK ot al 1880). Each contour linerepresents
a factor-of-two change in electron density. The contours
inside the plume show decreases in electron density
relative to the plume boundary. We note that the ob-

20:45:02 21:05:02 21:25:02 21:45:02
Local Time

Figure 4. Electron Depletion Plume; Jicamarca Radar

served plumes have a very complex shape in both space
and time. Several plumes may be generated in time
sequence from a given region of instability and also
within a general geographic area. While the measure-
ment tools are insensitive to the D- and E-regions, we see
evidence in the data of disturbances associated with the
plume development occurring at or below 100 km. The
equatorial spread-F is a nighttime phenomena, occurring
at approximately 2800 local time +8 hours, centered
about the geomagnetic equator, +20° latitude. Our inter-
est in spread-F is enhanced because, much evidence
exists to indicate that the triggering source for the initial
instability originates below the F-region, possibly within
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the lower atmosphere. Argo(ARGO et al 1986), in analysis
of digital ionosound measurements at Huancayo in Peru,
suggests seeding of F-region disturbances by gravity
waves of local origin, possibly from thunderstorms in the
rain forests to the east or from the Andes mountains. If
this is so, the D-region must also undergo disturbances.
We emphasize that the above evidence only suggests a
rationale for study of the D-region.

With respect to question two above, our conjecture is that
the equatorial mode conversion phenomena gives an
opportunity to obtain more definitive data. Equatorial
mode conversion occurs as aresult of the earth’s magnetic
field influence on VLF reflection. The efficiency of conver-
sion is dependent on the orientation of the path to the
magnetic field and on ionosphere and collision frequency
profiles. For each transmitter, equatorial zone modal
conversion occurs over a confined geographic region.
Most of our research to date has been to establish bound-
aries of modal conversion zones and to explore amplitude
and phase effects in relation to path orientations and
profile parameters. With the knowledge and insights
gained, we believe that we truly can make and interpret
more definitive measurements. Being able to interpret
modal effects is as big an adventure asbeing able to make
good measurements.

Our analysis makes extensive use of the Long-Wave
Propagation Capability (LWPC), software package devel-
oped at NOSC (FERGUSON et al 1989) and adapted by us to
the Macintosh personal computer. We find that this
software works very well. Our investigations are to
evaluate and devise geophysical models to be used with
LWPC in assessing VLF communications and navigation
coverage and performance. This study is viable because
of the interactive tools we have developed for the Macin-
tosh, which allow us to make extensive graphical com-
parisons between various hypotheses and to obtain cal-
culation results while the questions are still fresh in our
minds.

Presently, our calculations are limited to using electron
density profiles where the density increases exponen-
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tially with increasing height. Representative profiles are
showninFigure 6. Thevalues B and h'designatethe slope
and reference height after the notation established by
Wait (WAIT 1964). While we use nominal or average
profiles for guidance, our interests are to derive specific
profiles for specific measurement events. Though, these
profile models frequently give surprisingly good fits to
data, we find many cases where we believe a more
complex shape is needed. Also, we need a capability to
vary the profile along a propagation path. We hope to
have the needed computer code modifications completed
soon.

To date, our research has focused on (1) assessing the
geographic extent and propagation characteristics of the
equatorial mode conversion phenomena, (2) gaining ex-
perience in using the NOSC VLF propagation model to
interpret medal conversion measurements, and (3) de-
signing experiments than can best utilize the mode con-
version process.

We have described our research on the equatorial zone
modal conversion phenomena and criteria for establish-
ing a zone's geographic boundaries in several papers
(HILDEBRAND 1991, 1990). The conversion zones shown
in Figure 7, for three Omega transmitters, Hawaii, Aus-
tralia and Japan, are of particular interest to us because
of unique possibilities and availability of some data from
the Omega Validation Program. In this paper, we focus
on propagation from Hawaii, examining radials in and
near the eastern edge of the Hawaii Omega signal mode
conversion zone. The radials we examine are shown in
Figure 8. The analysis we describe is in preparation for
the more complex task of attempting to interpret modal
conversion measurements. Along the way we make
several comparisons between analysis at Omega frequen-
cies and at 23.40 kHz, from NPM in Hawaii.

Computer Exploration of Mode Conversion: Ourfirst
goal is to understand the equatorial zone mode conver-
sion process in relation to geography, ionosphere pa-
rameters, and propagation frequency. We are concen-
trating on exploring potential information content of
various sight selection and measurement choices. In the
process we are building a database of calculations to help
us design a measurement program. As we will show,
there are many factors and trade-offs to consider.
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Our original concept in proposing to use modal conversion
was to select a geometry where only the last portion of a
propagation path incurred modal conversion; the idea
being, that with proper experiment design, we could
localize the profile derivation to a small area in the
equatorial zone. The ideal experiment would locate
several receivers along a radial, one before modal conver-
sion occurs and several within theregion of modal conver-
sion. These within would be spaced to record maximum
differences in modal structure in both distance and fre-
quency space. Simultaneous measurement along several
radials would be a significant bonus. The zone bound-
aries, shown in Figure 7, were derived from a rather
simple and static model. This model needed to be refined
for our purposes. As we will show, the model is quite
complex; with path bearing, profile height, profile gradi-
ent and signal frequency all contributing to the observ-
able modal effects. Presenting a complete picture would
require publishing a Compact Disk (CD), so a few ex-
amples will have to suffice.

In Figure 9, we show computed modal effects on signal
amplitude versus distance and path bearing from Hawaii
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Figure 8. Propagation Paths Used for
Diurnal Analysis
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(194° to 206°), for the Omega Hawaii 13.6 kHz signal.
From this figure we note, for thisionosphere model (8 0.4,
h' 87 km), that (1) modal effects are most obvious over a
distance interval between 2.5 and 4 Mm, (2) their onset is
beyond the magnetic equator, (3) their magnitude in-
creases with increasing bearing, and (4) beyond 4.6 Mm
negligible amplitude change occurs with increasing bear-
ing that can be attributed to modal conversion. The
modal effect would be hard to measure on the 194° radial,
but would be quite pronounced beyond 200°. In Figures
10, 11a and 11b, we show similar calculations for respec-
tively, Omega Hawaii and NPM at 28.4 kHz for an iono-
sphere model of (8 .5, h' 87 km). We note that the modal
effects on the Omega signal are stronger than in Figure
9, yet the curves are very similar from 0 Mm to 2.5 Mm,
the magnetic equator. Modal effects could easily be
measured on the 196° radial. For the NPM signal (Figure
1la and 11b), the modal effects first become clearly
evident on the 188° curve. By the 204° radial, the modal
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pattern becomes very complex and changes significantly
over a 2° interval.

Varying the reflection height (h'), also causes significant
variation in modal conversion as shown in Figure 12 for
a 8 .34 ionosphere on a 202° radial. The modal structure
gradually increases with increasing height, starting near
85 km. Note that the height is varied in 0.4 km intervals
from 87.6 to 88.4km. In Figures 18a and 18b, weshow a
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similar calculation for NPM, but for a 8 .5 ionosphere and
on aradial of 206°. With the steeper gradient (larger 8),
greater bearing, and higher frequency, the onset of recog-
nizable modal pattern begins about 82 km. Above 84 km,
the structure becomes very complex, changing in a very
complex way with changing height. Modes originating at
the transmitter begin to extend to and beyond the mag-
netic equator, thus adding to the signal compluxity.
Features of thess close in modes are readily traceable
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from curve to curve, with a feature moving to a greater
distance with increasing reflection height. Features
beyond the magnetic equator are also traceable, but with
somewhat more difficulty. Beyond the equator, the fea-
tures that move outward with increasing height move at
afaster rate with increasing distance along the path. For
example, thesmall peak accurring at 1.5Mmon the 85km
curve movas outward by 0.31 km ash' increases to 890 km,
whereas the peak occurring at 8.9 Mm moves outward by

0.76 km over this height interval. We believe that
reflection heights may vary over this range from 85 to 80
km.

Varying 8 and frequency have similar effects. In Figures
14 and 15, we show modal structure on the Omega Hawaii
signal propagated along a 204° radial as a function of B
with h' = 87 km for respectively, 10.2 and 13.6 kHz. For
both frequencies, the mode structure increases with in-
creasing B. Modal interference is stronger and more
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Figure 14. Hawaii Signal Amplitude at 10.2 kHz
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Figure 15. Hawalii Signal Amplitude at 13.6 kHs
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complex at 13.6 kHz for any 8. We also show the locations
of two possible measurement sites in close proximity to
thisradial. The spacebetween the magnetic equator and
Swains Island is all open ocean.

From an experiment design viewpoint, several things are
evident from our calculations. First, for a profile (8.3, h'
87 km) which is commonly used to model nighttime
propagation at Omega frequencies, we should not observe
modal effects in the vicinity of Samoa. Either 8 or h' has
to be larger. The best place to make measurements is
within a megameter of the magnetic equator. For fre-
quencies above the Omega band, the modal structure
rapidly becomes very complex, which we interpret to
mean much more difficult to analyze. For each transmit- .
ter, there is an optimum sector of radials for making
measurements. As we showed in Figure 9, the modal
effects are too small until a certain radial is reached.
Further rotation to a more westward equator crossing
improves the measurement potential, but a radial is
eventually reached where modes originating at the trans-
mitter extend into the equatorial zone and mask the
equatorial effects. For Omega Hawaii this occurs around
210/212° depending upon the ionosphere model. From a
very large set of calculations, we have derived the three
most optimum measurement regions which are shown in
Figure 16. While these are the best choices for using
Omega, none are particularly good for site placement or
logistics. Finally, a lot of variables are involved which
leads to a lot of uncertainty. Any bounds that can be
placed on parameters is very helpful in experiment de-
sign. We are now comparing calculations with propaga-
tion measurements to attempt to establish better bounds.

Ionosphere Profile Derivation: We hope to gain
considerable insights into the nature of equatorial mode
conversion phenomenaby studying transequatorial propa-
gation on radials from Omega Hawaii. We are comparing
paths that lie both outside and inside of the conversion
zone. Our first step is to model the nighttime path from
Hawaii to Tahiti using data collected from the Omega
validation program (HILDEBRAND 1989). In Figure 17, we
show measured diurnal phase for four successive days on
three Omega frequencies. We selected this data for two
reasons, it is representative of this path and we have
flight measurements for the night of 13 February.

In Figure 18, we compare Omega hourly PPC calculations
for 10.2 kHz with measurements for these four days. The
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measured phase values are set to the PPC values at 0000
GMT because we have not referenced the measured phase
to the transmitted phase. The PPC model gives no infor-
mation on ionosphere profiles but it does model changes
over time. We note that the predictions fit very well for
the daylight interval between 1800 and 0600 GMT. Dur-
ing nighttime, the measured values vary quite a bit, both
with time and between dates. Particularly for 13 and 16
February, the phase is less than predicted. The PPC
values aid us by providing a good reference for comparing
propagation from night-to-night and for assigning aphase
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velocity. For our comparison, we used LWPC to calculate
the day/night values of phase, respectively selecting the
commonly used values of (8 .3, h' 70 km) and (8 .5, h' 87
km). As noted in Figure 17, the calculated phase values
versus time differ markedly from those measured. Again,
we have normalized the 0000 GMT measured and com-
puted daytime phases. The reference height interval
chosen, 70 to 87 km, gives too large a diurnal change in
phase, by about 20 centicycles. The question is, which
profiles should we adjust, day or night, or both?

To address this question we turn to measurements aboard
aircraft on radials flown from Hawaii. An example of
daytime measurements using three frequencies of a mul-
tifrequency sounder on a 64° radial is shown in Figure 19.
Using a profile of (8 .32, h' 71 km) resulited in a very good
fit. We caution that this is only one sample. Our problem
is that we have very few samples. In Figure 20 we show
a nighttime sample measured on the same radial which
we compare with calculations using a (8 .4, h' 85 km)
profile. We note that the overall fit is reasonably good in
terms of matching the distance interval of signal minima
and the magnitude of the modal structure. This fit is
definitely better than from any of the h' = 87 km profiles
we examined. We also have Omega flight data recorded
on 13 February 1985 on the radial to Tahiti that we show
in Figure 21. We get a our best match to these measured
nulls when a (8.3, h' 85 km) profileis used. However, this
model produces signal levels that are too high for dis-
tances beyond the 1.6 Mm maxima at 10.2 kHz and
correspondingly at progressively greater distances for
the higher frequencies. In Figure 22 we compare a
calculation that gives a better fit tothe databeyond 2 Mm
but which lacks the structure to match the data within 2
Mm. None of our attempts have produced an acceptable
fit to the modal structure in the distance interval from 0
to 2 Mm. We are convinced that the electron density
profile was changing during the course of this flight. A
good indication of this change is the amplitude decrease
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in all signals between 0500 and 0630 GMT as the aircraft
flew toward Hawaii. To explain this data we are goingto
have to undertake a much more complex analysis. We
beliove that this data does support using a reflection
height around 84/88 km. Our other analysis, while not
extensive, also indicates that a reference height below 87
km is needed.
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In honor of this meeting, John Bickel of NOSC provided us
with measurements of NPM Hawaii at 23.4 kHz obtained
on a flight from Hawaii to Samoa and return. We show
this data in Figures 23 and 24 along with our best match
of calculations. Both sets of data show strong and quite
different equatorial zone modal structure as well as other
differences. Clearly different profiles are needed tomatch
each measurement. Our fits are less than ideal, but we
believe the agreement is sufficient to demonstrate that
for both nights the ionosphere height increased with
time. For 29 January (Figure 23), the signal null at 0.8
Mm is best fit using an h' of 84 km. The h' then gradually
increases to a height above 86.4 km by the 4 Mm distance.
For 31 January (Figure 24), the flight started at 4 Mm
where the h' was about 90 km. We estimate that h' was
about 92 km at 1.5 Mm. Both flights spanned most of the
night.
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Analysis Interpretation: We believe that assessment
of equatorial zone modal effects requires the use of a
fullwave VLF propagation computer code along with rep-
resentative geophysical parameters. We find that the
LWPC developed by NOSC is an excellent program. How-
ever, our matches to data often leave much to be desired;
we believe because the ionosphere model in not good
enough. The ionosphere parameters we have previously
used to model transequatorial propagation are largely
derived from mid latitude measurements. Qur analysis
to date suggests that for the paths studied, the ionosphere
gradients (8), need to be increased for both day and night
and thereference height (h"), probably needstobeslightly
raised for daytime and lowered for night. We expect that
with lower nighttime reference heights the ionosphere
gradients will have to increase significantly to explain
measured modal effects. We know from experience in
matching flight data, that to get a close fit the profile must
be adjusted throughout the flight. This implies that we
really need to adjust the profile along the path. Also, we
expect that a much more complex ionosphere profile
shape than the simple exponential will be required to
model the equatorial zone modal structure.

Finally, we are dealing with large amounts of data, both
from measurements and calculations. Interactive com-
puter displays are essential for efficient comparison of
data. The emerging display capabilities and analysis
tools are as important to our progress as the computer
propagation models. Apple computer has recently pub-
lished Macintosh system software called “QuickTime”
that allows us to paste a sequence of computer images
into movie frames and then play the movie either as a
movie or frame by frame. Forward and backward se-
quences can be played. In Figure 25 ab,c,d we show
frames of a movie clip depicting computer amplitude and
phase for a sunset interval. The movie is built by adding
a calculation for the next successive time to the previous
calculations. Parts a and ¢ show the last frame of the
sequence where the transition has been made from full-
day to full-night. Very interesting patterns are produced
over time that can be studied in detail. Partab and d are
stepped backwards to reveal the most pronounced modal
interference. What is most important for analysis, isthat
this clip can be played over and over, stopped at any point,
sequenced frame-by-frame or about any combination

P PRI Vr—Sot N T T FRP e S



7-10

22 BRBRE

Amplitude (dB)

109
90
8
1
&
5
340
3
2
10
0
B

Figure 25. Sunset Transition Along 202° Radial; Hawaii to Samoa at 10.2 kHz

that isuseful. This is a personal computer! We are excited
about what we can do.

We clearly have a lot of learning ahead of us to b able to
interpret equatorial ionosphere dynamics using VLF mee-
surements. With respect to communications modeling,
we expect that it will be much easier to initially explore
ionosphere parameters using Omega frequencies rather
than higher ones.
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Discussion

J.A. FERGUSON (US)
Have you considered the effect of ionospheric structure in the equatorial region?

AUTHOR'S REPLY

We are concerned with two types of structure - profile variation along the path and profile shape
with height. We are in the process of adapting our computer program to study each type of structure. Our
philosophy is to determine if measurements can be explained with exponantial profiles and if not what
structure is needed.

J.H. Richter (US)

In your modeling, you use a simple, two parameter electron density profile and assume horizontal
homogeneity as well as temporal persistence. Is it appropriate to match individual segments of measured
data and relate the profile parameters providing such a match to dynamic ionospheric properties (e.g.,
reference height).

AUTHOR'S REPLY

My use of a two parameters horizontally homogeneous profile is for only initial studies. | am now
adapting the computer program to handle arbitrary profile shapes and variation of profiles along a path.
Two points: (1) the simple model gives information about the need for added complexity. Often the simple
profile fits quite well. (2) my analysis shows that the profile changes with time, i.e. during the night.
However, the changes are sufficiently slow that at any one time the profile likely is about the same along
the path. Exceptions do occur. Matching individual segments to describe an aircraft measurement is
necessary because the flight takes a long time (6 hours). | contend that, if the profile changes are
consistent with a reasonable physical model and, if the model fits "many" measurements, the process is
valid.
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Transient (=10 s) VLF amplitude and phase perturbations due
to lightning-induced electron precipitation into the ionosphere
(the “Trimpi effect”)

A.J. Smith
P.D. Cotton'

J.S. Robertson
British Antarctic Survey
High Cross, Madingley Road
Cambridge CB3 0ET, UK

SUMMARY

This paper describes certain characteristics and statis-
tics of the Trimpi effect, as observed near to and equa-
torward of the Antarctic Peninsula region, inferred using
data from specially designed narrow-band OPAL (Omega
Phase and Amplitude Logger) receivers deployed in 1989
at Faraday and Halley stations, Antarctica. The ampli-
tude and phase of signals from four Omega VLF trans-
mitters were recorded in each Omega segment (8 seg-
ments per 10 s). A 12-month-long data set has been
scanned for Trimpi events which, however, were observed
on only three of the eight paths, namely Hawaii-Faraday,
Argentina-Faraday, and Argentina-Halley, due to inad-
equate signal-noise ratio on the other paths. The great
majority of the ~3500 observed events occurred at night.
For the all-sea Hawaii-Faraday path at night, with a
single mode dominant at the receiver, lightning-induced
electron precipitation (LEP) was inferred to be occurring
up to ~1.8 Mm from Faraday. A scatter plot of Trimpi
amplitude versus phase for this path is interpreted to in-
fer that LEP regions responsible for the events occurred
mostly in the L-range 2-3, with the horizontal size of an
affected region in the ionosphere being typically 50 km
latitudinally and 200 km longitudinally.

1 INTRODUCTION

It is now recognised that interactions between whistlers
(originating in lightning) and energetic electrons trapped
in the earth’s magnetosphere, can cause scattering which
leads to the precipitation of electron bursts into the iono-
sphere, known as LEP (Lightning-induced Electron Pre-
cipitation). The incidence of precipitation bursts with
energies greater than about 40 keV can be detected over a
wide area from ground stations by means of the secondary
ionisation enhancements they produce in the lower iono-
sphere (40-80 km altitude), which in turn cause tran-
sient disturbances to the long-distance propagation of
VLF radio signals. The ionisation enhancements have
been termed lightning-induced ionisation enhancements,
or LIEs (Ref [1]), whilst the propagation perturbations,
which generally occur in both the amplitude and phase
of the received signal, are known as Trimpi events af-
ter their discoverer (Ref [2]). Trimpi events are readily
recognisable from their asymmetric time variation, hav-
ing an onset time of order 1 s (determined by the pre-
cipitation flux time profile) and a recovery time in the
range 10-30 s (determined by ionospheric relaxation time

constants). The magnitude of the perturbations is typi-
cally a few degrees in phase and a few tenths of 2 dB in
amplitude. Perturbations may be of either sign, though
phase advances combined with amplitude decreases are
the most common, as predicted by the simplest model of
increased phase speed under a temporarily lowered iono-
sphere (Ref {3]).

In this paper we briefly note relevant previous work on
the Trimpi phenomenon and describe recently established
VLF ‘imaging’ networks, in which intersecting paths be-
tween widely spaced transmitters and receivers are used
to locate and delineate the precipitation regions associ-
ated with Trimpi events. Results from one such network,
OPALnet, in which Omega transmissions are received in
Antarctica, are presented here. We show the statistics
of the phenomenon in terms of the occurrence as a func-
tion of local time and season, and also the distribution
of signed amplitude and phase perturbations which are
observed. From these observations, inferences are drawn
regarding the size and location of the LIEs giving rise
to the Trimpi events. This report is a only a summary;
full details will be given in a paper to be submitted for
publication elsewhere.

2 OBSERVATIONS OF TRIMPI EFFECTS
The Trimpi effect was first reported nearly 20 years ago
([2]) but has recently been the subject of increasing at-
tention. References to work on the topic prior to 1990
are given in Ref [4].

The importance of the effect is twofold. Firstly it can be
used as a technique for studying LEP which is both a loss
mechanism for the trapped radiation belts and a source of
energy input to the upper atmosphere. Indeed, because
the altitude of the LEP is generally too low for satel-
lite observations (although a few experiments have been
done—see e.g. Ref [5]), VLF measurements of Trimpi ef-
fect seem at present the only feasible technique for the
systematic study of LEP characteristics.

Secondly, as far as the user of VLF transmissions is con-
cerned, the effect is an additional source of lightning as-
sociated noise. Greater knowledge of its properties could
be used as input data when engineering improved VLF
communications or radio-navigation systems.

Much early work on the Trimpi effect used observations
made at a single receiver site, and most experiments ob-

INow at James Rennell Centre for Ocean Circulation,
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served just the signal amplitude and not the phase (see
e.g. Ref [6]). More recently, multi-point receiver networks
have been deployed specifically for Trimpi studies, and
phase as well as amplitude measurements have been more
commonly made. Such networks are increasing in num-
ber and currently exist in North America, Australasia,
Europe, South Africa, and Antarctica.

Inan et al. (Ref [7]) have recently described such a net-
work in North America for ‘imaging’ LIEs. The method
assumes that a LIE will result in a Trimpi event on a
particular received signal only if the transmitter-receiver
great circle path (TRGCP) passes through or very close
to it (Ref [8]). With this assumption, a network of in-
tersecting TRGCPs can be used to map the location and
shape of LIEs over a wide area, including simultaneous re-
gions in opposite hemisphere (Ref [9]). However Dowden
and Adams (Ref [10]), citing theoretical work by Wait
(Ref [11]), bave argued that this geometrical optics ap-
proach is valid only for large LIEs in which the ionisation
enhancement at the edge decrease as a Gaussian func-
tion. (‘Large’ in this context means greater in horizontal
extent transverse to the TRGCP than ~ /As where A
is the radio wavelength and s the transmitter-receiver
distance; this is typically of order ~ 300 km in prob-
lems of practical interest.) Non-Gaussian or small LIEs
can scatter radiation incident upon them, to produce ob-
servable Trimpi events, even when well off the TRGCP;

Adams and Dowden (Ref [12]) have reported such ‘echo’
Trimpis arising from LEP occurring up to 1000 km from
the TRGCP.

Apart from the wide-area networks, Dowden and Adams
(Ref [13]) have also shown the importance of closely-
spaced (less than a wavelength) receiver arrays, in deter-
mining the direction of arrival of the perturbation signal,
as additional information for locating the LIE regions.

3 THE OPALNET EXPERIMENT

OPALnet is a network of OPAL (Omega Phase and
Amplitude Logger) receivers set up in 1989 as a joint
experiment between British Antarctic Survey and the
University of Otago, New Zealand. Figure 1 shows a
map of the network. Seven of the eight globally spaced
Omega transmitters are shown. Receivers were placed
at Faraday (65° 15’ S; 64° 15’ W; L = 2.3) and Hal-
ley (75° 36' S; 26° 36' W; L = 4.3), Antarctica, and
at Dunedin, New Zealand. The map shows a selection
of possible transmitter— receiver paths. Other OPAL re-
ceivers were operated for a time in Norway (Ref [14]) and
Macquarie Island. In this paper we will discuss only the
data collected at Faraday and Halley.

Each OPAL receiver was capable of receiving signals from
four of the Omega transmitters. Those chosen for the
Faraday and Halley receivers are indicated in Figure 1,

[

Figure 1. Map of the OPALnet experiment. OPAL receivers were located at Faraday (FA), Halley (HB) and Dunedin
(DU). During the 12 months beginning April 1989 the Faraday and Halley OPALs each received signals from four of
the Omega transmitters, as shown by the corresponding TRGCPs. Trimpi events were observed only on the three

paths shown as thick lines.
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and were expected to give the highest signal amplitudes
(shorter paths, or paths not crossing the Antarctic ice
sheet). In each Omega segment (8 segments per 10 s),
the average amplitude and phase (relative to a local ref-
erence) were measured and recorded digitally by a host
computer on to floppy disc. The receiver firmware was
programmed with the Omega transmission format and
therefore ‘knew’ which frequency, either unique or one of
the four common frequencies, 0 expect to receive in each
segment. Figure 2 shaws two examples of the data includ-
ing some typical Trimpi events. The events are best seen
in the top panel corresponding to the unique frequency
(12.9 kHz for the Argentina transmitter in this case), be-
cause there are four unique frequency transmissions per
10 s Omega repetition cycle, giving an average time res-
olution of 2.5 s; in contrast, each common frequency is
transmitted in only 1 segment (10 s time resolution).

During the 12 months beginning April 1989, both Hal-
ley and Faraday receivers operated essentially continu-
ously. All the data produced during this period have
been examined for the occurrence of Trimpi events, us-
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ing a combination of visual examination of paper charts
and an automatic searching routine (see Ref [15]). For
each unambiguously identified event (3489 events in all),
the onset time was noted, and the maximum amplitude
and phase excursions seen in the unique frequency were
scaled. Events were seen on only three of the possible
eight paths: those for which the typical nighttime re-
ceived signal amplitude was 2 1 pT rms (300 sV rms),
i.e. Argentina—Faraday, Hawaii-Faraday and Argentina-
Halley. For the effective receiver bandwidth of about 1 Hz
(averaging was done over one Omega segment) and am-
bient noise levels, the signal/noise ratios for these paths
were 2 30 dB. For the other paths observed, Trimpi
events of typical size would not have been detectable
above the noise.

4 DIURNAL/ SEASONAL OCCURRENCE

Figure 3 shows the occurrence of Trimpi events observed
on the Hawaii to Faraday path over the 12-month pe-
riod. Time of year is plotted horizontally and UT verti-
cally. For each hour of each day the corresponding pixel
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Figure 2. Example of data from one of the OPAL receivers. Two five-minute frames are shown, for each of which
is plotted the amplitude and phase variation of the signal from Omega-Hawaii, received at Faraday, for the unique
frequency (12.9 kHz) and the four common frequencies. All panels are auto-scaled and so are not directly intercompa-
rable; the full-scale range for each panel is indicated at the right. Examples of Trimpi events are indicated by arrows
in the top margin; some additional smaller events may also be discerned.
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is grey or black if one or more events were observed, and
is otherwise white. Data gaps are indicated by shad-
ing. It is well known from earlier studies, e.g. at Palmer
(Ref [16]), that events are invariably observed when the
ionospheric region affected by the associated LEP is in
darkness; energies of the precipitating electrons are gen-
erally insufficient to penetrate to the lower effective reflec-
tion height of the daytime ionosphere. This explains the
lack of events around the December (local summer) sol-
stice when the ionosphere above Faraday is permanently
sunlit, and at UTs corresponding to local day-time for
the propagation path. If all LIEs corresponding to ob-
served Trimpis occurred at the same geographic point,
we would expect the day-night terminator for that point,
when plotted on the time-of-year vs. UT plot, to act as
a separatrix beiween occurrence and non- occurrence. In
fact for terminator plots corresponding to all points on
the Hawaii~Faraday TRGCP, the best fit is that shown
in Figure 3 which corresponds to a point 1.8 Mm from
Faraday and 80 km altitude (cf. Ref [17]).

We note in the figure that occurrence is greater at
equinox than winter solstice, and greater post- than
pre- midnight, in agreement with earlier work at Palmer
(Ref [16]). This is thought to be a consequence of
the greater occurrence of lightning whistlers at these
times. Similar results were found for the other two paths
(Argentina-Faraday and Argentina-Halley) except that
in these cases a small fraction of the events (~ 6%) oc-
curred at times when the entire TRGCP was in daylight,
presumably indicative of unusually energetic LEP.

HAW - FA

5 AMPLITUDE AND PHASE OF THE PER-
TURBATIONS
In the scatter plot of Figure 4a, each point represents
for a single Trimpi event the magnitude and sign of the
maximum perturbation of the amplitude (A A) and phase
(A¢) with respect to the unperturbed signal. The 865
events observed on the Hawaii-Faraday path at 11.8 Hz
(the unique frequency) during the 12-month period are
plotted. The bands devoid of points, near to both axes,
represent the limit due to noise. The ratio of the scales on
the two axes is such that lines of slope +0.14 dB/degree
(shown dotted) bisect the four quadrants. In this rep-
resentation, the perturbation phasor (see Ref [18]), i.e.
the perturbed signal phasor minus the unperturbed sig-
nal phasor, is represented in amplitude and phase by
the magnitude and direction of a vector from the origin

(Ref [1]).

The great majority of events (~ 90%) lie in the top left
quadrant, corresponding to phase-advance amplitude-
decrease Trimpi events, though a few lie in the other
quadrants. The problem here involves a subionospheric
signal which effectively consists of a single mode; the
12.3 Mm long all-sea path results in the first mode being
at least 40 dB greater than the second mode at Faraday
at all the Omega frequencies. This, together with the as-
sumption that mode conversion at the LIE is negligible,
allows us to draw some conclusions from the scatter plot
regarding the size and shape of the LIEs giving rise to
the Trimpi events. Corresponding plots for the other two
paths show a similar behaviour.
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Figure 3. Occurrence of Trimpi events observed at Faraday on the unique frequency from Omega-Hawaii, versus UT
and time of year, for the 12 months from April 1989. See text for details.
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Figure 4. (a) Scatter plot showing Trimpi amplitude
(AA) and phase (A¢) for all events seen at Faraday
on the unique frequency from Omega-Hawaii, for the 12
months from April 1989. (b)-(e) Spiral plots of calculated
AA vs. A¢ dependence as a LIE of horizontal dimension
a (along the TRGCP) and a, (transverse to the TRGCP)
is displaced away from the TRGCP. Poulsen’s scattering
algorithm is used (Ref [4]). See text for more details.

6 DISCUSSION

For a simple model in which all LIEs giving rise to Trimpi
events straddle the TRGCP and are large in their dimen-
sion perpendicular to the TRGCP, and in which the LIE
is considered as a region of lowered effective reflection
height and thus increased phase velocity, AA and A¢ will
be negative and positive respectively, and the AA/A¢
ratio will be a constant (—0.48 dB/deg for the NPM-
Palmer case considered by Inan and Carpenter, Ref [3)]).
This is clearly not the case for the present data, so the
above assumptions cannot be valid.

On the other hand, the Dowden and Adams model! of
small scatterers distributed over a range of distances from
the TRGCP (Ref [19]) predicts an equal distribution of
points in all four quadrants (Ref [1]). This is illustrated
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by the model plots of Figure 4b~4e, in which the Ponlsen
et al. (Ref [8]) scattering algorithm is used (see Ref [20])
to estimate the amplitude and phase of a perturbation
due to a LIE of width (transverse to the TRGCP) a and
length (along the TRGCP) of a,, distance 1 Mm from
Faraday. When the LIE is on the TRGCP, the pertur-
bation phasor is in the top left quadrant. The spiral
represents how the phasor changes for a LIE further and
further displaced from the TRGCP (see Ref (19]). For the
circular 150 km LIE, the spiral winds up rapidly, i.e. it
produces Trimpi events only when close to the TRGCP.
For smaller a the wind-up is much slower because the LIE
can fit within a single Fresnel lane (an elliptical annulus
with the transmitter and receiver as foci, within which
all scatterers produce perturbations with phase within
a 180° range, see Ref {1]) up to considerable distances
from the TRGCP, although the size of the perturbation
is smaller unless a; is increased to compensate. For a
statistical sample of Trimpi events from such LIEs, we
would expect a spread of distances frum the TRGCP to
occur, and therefore phasors to be scattered more or less
evenly in all four quadrants.

The fact that the distribution of points in Figure 4a is
as shown, and points lie neither on a line in the top left
quadrant, nor evenly distributed around all quadrants,
coupled with the single mode assumption, implies that
the typical LIE sizes transverse to the TRGCP are com-
parable to that of the first Fresnel lane, i.e. in the case
of the Hawaii-Faraday path about 50-100 km. Note that
for points on the path close to the receiver, where the
TRGCP is roughly east-west, this corresponds approxi-
mately to the latitudinal dimension. The size of the ob-
served events, interpreted by a simple scattering model
as illustrated in Figure 4b-4e, suggests that typical sizes
along the TRGCP (i.e. in longitudinal extent near Fara-
day) are of order 100-500 km. These conclusions are
in agreement with the work of Carpenter and LaBelle
(Ref [6)).

Similar distributions of events in AA vs. A¢ plots were
found for the other two paths. Although for those cases
the interpretation is more complicated, owing to the pos-
sibility that more than one mode needs to be considered,
it seems that a similar interpretation is plausible. Fig-
ure 5 shows the three paths together with the appro-
priate first Fresnel lane for the unique frequencies, and
summarises our conclusions. LIEs giving rise to observed
Trimpi events are inferred, from the results of Section 4,
to occur only south of the points on each path marked
by a cross. In this sector of the path, the typical LIEs di-
mensions transverse to the TRGCP are comparable with
the size of the Fresnel lane width, i.e. 50~100 km. It is
clear that such regions would be unlikely to produce a
response on more than one of the paths. This is con-
firmed by the finding that almost all (> 95%) of events
were non-coincident (not within 5 s) of an event seen on
a different path.

It is interesting to note the differences between the re-
sults reported here for the Hawaii-Faraday path and the
results for NWC (22.3 kHz) to Dunedin reported by Dow-
den et al. (Ref [1]), in which they mostly found small scat-
tering regions well off the TRGCP. Although the path
lengths (12.3 Mm for the former and 5.7 Mm for the
later), and frequencies were somewhat different in the
two experiments, in other respects they were rather simi-
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Figure 5. The three paths on which Trimpi events were
observed, shown with their corresponding first Fresnel
lanes. Corresponding LIEs were inferred from the di-
urnal/seasonal occurrence to lie mostly between the re-
ceiver and the point on the path marked by a cross.
The constant L contours show that this corresponds to
a region with L 2 2 in agreement with previous work
(Ref [6]).

lar, i.e. west-to-east paths all or nearly all over sea, with a
receiver at a similar L-shell (L = 2.3 for Faraday; L = 2.7
for Dunedin). This suggests that the properties of LEP
are probably longitude dependent, which may be related
to longitudinal variations in whistler activity (Ref [21])
and in loss cone angles of magnetospherically trapped
energetic electron populations (Ref [22]).

REFERENCES

1. Dowden, R.L., Adams, C.D.D. and Cotton, P.D., “Use
of VLF transmissions in the location and mapping of
lightning-induced ionisation enhancements (LIEs)”,
J. Atmos. Terr. Phys., 54, 1992, pp 1355-1373.

2. Helliwell, R.A., Katsufrakis, J.P. and Trimpi, M.L.,
“Whistler induced perturbation in VLF propaga-
tion”, J. Geophys. Res., 78, 1973, pp 4679-4688.

3. Inan, U.S. and Carpenter, D.L., “Lightning-induced
electron precipitation events observed at L ~ 2.4
as phase and amplitude pertarbations on subiono-
spheric VLF signals®, J. Geophys. Res., 92, 1987,
pp 3292-3303.

4. Smith, A.J. and Cotton, P.D., “The Trimpi effect in
Antarctica: Observations and models”, J. Atmos.
Terr. Phys., 52, 1990, pp 341-355.

5. Voss, H.D., Imhof, W.L., Walt, M., Mobilia, J., Gaines,
E.E., Reagan, J.B., Inan, U.S., Helliwell, R.A., Car-
penter, D.L., Katsufrakis, J.P. and Chang, H.C,,
“Lightning-induced electron precipitation”, Nature,
312, 1984, pp 740-742.

6. Carpenter, D.L. and LaBelle, J. W, “A study of
whistlers correlated with bursts of electron precipi-

tation near L = 27, J. Geophys. Res., 87, 1982, pp
4427-4434.

7. Inan, U.S., Knifsend, F.A. and Oh, J., “Subionospheric
VLF “imaging” of lightning-induced electron precip-
itation from the magnetosphere”, J. Geophys. Res.,
95, 1990 pp 17217-17231.

8. Poulsen, W.L., Bell, T.F. and Inan, U.S., “Three-
dimensional modeling of subionospheric VLF prop-
agation in the presence of localized D region per-
turbations associated with lightning”, J. Geophys.
Res., 95, 1990, pp 2355-2366.

9. Burgess, W.C. and Inan, U.S., “Simultaneous dis-
turbance of conjugate ionospheric regions in asso-
ciation with individual lightning flashes”, Geophys.
Res. Lett., 17, 1990, pp 259-262.

10. Dowden, R.L. and Adams, C.D.D., “Lightning- in-
duced perturbations on VLF subionospheric trans-
missions”, J. Atmos. Terr. Phys., 52, 1990, pp 357~
363.

11. Wait, J.R., “Influence of a circular ionospheric de-
pression on VLF propagation”, J. Res. NBS, 68D,
1964, pp 907-914.

12. Adams, C.D.D. and Dowden, R.L., “VLF group delay
of lightning-induced electron precipitation echoes
from measurement of phase and amplitude pertur-
bations at two frequencies”, J. Geophys. Res., 95,
1990, pp 2457-2462.

13. Dowden, R.L. and Adams, C.D.D., “Location of
lightning-induced electron precipitation from mea-
surement of VLF phase and amplitude perturbations
on spaced antennas and on two frequencies”, J. Geo-
phys. Res., 95, 1990, pp 4135-4145.

14. Dowden, R.L., Adams, C.D.D., Rietveld, M.T,,
Stubbe, P. and Kopka, H., “Phase and amplitude
perturbations on subionospheric signals produced by
a moving patch of artificially heated ionosphere”, J.
Geophys. Res., 96, 1991, pp 239-248.

15. Hurren, P.J., Smith, A.J., Carpenter, D.L. and Inan,
U.S., “Burst precipitation induced perturbations on
multiple VLF propagation paths in Antarctica”,
Ann. Geophys., 44, 1986, pp 311-318.

16. Carpenter, D.L. and Inan, U.S., “Seasonal, latitn-
dinal and diurnal distributions of whistler-induced
electron precipitation events”, J. Geophys. Res. 98,
1987, pp 3429-3435.

17. Leyser, T.B., Inan, U.S., Carpenter, D.L. and Trimpi,
M.L., “Diurnal variation of burst precipitation ef-
fects on subionospheric VLF/LF signal propagation
near L = 2”7, J. Geophys. Res., 89, 1984, pp 9139~
9143.

18. Dowden, R.L. and Adams, C.D.D., “Phase and am-
plitude perturbations on subionospheric signals ex-




o~ R SN ¢ a2 S KT i e B

[,

- nw

N e iy oy Ml s 30 S < T S ah it ot S Ben B b

A e ot

plained in terms of echoes from lightning-induced
electron precipitation ionization patches”, J. Geo-
phys. Res., 99, 1988, pp 11543-11550.

19. Dowden, R.L. and Adams, C.D.D., “Phase and ampli-
tude perturbations on the NWC signal at Dunedin
from lightning-induced electron precipitation”, J.
Geophys. Res., 94, 1989, pp 497-503.

20. Cotton, P.D. and Smith, A.J., “The signature of burst
particle precipitation on VLF signals propagating in
the Antarctic earth-ionosphere waveguide”, J. Geo-
phys. Res., 96, 1991, pp 19375-19387.

phys. Res., 96, 1991, pp 19375-19387.

21. Smith, A.J., Carpenter, D.L., Corcuff, Y., Rash,
J.P.S. and Bering, E.A., “The longitudinal depen-
dence of whistler and chorus characteristics observed
on the ground near L = 4”7, J. Geophys. Res., 96,
1991, pp 275-284.

22. Bering, E.A., Benbrook, J.R., Leverenz, H., Roeder,
J.L., Stansbery, E.G. and Sheldon, W.R., “Lon-
gitudinal differences in electron precipitation near
L = 47, J. Geophys. Res., 93, 1988, pp 11385-11403.




LIGHTNING-INDUCED EFFECTS ON VLF/LF
RADIO PROPAGATION

by

U. S. Inan and J. V. Rodriguez
Space, Telecommunications and Radioscience Laboratory, Stanford University
Stanford, California 94305
USA

[T

B el R et

A e S e g

P -

e

5 O S L W B e T, . D <k A R

B ]

1. SUMMARY

In recent years, at least two different ways in which energy
from lightning discharges couples into the lower ionosphere
and the radiation belts have come to fore. In this paper, we
briefly review these recent results especially from the point
of view of their effects on VLF/LF radio propagation in the
carth-ionosphere waveguide. We separately discuss two dif-
ferent mechanisms of coupling, namely (i) lightning-induced
electron precipitation, and (ii) lightning-induced heating and
ionization of the lower ionosphere. We also discuss a planned
active VLF wave-injection experiment designed to investigate
ionospheric heating by VLF waves under controlled condi-
tions and to generate ELF waves by modulated VLF heating.

2. LIGHTNING-INDUCED ELECTRON
PRECIPITATION

Many aspects of the physics of Lightning-induced Electron
Precipitation (LEP) have now been relatively well documented,
based on extensive measurements of associated ionospheric
disturbances as subionospheric VLF/LF amplitude and phase
changes [/nan et al., 1990] as well as satellite measurements
{Voss et al., 1984] and theoretical modeling [Chang and Inan,
1985]. The LEP phenomenology and the associated iono-
spheric disturbance is depicted in Figure 1.

The subionospheric VLF method of detection of LEP as-
sociated ionospheric disturbances is illustrated in Figure 2.
VLF/LF signals propagating in the earth-ionosphere waveg-
uide provide a sensitive means for detection of ionospheric
disturbances at altitudes of 60-90 km. At night, the ‘reflec-
tion height’ for VLF/LF waves is ~85 km, so that the sub-
ionospheric VLF signal characteristics (e.g., amplitude and/or
phase) depend most sensitively to conductivity changes (ei-
ther due to electron density or temperature changes) near ~85
km. In recent years, perturbations with a characteristic time
signature, involving rapid onset (<2 s) followed by slower
recovery (10-100 s) (see Figure 4), and referred to as “Trimpi
Events’, have been measured in association with lightning
discharges and/or whistlers [e.g., Burgess and Inan, 1990].
These events have been interpreted as ionospheric signatures
of LEP bursts. Both theoretical {Poulsen et al., 1990] and
experimental work [Inan et al., 1990) indicates that the dis-
turbed ionospheric regions associated with LEP events are in
most cases within <~ 200 km of the perturbed VLF great
circle paths.

An unusually high rate of LEP event activity observed on 23
February 1990 is illustrated in Figure 3, showing individual
events simultancously registered on three different collinear

VLF paths (NLK-HU, 48.5-HU, 48.5-AR). The path nomen-
clature (i.e., NLK-HU) refer to the transmitter (as identified
either by call sign or frequency as listed in Table 1) and the
receiver sites, which in this case are Arecibo (AR), Puerto
Rico, and Huntsville (HU), Alabama. The fact that the NAU-
HU signal is not perturbed is consistent with the disturbed
ionospheric region being located between the 48.5 kHz trans-
mitter and Huntsville (HU), near the perturbed collinear VLF
paths.

Figure 1: Lightning discharge (1) launches a radio atmospheric,
or ‘sferic’ (2), which propagates in the Earth-ionosphere waveg
vide and is often strong enough to be detectable all over
the planet. Enhancements of the plasma above the iono-
sphere, aligned with the geomagnetic field and known as
‘ducts,’” can trap a portion of the sferic energy and cause it
to propagate along a field line to the opposite hemisphere
as a whistler (3). During its journey the circularly-polarized
whistler can interact with gyrating energetic radiation belt
electrons, scattering them in pitch angle so that some escape
from their geomagnetic trap (4). Upon striking the ionosphere,
the precipitating electrons cause significant secondary joniza-
tion (5). Meanwhile, the whistler emerges from its duct and
can be observed, along with the subionospherically propagat-
ing ‘causative’ sferic, with broadband VLF radio equipment
in the opposite hemisphere.

TABLE 1. VLF/LF Transmitters.

Call Sign Transmitter “Frequency Latitude Longitude
NSS USN Maryland Il; % Kz 39°N 7§:’W

NPM  USN Hawaii 234kHz 21N 158°W
NAU  USN Puerto Rico 285kHz I8N  67°W
NAA  USN Maine 240kHz 45°N  67°W

NLK USN Washington 248 kHz 48°N 122°W
USAF Nebraska  48.5 kHz 42°N 98°W
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Data from the National Lightning Detection Network (cour-
tesy of Vince Idone of State University of New York (SUNY)
in Albany) for 0900-1000 UT on 23 February 1990 shows
(Figure 3) an isolated storm center (+'s represent locations of
CG lightning) well south-east of the region of overlap of the
collinear VLF paths as the only thunderstorm active at this
time. Temporal association between some of the lightning
discharges from the storm and some of the VLF perturbations
is used to establish a causative connection, similar to previous
cases studied in detail [Inan et al., 1988b; Yip et al., 1991].
That the storm center is not near the perturbed VLF paths
is consistent with the dependence of the ionospheric distur-
bance location on the availability of magnetospheric propaga-
tion paths (i.e., ‘ducts’) and/or energetic particle distributions
[Yip et al., 1991).

Expanded record of one event shown in Figure 4 illustrates
typical detailed temporal features consistent with whistler-
induced electron precipitation as the causative agent, includ-
ing; (i) ~ 1 s delay between the causative radio atmospheric
and the event onset representing the time-of-travel of of both
the whistler wave and the electrons respectively to and from
the high altitude (equatorial) interaction region, (ii) onset du-
ration of ~1-2 s, representing the duration of the whistler-
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Fi 2: (a) Schematic description of the disturbed iono-
sp%re. (b) Representative electron density profile within the
disturbed region. (c) A typical VLF/LF perturbation signature
of a lightning-induced electron precipitation burst observed on
the 48.5 kHz signal (see Table 1) at Arecibo (AR), Puerto Rico
(see Figure 4 for propagation path). The signal amplitude 4 is
plotted using a linear scale, with A = 0 representing absence
of signal.

induced electron precipitation burst [Chang and Inan, 1985).
The relatively slow (10-100 s) event recoveries are consis-
tent with expected relaxation times for secondary ionization
produced in the D-region by precipitating energetic electron
bursts {Glukhov et al., 1992). While the LEP event signa-
tures shown in Figure 3 are events with negative amplitude
changes, in general both negative and positive changes can
occur [Inan et al.,1990].
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Figure 3: The top three panels show a sequence of events .. -
served on the nearly collinear subionospheric VLF/LF paths
iltustrated in the lowest panel. A thunderstorm center off the
coast of Florida is shown, with the ‘+”s indicating the foca-
tion of cloud-to-ground flashes which were recorded during
0900-1000 UT. All signal amplitudes (A) are plotted in linear
arbitrary units, with A = 0 representing absence of signal.
The largest perturbations on the 48.5-HU signal (third panel
from top) involve ~ 14 dB reduction in amplitude.




In recent years, Stanford University has developed a net-
work of observation sites across the continental United States
and at Palmer Station, Antarctica, which enables the simul-
taneous monitoring of conjugate ionospheric regions as illus-
trated in Figure 5. These observations led to the discovery
that geomagnetically conjugate ionospheric regions are com-
monly disturbed simultaneously (within 1 s) in single light-
ning events [Burgess and Inan, 1990]. A 10-minute sequence
of events observed on 19 April 1990 are illustrated in Figure 6,

1 A 1 2\
0923:30 0924:00 0924:30 UT
Figure 4: Typical temporal signatures of LEP events illus-
trated using an expanded record of one of the perturbations
from Figure 3.

L=3)

NLK
48.5
HU

NPM
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where many VLF/LF paths lying in the northern and southemn
hemispheres are simultancously perturbed. Detailed analysis
[Burgess and Inan, 1992] indicates that for the case shown,
22 individual events were detectable on the NPM-HU path
during the period shown, 21 of which were time-correlated
with 21 out of a total of 23 observed whistlers originating in
northern hemisphere lightning and propagating along the mag-
netic field lines to be observed at Palmer Station (see Figure
1). Expanded record of one of the events and the accompa-
nying whistler are shown in Figure 6. All 21 of the correlated
whistlers were measured to be arriving from the direction of
the NPM-PA signal, indicating that they exited from a duct
located on or near this path. The two whistlers which were
not accompanied with VLF perturbations were determined to
be arriving from directions not overlapping with VLF paths
monitored at Palmer Station.

In terms of the effect of such lightning-induced ionospheric
disturbances on VLF/LF communications, it is useful to note
that event occurrence rates are now known to sometimes
reach >40 events per hour [Inan et al., 1990], with ampli-
tude changes ranging from a fractions of a dB to up to ~ 15
dB, as shown in the 48.5-AR panel of Figure 3. Quantitative
interpretation of the observed VLF/LF amplitude and phase
changes in terms of the altitude profile of enhanced ioniza-
tion and the transverse structure of the disturbed ionospheric
regions must rely on accurate models of VLF/LF propaga-
tion in the carth-ionosphere waveguide. For this purpose, a
new three dimensional model has been developed at Stanford,
which is based on the NOSC LWPC code but which accounts
for the presence of localized disturbances located on or off the
great circle path [Poulsen et al., 1990;1993]. Application of
this model to the NSS-Stanford path for a typical disturbance
located near the middle of the path is illustrated in Figure
7. Future interpretation of data such as that shown here will
rely heavily on the use of this new three dimensional VLF/LF
propagation modeling capability.

3. LIGHTNING-INDUCED HEATING AND
IONIZATION OF THE LOWER IONOSPHERE

Subionospheric VLF perturbations which are clearly associ-
ated with lightning, radio atmospherics have recently been

NAA

48.5
NSS

Figure 5: The great-circle paths of some of the signals monitored in Stanford experiments. The transmitters are listed in Table
1; all other locations are receivers. The right-hand panels show closeups of some of the path segments. The shaded areas
indicate a 2000 km diameter region in the Northern Hemisphere and its geomagnetic conjugate in the Southem Hemisphere,
representing zones which have a relatively high ‘conjugate coverage’ of monitored signal paths.
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Figure 7: Amplitude and phase plots of a signal propagating along the three great circle paths shown for one particular example
of a localized ionospheric disturbance near the NSS to Stanford path. The effective radius of the disturbance in this case was
taken to be ~ 100 km, with its center located 3000 km along the path and at a transverse distance of 100 km from the ‘direct’
path. The lengths of the three paths are given in the center part of the Figure. (Note: not drawn to scale.) {Figure taken from
Poulsen et al., 1993].
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Figure 8: Comparison of the VLF/LF signatures of LEP events and early/fast events. The latter are believed to result from
irect ing and ionization of the lower ionosphere by lightning radiation, as depicted in Figure 9.
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observed and/or whistlers, but which do not exhibit the onset
delay and duration features shown for the 23 February 1990
case . In such cases, the onset of the VLF perturbation was
found to be within <50 ms of the causative atmospheric (i.c.,
an early event) [Inan et al., 1988bland/or the onset duration
has been measured to be <50 ms (i.e., a fast event) [/nan et
al., 1988a]. In Figure 8, the temporal signatures of early/fast
events are contrasted with those of LEP events. Hlustrating
an early/fast event observed on the 48.5-HU path, using an
expanded scale comparable to that used in Figure 4. With the
20 ms resolution available in the data shown, no significant
onset delay or onsct duration is visible. Recovery signatures
of early/fast events usually appear similar to those of LEP
events, with somewhat longer recovery times observed in the
few cases studied. That these events do exhibit 10-100 s
recoveries is strong evidence that enhanced secondary ion-
ization in the D-region is a resultant feature of the physical
process which leads to these unusual signatures. Both the
early and fast aspects of such events are inconsistent with
a high altitude whistler-particle interaction as the causative
agent, and suggest direct upward coupling of lightning to the
overlying ionosphere (Figure 9).

Heating of D-region electrons by the intense radio impulse
from lightning leading to the production of secondary ioniza-
tion [Inan et al., 1991] was proposed as a possible cause of
such events. Such heating and ionization of the lower iono-
sphere by energy from lightning represents a new means of
electrodynamic, thermal and aeronomic coupling of energy
from lightning to the lower ionosphere and is in retrospect
fully consistent with the measured intensities of radio im-
pulses produced by lightning, which range from an ‘average’
of 5 V/m to > 20 V/m (10% of the time) at 100-km distance
[Krider and Guo, 1983]. That lightning-induced ionospheric
heating would lead to an early VLF perturbation is clearly
evident. In cases of individual isolated flashes, the onset du-
ration would be < 100us (i.e., fast); however, longer onset
durations may occur due to multiplicity of flashes.

heating and ionization

|onosphere

9: Depiction of a VLF/LF signal being perturbed due
to an ionospheric disturbance created by direct interaction of
lightning radiation with the lower ionosphere.

The heating process is inherently nonlinear, since absorption
of the wave energy increases the electron temperature which
in turn leads to enhanced absorption (i.e., self-absorption).
The dependence of the amount of secondary ionization gen-
erated via the impact excitation of N; by the heated electrons
is also highly nonlinear [Inan et al., 1991]). While the elec-
tron temperature is increased by factors of 100-500 above the
ambient during the lightning pulse (i.e., 50-100 us), cooling
occurs within 1-10 us of pulse termination. Thus, heating of
electrons is not by itself sufficient to explain the early/fast
subionospheric VLF changes, which do exhibit 10-100 s re-
coveries as shown. The effects of discharge orientation and
radiated electric field on the transverse structure and magni-
tude of the heating and secondary ionization were described
recently using a simple model by Rodriguez et al [1992).

Examples of early/fast VLF events observed in association
with an isolated thunderstorm on 13 March 1987 off the east-
coast were reported previously [Inan et al., 1988b]. One of
these events, evidenced as an amplitude change on the 28.5
kHz signal from the NAU transmitter observed at Lake Mist-
issini (LM), Quebec, is shown in Figure 10. The data from
another narrowband channel (in this case the 24.8 kHz NLK
channel) shows the impulsive radio atmospheric, which can
also be seen on the frequency-time spectrogram below. The
event shown, and two others observed during the period 0000-
0130 UT, were time-correlated with CG flashes detected by
the east-coast lightning detection network [Inan et al., 1988b].
The CG flash which was correlated with the event shown had
an electric field intensity as measured (by the network) at
100-km distance of ~ 30 V/m [Orville, 1991].

The altitude profile and transverse extent of secondary ion-
ization (AN,) produced as a result of heating of lower iono-
spheric electrons by a 30 V/m (at 100-km distance) CG flash
are shown in Figure 11. The theory used to estimate the
structure of the heated region is described by Rodriguez et al.
(1992].

An unusually high rate of early/fast VLF perturbation events
observed on 25 January 1990 is illustrated in Figure 12, show-
ing individual events simultancously registered on three dif-
ferent collinear VLF paths (NLK-AR, 48.5-HU, 48.5-AR),
presented in the same format as Figure 3. The fact that the
NAU-HU signal is not perturbed is again consistent with the
disturbed ionospheric region being located between 48.5 kHz
transmitter and Huntsville (HU), near the perturbed collinear
VLF paths. Data from the National Lightning Detection Net-
work (courtesy of Vince Idone of State University of New
York (SUNY) in Albany) for 0200-0245 UT on 25 January
1990 shows two main thunderstorm centers (+'s represent lo-
cations of CG lightning) one very near the perturbed collinear
VLF paths in central Missouri and another well southward of
the paths in Louisiana. A few other scattered lightning is also
recorded between the two centers.

That these VLF events exhibit early/fast signatres is illus-
trated in Figure 13, where one event is shown with high
time resolution together with the causative radio atmospheric
and associated CG lightning. The signal amplitude in the
23.440.25 kHz channel is used as a measure of radio atmo-
spherics. The second within which a CG flash was recorded
by the network is indicated with CG.

A total of 33 early/fast perturbations were observed during
0200-0245 UT on the 48.5-HU signal, all positive changes in
amplitude. The onsets of 7 out of these 33 events occurred
within 1 second of a CG flash located within < 50km of the
VLF path (i.e., from the storm center ON the collinear paths).
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None of the early/fast events were correlated with lightning
from the Louisiana region. The intensities of the correlated
CG flashes as recorded by the network ranged from 6 to 15
V/m normalized to 100-km distance.

In summary, early/fast subionospheric VLF amplitude changes
provide clear evidence of direct coupling of electromagnetic
energy from lightning to the lower ionosphere. The temporal
signatures of these events are distinctly different from those
produced by lightning-induced electron precipitation (LEP)
bursts. In all cases analyzed so far, lightning associated with
earlylfast events is found to be nearby the perturbed VLF
paths. In contrast, lightning activity associated with VLF per-
turbation signatures of LEP events can often be far away from
the affected VLF paths.

NAUatLM 13 Mar 87
2% 1

001505 owis:10uT
NLK at LM 13 Mar 87
at 3 1 20H: woavg
4
®FSR

0015:01 UT

Figure 10: An example of a VLF/LF signature of lightning-
induced ionospheric heating and ionization. The observation
shown was made during an isolated thunderstorm off the east
coast of the United States, as represented by the cloud-to-
ground (CG) lightning discharges shown as +’s in the upper
left corner. The lightning data was recorded by the SUNY-
Albany lightning detection network. The data display on top
shows an individual perturbation event on the 28.5 kHz NAU
signal received at Lake Mistissini (LM), Quebec. The vertical
axes show signal strength (A) in linear arbitrary units, with
A=0 representing absence of signal. The lower panel shows
the signal intensity in the 24.8 kHz (NLK) channel, which
shows the signature of the impulsive radio atmospheric from
a cloud-to-ground lightning discharge recorded by the net-
work during the same second [/nan et al., 1988b). The lower
panel shows a 0-10 kHz dynamic spectrogram of the causative
spheric originating in the CG flash.
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Spatial variation at 94.5 km of AN, due to
a vertical discharge of Ey00 = 30 V/m
13 Mar 87, 0015:04 UT
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Figure 11: Structure of the ionospheric region disturbed by
the CG flash displayed in Figure 10, estimated in the same
manner as described by Rodriguez et al. [1992). The lower
panels show the altitude profile of temperature T, and colli-
sion frequency v on the left and electron density N, on the
left. Result shown is for a single ionization cycle; up to 10~
15 cycles are expected to occur during a typical 50 us long
lightning radiation pulse [Inan et al., 1991].

If such intense heating of the ionosphere by lightning radiation
does indeed occur, as suggested by the data displayed here, a
natural consequence would be the excitation of optical emis-
sions from the D-region due to impact of the heated electrons.
First quantitative estimates of optical emission intensities in-
dicate that many spectral lines would be excited well above
detectable levels, although the duration of the more intense
emissions (e.g., first positive of N2) are short (50-100 us)
[Taranenko et al., 1992b].

4. AN ACTIVE VLF WAVE-INJECTION
EXPERIMENT USING THE NAA TRANSMITTER

The first hint that the early/fast VLF/LF events observed in
association with lightning may be due to heating of the lower
ionosphere was revealed in the context of a controlled ex-
periment in which man-made VLF waves were found to pro-
duce detectable ionospheric heating [/nan, 1990; Inan et al.,
1991]. In an effort to further investigate VLF heating under
controtled conditions, and to study the possibility of genera-
tion of ELF waves by modulated VLF heating, Stanford Uni-
versity plans to conduct an active wave-injection experiment
using the NAA facility at Cutler, Maine, as described in Fig-
ure 14a. Stanford equipment has already been deployed at
Gander, Newfoundland, and is operating continuously moni-
toring various VLF transmitter signals, including the 21.4 kHz
signal from the NSS transmitter in Annapolis, Maryland.
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Figure 12: The top three panels show a sequence of early/fast
events observed on the nearly collinear subionospheric VLF/LF
paths illustrated in the lowest panel. Simultaneous lightning
activity is also shown, with the ‘+”s indicating the location
of cloud-to-ground flashes which were recorded during 0200-
0245 UT. All signal amplitudes (A4) are plotted in lincar arbi-
trary units, with A = 0 representing absence of signal.
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Figure 13: Expanded record of one of the events shown in
Figure 12. The lower panel shows the radio atmospheric
intensity in the 23.4+0.25 kHz band. The associated radio
atmospheric was found to be time cormelated with a CG flash
occurring during the same second.

Subject to arrangements with the U.S. Navy, plans are to op-
erate the NAA transmitter with specialized formats (typically
ON/OFF at ULF (secs) and ELF (10s of milliseconds) rates)
for up to 15-30 mins per night. The signatures of heating
would be detected as cross-modulation on the NSS signal at
Gander. Depending on the size of the heated region, weak
effects may also be measured on other signals due to off-
great-circle-path scattering. A first estimate of the heated re-
gion size, calculated using the model described by Rodriguez
et al [1992] is shown in Figure 14b. The asymmetry of the
transverse structure of heating.is due to the dependence of the
heating on the magnetic field [/nan et al., 1992).

Modulation of the VLF heating at ELF rates might lead to
the generation ELF waves through auroral current modulation
similar to that which commonly occurs in HF heating experi-
ments [Barr and Stubbe, 1992). There is some theoretical evi-
dence that VLF heating might be more effective in generating
ELF than HF waves [Taranenko et al., 1992a). To investi-
gate these possibilities the NAA heating experiments will be
closely coordinated with ELF receivers at various sites, such
as New Hampshire, Connecticut, Newfoundland, Alaska, and
Europe.

Acknowledgement
This rescarch at Stanford University was supported by NSF
grants DPP90-20687 and ATM91-13012 and by ONR grants

N00014-82-K-0489 agd N00014-92-J-1579. J. V. Rodriguez
was supported by a NASA GSRP Fellowship. We appreciate
Bill Burgess' help with some of the Figures.



A o S g

o

h =788 km — max =~ 1.76

Figure 14: (a) An ionospheric heating experiment with the
powerful (1 MW radiated power) NAA transmitter in Cut-
ler, Maine, operating at 24.0 kHz. A VLF receiver in Gan-
der, Newfoundland is used to measure the signal from the
NSS transmitter (21.4 kHz), the great circle path from which
passes through the heated region. Other signals not going
through the modified ionosphere (e.g., NLK kHz and NAU)
are used for control. The NAA transmitter would be keyed
with special formats (subject to arrangements with the U. S.
Navy) for specific periods each night. A similar experiment
with the less powerful (0.1 MW radiated power) 28.5 kHz
NAU transmitter in Puerto Rico led to the first observation of
detectable heating of the nighttime D-region by VLF signals
from a ground based source [Inan, 1990a]. (b) The structure
of the ionospheric region to be heated by the NAA transmit-
ter, estimated in a manner similar to that described by /nan et
al. [1992).
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Discussion

SMITH

COMMENT. You have pointed out that for the propagation perturbations associated with lightning
induced precipitation the location of the lightning can be well separated for the location of the
perturbed region of the ionosphere. For the events with no delay following the radio atmosphere,
ascribed to heating, you would expect the disturbed ionospheric region to be approximately co-
located with the causative lightning. Have you verified this, in support of your interpretation and if so,
what was the result?

AUTHOR'S REPLY

We have very few cases of these direct coupling results that are well studied: for two of these cases,
the thunderstorm is indeed directly under the affected VLF paths; for other cases, we have just
recently received the lightning data and have not yet checked. I agree that we would expect the
lightning induced disturbance in these cases to be within 100-200 km of the VLF paths.

ALPERT

COMMENT. The heading of the ionosphere by the elastic field produced by an atmosphere in the
frequency band F ~ 5 - 10 KHz is indeed very large. Thus your idea about the "ionization" of the
inosphere (D or E layers) is indeed a good idea. By our you have done these complicated calculations,
taking into account the velocities V) V; Vp, and the diffusion frequencies ny, n;, oy, to calculate the
temperatures Ty T; Ty, ?

AUTHOR'S REPLY

We have the Budden and Maslin {1974, 75,76] models for heating and used a full magneto-ionic
model and a slowly varying (WKB) formulation to calculate the electron temperature T). We have also
looked at using the Sen and Wyler corrections to nj, but have found that the correction needed is
small. For the parameters involved, DT}, , DT; is very small; we have only calculated DT , but using
a full model (Appletar Havtree) for the refractive index. The imaginary part of refractive index is €.
We find ivC/. to be nearly independent on frequency in the range 100 Hz to 100 KHz.

. B v~
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SUMMARY

Low frequency (30 - 300 kHz) radio waves can propagate to
great distances with little attenuation in the cavity formed by
the earth and the ionosphere. Because of the relatively high
frequency at LF, many active propagation modes can occur
between the transmitter and receiver. Changes in the
ionospheric conductivity or reflection height can influence the
phase and amplitude of these modes and, hence, produce
mutual interference. Because of these inference effects, the
propagation is less stable than at VLF and the received field
strength becomes more difficult to predict. In the present
investigation, the WAVEHOP program [1] has been
employed in conjunction with a range of ionospheric models
to estimate the receiver field strength over a number of
experimental paths. The predicted values have been
compared with those measured in an attempt to validate the
ionospheric models and the method of calculation.

1. INTRODUCTION

As the result of previous work (Jones and Mowforth [2]),
several computer programs were available for the calculation
of the field strength of VLF and LF signals as a function of
distance from the transmitter. Although the theory of the
propagation is well defined, considerable uncertainty exists
concerning the ionospheric electron density variation with
height to which the analysis is applied. It is well known that
the lowest region of the ionosphere (the D-region) plays a
dominant role in the propagation of VLF and LF radio waves.
However, it is extremely difficult to measure the electron
density distribution of this layer due to the very low values of
the electron density and the relatively high electron collision
frequency. The electron density distribution is known to
change appreciably with time of day and season and at high
latitudes can also be influenced by geomagnetic storm
activity.

In order to validate the theoretical modelling work, receiving
equipment was deployed at a number of locations world-wide.
The amplitudes of several LF transmissions were observed
over a period of more than a year at Aberdeen, Scotland and
at Tromsg, Norway, and over shorter periods at Clyde River,
Baffin Island, Canadian North West Territories and at
Gibraltar. The data from these receiving sites provided an

indication of the received field strength as a function of time
of day and season at a number of frequencies within the band
of interest. It must be emphasised, however, that all the
measurements are for fixed, though differing, ranges. No
attempt was made to measure the field strength variation as a
function of distance (i.e. the Hollingworth pattern).

Several features are apparent in the amplitudes of the received
signals which are found to be related to the solar zenith angle
and to the time of year. WAVEHOP calculations of the signal
mode structure for a number of ionospheric models provided
an estimate of the expected signal strength and these resuits
are compared with the experimenta] data in order to assess the
validity of the model calculations.

2. SIGNAL STRENGTH CALCULATIONS

2.1 The WAVEHOP program

The WAVEHOP program {1] calculates the amplitude and
phase of the vertical electric field on the Earth’s surface as a
function of distance along the propagation path (assumed to
be along the great circle), given a ground-based source of
vertically polarised radio waves of known frequency in the
VLF or LF bands. The Earth is assumed to be a smooth
sphere with known values for the electrical conductivity and
dielectric constant and the ionosphere is assumed to be
concentric with the Earth and to have known reflection
properties. The vertical clectric field at the receiver due to a
vertically polarised source is the vector sum of several
components which travel via different paths to the receiver.

Before the WAVEHOP method can calculate the field
strengths, the reflection coefficients of the ionosphere must be
determined. These coefficients depend on the height profile
of the electron density, the magnetic field parameters
(strength, dip angle, azimuth relative to the direction of
propagation), the signal frequency, the collision frequency
and the angle of incidence. At the frequencies of interest, the
ionosphere can change significantly within a path length of
one wavelength, therefore a full wave solution is required in
order to calculate the reflection characteristics of the
ionosphere. The theory has been developed by Wait [3],
Berry (4] and Berry, Gonzalez and Lloyd [5), and the
propagation characteristics of the wave hops are discussed by
Berry {4, 6] and Johler [7). The WAVEHOP program as
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described by Berry and Herman [1] adopts a formula for the
reflection height which is correct for high angles of incidence
on the ionosphere, but at lower angles of incidence,
corresponding to shorter transmission paths, greater accuracy
is achieved when the reflection height is calculated from the
angle of incidence by the method of stationary phase [8, 9].

The WAVEHOP program has the major limitation that it
assumes that the geophysical parameters remain constant over
the full length of the path. This is not, in general, the case.
For example, the electron density profile is likely to vary over
the length of the path due to several causes including, for
example, sunrise/sunset effects and changes in latitude. It
should be noted that large variations in the electron density
will occur in the high latitude auroral regions. Furthermore,
the ground conductivity will vary as the signal propagates
over different types of terrain (e.g. land, sea, ice, etc.) and
local geological discontinuities will also have an affect on the
signal strengths. To rectify these limitations would involve
comparatively major modifications to the program code,
however it is possible to obtain useful information from the
program provided these limitations are clearly understood.
One of the aims of this investigation was to compare
measured signal strength variations with values calculated by
the WAVEHOP program in order to quantify the limitations
referred to above.

2.2 Interpretation of WAVEHOP results

The WAVEHOP program calculates the amplitude and phase
of the vertical electric field at the receiver for each of several
propagating modes (ground wave, 1-hop skywave, 2-hop sky
wave, etc.) as a function of distance from the transmitter. A
typical example of the amplitudes calculated for a test path is
presented as the first frame of Figure 1, where the amplitude
of the ground wave is represented by a solid line and the
amplitudes of the sky waves as dashed lines (1-hop skywave
is represented by the least broken dashed line).

These modes are then combined as a vector sum to give the
overall amplitude of the signal as a function of the distance
from the transmitter. The results of this calculation for the
test signal are presented in the second frame of Figure 1.
Close agreement between measured and theoretical values at
VLF frequencies have been reported by other workers (e.g.
Campbell, Jones and Burgess [10]). However, at LF the
wavelength is shorter (4 km at 75 kHz) and the predicted
phase values are therefore expected to be less accurate than at
VLF, resulting in significant errors in the vector sum. The
amplitude dependence on the mode phases is illustrated by
calculating the mean, the maximum and the minimum signal
strengths which can be produced from a summation of the
propagating modes (see frame 3 of Figure 1) when their
phases are varied. Also shown on this diagram are the

" maximum and minimum amplitudes which can be produced

when a 16 dB error in the prediction of the sum of the
amplitudes of the secondary modes is included.

3. EXPERIMENTAL MEASUREMENTS

3.1 Experimental arrangement

A receiving system was developed which could measure and
record in digital form the signal strength at any given
frequency in the range 10-200 kHz. The system was based

around an HP3561A dynamic signal analyser (an FFT
analyser) for signal measurement and an HP85B desktop
computer for control of the analyser and for recording the data
for subsequent analysis. The antenna was a vertical active
whip mounted well clear of local obstacles, either on the roof
of a building or on top of a mast. The instrument was
calibrated in signal strength by comparison with the output of
a Rohde and Swartz ESH 2 signal strength meter monitoring
the same "off air" signal. Good linear agreement was
achieved between the two systems when both antennas were
located on a clear site (see Figure 2).

Measurements were made at four receiving sites during the
course of these experiments. The two main sites were at
Aberdeen, Scotland and at Tromsg, Norway, with additional
sites operational for shorter periods at Gibraltar and Clyde
River, Canadian North West Territories (see Table 1 for
periods of operation). The principal transmissions monitored
covered the frequency range 57.7 kHz 1o 81 kHz with path
lengths well spread between 46 km (Aberdeen - Crimond) and
2654 km (Tromsg - Geneva). The locations of the transmitter
and receiver sites are given in Table 2 and the frequencies and
path lengths in Table 3.

Table 1. Periods during which the receiving sites were
operational.

Aberdeen 4 February 1987 - 22 September 1988
(from 4 February 1988 for signals below
57.7 kHz)

Clyde River | 21 July 1988 - 7 August 1988

Gibraltar 22 March 1988 - 26 May 1988,
10 January 1989 - July 1989.

Tromsg 4 - 12 March 1987.

7 June 1987 - 18 June 1988

(from 13 March 1988 for signals below
57.7 kHz)

Table 2. Geographic co-ordinates of the LF sites

Location Latitude Longitude

Receivers Aberdeen 57.20°N 2.10°W
Clyde River | 70.27°N 68.22°W
Gibraltar 36.12°N 537°W
Tromsg 69.67°N 19.00°E

Transmitters | Brest 48.42°N 4.23°W
Criggion 52.72°N 3.07°W
Crimond 57.60°N 1.92°W
Denmark 54.37°N 9.47°E

Geneva 46.40°N 6.25°E
Inskip 53.43°N 2.78°W
Rugby 52.37°N 1.18°W

Trondheim | 63.78°N 11.38°E




Table 3. Distances from each LF transmitter to the receiving sites.

Frequency Location Aberdeen Tromsa Gibraltar Clyde River
57.700 kHz Trondheim 1037 km 733 km 3241 km
60.000 kHz Rugby 541 km 2187 km 1839 km 3871 km
61.835 kHz Inskip 422 km 2119 km 3715 km
65.800 kHz Brest 988 km 2765 km 1372 km 4151 km
68.000 kHz Crimond 46 km 1765 km 2405 km 3355 km
68.900 kHz Denmark 789 km 1765 km 2330 km 4041 km
73.250 kHz *Criggion 503 km 2199 km 3773 km
75.000 kHz Geneva 1391 km 2654 km 1605 km 4776 km
81.000 kHz Inskip 422 km 2119 km 1938 km 3715 km

* This transmission was from Rugby until 13 March 1987.

The principal aim of this study was to test the effectiveness of
the WAVEHOP program in predicting the expected field
strength for a range of paths and frequencies and in particular
to establish the effectiveness of various ionospheric profiles.
In order to minimise the affect of changes in ground
conductivity over the length of the path, most measurements
were for signals propagating over sea and damp soil
(assuming that European ground may be so categorised).

3.2 Observations

As a typical example of the results the amplitude of the
57.7 kHz signal from Trondheim, Norway measured in
Aberdeen is reproduced in Figure 3. In this plot the signal
amplitude is displayed as a function of (a) time of day along
the x-axis and (b) day number from the start of 1987 (1
January 1987 is represented as day 1) along the y-axis. The
amplitude level is represented by a grey scale on a logarithmic
(decibel) scale relative to the mean signal amplitude observed
throughout the entire data set. Periods when data are not
available are indicated as white and periods when the signal
amplitude is very low (e.g. during transmitter off periods) as
black.

As expected, the effects of the changing solar zenith angle and
the consequent changes in the electron density profile are
clearly evident in the amplitude data. The seasonal change in
the day/night transition are particularly evident, as are the
differences between day and night time signal amplitudes.
The data of Figure 3 have been re-plotted in Figure 4 to
illustrate the dependence of the signal amplitude on solar
zenith angle. To distinguish between the pre-noon and post-
noon periods on the plots, the zenith angles during the
moming period are indicated as negative values (i.e. the
zenith angle has been multiplied by -1). This is done only to
separate pre- and post-noon data and does not imply any
physical significance. The lasgest signal levels occur at night
time, during which time there are marked fluctuations in
signal strength. In general the night time signal levels exceed
those observed during the daytime. The daytime signal level
exhibits a solar zenith angle dependence. The signal is
weakest during the summer noon period, at which time it is
approximately 12 dB less than the night time value. Marked
changes in signal level are associsted with the dawn/dusk
transition periods when strong mode interference effects take
place as a result of the rapid change in the electron density
height distribution at this time.

Data for some of the other transmissions monitored at
Aberdeen are reproduced in a similar format in Figures 5 to 7.
The most significant feature of these plots is the rapid change
in signal amplitude during the morning at a solar zenith angle
of approximately 98°, corresponding 1o sunrise at an altitude
of about 60 km. This is a well known feature of VLF/LF
propagation which was first reported in the literature by Bain,
Bracewell, Straker and Westcott [11]. The corresponding
effect at sunset is not as pronounced since the transition takes
place over a longer period. Several other features of the data
set also have a pronounced zenith angle dependence, for
example the low amplitude observed on the Trondheim -
Aberdeen path at 2enith angles of less than about 90° during
the summer months and the deep fade observed on the Geneva
- Aberdeen path at zenith angles of approximately 95°.

Seasonal changes are also evident in the data. For example,
the Brest - Aberdeen and Geneva - Aberdeen signals display a
marked fade at zenith angles of around 60° and 50°
respectively during the first half of the year, whereas this
feature is not reproduced during the latter half of the year.
This difference is probably related to the change in the
geometry of the propagation path relative to the dawn/dusk
line. It could also involve the winter anomaly which occurs
after the Autumn equinox in the lower D-region electron
density distribution. The variation of signal amplitude with
the time of day for two of the transmissions (Brest 65.8 and
Geneva 75.0 kHz) received at Aberdeen are reproduced in
Figures 8 and 9. Deep slow fading is observed on these
signals, particularly during the night, which suggests that
phase changes between the component modes are producing
interference.

The marked modal interference effects at dawn and dusk are a
major feature of the diurnal signal strength variation. The
number and depth of the signal minima depend on the signal
frequency and path length, It is essential that any prediction
method correctly reproduces the signal amplitude variations
particularly during the transition period. The WAVEHOP
program cannot predict short term amplitude changes since
only slowly varying models, depending on the solar zenith
angle, are considered. Minor changes in the electron density
profile will change the relative phases between the component
modes, thus it is extremely difficult to model the amplitude
fluctuations due to fading. It is, however, possible to estimate
the highest (all modes in phase) and lowest (strongest
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interference) amplitude limits that might be expected for a
particular propagation path from any given ionospheric
model. Slowly varying features dependent on the zenith
angle, particularly the dawn/dusk transition, should be
reproduced by the model calculations.

The data collected at Tromsg are for a much shorter observing
period than at Aberdeen but it is clear from the data available
that very similar features are present at both sites. There are
differences in absolute signal magnitudes and also in some
detailed features of the diurnal and seasonal variations.
However, the overall propagation patterns are similar at the
two sites.

4. INTERPRETATION OF THE OBSERVATIONS

In this section the experimental measurements of signal
amplitude over a number of fixed paths are discussed in terms
of the predicted values as calculated by the WAVEHOP
program. Uncertainties in radiated power, antenna polar
diagrams, local conditions around the transmitter and receiver
and other factors make it extremely difficult to compare a
measured absolute field strength with a calculated value, even
for a fixed transmitter and receiver. The theoretical work has,
therefore, been confined to attempts to calculate the diunal
and seasonal variations of average field strength and the
variability (fading range) of the signals. Field strength
calculations from ionospheric models have been made at VLF
with considerable success [10] and a similar procedure has
been followed here at LF. The analysis presented in this
section has been undertaken with the WAVEHOP program
and a series of ionospheric models proposed by Bain
(unpublished) which include a dependence on the solar zenith
angle.

Discussion of the data has been confined to the measurements
recorded at Aberdeen since these are the most complete and
those from the other receiving sites exhibit similar features.

4.1 Day - night changes

The night-time signal levels are greater than those measured
during daytime for all seasons. Moreover, the average night-
time value is approximately constant throughout the year,
unlike the daytime signal strength which changes markedly
with season. The night-time signal does, however, fluctuate
over short time scales with fading of up to about 20 dB
present on most of the paths (see Figures 8 and 9). The fading
period is very variable but the signal is unlikely to remain
constant for more than one or two hours. This behaviour
results from the low ionisation values present during the
night-time and the consequent sirength of the lower order
modes. Small changes in the electron density profile change
the phase relationship between the modes which consequently
induce strong mutual interference and hence fading’ in the
tota) received signal. A comparison of the calculated day and
night-time mode amplitudes is given in Figure 10 which
confirms the strong propagation of the higher order modes
during the night-time at distances greater than about 800 km.

The calculated field strengths of Figure 10 also indicate that
the night-time values exceed those obtained from the daytime
model (see Figure 1). This is confirmed by the experimental
results, although the magnitude of the change depends on
frequency and on the path length.

42 Diurnal variations

The daytime signal strength depends on the solar zenith angle.
For individual days this control is not very strong and the
daily changes are dominated by the strong modal interference
which occurs at sunrise and sunset (discussed later).
However, the seasonal changes are very much in evidence
with summer values, some 6 dB smaller than those observed
in winter for the Aberdeen - Trondheim (57.7 kHz) path.
Similar changes are noted on the other paths monitored,
although the weakest signals are not always recorded at
summer noon. For example, the Aberdeen - Brest (65.8kHz)
path, the weakest signals are recorded in Springtime (see
Figure 5) and this is a consequence of the modal structure for
this path produced by the ijonospheric electron density
distribution at this particular time of day and season.

43 Dawn - dusk transition

A feature of all the LF signals monitored is the strong modal
interference that occurs at sunrise and sunset. This produces
major changes (often >30 dB) in signal levels and can
therefore greatly influence system performance. The dawn
transition takes place over a short time interval (<1 hour)
whereas the dusk transition is less abrupt and the change in
signal amplitude occurs more slowly (see, for example, the
57.7 kHz Trondheim - Aberdeen signal illustrated in
Figure 4). Strong modal interference is present on the
Aberdeen - Brest (65.8 kHz) transmission. Again, the dawn
transition occurs very quickly and is well defined. The dusk
transition is less well defined, particularly in winter. The
modal interference produces signal maxima and minima at
dawn at the equinox. Two minima and a maximum occur at
dusk during summer. A detailed study of these changes has
been undertaken for a typical period in summer and winter.
The measured changes in signal level are compared with those
obtained from the WAVEHOP program for the appropriate
frequency, path length and ionospheric model as indicated
below.

4.4 Summer conditions

Models of the electron density height profile for summer have
been developed by Bain (unpublished). These models can be
evaluated for any value of the solar zenith angle (%). The
mode structure to be expected for each of the experimental
paths monitored have been evaluated from these summer
profiles by means of the WAVEHOP program. The mode
structure for the Trondheim - Aberdeen path is reproduced in
Figure 11 and the average of measurements on five summer
days in Figure 12. The marked difference measured between
the night and daytime signal levels are well reproduced in the
modelling results. The calculation indicates some modal
fading at sunrise and sunset which is not evident in the
measured values. A similar comparison is made for the
Denmark - Aberdeen path in Figures 13 and 14. Here the day
and night signal levels are approximately equal, a feature well
reproduced by the model cslculations. Some modal
interference is present both at sunrise and sunset, the sunrise
feature being less in evidence on the observed values
(Figure 14). For the Geneva - Aberdeen path, appreciable
difference between day and night-time are observed as are
strong interference minima at sunrise and sunset (see
Figure 16). All these features are well reproduced by the
calculated values reproduced in Figure 15. Similar good
agreement between the calculated and measured behaviour is
obtained for the Brest - Aberdeen path (Figures 17 and 18).

e o e A



4.5 Winter conditions

The winter electron density profiles [12] are available for a
restricted number of zenith cycles only (x = 75°, 85,° 94,°
95,° 96° and 100°). A comparison of the calculated and
measured field strength for winter conditions is presented in
Figures 19 and 20. Significant differences are evident
between the day and night values. However, there is no
strong modal interference for this path. Similar behaviour is
observed on the Denmark - Aberdeen path on which the
sunrise/set model effects are relatively weak (see Figures 21
and 22). For the Geneva - Aberdeen and Brest - Aberdeen
paths (see Figures 23 to 26), modal effects are clearly evident
in the experimental data during the morning transition. The
time resolution of the theoretical models is not sufficient to
reproduce these effects clearly, although there is some
evidence of amplitude fluctuations especially in the modelling
for the Brest - Aberdeen path. The relatively small change in
amplitude from day to night is well reproduced by the model
calculation.

5. CONCLUSIONS

The propagation of low frequency waves in the earth-
ionosphere waveguide is characterised by modal interference
for propagation paths greater than about 500 km. These
interference effects are clearly observed at sunrise and sunset
when marked minima in signal strengths are evident. These
features occur at the same zenith angle throughout the year,
which indicates that propagation conditions are sufficiently
stable to produce mutual interference between the modes from
the appropriate ionospheric model. This is an important
conclusion which allows the expected signal levels to be
predicied with a high degree of certainty. At night-time the
propagation is less stable and small changes in modal
structure resulting from changes in the depleted night-time
electron density, produce interference leading to fluctuations
in signal amplitude with time scales of one hour or less.
These ‘fading’ effects make prediction of the expected signal
strength at any given time difficult. It is, however, possible to
provide an average night-time value from the model
calculations.

During the daytime there is little change in signal level.
However, the daytime signal exhibits a marked seasonal
dependence with the winter values approximately 6 dB greater
than those measured in summer. For some of the paths
monitored the minimum signal levels occur during the
equinox period and it is suggested that this is a consequence
of the modal structure produced by the equinox electron
density distribution for those particular paths on which the
effect is observed.

The changes between day and night signal levels are well
reproduced by the modelling studies and clearly the models
can be employed for system design applications. The models
can also predict the strong modal effects which occur at both
sunrise and sunset for summer conditions. These features are
less evident in the winter observations. The winter models are
restricted to a limited number of time periods and the time
resolution available is insufficient to accurately reproduce the
weak modal effects. The models do, however, reproduce the
measured day to night changes in signal level.

It is evident that the signal strength prediction based on the
WAVEHOP program can reproduce all the main features of
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the measured data. The calculation of the absolute field
strength is probably not possible due to uncertainties
regarding transmitter power, antenna polar diagrams etc. The
success obtained in predicting the relative change in signal
level does, however, have considerable practical benefit in the
design and operation of LF communications systems.
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ELF PROPAGATION IN DEEP AND
SHALLOW SEA WATER

C.P. Burke
D. Llanwyn Jones
Physics Departiment, King's College,
London, U.K. WC2R 2LS

ABSTRACT

In this paper electromagnetic wave propagation at Ex-
tremely Low Frequencies (ELF) in deep and shallow
sea water is considered. The term ‘ELF’ is used here
somewhat loosely to refer to the frequency band 0-3
kHz. The radiation source is considered to be located
in the sea water and is taken to be a horizontal elec-
tric dipole (HED) or a vertical electric dipole (VED).
For the deep water case, a comparison is made be-
tween results computed using complex image theory
and results calculated using the full Sommerfeld inte-
gral fortnulation. Both these formulations include the
lateral waves which propagale along the air-sea inter-
face. Moving on Lo the case of shallow water, there
are two lateral wave modes of propagatlion - lateral
waves which propagate on the sea surface and along
the seabed. These modes are included by numerical
evaluation of the Sommerfeld integrals which appear
in the complete solution. We also compare the rela-
tive efficacy of sub-surface horizontal electric dipoles
and vertical clectric dipoles as radiators. For the case
of zero frequency (dc}, the Sommerfeld integrals simn-
plify considerably enabling the ficlds to be evaluated
as the sums of infinite series. This dc forinulation leads
to much reduced computation time. Finally, the ef-
fects on propagation of long-wavelength water gravity
waves or tides on the surface of the sea are examined
by considering these waves as a perturbation to the
sea-air interface.

1. INTRODUCTION

Electroinagnetic wave propagation in layered or strat-
ified media has been of continued research interest
since Sommerfeld’s [1] initial pioneering work. Early
applications tended to concentrate upon propagation
in the Earth-ionosphere waveguide. llowever, some
workers, e.g. Wait [2], also examined problems of in-
terest in subsurface geophysical probing. Others, such
as Weaver [3] and Seigel and King [4], were concerned
with propagation in sea water. Owing to the attenuat-
ing nature of sea water, ELF is the most suitable radio
band for communication involving subsurface paths.
Bannister (5,6), building upon asymptotic expansions
due to Wait (7], has developed an approximate theory

for calculating the electromaguetic fields in deep sea
water, where the effects of Lthe lower (seabed) interface
can be neglected.

In this paper we explore the accuracy of Bannister’s
complex image theory by comparing the fields calcu-
lated using Bannister’s equations with those computed
using the full Sommerfeld integrals for the deep sea
waler situation. Complex image theory (CIT) has the
advantage of allowing the propagation path to be in-
terpreted in simple physical terms but it is not a ‘full-
wave’ formulation.

Moving on to the case of shallow water, we compare
the propagated fields for sources situated close to the
sea-air interface with those for sources situated close
to the sea-seabed interface. We then also compare the
fields produced by horizontal electric dipole (HED)
sources to those produced by vertical electric dipole
(VED) sources. The special case of zero frequency
is examined and exact forinulas are developed which
allow for very rapid computation of the fliclds due to
both HED and VED sources.

Tidal level changes, waves on the surface of the sea and
curvatute of the sca bed will affect the propagation of
radio waves within the sea. Thus we finally examine
the elfects of slow sca-level changes in the ELF band.

2. DEEP WATER PROPAGATION
We cousider an z-directed HED located at (0,0, 4) in

infinitely deep sea water as illustrated in Fig.l and
require the fields at a general point (z,y, z).

Layer 1 (alr) ¥, G (Om0)
y
Y, G
2 Bource Dipole
Layer 2 (sea) poN
[ 32 ]
Fig. 1

Deep Water Geometry




The air layer (1) and the sea layer (2) are both are
considered to be of infinite extent in the horizontal
direction and to have a permeability gy equal to that
of frec space. An ¢/ time dependence is assumed.
By writing the Herlz vector as

II = nprim + nsec‘ (1)

where ITP™™ is the primary contribution produced by
the source in layer 2 and I1*%¢ is a secondary contribu-
tion associated with the interface, Sommerfeld showed
that the HIED fields in layer i (with i = 1,2),can
be derived from the two-component Hertz vectors
(11.,0,11.;), the z and z components being given by:

Idl  [*
— uyz
M = dros /(; ae" ? Jo(Ap)dA (2)
Idl iad A
— —lz=hluzz be—"3?

”,,-2 47?(7:;'/0 (—1‘26 + be )JQ(/\p)d/\
Idl 9 [ ()

[¢ C
1, = — U2 Ap)d 4
! Aol (')1:/0 e Jo(Ap)e )

dia [ ..,
II,2 = Rl—;-é;:—_/o de Jo(Ap)dA (5)

in which p = /22 +3?, v, = /A2 - k? and k? =
—Jjwpoo; with o7 = o, + jwe;. o] is the complex con-
ductivity in layer i. In layer (1) o7 is imaginary but
for i > 1 and layer conductivities and wave frequen-
cies of interest here, o7 is essentially real as the dis-
placement current is negligibly small. The equations
above (a) satisly the relevant Helmholtz equation in
each layer, (b) contain the source singularity e~/ ¥ /R
where R = \/p? + (z — h)? as the first tern in 1.2,
and (c) satisfy the radiation condition at infinity. The
fields may then be [ound fromn

E = k’IT + grad div I (6)
and
—~k?
H= —ocuwlll (7
Jwito

where j = v/=1. Because the permeability is assumed
to be the same everywhere, the boundary conditions
(continuity of tangential E and H at z = 0) reduce
to the continuity of k211, k’a—ar—i‘, k21, and div I
at z = 0. The coeflicients a,b,c and d can then be
determined. This is the complete, exact or ‘full-wave’
solution of the two layer problem.

To calculate the fields in the sea (layer 2), only coefB-
cients b and d are required. These are given by

b= -iRnc—"’h

u2z
and
A k? — k2
EEVIVSYRL S I
u,( “) k,u|+k,uz €
where

Ug — Uy
uz + uy

Ry =

The clectromagnetic ficld compouents can be com-
puted by numerical intcgration using these expres-
sions. However, much effort has been expended |, par-
ticularly through the last decade, in attempts to de-
rive analylic or more convergent intcgral equations.
Two complex image theories have been proposed. The
first, which has been much developed and promoted
by Bannister [5,6] , modcls the dipole/half-space prob-
lem by locating an image dipole at a complex depth
and is valid for ‘large’ source-observer separations and
interfaces with a high refractive index. Attention will
rcturned to this approximation shortly. More recently,
Lindell and Alanen {8,9,10] have devcloped an ez-
act complex image theory (EIT) for general source-
observer distances by taking the Fourier transformn of
the original llehnholtz equations and then finding the
Laplace transforin of the reflection coeflicient which
yields a term interpreted as arising [rom an extended
image of the source. This leads to an integral equation
for the llertz vector which is irore convergent than the
Sommierfeld integrals (2) to (5) given above.

The advantage of Bannister’s formulation is that it
leads to simple algebraic equations for the fields pro-
duced by different dipoles in two-layered media. llere
we concentrate on the fields of the HED in deep sea
water. The field equations have three components:
1} a dircct wave component, 2) an image component
and 3) a lateral wave comnponent. The published ex-
pressions [5] are expected to be accurate when (a)
p > 3(z+ k) and (b) |y20%/(z + h)| > 4c, where
2 = jk2 and ¢, = 3,6,9,15 or 25 depending on the
field component.

We now compare somne calculated results from Ban-
nister’s CI'T with data obtained using the [ull inte-
gral approach. For the data presented here we have
used equations in Tables Il and Il of Bannister [5].
As au illustration we consider a HED of unit current
moment located at (0,0, 100) in sea water of conduc-
tivity 4 mho/m and calculate the field at (100, y, 100)
for frequencies of 10 and 100 Ilz. Here, condition (a)
is satisfied for y > 592m. In Fig. 2 the z component
of the magnelic ficld at 10 1z is plotted using CIT
and exact theory. Foi this ficld component ¢; = 6 so
condition (b) is satisfied for y > 510m. The dotted
line on the graph indicates y = 592m. Good agree-
ment can be observed between the two calculations,
especially for large source-observer separations. This
is reflected in the behavior of the relative errors for the
CIT results which are plotited in Fig. 3; these decrease
smoothly for large y or p. In Fig. 4 the variation of
the calculated z component of the electric field at 100
ilz. is shown. For this field component, we have ¢;=3,
and so condition (b) is satisfied for y > 181m. Reler-
ring to the graph, we can sce that in general there is
good agreement between the CIT and exact results.
llowever, if the relative error is plotted as in Fig. 5,




we can see that the error decreases after y = 592m
but then increases for a while before slowly tailing off.
Some care needs to be exercised if precise field values
are required from CIT.

Varlation of Bx with distance:
Comparison between full and image theory
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Thus, in the numerical examples above, CIT gives
good agreement when compared to the exact theory,
although there are occasions when it can give impre-
cise answers even when conditions (a) and (b) are sat-
isfied. However, the errors are fairly small. A great
advantage of CIT is that it leads Lo a simple physical
interpretation of the modes of propagation in terms
of direct, image and lateral wave components. ln this
case the lateral wave can be thought of as an ‘up-over-
down’ mode, i.e. a wave that, in part, propagates just
over the sea-air interface during subsurface to subsur-
face communication. In the case where the sea-air
interface can be neglected so that the two important
layers are the sea and seabed, the equivalent so called
‘down-along-up’ mode becomes dominant.

3. SHALLOW WATER PROPAGATION
3.1 The General Case

The shallow water problem is that in which the effects
of the sea bed (layer 3) cannot be ignored. To date
it appears that CIT has not been developed for the
three-layer medium where both an upper and a lower
interface are of importance. One condition for the va-
lidity of CIT - that the relative refractive index must
be large, does not apply to the lower interface in the
situation considered here. Wait [11] has shown that
the Sommerleld integrals can be evaluated asymptlot-
ically for large source-observer separations using the
saddle-point method. Here we are concerned with the
fields for arbitrary source-observer distances and so
evaluate these integrals numerically, enabling us to
compare the effectiveness of the ‘up-over-down’ mode
with the ‘down-along-up’ mode (i.e. propagation along
the sea-air interface with that along the sea- seabed
interface). We then consider the difference in the field
amplitudes produced by [{ED and VED sources.

The geometry for the three layer shallow sea problem
is shown in Fig. 6. The sea depth is d, otherwise the
notation is as used above. The Ilertz vectors for an
z-directed HED are:

a _Ji/“’A..,zJ(,\ )dA )
N way J, 0T
00
., = Idl. / (ie—uzlz—hl + Be~¥2* 4 CC"")
dnoy Jo \w
x Jo(Ap)d) (9)

M3 = _L(i./“’ De™"3* Jo(Ap)dA (10)
:3"4'05 A o{Ap

d Idl 8 [*®
D e— u12
= ines 3::_/0 Re"'* Jo(Ap)dA (11)
_ Il 8 [ Te~4* uas
M2 = 4x03 Oz /o (Te™™ + 5¢%7) Jo(Ap)dr

nx

T P T S



—— e e e

_Idl @ [® s vector, II,, is then required to satisfy the boundary
~ 4x03 0z J, Ve Jo(Ap)dA  (13)  conditions because there is complete azimuthal sym-
metry.

ﬂsa

Wait’s [12] solutions for the three-layer problem (his

Layer 1 (ai) G ¥y (Om0) equations 3.30-3.37) are in agreement with those

* above, except for missing factors jk2/2 in Wait and

ﬁ | differences in the final factors in our formulas for I
Y

and H. It is evident that Wait’s solutions are valid
only if the relative refractive indices of layers 1 and 2
! Source Dipole %Y and layers 2 and 3 are large (i.e.kz is much less than
Layer 2 (sea) 00N ky or k3). This is the case for the Earth-ionosphere
waveguide situation considered by Wait but does not
apply for the current problem.

- Fraser-Smith el al [13] considered propagation in the

case where the effect of the upper interface (sea-air)
can be neglected. They computed the field when
Oty the source was placed near the seabed so that only
Fig. 6 'the ‘:own-alox;g-up’ lnod;aI wz'irs involved bly evala.lu.at—

ing the integrals numerically. To compare the relative

Shallow Water Geometry magnitudes of the ‘up-over-down’ and ‘down-along-up’

By applying the boundary conditions, we determine modes, we consider a sea 10 m deep and two separate

the four constants B, C, S and T needed for computing €ases: (1) the source situated 1 m below the sea sur-
the fields in the sea water. The results are - face and compute the fields a distance 1 m below the

surface for varying horizontal separations and (2) the

B= ie"‘"‘Rg, (l + Rzae-h’(d'h)) analogous situation for the seabed i.e. source 1 m
Uus 1 — Ry Ryze=2ua2d above the seabed and point of observation 1 m above

the sea bed. The results obtained by numerical eval-

( 1+ Ryje~2ush ) uation of the Sommerfeld integrals for a HED at a

Layer 3 (sea bed)

C = Xemwaa-mp,

U, 1 — Ry Roze—2uad wave frequency of 100 Hz are shown in Figs.7 and 8

N —uad for the £; and By field components respectively where

= H — IRy e the source is loacated at (0,0, k) and the observations

1- Rlalikgse“7“=‘ mmade at (0,y,h). In the case of the E: component

0 —uid —und there is relatively little difference in amplitude be-

- (H Ryze—"39 — [)e~42 tween the two modes of propagation although as y

1- Rlzlllilzl:,e""“i“ increases the ‘up-over-down’ mode appears to prop-

A B2 — k2 agate with slightly lower loss, as anticipated. This

H= ( Zevh 1By C) (—2—1——;—) difference is more marked for the By, component, with
uz k3u1 + kju; the ‘down-along-up’ mode going through a local mini-

A —uxd-n) —uad uad k3~ k3 mum near y = 50m; thereafter the difference between
I= (u; e + Be +Ce

kZuz + k3uz the two modes is less marked though still considerably
greater than for the E, component.

in which wn —u
2— %
Ry = —re Varlation of Ex with horizontal distance
270 for f=100 Hz
_ uz—u3 10
Ras = uz + u3
R|2| - k?uz - kgul
and E
’ﬁ = kguz -— k%u; 2>
3 ksuz + kgu] i
The R;; and R!' in the above expressions are reflection
coeflicients for horizontal and vertical polarisations re-
spectively.
For the YED case, corresponding expressions have ey
been obtained, though only a single-component Hertz 00 20 40 00 8 100 120 140 180 180 200

y Oistance / m

Fig. 7
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Figs. 9 and 10 shows a comparison between the fields
produced by HED and VED sources located at the
same point (0,0,5) in a sea 10 m deep; the diagrams
show the field variations along the ray z = y. This
then means that the z and y field components for the
VED are the same. For the major field components
the HED is the more efficient radiator. This is the
opposite of that which occurs when the dipoles are
situated in free space above the Earth or sea. The
HED is then a very ineffective radiator at ELF unless
it is elevated above the surface by a significant frac-
tion of a wavelength - an HED located on a perfectly
conducting half-space does not radiate at all!

3.2 The DC Case

Al de (w = 0) considerable simplification results: as
w — 0, we have:
u — A

sz-*o
Raa—0

and thus both B and C — 0 so that only the first
term, which is the primary excitation, contributes to
N4z in (9). Additionally,

Rlz‘:"’"
and om0
= 9370
Rza"’ dc _——-ﬂa+dz

The vertical polarisation reflection coefficients are
thus finite but independent of A. For the z-component
of the Hertz vector, the coefficients in the integral (12)
then reduce to

S=- 1 o3~03 (C-A(uu) + c-.\(u-n)) (13)

DliXo3 + 07
= 1 JEPCFY Y ~A(24-4)93 — 02
T—-m( e +e P (14)
where

——— e - A o
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"3""28-2,\4 (15)

D=1
+63+¢72

The integral equations (8) to (13) can then be eval-
uated analytically using established formulas for the
Laplace transforms of the Bessel functions of order
zero and one. The analysis produces an exact infinite
series expansion for II, which is suitable for computa-
tion of the field components. In layer (2), the results
obtained for the HED are -

1dl 1
;2 = 16
*" 4ro, VPr+ (2 = h)? (16)

n. o dd 1
2= 4xog R3, + Ryor1o

+S‘ZER +R",7',.) (17)

n=1i=1

where the sign s; = +1 for i = 1 and 2; s; = ~1 for
i=3 and 4, and

R‘?":p2+r?"
rm=2nd+h+z2
ron=2nd—-h+z
ran=2nd+h~z

and
ran=2nd—h~ 2

This solution is, in fact, nothing more than the
geometrical-optics (or real images) formula which, as
is well-known, is valid when the reflection coeflicient
is independent of the angle of incidence (which in the
integral formulation discussed above is contained in
the ‘dummy’ parameter A). The images associated
with a positive sign preceding z in the formulas for
rin are in layer (1) and those with a negative sign in
layer (3). The series expansion formulas for the in-
dividual field components are computed from (6) and
(7) with k? = 0 in (6) and ~k?/jwpe = a3 in (7).
These formulas, together with those for the VED, are
to be published elsewhere (see [14]). Implementation
of this formalism produces a much faster algorithm
for computing the field components than any involv-
ing numerical integration.

4. EFFECT OF SEA-LEVEL VARIATIONS

Changes in sea-level produced by gravily waves on the
surface or tidal variations will affect the field values in
the sea. We have calculated the effects of these sea-
level variations by writing the Hertz vector as

= npn‘m + )y Gl + TIveve (18)

where IT¥*** is the perturbation to ITP"™ and I1**¢
associated with the change in water level. The results
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and a, is the incident amplitude.

Measurements of Schumann resonances were made
over the period September 1988 to August 1989 [15)
and the mean electric field in the band 10-45 Hz was
measured as 850 uVm~!. If the energy is distributed
evenly over the band this gives a noise field in the air
of 144 yVm~1Hz~% which gives a typical field for the
shallow seas considered here of the order of 10-%-3
pVm-tHz-%,

It is interesting to note that the magnetic field (Hy)
is continuous across the air-sea interface whilst the
electric field is not, so that the electric field in the sea
is much smaller than the magnetic field in relation to
their amplitudes in air.

6. CONCLUSION

In this paper, ELF electromagnetic wave propagation
in deep and shallow water has been discussed. For
the deep water case, complex image theory provides
a useful and simple approximation for computing the
fields providing that the source-observer distance is
not too small. However, care must be exercised if
precise field values are required.

For shallow water propagation, the amplitudes of the
two lateral modes of propagation have been compared.
In the numerical examples presented here the ‘up-over-
down’ modes propagated with more effectively than
the ‘down-along-up’ mode. Horizontal electric dipoles
have been found to be more efficient radiators than
vertical electric dipole sources and this is the oppo-
site of that which obtains when the dipoles are lo-
cated in free space above the Earth. In the case of
zero frequency (dc¢) the Sommerfeld integrals simplify
greatly, enabiing the Hertz vectors to be evaluated an-
alytically. This results in series expansion formulas for
the fields which produces much faster algorithms than
those needed for numerical integration. The effects on
subsurface to subsurface propagation of perturbations
in sea level such as those produced by long-wavelength
gravity waves have also been examined. Finally, an
estimate has been made of the natural ELF noise in
the sea due to Schumann resonances in the Earth-
ionosphere duct.
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Discussion

ALPERT
COMMENT. Please give me all the lines of the Schumann resonances, recorded in you experiments.

AUTHOR'S REPLY

We obscrved resonances up to the seventh or eight Schumann resonance mode. The frequencies of
these varied with time of day and season to a small degree. I do not have the values with me but |
shall send them to you later.

TACCONI
COMMENT. In the shallow water ELF propagation cone did you consider the sub-bottom

contribution?

AUTHOR'S REPLY

In our computational modeli we have models of two and three layered sea beds. For the sediment
laysr a coPductivity of 4 Sm™ seems appropriate followed by a layer of conductivity of about 10™ or
10 Sm™" but there are no reliable estimates of the depth of the first sea-bed layer (the sediment).
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Comparative study of undersea fields
produced by various dipoles

G.ANNAERT, A. BAREL
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Pleinlaan 2
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Belgium

1. The Abstract.

ELF/VLF/LF- radiation by electric or magnetic
dipoles located above or on the surface of the
earth or sea is investigated from the exact Som-
merfeld potentials. Due to the nonzero conduc-
ticvity of the ground or sea water, the waves are
strongly attenuated and only a small near field
can be effectively used for communication in a
low frequency range. The Fresnel coefficient ap-
proximation technique, which presumes a pla-
nar plane wave propagation, is correct in the
far-field but looses great accuracy in a region
close to the radiatior. It is the purpose of this pa-
per to review the electromagnetic propagation
in Jayered media based on the rigorous spectral
domain method. This theory expresses the
Hertz potentials, either of the magnetic type A
or the electric type F, in terms of Sommerfeld in-
tegrals. A communication range, as the maxi-
mum depth at which satisfactory signal
reception is still possible, is derived in function
of ground parameters, frequency and dipole
orientation.

2. Introduction.

The prediction of the electromagnetic field gen-
erated by a dipole near the interface of electri-
cally different regions is important in radio
communication. The presence of the boundary
makes the field very different from that of the
same dipole in free air or above a perfectly con-
ducting half-space. Due to the non-zero conduc-
tivity of the earth or sea, only very large
wavelengths are usefull since the attenuation
factor limits the maximum depth of possible
signal reception in the lossy medium. The an-
tennas are electrically small and can be treated as
electric dipoles (wire antennas) or magnetic di-
poles (loop antennas).

Very often, the waves are treated as planar TE
and TM waves. The reflection and transmission
waves are calculated using the Fresnel coeffi-
cients for optical beams [1]. Although this ap-
proach is simple and gives much insight in the
distortion due to the interface, it is a wrong repre-
sentation when the observer is near the interface.

The half-space problem has being solved analyti-
cally by Sommerfeld [2]. His work was the funda-
mental basis for further studies of dipole
radiation in stratified media by Wait [3] and
Kong [4). Recently, Mosig [5] reviewed the com-
putation of EM-fields in stratified media using
the spectral domain transformation method
(SDTM). He intensely applied the method to
microstrip antennas [6]. The SDTM method re-
sults in Fourier-Bessel integral expressions for the
electric and magnetic potentials. These integrals
however can’t be solved analytically andi it is still
a challenging task to develop an efficient algo-
rithm for numerical integration. A variety of
methods exists for the evaluation of these inte-
grals, but most of them fail when both source and
abserver are close, in terms of wavelengths, to the
interface. The most famous and efficient tech-
nique up to now which gives an accurate solution
is undoubtedly the steepest descent path (SDP)-
method (7], [8]. We have adapted this method so
that it can be used even when observer and
source are in different media.

In next, the spectral domain technique will be ex-
plained and applied to the Maxwell equations to

arrive at exact solutions for the electric and mag-
netic vector potentials. The SDP-method is used

to calculate the integrals and a comparison with
published far-field patterns derived from the
Fresnel approximation is made. Further, our
method has been applied to calculate the maxi-
mum communication range in the sea in terms of
frequency and dipole orientation.
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3. The method.

3.1 Spectral Domain Transformation.
Computation of the electric and magnetic field in
a layered medium is efficiently achieved via a
spectral domain transformation method where
the transverse Cartesian coordinates x and y are
replaced by their spectral counterparts k, and k,
according to the double Fourier transform

- oo oo ]k x -k y

f(kx.ky.Z) 2 LLf(xyZ)e e ¥dxdy 1)
jkx jky

fxy.z = j Jf(k k e Ted dk, dk, 2

Useful transform operators from the cartesian to
the spectral domain are given by

LY 3)
53?‘_, jkyi 4)
a_az.f_, f (5)

The ‘del’ operator V becomes, in the spectral do-
main
V=jk_ +e_— (6)

where k pis the radial spectral variable defined as

- 7
kp ek +eyky )

After introducing the Bessel function of the first
kind and zero order ], we can express eq. (1) and
(2) as

©0

fkg 2 = (J) Jokpp fip.22pdp

- ®
fip2) = g’o(kpp)f(kp'z)kpdkp
with
2 .2
kp- kx+ky 9

p=dx? sy’
If ?(kp) is the transform of f(p), then the first order
derivative of f(p) with respect to i = x,y can be
written as

of
a—--(%p)(jll(kpp)f(k‘))k dk M)

(10)

= ({Io(kpp)]kif(kp)kpdkp
The second order derivative with respect to ij =
xy is given by

)
1

ajL—( p)( p)(j(k ] &k PP *3 I k p))f(k )kpdk

3ij [

oo

= flo(kpp)]kt]k]f(kp)k dk,y

Suppose a function y satisfies the homogeneous
Helmholtz equation

V2K yin =0 12)

with k the complex propagation constant in the
lossy medium, expressed by

k = o.jue (13)
Then, the spectral transform of vy is a solution of
d2
{—-u )\u(k 2y = (14)
2
dz
where the parameter u stands for

22 i a5

The general solution of eq.(14) is given by:
\"v(kp. z)=A (kp) cosh (UZ) + B(kp) sinh (12) (16)
It follows from Maxwell’s equations that the com-
ponents of the electric and magnetic fields,

(EEE) and H,. Hy H), can be associated with
the q&antlty V.

For a layered medium, we can only use the nor-
mal components E, and H, as potentials.

The transverse components are given in the spec-
tral domain by

]k Ez+mp.k H

P Ex= (17)

kax = jkaz-wekyEz (18)

2: 3 r

KoEy=jk E; +ank H, 19
-k, H, ~oek E, (20)

py

IL ~ e
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3.2 Boundary conditions.

Next, consider the problem of fig. 1 where we
want to express the fields in layers i and i+1.
Each layer has its own relative permittivity

C,
| . =1
& =€ ine and relative permeability p..

0
z
n
layeri si‘“i T X
layer i +1 & Mg

Fig. 1 The half-space problem.

The boundary conditions impose the transverse
components to be continuous, when no sources
exist on the layers. This implies that at the inter-
face between layer i and i+1 we must have

nxl::l=n><Ehll

n-sl.E‘=noe‘. IEZ"*1 1)
-0' 1
axH - nxH*1

”'“iHi="’p',‘+1Hi‘]

with » the normal vector to the boundary.
In what follows, the tilde ( - ) denoting a spec-
tral quantity will be dropped. The type of a giv-
en quantity is clearly determined by the nature
of its mathematical expression and by the con-
text. Working out (21), we derive
eiEi=ei’lE;*1
A adsl
E =E
ig i ) i Zl i+ )
WH, =" H,
A gaie]
le =H,
Eq. (22) remains valid with the field components
expressed in the spectral domain. From (22) we

conclude that in the case of planar boundaries
E, and H, are uncoupled.

3.3 Relations between the magnetic and elec-
tric vector potentials A and F and the z-compo-
nents of the 2D fields E and H.

The magnetic (4) and electric (F) vector poten-
tials are mathematical tools in obtaining solu-
tions for the electric (E) and magnetic (H) fields.
The A- and the F- potentials present the electric
and magnetic current sources respectively.
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The relations between E, H and A, F are given
by

E--joA+-_Vve Ay-Yvx F
WHE €

(23)

H-—joFs Vv B+lv A
WUE m

3.3.1 The A- potential when F = 0.

In the two-dimensional case, as depicted in fig.
1, the A-potential consists of 2 components A_
and A, derived as follows:

WH =9x A= lxjkyAz—ly(jkxAz—Ax)—l zjkyAx (24)
From (24), we obtain

nH '
A== (25)
_] y
and
pH
Ay= (26)
T
y
Using (18) and (26) we attain
pk_
Ko, - —k;" H+juep, @7

3.3.2 The F- potential when A - 0.

Two components (F,.F,) of the F-potential are
determined, viz:

eE=-1_ (jkyl—'z) + ly(jkxFZ— Foe+ lz(jkny) . (28)

From (28) we obtain:

sEz
F,= = (29)
Iy
and
-eEx
F=—™ (30)
Ty
Using (17) and (30) we obtain
2 kx
kaz = —ek—yEz+jwequ (31)

T s b Bk (I Iy i el PR
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4.0 Fields in layered media.

In this section we present solutions for the func-
tions y. and y, representing E_ and H, respec-
tively, where y satisfies the Helmholtz equation
(14) in each layer. Once E, and H, are known,
the other components are derived from (17)
through (20). Note that in each layer y has the
form of (16) and on the source-free planar
boundary, between layers i and i+1, (22) must be
satisfied.

We first introduce dyadics to represent Green'’s
functions relating an arbitrarily oriented dipole
to the fields and the vector potential that it cre-
ates, viz:

dM ) = éMlnr7 Irhal (32)

with M = E, H, A or F corresponding to the elec-
tric and magnetic field and the magnetic and
electric vector potentials respectively. The Green
dyadic G,, in the spatial domain is expressed
by

= t

Guy= 3 s eGle (33)

M s xyzt-xyz S Mt

where G;:i is the s- component of the quantity M
at r due to the t-directed dipole at the source at

r’. Note that the Green dyadic can either be ex-
pressed in the spectral or spatial domain.

4. 1 Field functions in a half-space layer with
source inside.

z A u
source Vi
........ __.._’ . .

L

. ID vi x
layer 1
¥
er i+1
lay wi#]

Fig. 2 A half-space layer with source inside, at height D.

In an unbounded medium, the source function,
in the spectral domain, is of the form:

-ul.(z-D)
ule 22D

.= 34

v' ui(z-D) (34)
L'e 25D

with U, and L, given in Tables 1 and 2 [9].

—+ ’ v

Table 1Electric dipoles.

GZX G:{y GEX G-Ey Gzz GZZ

—i i - -jk

u, ]ky ik, Jky Tk, ko 0
4nu, 4""1’ 41:jmsi 41tj(nel. r1,1|:;'u)t:iu1

L. u. u. ~-Uu. -u. u. ~-u.

i i i i i i i

Table 2Magnetic dipoles.

feitd GzEy feved Gily 2z G

u. | gk ik, | -jk

41tui 4nu, 41:jmui 41t]'ﬂ)|.li "j“’”i"i

With the planar boundary, we assume a so-

lution of the form

\yiu=aucoshuiz+businhu z,z2D

(35)
\yf‘ =aLcoshuiZ+bLsinhuiZ.OSZs D

We then substract the source contributions

from (35) to give

-u.z-Dy u
w':‘l=-uie ! +a coshuiZ+b sinhuiZ.ZzD

(36)

L ui(z—D> L
'i +a coshuiz+b sinhuiZ‘OSZSD

Y= -Lie

Now at z=D, (36) must satisfy the boundary

conditions
A oL
et e
! 1 (37)
. L
W, =\"l
So
uy Ly |-L #iP u 4D
-L.e +U.e
a a i 1
Lz”]z [bL]+ ;D p|

H u;
-L'e - u,.e

and bY - oY due to the radiation condition at
infinity.

B T et Y



As an example, we derive the function for the z-
component of the magnetic field of a HED (Hor-
izontal Electric Dipole) in a half-space bounded
by a curve. From Table (1) and eq. (38), we ob-
tain:

v
S sinhy .D
‘r”ljaﬂ e (39)
up L | gk
_a—[ L —2_coshu .D
u. !
| <M
giving
jk, -u.D
bL:-aL_E;Z__e ' (40)
and
-ugz gk -u.D
w,zx_aLe Vo 7Y ohuze ' 0szsD
H U, !
) 41
« (L jk -Uy2 “n
\;1@:[ -iﬁ-lsinhulD]e z2D
i

4.2 Field components of a dipole above a pla-
nar boundary between two media.

In the following, the different field components
of a dipole above a planar interface of two me-
dia, as depicted in Fig. 3, are determined. We as-
sume, with no loss of generality, that the relative
permeability of both media and the relative per-
mittivity of the upper medium are, each, equal
to unity.

z observer! (x.y.2)

Mg 3 A dipole source, at height D, in the upper half-space
layer separated from the lower half-space layer by a planar
interface. The relative penneabilitm both layers and the
relqtt;ve permittivity of the upper medium areeach, equal to
unity.
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4.2.1 Arbitrarily oriented electric dipole.

The arbitrarily oriented dipole in the XZ-plane
can be decomposed into two components: a ver-
tical component and a horizontal component.
Suppose the orientation of the dipole makes an
angle ¢ with the X-axis. Then from Table 1 and
eq.(38), we have for the electric field

Uy D
-z jke sinh 2

1 + (cos®)

E
VE=h® 2%jo
-u,D
kze sinhit, z
+ (sind) —“2"—]0);1__&

(42)
and for the magnetic field

-u,D
U,z -jk e sinhi 2
+ (cos ¢) _y._q~___.__l_
21\:u1 (43)
U,z
Expressing the boundary conditions (22) with
the aid of (42) and (43) results in the following
equations ic;r the parameters af, “51 a? and a,
-u
177/, 2
aE i €€ (}kxulcos¢+kpsm¢)
1 2mj (U &, + 1y

-u,D
17/, 2
aE_e (]kxulcos¢+kp51l\¢]
2 2mjo e, Uy
-ulD
aH——]kye cos¢
17 2muy+uy
) -ulD
H
2 2mapeuy

(44)

which when substituted into (42), and (43) give
E, and H_ in each layer. On the other hand, E
E H Jt,ami H_  are found from (17) through (20).
en using the transformation from the spectral
to the spatial domain, defined in (8), (10), and
(11), results in the spatial components of E and

H.
A more elegant way to find the spatial compo-

nents of E and H is by using the magnetic vector
potential A since for the electric dipole, F = 0.

L
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From (25), (27), (42), (43), and (44) we derive the
expressions for the spectral components of the
A- potential. Using the transformation equations
(8) and (10) results in the spatial components
given by

o —ul4D+z)

i cosd W cosp (kR kR’
A]=—°——‘I[kpe k dk_+ - ('___-’ﬁ,
x 2n 0%p Uyt PP 4n R R
0 45)
- —ul(D+z)
Hycos® ¢ (uy—uy)
= (g—p)jll (ka)————vkzdk
mk? 9% ety PP
al o 0 (46)
2 -uI(D+z)
B,sing” 4 € W,sing (kR -jkR’
stk — Lk dk 4 (‘____"____J
2R P uje, +uy P P 4n R R
0 2
o ~u.Dau,z
N 1 2
2 }LO\OS@ e
x ™ Ime, [l ko) — - —kydky 47)
0 1 2
—u1D¢u2z
Hocosd = 4 (uy = uy)
- E e 12y
me il 0% e UyEy+ Uy P
Af = 0 48)
pos -u1D+u22

i TION Kk
T JJO( Pp) U E U, P P
0 17272

By making use of (23), one gets the spatial com-
ponents of E and H.

4.2.2 Magnetic Dipole.

For the arbitrarily oriented magnetic dipole
making an angle ¢ with the x-direction, we ob-
tain from Table 2 and eq. (38) for the magnetic
field

-ulD
- k. e sinhid, Z
1_H™*? J 1
e
-u,D
k2e 1 sinhit 2 49)
+(sin¢) P - —
21t}mul
v H *2*
H "2
and for the electric field
-u,D
- ik e sinh i, 2
1 EM? %y 1
=4, +( )
Ye=" b amu, (50)
HUAZ
Vé:ﬂge 2

Invoking the boundary conditions (22) enables
us to define a]E, a2£, “;-’ And ay .

'"lD.
€ /kyco.¢

2:(u152+u2)

E
a =

-ulD.
aE_ e ]kycosQ)V
27 2| (u,E, + U
172 72 (51)
-u,D
1. 2
aH= e []kxulcosq} +szm¢J
1 2@ (g +Uy)
-u,D
17¢. 2
[T (]kxulms¢+kpsm¢)
Ay = 2T (U, +U
T (4 +1)

From (29), (31), (49), (50), and (51) we derive the
expressions for the spectral components of the
F- potential. Using the transformation equations
(8) and (10) results in the spatial components
given by

-, (D+z)

poaer T Lse( .i’i’f]
x~ 2n IOPP upE*uy PP 4w\ R
0 (52)
—u](D+z)
= e (U, —uy)
LY o)L
1 ami® 9 P U1Ea* iy P
o ] (53)
. -t (D+ 7y : -
sing ko) 1 ‘ +sin¢(e'1kR_e'lkR)
*F({’O( T A TN S
oo —ulDu(zz
2 cosd e
Fe= "2"1;_“0("?'” ULE +u dekP 54
0 12772
—u1D+u z
cosd 30 - e (uy —u,)
S [k 1 22
) 2"1(2 ax 1’1 p U Ey+ily PP
F= 0 (55)
-u1D4uzz
+sin¢ e

'F({’O(kp") uy iy *oko

By making use of (23), one gets the spatial com-
ponents of E and H.

4.3. Sommerfeld Integrals.

The integrals appearing in the expressions for
the spatial components of the A-and F- poten-
tials are due to the transformation equations (8),
(10), and (11) which are known as Sommerfeld
Integrals (SI) . In general, a SI can be written as

oo o0

Sl= -{‘Hm(kpp)h(kp)dkp = Z(J)Im(kpp)h(kp’dkp (56)

with H_and ] the Hankel and Bessel func-
tions of the first kind and order m respectively.

A number of different techniques can be found
in the literature to solve a SI . The Steepest De-
scent Path (SDP)Method first introduced by
Parhami et al.[7] and thereafter improved by
Michalski [8] is one of the most powerful tech-
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niques as long as the source and observer both
are away from the interface.

In ref. [ 8], the SDP method is explained when
source and observer are in the upper halfspace.
When the observer lies in medium 2, fig. 4, fol-
lowing changes should be made according to
the notation of [8].

Upz-uy D = (U - 1)z jkr)cosB, cosf (57)
4
Y
Dipole,

Dlle,

@ X

>

w' ?
observer
Fig. 4

However, for very small dista.ices of source and
observer away from the interface (<le-4 1),
hik ) has a very weak exponential decaying
and’the SDP-method fails. In that case, an im-
proved method based on decomposing part of
the integrand in Chebyshev polynomials has
been developped [10].

4.4 Fresnel Reflection Coefficient Approxima-
tion.

In this part, a “far-field”-approximation for the
fields on the boundary is used. It assumes that E
and H are perpendicular to each other and ExH
gives us the propagation direction of the plane-
wave. A comparison with the rigorous spectral
domain theory will be given further in the nu-
merical results.

For the electric dipole the following expressions
for the A-potental in terms of the Fresnel plane-
wave reflection coefficient [1], [9] are derived.

1 Yok o o ¥
X 48 R 4x TE" R’
1~u0 ‘-jkk,,g‘_’.mw e.;kk-rg . e_;kx.
Z 4x R 4x TM R “ax TM R (58)
u _ij"
Az——gcosQT ¢
X 4x TE R"
u _"kR" u _ijll
270 e 0 e
A m M T > TM
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with

N

. 2
cosei-zg 1-Z (smel.)

oq

R

™™

o)
0:1

cosﬂi-o-z 1-Z (sinei)2

T ) Zzgcose.

™ 2
cosei+zg 1-Z (sinel.)

-

Niog

1
cosﬁi—z— 1-
R = 8

TE
c0s9i+zl 1-Z (sinﬁl.)2

. 2
(smei)

oQ

59

o0
0:1

pL
i

Te” e+lﬁzz-92
“’siz_g -g(smi)

1
A
5
and 6, is the angle of incidence with respect to

the surface normal defined by a line from the
image point to the observation point.

For a VED, only a TM wave exists while a HED
excites both TE and TM waves.

The transmission angle 6, is related to the inci-
dent angle 6, regarding to Snell’s law of refrac-
tion

klsinel. = kzsinet (60)
If k, is complex, no radiation in the lossy medi-
um 2 is possible.
If k, is real, radiation takes place at an angle

et = arcsin(Z sinei) (61)

g
So the transmitted wave angle is limited to

Osetsec = an‘sinzg (62)

For the magnetic dipole, the F-potental in terms
of the Fresnel plane-wave reflection coefficient
becomes

poredR o AR
x a4gx R 4n TM R
_jkR -jkR' kR’
1 1 e’ 1 e 1 e
LTI SR Ll U Tkl N
l ‘ikR"
P.lr ¢
x ax TM R"
_-kRn _ijn
1 el 1 e
Fi = ZianTTE R + GMQTTE———R"

e w i -
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5. Results.

In fig.5, a far-field pattern above the interface is
compared using the Spectral Domain technique
and the Fresnel Reflection approach. It is seen
that the ‘geometrical optics’ field is a valid re-
presentation for the far field.

+  Spectral Domain

® Fresnel Reflection

VED, 6=0, €r =80, D =0.25, r =51

180°

Fig. 6 shows a HED field pattern from the spec-
tral domain technique in a lossless ground for
two values of & (e = 80, 10). The improvement
of the directivity with increasing ¢ _ is a general
tendency, which is independent of the dipole
kind. This is in accordance with (62) where ec
becomes smaller with increasing €,

+ er=10

¢ er=80

HED, D = 0.25A, f = 1GHz

Fig. 7 shows normalised depth sensitivity pro-
files for the different dipole kinds in sea water (f
= 1kHz, f = 10kHz).

depth sensitivity, f=1kHz

Te+0

8e-1 1
~——a— VED

se-1 —e— HED
———— VMDD
——e— HMD

4e-1

2e-1 1

Oe+0 X " depth (m)

0 10 20
depth sensitivity, f= 10 kHz

le+0 7

8e-11
——a— VED
—e— HED

be1 —— VMD
—a— HMD

4e-11

2e-111

Oe+0 Y J depth (m)

0 10 20

6. Conclusions.

Exact analytical formulations for the electro-
magnetic fields produced by electric and mag-
netic dipole sources above a curved interface of
2 media are derived. The method can also han-
dle N layers with arbitrary boundaries.

In the spatial domain, the field components are
written in a Sommerfeld integral formulation.
Such integrals can efficiently be solved by
means of the steepest descent path method
which is fully described in the literature [11].
Simulation results of EM radiation in a layered
medium with the above method and the exten-
sion to three-dimensional layers separated by
arbitrary surfaces will be presented later.

-t e, st e
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Discussion

ALPERT

COMMENT. The used approximations of Zennech and even of the Sommefield integrals should be

checked.

AUTHOR'S REPLY

The Zennech pole in our model is extracted via a pole extraction technique (following Michalski et

al. ref. [8] of my paper).
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A_METHODOLOGY AND TOOL FOR THE PREDICTION OF DEPTH OF RECEPTION IN
IHE SEA FOR A VLF/LF COMMUNICATIONS SYSTEM

D M Nicholls
DRA, Portsdown,
Portsmouth, PO6 4AA, UK

SUMMARY

This paper describes a method of predicting the depth
performance of a VLF/LF (Very Low Frequency/Low
Frequency) communications system for submarine
reception.

The method uses a Long Wave Propagation Capability
program which includes parameters of the system to be
considered, such as transmitter power, aerial and receiver
sensitivities.

Results from analysis for a particular communications
system are presented including an audio visual format to
show the expected variations in depth performance with
reference to operational frequency, transmitter power, time
of day and year and the signal to noise requirements for the
system.

The analysis method is flexible and could be adapted for
similar communications systems.

LIST OF SYMBOLS

Vi induced output voltage (V)

Egea electric field in the sea (V/m)

Eair electric field in air (V/m)

he,., effective vertical height in the sea (m)
he,;, effective vertical height in air (m)
A effective area (m?)

A wavelength (m)

S/N,i; signal to noise ratio in air (dB)
S/N,,eq signal to noise required (dB)
Smin minimum signal (V)

f frequency (Hz)

a attenuation rate (dB/m)

o angular frequency (rad/s)

c conductivity of the sea (mho/m)
'] permeability
L_INTRODUCTION

Aside from its stable propagation and resilience to exo-
atmospheric nuclear disturbances, VLF and to a lesser
extent LF, offers useful penetration of the sea due to the low
attenuation rates in sea water.

The paper describes a method of analysis to calculate
antenna depth and which gives coverage and depth profiles
for VLF/LF in the North Atlantic. The predictions utilise

the Long Wave Propagation Capability program (LWPC)
supplied to DRA by NRAD.

A brief description of the mechanisms involved in
propagation and reception at depth in the sea is given
followed by a description of the parameters involved and
the analysis procedure. Typical results are presented in this
paper and in an audio visual format.

24 PROPAGATION THROUGH AIR SEA
INTERFACE

As shown in Figure 1, long range VLF and LF
transmissions are vertically polarised ie. a vertical electric
field and a horizontal magnetic field which propagate via
the earth-ionospheric waveguide. Due to the airfsea
interface, energy is absorbed from the electric field
resulting in it being tilted towards the interface with the
absorbed energy giving an electric field along the interface
which is approximately horizontal. The magnitude of this
field will be reduced compared to that of the vertical electric
field as a function of the conductivity of the medium. The
magnetic field passes unaffected through the interface since
the permeability of the sea is equal to that in air. The
resultant propagation of these two horizontal fields is in
the downward direction.

If we examine an underwater antenna comprising of a pair
of suitably combined orthogonal loops to give
omnidirectional reception and consider it as a magnetic
antenna then its induced output voltage will be the same
just above and just below the surface since the magnetic
field is continuous across the interface.

Alternatively, if it is considered as an electric aerial then
the induced voltage will be a function of the effective
vertical height of the aerial and the electric field. The
electric field above and below the surface are at
approximately right angles and are different in magnitude
but each must produce the same induced output voltage V;

where

Vi =Egea x hegey = Egjp X hegi

and therefore the ratio of the effective heights must be
inversely proportional to the ratio of the magnitude of the
electric fields.

The propagation wavelength is a function of the
conductivity of the medium and will decrease by the same
ratio as the electric field decreases since the effective
height of the aerial is
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then
Esea o heair o Asea
Eair hesea  Aujp

To calculate the induced voltage for the aerial either above
or immediately below the sea surface we can therefore
consider the effective height of the aerial in air and its
incident vertical electric field. As the aerial depth is
increased the induced voliage will be attenuated at a fixed
rate dependent upon the frequency and sea conductivity.

Atmospheric noise, produced by worldwide lightning
activity, is the dominant source of noise at VLF and LF and
limits the coverage achieved from VLF communication
transmitters. Figure 2 shows a diagrammatic view of the
relationship between signal to atmospheric noise ratio and
depth in the sea. The magnitude of the components of
signal and atmospheric noise, shown as S and N at the sea
surface, will both be attenuated at the same rate as depth is
increased. At point D1, the ratio of S/N will be unchanged
but as the depth is increased further the noise of the
submarine receive system will become a dominant factor
and the ratio of S/N will reduce as shown. At point D2 for
example the ratio of S/N is equal to that required to give a
specific character error rate for the system, and at this
point, the signal S will be the minimum signal required for
reception Sp.:.. Reception beyond this point will be
degraded.

3. _DEPTH CALCULATION

To calculate depth we need to determine:

1) S/Nyir and E;;

The signal to noise ratio and the vertical electric field
strength in air at the sea surface for any receiver location.
These are calculated from the Long Wave Propagation
Capability and are dependent upon the operational
frequency, radiated power and location of the transmitter,
time of day and year and required time availability of the
communications link.

11) S/Nyeq

The ratio of signal to noise required for reception for the
system which will achieve a specified character error rate.
This will depend upon the modulation scheme
implemented. For this paper a range of signal to noise
values are considered.

iii) Spin

The minimum signal level required by the system to meet
the signal to noise requirements and which will be
determined by the sensitivity of the system. For the system
under consideration in this paper the receiving aerial itself
determines the overall sensitivity of the system and is
dependent on the operating frequency.

iv) heg;;p
The effective height of the aerial in air which will vary with
frequency and is:

hegir =0.15 x f

v)o
The attenuation rate, in dB/m, in the sea which is dependent
upon frequency and sea conductivity and is calculated from:

o =_8.686
¥ 2jwop

For the purpose of the paper it is assumed that the sea
conductivity is 4 mho/m

4. LWPC

LWPC is a series of computer programs, designed to run on
a VAX system, which can be used to calculate the signal
strength (vertical electric field strength), the signal to
noise ratio and noise at the sea surface over any given area,
given details such as operational frequency, radiated power
and transmitter location, time of day and year.

Initially for any selected transmitter and operational
frequency the electric field strength is calculated, using a
waveguide mode model, at 501 points along a specified
bearing from which a data file is created which normally
contains results for multiple bearings.

There are two noise models incorporated in LWPC, the UT
(Universal Time) numerical mapping coefficients of
Zacharisen and Jones OT/ITS Report 2,1970 and the revised
CCIR (International Radio Consultative Committee)
coefficients of Spaulding and Washburn in NTIA Report
85-173,1985 either of which can be used to evaluate the
atmospheric noise at each point along the bearing from
which the S/N is calculated. A default condition which uses
the CCIR model was implemented. Any required time
availabilities for the communication link and the power of
the transmitter are taken into account. Jammers and their
effect on the Signal to Noise can also be incorporated.

The results of LWPC can be presented as plots of magnitude
(programmes PLTSNR and PLTFMC) against range from the
transmitter for a single bearing or contour maps
(programme PLTOPA).

Further details of LWPC can be found in Reference 1.
Discussion of various noise models can be found in
Reference 2.

S, _ANALYSIS

Depth is determined by amending and incorporating
additional calculations and routines into PLTOPA and is
renamed PLTDPT. A simplified flow chart for the analysis
is shown below.
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Using PLTDPT, at each point along the bearing the Electric
Field Strength and Signal/Noise at the sea surface is
calculated. If the Signal/Noise does not meet the
Signal/Noise required for reception then reception is not
possible at this point and the depth of reception at that
point is set to zero. However, if the Signal/Noise required
for reception is met then the effective aerial height, the
attenuation rate and the minimum signal required for
reception are calculated. Depth is then calculated as a
function of the “excess” signal, which is the difference
between the signal at the sea surface and the minimum
signal required, divided by the attenuation rate. Depth
calculations are placed in a depth data file which has the
same format as Signal and Signal/Noise files. The contour
plotting functions of PLTOPA which remain in PLTDPT are
then used with the depth data file to produce contour maps.

A further adaptation of the program which is called
PLTDVAL creates a data file which contains depth values
for the defined coverage area. This data file is transferred
from the host VAX computer to a Macintosh PC. Using the
Macintosh application WINGZ the depth data is read and
formatted into a matrix, from which, depth profiles are
produced. These profiles have been used to create an Audio

Visual presentation of results.

6. RESULTS

A sample of typical results to show the effects of frequency,
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power, time of day, time of year, S/N requirement and time
availability are presented in Figures 3 to 13. Each figure
has the default conditions listed below unless specified
otherwise.

a) Operational frequency of 16 KHz

b) Radiated power of 40KW

c) 99% Probability of reception

d) S/N requirement of -1.5dB in 1000 Hz BW

€) Reception at 1400 hrs GMT (Day) during July (Summer).

Figures are normally produced in colour but for this report
have been reproduced in black and white.

Results are also presented in an audio visual format to show
the effect of frequency, power, time of day, time of year,
S/N requirement and time availability in much greater
detail.

L. DISCUSSION

Figure 3 shows a contour plot produced by PLTDPT. It can
be seen that the greatest depth of reception occurs at the
location of the transmitter and that depth falls of as a
function of range as would be expected. At the edge of
reception, indicated as a solid line, depth falls off very
sharply which is a typical feature of an atmospherically
noise limited system. Three nulls can be seen to the east of
the transmitter which are due to interaction between the
modes propagating in the earth ionosphere waveguide.

Figure 4 is a depth profile produced using PLTDVAL and
corresponds to Figure 3. The sharp fall of in depth of
reception at the edge of the coverage area is clearly seen
whereas the extent of the nulls are hidden by the
perspective view. Depths of reception of greater than 9
metres can be expected over the coverage area.

Figures 5 and 6 show the results for operational frequencies
of 51,95 and 81 kHz respectively. The coverage area
reduces compared to Figure 4 as does the depth of reception
due to higher attenuation rates in the waveguide and the sea.
At 51.95 kHz the depth of reception at the edge of the
coverage area is 3 metres and at 81 kHz is under 3 metres.

Figures 7 and 8 shows the results for radiated powers of 10
and 160 KW respectively. As would be expected reducing
the power reduces the range of reception and for a point by
point comparison reduces the depth of reception. Over the
reduced coverage area a minimum depth of reception of 9
metres is maintained. Likewise increasing the power
increases the range of reception and for a point by point
comparison increases the depth of reception. Again a
minimum depth of reception of 9 metres is maintained.

Figure 9 shows the result for 0200 hrs GMT (Night). It can
be seen that when compared to Figure 4 the depth of
reception is similar but there are additional nulis in the
coverage. The nulls are due to the ionospheric height
increasing at night and causing further interactions

between the propagation modes.
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Figure 10 shows the results for January (Winier). When
compared to Figure 4 (Summer) it can be seen that the
coverage area has reduced slightly due to variations in
noise levels with the time of year. The noise model used in
LWPC varies with season only.

Figures 11 and 12 show the results for S/N requirements of -
6 and 6dB respectively. It can be seen that as the S/N
requirement is increased to 6dB then the coverage and depth
of reception {on a point to point comparison) reduces and
the nulls become more pronounced. When the S/N
requirement is reduced to -6dB the opposite occurs.

Figure 13 shows the results for a 50% time availability.
When compared with Figure 4 it can be seen that the
coverage has improved because the noise level has
effectively been reduced since noise statistics are those for
an exceedence level of 50%. Depth of reception, except
that over the extended coverage area, remains unchanged
since the signal on the sea surface is unchanged.

Plots have been drawn for a specified system. If
aerial/receiver parameters are changed then the programs
would have to be modified. The program assumes a sea
conductivity of 4 mhos/m which is very generalised. The
Arctic waters are likely to have a lower conductivity whilst
for the Mediterranean areas it may be greater. The value of
conductivity used in the program could be changed but it
cannot take account of mixed sea paths.

CONCLUSIONS

Details of a method to predict the depth performance of a
VLF system have been given. A representative series of
results has been presented for a series of parameters which
give a graphic indication of the typical depths of reception
and coverage that can be expected.

The depth performance of other VLF/LF communication
systems can be predicted.

The calculations are based on the LWPC and it will be the
accuracy of that which will determine the overall accuracy
of the predictions presented in terms of coverage and depth
performance.
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Discussion

JONES
COMMENT. Isn't the answer to Dr. Belrose's question that the video we saw does not show simply
the radiated field strength. but essentially the signal/noise ratio? So it may be it's the noise that is

varying and not the propagation.

AUTHOR'S REPLY

The video shows depth performance which is derived from the field strength. The S/N determines if
the signal can be received and is purely a yes/no condition.

LNPC predicts noise at 4th time intervals whilst the field strength can be calculated at any time
throughout the day. In the case of the video the field strength was predicted for 1/2 intervals. It is
therefore both noise and propagation that vary.

INAN

COMMENT. 1) For the calculation of fields inside the seawater do you neglect the displacement
current, in other words, do you assume T>>wE. If so, is that valid at 80 KHz? 2) For an atmosphere
noise limited sytem, I understand the importance of the S/N requirement. What is the basis of the
Smin (signal minimum) requirement? Is this due to the thermal noise in the receiver system?

AUTHOR'S REPLY

1) Yes, we are primarily concerned with VLF frequencies which give the greatest depths of reception
and have therefore not considered the validity of the assumption at 80 KHz.

2) Signal minimum is the signal that the receiver system requires to meet the S/N requirement. It will
be dependent upon the sensitivity of the system i.e. thermal noise in the receiver system.
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A LONG WAVE TE/TM NOISE PREDICTION MODEL

C.R. Warber and E.C. Field, Jr.
Pacific-Sierra Research Corp.
2901 28th Street.

Santa Monica, CA 90405

1. SUMMARY

A computer model that predicts both horizontally and verti-
cally polarized noise in the ELF to LF band (10 Hz - 60 kHz)
is described. Since naturally occurring radio noise in this band
is produced by lightning, and propagates to the receiver via the
earth—-ionosphere waveguide, the model starts with average
lightning flash density data which it turns into radiated power
for horizontal and vertical noise. Adjustments are made to the
radiated power to account for seasonal and latitudinal differ-
ences in the lightning processes. The noise power is then inte-
grated over fairly large geographic areas into horizontal and
vertical equivalent noise transmitters. The power radiated from
each of these transmitters is propagated to the receiver location
using standard anisotropic long wave propagation algorithms
and well-known models of the earth-ionosphere waveguide.
From the received power the model predicts RMS noise, stan-
dard deviation, voltage deviation Vp), and the amplitude prob-
ability distribution of the noise for both polarizations. Since the
model is based on theory, it can also predict these parameters
under disturbed ionospheric conditions. The model's agreement
with data is demonstrated.

2. INTRODUCTION

Long wave communication systems use frequencies between
about 45 and 120 Hz in the extremely-low-frequency (ELF)
band and frequencies between 10 kHz and 60 kHz in the very-
low-frequency (VLF) and low-frequency (LF) bands. In the
VLF/LF bands, both vertical and horizontal polarizations are
used for links between airborne terminals, whereas only verti-
cal polarization is used for ground-based or submerged termi-
nals. Strategic long wave systems must provide connectivity
between mid-latitude transmitters and receivers located at vari-
ous latitudes, including polar regions. That connectivity must
be maintained even when the ionosphere has been disrupted by
radiation from nuclear detonations.

When not being jammed, long wave systems are limited by
atmospheric noise. Therefore, in order to make performance
predictions, it is necessary to specify atmospheric noise for all
of the cases just cited. However, no data exists for atmosphetic
noise in nuclear environments; hardly any data exists for hori-
zontally polarized noise; little data over the ocean regions used
by submarines; and —until recently— not enough data existed
for ELF noise or noise in polar regions. Empirical models that
work well for mid-latitude, vertically polarized VLF/LF noise
therefore cannot be applied to a number of important opera-
tional conditions, and thus a predictive model is needed.

The best known empirical noise database is that published by
International Radio Consuitative Committee (CCIR). The latest
version of their database, CCIR Report 322-3 published in
1986 [Ref. 1], summarizes data taken on a network of nineteen
recording stations over a number of years [Ref. 2]. It consists
of contour graphs of the effective antenna noise figure (F,)at 1
MHz superimposed on world maps. The 24 maps cover four
seasons and six diurnal time blocks. In addition to the maps,
supporting graphs give additional noise statistics as well as the
conversion from 1 MHz to frequencies from 10 kHz to 20
MHz.

Two decades ago, the Westinghouse Georesearch Laboratory
(WGL) developed a model to predict ambient VLF noise
throughout the world LRcf. 3]. They did this by assuming that
lightning flashes are the source of noise. Noise at a particular
location was then just the sum of all the noise radiated by
storm centers. Although the WGL model was state of the art at
the time of its development, it is now limited in several
respects. Since data on actval lightning flash occurrence rates
were scarce, WGL inferred the rates from records of thunder-
storm days (7p), thus introducing an inaccuracy of unknown

magnitude. WGL modeled only radiation and propagation at
frequencies between 10 and 30 kHz and neglected the contri-
bution from horizontal lightning entirely. They thus omitted
ELF and LF noise and the transverse electric (TE) component
of VLF noise, all of which are important to systems deployed
during the past two decades. The propagation algorithms used
by WGL are crude by present-day standards, particularly in the
treatment of non-stratified ground or ionospheres. Finally, the
WGL model did not account for ionospheric disturbarces,
especially those caused by nuclear detonations.

To address these limitations, we undertook a project to produce
a modern noise model. The main modernization stems from
our use of satellite and ground-based data on the occurrence
rate of lightning flashes as a function of longitude, latitude,
time of day, and season. Such data circumvent the need to infer
lightning occurrence statistics from Tp maps and remove a
major uncertainty from the modeling process. We have also
benefited from recent data on lightning structure—especially
stroke altitude and orientation, which profoundly affects the
ratio of TE noise to transverse magnetic {TM) noise.

Computer codes containing the results of this work have been
distributed to a number of researchers since 1990. We are con-
tinuing to refine the model in accordance with their comments
and suggestions. This article presents the results from the cur-
rent version, called LNP for Long wave Noise Prediction. LNP
predicts TE and TM noise in the 50 to 300 Hz and 10 to 60
kHz bands under both ambient and disturbed conditions. The
computer code is written in strict FORTRAN 77 for pon-
ability. It was designed to be easily extended and upgraded as
new data becomes available. We have tested LNP against data
from a number of sources including some of the original data
used for the CCIR model [Ref. 4] and data from the Stanford
University Global Survey of ELF/VLF Radio Noise [Ref. 5].

3. OVERVIEW OF THE NEW PREDICTIVE MODEL
Although man-made or extraterrestrial sources might contrib-
ute to long wave noise at certain times or locations, the current
version of the model assumes that noise is caused solely by
lightning, which radiates strongly in the long wave bands. LNP
consists of two submodels: the source submodel, which
describes the occurrence rate of lightning flashes throughout
the world and the electromagnetic radiation from those fiashes;
and the propagation submodel, which describes how the energy
radiated from numerous worldwide centers of lightning activity
propagates in the earth-ionosphere waveguide to the location of
a long wave receiver. The total noise at a location is calculated
by summing the energy that arrives from all important thun-
derstorm centers.

LNP uses lightning distribution data taken by a satellite
launched from Japan in 1978 called the lonosphere Sounding
Satellite-b (ISS-b). We will discuss this data in more detail
below, and compare the flash rates seen by the satellite to data
obtained by other means.

The total lightning discharge is called a flash and is made up of
many components. Among these components are high-current
pulses called strokes. There are several types of strokes that act
as sources of long wave radio noise. If we knew the location of
every stroke that occurred over a long period of time and how
much power each radiated, we could use standard long wave
propagation techniques to determine how much power from
each stroke reached a receiving point. Then we could sum the
power from all strokes to calculate the total noise as a function
of time. In reality, of course, such an approach is impossible.
Instead, we assume that each flash can be represented by a
collection of a few types of lightning strokes. We then use
representations of botg the number and power of these strokes
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to determine the average noise power radiated by a single flash
at a given location and time. The representations we use
depend on a number of factors which we will discuss below.
Then we combine the radiators from all flashes that occur in a
given area, which typically extends over several degrees of
longitude and latitude, into a single effective radiatior—an
"equivalent noise transmitter” (E hich we assume to be
positioned somewhere near the center of the area. The power
contributions from all worldwide ENTs are then propagated to
the receiver location and summed to get the total average
noise.

The propagation is calculated using an almost standard, full-
wave, anisotropic waveguide code, with mode coupling calcu-
lated at each boundary. We have included some approxima-
tions to increase s The propagation parameters
(attenuation and excitation factors) for a number of different
ionosphere models are stored in a database. Both TE and TM
modes are handled, and the code is able to determine how
many modes to use. The phase of the individual modes is
ignored, so the normal summation of complex numbers found
in standard waveguide theory is replaced by an RMS sum of
real numbers. Since this is a fairly well known procedure, we
will not discuss it further. The interested reader is referred to
Warber and Field [Ref. 6] for details.

Once the noise from a single noise transmitter is determined,
the RMS noise value is added to the RMS sum from the
remaining transmitters. The standard deviation is also com-
bined into the total standard deviation. LNP also estimates the
amplitude probability distribution and the voltage deviation
parameter, Vi,

4. FLASH RATE FROM SATELLITE DATA.

The 1SS-b was launched 16 February 1978 from Tanagashima,
Japan, into a circular orbit at an altitude of 1100 km, with a
70° inclination [Ref. 7). This gave the spacecraft a 107 min.
orbital period. The orbit was such that the spacecraft was able
to observe any region on the earth from 70° North to 70° South
at all local times during a 120-day period for high-latitude
regions (60 days at low latitudes). The lightning detection
experiment was one of four on the spacecraft. The others
measured the electron distribution in the upper ionosphere, the
positive ion composition, and the temperature and densities of
electrons and ions. Each experiment was run repeatedly within
a period of 64 s; the lightning detection experiment observed
during 20 of those seconds, and took 32 data points per second
on each of the four channels. There were about 100 observa-
tion periods per orbit. The data in the database was taken from
June 1978 to May 1980. The data was divided into four sea-
sons, and within each season, into six 4-h time blocks in uni-
versal time, 22-02, 02-06, 06-10, 10-14, 14-18, 18-22 h.

The lightning detection experiment consisted of monitoring a
four-channel, narrow-band, HF receiver (frequencies: 2.5, 5,
10, 25 MHz). Noise puises from lightning should appear on all
channels above the critical frequency of the ionosphere beneath
the satellite. The location of the pulse can be determined if the
location of the satellite is known, since the condition of the
ionosphere and the frequency of the receiving channel establish
a maximum angle of incidence at which the signal can pene-
trate the ionosphere to the satellite. Only flashes that occur
within the cone defined by this maximum angle will be seen by
the satellite. This has been termed the "iris" effect, since it re-
sembles the opening and closing of the iris of a camera. The
critical frequency could not be determined in advance, thus
four different channels were used. However, since density data
was also taken by the satellite, critical frequencies could be
determined after the experiment and the field of view esti-
mated. Fields of view with radii as small as 130 km were
reported.

After the data was filtered to remove man-made noise, the
number of discharges over every observation period normal-
ized by the observation time were summed for each 10°x10°
geographic bin. The value thus obtained is defined as the flash
rate density (flashes/sec/km2). Figure 1 is an example of the
data for Jun- July -Aug at 2200 to 0200 h. The entire set of 24
maps and tabular data was published [Ref. 8], and has already

& 2 8
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Figure 1. Global distribution of lightning discharges for June-
August, 2200-0200 UT. Contour are in units of
10°4 flashes/s/km?2

been used to construct models of noise. Kotaki and Katoh [Ref.
9] constructed an HF model for 2.5 to 20 MHz. They claim
better agreement with measurements than the predictions of
CCIR Report No. 322. Greifinger et al. [Ref. 10} report that J.
Dea has modified the WGL model to use the satellite data
(albeit with a number of shortcuts) and obtained reasonable
agreement with 13 kHz data.

Since the flash rate data is central to the operation of the noise
model, we have compared the flash rates seen by ISS-b to
other flash rate data. Some of these are worldwide flash rates,
and others are at specific points. Next we present some of these
comparisons. Our effort to validate the lightning database is
one of the ongoing areas of research on the model.

The seasonal flash rate can be obtained by multiplying the
flash rate density in each geographic bin by the area of the bin,
and then summing the contribution from all bins. Results from
this calculation are given in Table 1.

Table 1. Seasonal global flash rates obtained from the ISS-b data.

Season Flash Rate
(sec'!)
Dec - Jan - Feb 54
Mar - Apr - May 64
Jun - Jul - Aug 55
Sept - Oct - Nov 80

These values agree well with an estimate made by C.E.P.
Brooks in 1925 of 100 flashes/s worldwide. This estimate was
based on thunder day data. Other estimates of the global flash
rates made from satellite observations range from 30 to 120 s-!
g_l‘urman and Edgar, Ref. 11, Orville and Spencer, Ref. 12, and

urman, Ref. 13]. These estimates come from studies of
optical sensors on board satellites.

Anderson et al. [Ref. 14] present flash density data collected
over 15 years in Pretoria, South Africa, and over eight years
for the entire southern Africa region. Although the annual flash
density for Pretoria is fairly constant at about 6.6 km-2, with a
maximum value of 10.5 km-2 and a minimum of about
4.5 km-2, the monthly flash density values can vary quite a bit.
January (summer in South Africa), for example, has a mini-
mum of 0.5 km-2 and a maximum of 3.5 km-2. We can esti-
mate the number density over the entire southern Africa region
from the data they ﬁive to be about 2.8 km-2, which agrees
almost exactly with the value of 2.5-3 km-2 for the same region
in the ISS-b data. The ISS-b data can also be compared to the
Pretoria monthly densities if we sum the Pretoria data into sea-
sons and scale the ISS-b data by a factor of 2 to account for the
rveugling over a wider area. Doing so results in the data shown
n Table 2.
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Table 2. Comparison of Pretoria and ISS-b flash density data.

Season Pretoria  ISS-b
(km-2) (km-2)
Dec - Feb 3.5 2.2
Mar - May 1.1 1.6
Jun - Aug 0.0 0.8
Sep ~ Nov 2.0 2.0

Since the ISS-b data was taken over a relatively short peroid of
time, we would like to compare it to data taken over a longer
term. Thunder day statistics have been recorded for many
years. We removed the dirunal information from the ISS-b
data and used a well known approximate relation between
thunder day and flash rate to study the dynamic range of the
ISS-b data. The World Meteorological Organization (WMO)
publishes thunder day data taken over a long period of time.
‘The WMO Tp distributions are published as maps for each
month, the four seasons, and the entire year. To convert from
flash rate to Tp, we will invert a standard relation between Tp
and flash rate. Most investigations of this relation find that the
flash rate is proportional to TpM, where n= 1.1 to 1.5.
However a certain amount of caution is needed here, since the
data that goes into the fit has a large amount of scatter. It is not
L;_nusual for the flash rate to vary by a factor of 10 for a given
D-

To estimate Tp from the [SS-b data, we sum over the diurnal
time blocks and then assume Tp is proportional to the summed
flash rate raised to 0.8. Since we are interested in only relative
numbers, we set the maximum number to 60 for a season and
200 for a year. We then calculated the Tp number for each
10°x10° bin in the summed data. When we compared the
resulting values to values from the WMO maps, taking into
account the greater spatial precision of the WMO maps, we
found that the sets compare fairly well, except in the Northern
Hemisphere during winter, where the ISS-b results can be
greater by a factor of on the order of ~10. There are several
possible explanations for this, the most obvious one being that
a factor of 10 variance is not unusual in lightning parameters;
thus the ISS-b data might simply kave been taken during an
unusually noisy winter. Another possibility is that the relation
between Tp and flash rate is not very accurate. For example,
the flash rate in Japan varies by an order of magnitude between
summer and winter; however, the Tp number is exactly the
same-13 Tp/season. The third possibility is that the satellite
has problems when the flash rate is too low; note that the dis-
crepancies occur at low flash rates. The satellite might be
picking up man-made or extraterrestrial noise and interpreting
it as a flash. This would not be a problem when the flash rate is
high, since a few extra flashes among several hundred repre-
sent only a few percent. Extra flashes among several tens of
flashes, however, could represent a major overstatement of the
flash rate and cause our noise model to overstate the noise by
several decibels. Recently data from the lightning detection
network that covers the continential United States has become
available to us. The network is a large collection of ground
based sensors, and records the time, position and intensitity of
cloud to ground flashes. Data is available for the entire U.S.
since 1988, and for the east coast area since 1983. We are
using this data to help us resolve the difference between thun-
der days and the ISS-b flash rate, which is confined to mid-
latitude, winter noise.

S. POWER RADIATED BY LIGHTNING FLASHES

The lightning rate distribution maps tell us where lightning is
occurring. Since the duty cycle of the ISS-b satellite is on the
order of a second, we assume that the satellite is recording
individual flashes. Thus we have to turn the flash into a series
of lightning radiators. This section describes the physics of
these lightning radiators and how we model them. We will
describe the average power radiated by lightning into the
ELF/VLF/LF and how that power is modified by various
lightning processes.

The total average noise at the receiver point, Pgo, is given by
the sum of the instantaneous noise powers arriving from ail
ENTs at time, T:
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Pro(T)= ZPRT.‘(T)PT;'(T) ey

t

Here we express the latitude and longitude dependence of the
functions with the subscripts 0 and i. The power radiated from
the ith ENT is Py, and g@2pTi represents the propagation of that
power from the ENT to the receiver. Note that in the rest of the
text, all quantities can be regarded as time or spatial averages
unless otherwise noted. Also, they will be functions of both the
spatial and time coordinates. We will suppress these coor-
dinates or the average overbar, unless they are needed for
clarity or emphasis.

We write the average power radiated by a single ENT as:

Pr = Nrozar 3 PsxNseN i (2)
k

where the index, &, denotes the different types of lightning
strokes that contribute to the total radiated power; N7ogq is the
total number of flashes of all kinds in the region represented by
the ENT; N is the fraction of those flashes that are of type &;
N5y is the number of strokes per flash, and Pgy is the power
radiated by a single stroke of type k.

Lightning parameters, such as radiated power or relative occur-
rence of a given stroke type, depend on a number of factors,
which we lump into several muitiplicative terms called
"modifiers." Thus we write:

Psp = MpcMpsiMp gy MpGrFok 3)

Nsi =My My siMy gxMy GeNox @

where the subscript P or N indicates whether the modifier
applies to the power or to the number of strokes per flash that
are of type k; Mc is the charge height modifier; Ms is a storm
severity modifier; Mg is a terrain effects modifier; and Mg is a
land-sea modifier. Pog and Ngi denote the average power and
stroke-type fraction at the equator, so the modifiers have the
effect of normalizing the lightning parameters to their values at
the equator. Because most of these parameters have their
maximum value at the equator, most of the modifiers are less
than unity.

Many of the factors above have either fixed values near one, or
are slowly varying. These factors are of minor importance for
the results of the model, but are included above for complete-
ness. In the rest of this section we discuss those factors which
play a major role in the model and the physical justification for
them. Space does not allow a complete discussion of all the
terms. A complete discussion can be found in Ref. 6.

5.1. Overview Of The Lightning Discharge.

In order to give some background for what follows, and to
define a few terms, we briefly review some facts about light-
ning. The reader who seeks more detailed information is re-
ferred to Uman [Ref. 15], upon which much of what follows is
based.

Lightning is a complex, propagating process of gas breakdown
that results in a transient, high-current electrical discharge. A
discharge typically neutralizes some tens of coulombs of cloud
charge over a path length measured in kilometers. Lightning
can be classified according to whether or not the discharge
channel contacts the earth. A flash that does contact the earth is
called a Cloud-to~Ground (CG) flash; one that does not is
called an In-Cloud (IC) flash. In addition, we classify individ-
ual strokes as vertical or horizontal radiators. Although in the
past it was assumed that CG contained basically vertical radia-
tors and IC basically horizontal ones, it is now clear that both
CG and IC flashes have horizontally and vertically radiating
components. Thus we shall use the terms horizontal and verti-
cal, and CG and IC lightning to refer to different aspects of the
total discharge.

At VLF there appears to be only two kinds of lightning strokes
that contribute significantly. The first is the return stroke, the
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most powerful and most widely studied of all lightning com-
ponents. The second is called a bipolar discharge. Bipolars are
small strokes that occur within the cloud and normally precede
the retumn stroke. The power radiated by a single bipolar dis-
charge is usually much smaller than that radiated by a return
stroke, but the power spectrums and the relative numbers of
these two stroke types are such that the bipolars contribute
significant energy near 50 kHz. The return stroke, on the other
hand, dominates at 10 kHz. Power spectrums and numbers of
strokes per flash are discussed below.

At ELF, only the so-called "continuing current” in the return
stroke appears to contribute.

5.1.1. The Cloud-To-Ground Flash.

Figure 2 is a Simplified view of a CG flash. The typical dis-
charge starts in the cloud and eventually neutralizes tens of
coulombs of negative cloud charge. The total discharge from
start to finish lasts on the order of 0.5 s. In the present mode!
of the thundercloud, positive charge appears at the top of the
cloud and negative charge collects in layers at the altitude
where the ambient air temperature is near -10° to -20° C. .

The first part of a flash is initiated by a preliminary breakdown
within the cloud. Although the exact form and location of this
breakdown is uncertain, small volumes of intense space charge
in the presence of a strong electric field appear to initiate it.
This sets the stage for negative charge to be channeled toward
the ground in a series of short, luminous steps called the
stepped leader. Typical values for the leader steps are 1 us in
duration and tens of meters in length. The pauses between the
steps are on the order of 50 ms. A total of about 5 coulomb of
charge is spread out in the lightning channel in tens of milli-
seconds. The steps have peak currents of around 1 kA, whereas
the average leader current is 100 A. The stepped leader channel
branches in a downward direction during its development.

As the tip of the leader channel nears the ground, the electric
field beneath it becomes very large and causes one or more
upward-moving discharges to be initiated at the ground. When
one of these upward-moving discharges contacts the down-
ward-moving leader channel, the channel is connected to
ground potential. The charge in the leader channel is then dis-
charged by a ground potential wave moving up the channel-the
return stroke. Peak currents are on the order of 30 kA, and the
total transit time on the order of 100 ms. This much energy in
such a small time period heats the air in the channel to near
30,000 K, generating a high-pressure channel that expands and
creates the shock wave, which eventually becomes thunder.
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Figure 2. Charge distribution and flash channel for a typical
clould-to-ground flash.

The flash could end at this point. However, more charge is
normally made available at the top of the channel by dis-
charges within the cloud, known as J and K processes. This
causes a leader to propagate down the channel, low«sing about
a coulomb of charge with currents on the order of 500 A. This
leader (called a dart leader) then initiates a return stroke. This
process can occur several times. Typically, a CG flash will be
made up of a first return stroke and three subsequent return
strokes, although up to 40 strokes in a single flash have been
reported. These subsequent strokes have less power than the
first return stroke. The time between successive return strokes
in a flash is usually 40 to 80 ms. Figure 3 shows a typical
return stroke wave form.

The terms J-changes and K-changes refer to mechanisms that
distribute charge within the cloud. They are identified by their
characteristic signatures on electric field change recordings
made during the storm. Associated with the K-changes are a
series of bipolar pulses that radiate in the VLF range. Figure 4
shows the wave forms for a burst of these bipolar pulses [Ref.
16); they appear to be the only other kind of pulse that will
radiate strongly at VLF thet‘ 10]. These pulses will occur in
large numbers during a flash, and since there spectrum peaks
about 30 kHz, they dominate at the higher VLF/LF
frequencies. The leader pulses will also radiate a significant
amount of energy, but their spectrum peaks near 200 kHz, so
they will not contribute to the noise at VLF.
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Figure 3. Typical return stroke wave form.
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Figure 4. Wave form for a bipolar pulse burst.

The normal return stroke lowers negative charge to the ground
and is thus termed negative lightning. It is also possible for a
flash to be initiated from the upper positive charge in the thun-
dercloud. This probably occurs when this positive charge
becomes horizontally separated from the negative charge
beneath it. These discharges lower positive charge to the
ground and are thus called positive lightning.
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Positive lightning is generally composed of a single return
stroke followed by a period of continuing current. The positive
return stroke can have a much larger peak current than the
more common negative lightning. Positive lightning is rela-
tively common in winter and uncommon in summer. The rate
of occurrence of positive lightning appears to depend on the
elevation of the cloud above the ground; the rate increases with
decreasing altitude. The rate also appears to depend on the
wind shear within the thundercloud. Orville et al [Ref. 17}
found that, for a severe fall storm, overall only 4 percent of the
flashes were positive, but that the rate for positive flashes in-
creased with the age of the storm, reaching 37 percent in the
last hour. This behavior has been observed in other storms as
well. Using a direction-finding system covering the northeast-
ern United States, Orville et al. [Ref. 18] found that about 80
percent of the return strokes were positive in February 1985,
10 percent were in April, and only a few percent were during
the summer. The wave form of the positive return stroke is
similar to the negative, except for polarity. The median cur-
rents are about the same as the negative return strokes (35 kA
for positive, 30 kA for negative), but positive flashes can con-
tain a higher percentage of very large peak currents. The am-
plitude probability distribution for both kinds of return strokes
is given in Fig. 10. LNP does not use a direct positive stroke
type in the calculation of average noise power, since the effect
of the positive strokes is contained in the modifiers. However,
we do use the positive stroke type in the calculation of the
amplitude probability distribution of the noise.

5.1.2. The In-Cloud Flash.

Since the IC flash does not reach the ground, it is not as well
studied as the return stroke, both because it is of less economic
importance and because its discharge channel is remote from
measuring instruments. What we term In-Cloud flashes could
be further subdivided into those flashes that cccur entirely
within a cloud (intracloud), those that propagate between
clouds (intercloud), and those that propagate from clouds to
air. However, the majority of IC flashes are intracloud, and
experimental data shows that these three types are very similar.
Thus the Noise Mode! does not distinguish between them.

The IC discharges have a total duration about equal to those of
the CG discharges (0.5 s). A typical cloud discharge neutral-
izes 10 to 30 coulomb of charge. Path lengths of 5 to 10 km are
generally accepted, but Richard et al. [Ref. 19] suggest that the
average path length is greater than this. The discharge is
thought to consist of a continuously propagating leader that
generates five to six weak return strokes called recoil stream-
ers. These are very similar to the K-changes that occur in CG

lightning (except for opposite polarity).

5.2. Average Radiated Power.

In this section we present the models we use for the average
radiated power for each of the different kinds of strokes. We
discuss the power spectrum of an individual stroke of each ty
and the average number of strokes per flash we assume for
each type. Included in this section is a discussion of the prob-
ability distribution of both the power and the number of strokes
per flash. We do this first for the retum stroke, then for the bi-
polar stroke, then the ELF component.

Figure 5 shows the power spectrum of the return and bipolar
strokes used by the model in the VLF range. We assume that
the positive return stroke has the same form as the first
negative return stroke, but that it is about 35 percent more
merful to account for its larger average current (35 kA to 30
) Subsequent return strokes also have the same form as the
first retum stroke, but are about 25 percent weaker. LNP does
not include direct positive or subsequent strokes in the calcula-
tion of average power, but they are included in the modifiers.

§.3. Numbers Of Strokes.

Figure 6 summarizes the number of return strokes per flash
from various studies [Ref. 20). The sverage number of strokes
per flash is about four, which is also close to the median. This
number is in agreement with a later result by Thomson et al.
[Ref. 21]ﬂof 4.0 strokes per flash in Florida and an earlier study
of 1800 flashes in South Africa by Schonland [Ref. 22), whose
results showed 4.1. LNP uses 4.0 as its base value.
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Figure 6. Probablity distribution for number of return strokes
per flash form a number of sources.

There seems tc be little data on the number of bipolar strokes
per flash. Greifinger et al. [Ref. 10] recommend using 20
bipolars of the size in Fig. 5 per flash. This recommendation
resulted from comparing the spectrum of the bipolars with an
approximate spectrum for the entire CG flash and an IC flash.
We have made the number of bipolars per return stroke and per
IC flash adjustable parameters of the model, and have adjusted
them to agree with data at 50 kHz (5 and 20, respectively). We
have not found it necessary to make the total number of
bipolars different in CG and IC flashes.

For the horizontal radiators, only the bipolars contribute sig-
nificantly to long wave noise. We have followed the recom-
mendation of Greifinger ef al. [Ref. 10] and have set the num-
ber of bipolars per flash equal to 20. There seems to be no data
on this parameter. For the average radiator power, we started
with the same average power as the vertical bipolars, and then
adjusted to give agreement with data on TE noise from the
AN experiment [Turtle et al,, Ref. 23).

54. Effects Of Charge Height.

‘The height of the charge center, from which the lightning dis-
charge begins, to be a very important parameter in the
description of the lightning discharge. A number of other
parameters in the model depend on it. Although a number of
researchers have looked for atitudinal variations in lightning
flash characteristics, Pierce [Ref. 26] appears to have been the
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first to suggest the meteorological interpretation for this vari-
ation. Since the usual model of the thundercloud has positive
charge collecting at the top of the cloud at, say, altitude H, aqd
negative charge collecting in a layer near altitude A, the basic
physics of spark breakdown imply that the smaller 4 is com-
pared to H - h, the greater the chance the discharge will be to
the ground.

Krehbiel et al. [Ref. 24] found that the charge centers observed
in storms tend to collect at altitudes where the ambient tem-
perature is between -10° and -20° C. This result is in agree-
ment with a number of other authors. For LNP, we use the -15°
C level as the altitude at which the charge centers collect.

5.4.1. Charge Center Altitude As A Function Of Season.
Oort and Rasmusson [Ref. 25] have published tables of mean
temperature as a function of altitude and season. Figure 7 is
based on those tables. It shows altitude at the -15° C isotherm
as a function of latitude for the four seasons. This figure also
contains our analytic fit to that data. Basically, we have:

¢ = cosk(©) ®)

where ¢ = h/hg, h is the altitude of the charge center, and hyp is
the altitude at the equator (7.5 km). Here k=2 in the winter; 1
in the spring, 0.5 in the summer, and 1.5 in the fall. We call ¢
the normalized charge center altitude parameter, or the charge
height parameter. We will use it to define a number of other
parameters that have a latitudinal dependence.

o 30 —-— 75 cos¥2G A Summer
B 20k = 75¢c0s G o Falt
T [ ---75c0s¥2G * Spiing

1.0 75c0s2G ™ Winter

0 I i ! ] 1 i I m m m )
-10 0 10 20 30 40 50 60 70 80
Latitude 6 (deg)

Figure 7. Data analytic fits to the altitude of the -15 C iso-
therms as a function of latitude and season.

5.4.2. Ratio Of CG To IC Flashes.

Both Pierce [Ref. 26] and Prentice and MacKerras [Ref. 27
have found fits to the CG flashes-IC flashes ratio (£ = N¢/Ng
as a function of latitude. The Prentice and MacKerras fit is
now regarded as the most current:

£=416+216c05(30) (6)

We have investigated the relationship between = and the
charge height parameter ¢ of Eq. (5) by plotting the N / Nt
ratio taken from Eq. (6) as a function of ¢ in Fig. 8—the fit is
almost linear. Thus, the noise model assumes that

a1
094 - 084

™

Figure 9 shows the data Prentice and MacKerras used, as well
as their fit. In this figure, the points marked Model Summer are
the results of Eq. (%’ using ¢ from qu (5) for summer. They
agree almost exactly up to 60° and, in fact, appear to match the
data better at latitudes of 60° and above. The data Prentice and
MacKerras used were for summer storms; winter storms have
much lower charge centers, so most of the flashes are CG dis-
charges. We have plotted the results for Eq. (7) using winter
values of ¢ in Fig. 9. According to these results, most flashes
are CG discharges at high latitudes, which is consistent with
experimental data.
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Figure 8. Ratio of CG flashes to total flashes as a function of
the height factor.
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Figure 9. Ratio of CG flashes to total flashes a a function of
latitude, showing the Prentice&MacKerras, fit, and
the noise model fits.

5.4.3. Positive Lightning.

The recent paper by Biswas and Hobbs [Ref. 28] presented
flash rate density data for both negative and positive return
strokes along the East Coast of the United States. The ratio of
the positive to negative return strokes ranges from 10 to 30
percent. Using data from this and a few other sources (some
summarized in Uman [Ref. 15]), we find the following (albeit
cruie) fit to the percentage of positive lightning in return
strokes:

=1 ®
By

5.4.4. Effects On Cloud Size.

Orville [Ref. 29] measured the peak currents in a large number
of summer return strokes using the SUNY Lightning Detection
Network. This data covers almost the entire United States east
of the Mississi?pi. A clear latitude dependence is seen in the
nearly factor of 2 difference in average peak curmrent between
Florida and Maine. Orville found that he could account for the
difference if there is a dependence of the current on the size of
the average cloud. His argument is that ti:s current in the return
stroke I depends on the charge Q, which, in turn, should
depend on the volume of the thundercloud. Using data from
return strokes on Mount San Salvatore near Lugano, Switzer-
land, Berger [Ref. 30] found that / < Q0.7 . The Noise Model
assumes that the cloud dimension d is related to the charge
height parameter as docgm. Here m is a Noise Model
parameter, and we are saying that, on average, the closer to the
ground the -15° C level is, the smaller the cloud will be. Thus,

Pocg42m Q)]
Orville's data suggests m = 1.5.
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At ELF, the published frequency spectrums depend on the
model of the return stroke used (see, for example, Galejs [Ref.
31]), a consistent feature being that the spectrum is almost
constant over the range of the frequency treated by the model.
Rather than select a particular model for the stroke, we have
assumed a constant power which has been adjusted to agree
with the ELF noise data from the Stanford radiometers. The
agreement is very good over the entire 50-300 Hz range.

5.4.5. Bipolar Strokes.

We assume that bipolar strokes occur in all types of flashes.
The model assumes that five bipolars occur for every return
stroke in a CG flash, and twenty for every IC flash. Thus, in
Eq. (4) the average number of bipolar strokes is:

Noy =5Nornce +20(1-ncg) (10)
The bipolar stroke power is taken from Fig. 5. The modifier is:
Mcpg =g42me an

We assume that the current in a bipolar is a function of the
charge available, as is the current in a return stroke, and so
have a modifier for the bipolar power which is the same as

Eq. (9).

Lacking data to the contrary, we assume that the modifiers for
the horizontally radiating bipolars are the same as for the verti-
cal ones.

5.5. Effects Of Storm Severity.

Large storms produce numerous lightning flashes, and evi-
dence exists that larger storms tend to produce stronger dis-
charges. It is well known, for example, that larger storms tend
to have more positive flashes, which can have larger peak
currents. We could not, however, find hard data to quantify
these effects. Therefore, early versions of the model did not
have a storm severity factor. We found that those earlier ver-
sions tended to underestimate the noise in the noisiest regions
and overestimate it in the quieter ones. Note that all the modi-
fiers we have discussed so far have only the charge height or
latitude dependence, so they are the same for regions of low or
high flash rate.

The physical justification for a storm severity factor is that
large storms tend to have greater updrafts within the clouds.
and since updraft speed is related to charge formation, we
expect greater power in the flashes. We know that the flash
rate, is directly proportional to the updraft velocity [see
Vonegut, Ref. 32); therefore, we base our storm severity factor
on this relationship. Thus, we define:

Mgp =(Ngp / Nypymss (12)

where N7 is the average flash rate (= 0.1 flashes/s) and mgs =
0.5 if the flash rate is above the average; otherwise, mss = 2.
We take the same factor for all three types of strokes. These
parameters have been set to adjust the model predictions to
data. The square root is suggested by some results due to Wil-
liams [Ref. 33]; WGL also used it. Uman cites reports that
indicate that the number of strokes per flash increases as the
storm severity increases. However, we could find no hard data
on this and so assume that the storm severity modifier on the
number of strokes per flash (Msy) is 1 for all types of strokes.

5.6. Terrain Effects.

We have built into LNP a crude terrain map. We speculate that
the ratio of CG to IC flashes is greater over mountains, and
that the average power radiated per stroke is also greater over
mountains. We include the first effect directly by lowering the
height of the charge centers based on the average terrain height
of the region. However, no data supporting an increase in
power per stroke was found, and the effect of ad hoc modifiers
was not sufficient to include in the model.

6. LIGHTNING STATISTICS

In this section we discuss how the Noise Model calculates
lightning statistics other than the RMS noise value. The model
can predict the following statistics: the standard deviation (0),
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the voltage deviation [Vp = 20 logio (RMS / AVG)], and the
APD of the noise.

6.1. Lightning As A Random Process.

Lightning is known to be a highly random process, and almost
all-if not allthe parameters associated with the model have a
probability distribution around their average values. We
assume that the density function for most of the quantities we
deal with is formulated as:

o

o) = B explx/ R 13

This is known as a Weibull distribution. If & = 2, then the dis-
tribution corresponds to that of the Rayleigh distribution.
The amplitude-probability distribution is defined to be:

APD(x) = Prob(X 2 x) = J':p(x)dx (14)
Using Eq. (13) in Eq. (14) gives:

APD(x) = exp(~(x/ R)?) (15)

As an example of this, consider the distribution of peak current
in return strokes. In Fig. 10 the curves are fits to data from
Berger et al. [Ref 34], as shown in Uman !Ref 15]. The axes in
Fig. 10 are drawn so that APDs of the form in Eq. (15) are
straight lines. The parameters of the fit are given in Table 3.

Table 3. Weibull parameters for peak currents in return strokes.

Type a R(kA)
First return 1.9 47.5
Second return 1.9 14.9
Positive return 0.85 53.3

The number of subsequent retiin strokes per flash is drawn in
Fig. 11, which is fit to the center of the lines given by Thom-
son, and plotted in Fig. 6. This gives a fit with @ = 1.2 andR =
3.4. We can determine the standard deviation from Figs. 10
and 11, since we know that:
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Figure 10. APD of peak currents in return strokes, as a func-
tion of type. The solid lines are for negative strokes
(upper is first, lower subsequent). Dashed line is
for positive strokes.
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Figure 11. APD of the number of subsequent return strokes
per flash.
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(xn)= J;‘ x*p(x)dx = R'T(1+n/a) (16)
02 =(x2)~(x)? (17)
Thus
02 =R [[(1+2/@)-T2(1+1/ )] (18)

This leads to Table 4, which expresses the RMS and the stan-
dard deviation of return strokes per flash expressed relative to
the average.

Tabie 4. Relative return strokes per flash parameters.

Parameter RMS / Avg s/ Avg
Negative retum 1.14 0.55
Positive return 1.54 1.17

No. of subsequent strokes 1.30 0.83

6.2. Amplitude Probability Distribution (APD) and Vp
Field and Lewinstein [Ref. 35] show that the narrow band
APD for long wave noise power can be described by two
parameters, which can be determined at the receiver. One
parameter, a, characterizes the impulsiveness of the noise from
local sources; the other, 42, characterizes the ratio of energy in
the impulsive-noise component to the energy in the back-
ground, non-impulsive component. The parameter « is the
same as the parameter in Eq. (13). The method assumes that
the local sources have a probability density function given by
Eq. (13). The probability density function for the amplitude of
the background noise, which is formed by summing the power
from many distant lightning storms, will be Rayleigh and can
be expressed as:

#0) = Lexply1772) 19

Field and Lewinstein show that the APD of the sum of the
local and background components can then be written as a
function of two parameters: a, and the ratio of the r to R. Since
the R’s are proportional to the average amplitude of the com-
ponents, they depend on the average energy in the components;
thus, we arrive at the parameter y2. Field and Lewinstein found
that they could attain agreement with noise data measured at
Boulder, Colorado, at 22 kHz in a 5 percent bandwidth, if
a=0.4andy=S5.50.

The parameter o depends on the pulse characteristics of the
local component and on the bandwidth of the receiver. Typi-
cally, & becomes larger as the bandwidth is reduced, reaching
2 for narrow band noise. For & < 2, the probability density
function Eq. (13) assumes relatively large values for large
arguments, indicating the occurrence of intense noise impuises.
Thus, the smallest values of o correspond to the most impul-
sive noise.

As a measure of the impulsiveness of the noise, CCIR 322-3
defines the voltage deviation, Vp, as the ratio in dB of the
RMS noise to the average noise. Impulsiveness, when observed
at the receiver output, is related to the bandwidth of the re-
ceiver. As the bandwidth gets narrower, the noise pulse spreads
out in time, so more pulses tend to overlap at the receiver—
which decreases the Vp. Pulse spreading (dispersion) becomes
more pronounced as the propagation path increases. Thus, the
farther away the average lightning is from the receiver, the
lower the Vp. Clearly Vp is also related to azand ¥.

The noise model estimates Vp and APD by assigning value for
the g’arametem & and ¥ to each individual ENT. These values
are functions of the number and kinds of strokes that make up
the ENT. Then LNP adjusts the parameters based on the dis-
tance of the ENT from the receiver, and then assigns the noise
power from the ENT to either the implusive or Gaussian com-
ponent of the the total noise based on the value of % In this
way almost all of the energy from a nearby noise source is put
in the implusive component. If the ENT is far enough awz, all
the energy is taken to be Gaussian. In this way we can deter-
mine an effective value for 7. Then LNP uses it and the value

of « from the closest ENT to determine the final total values
for Vp and APD. The values that LNP calculates are done
assuming a five percent bandwidth, and adjusted to other
bandwidths using the method described in CCIR 322-3.

LNP adjusts the value of a because of the tendency of noise
pulses to spread out in time as they propagate down the earth-
ionosphere waveguide. This tendency results from waves with
different frequencies propagating with different phase veloci-
ties. Thus, the effective o for a particular ENT depends on the
distance between the ENT and the receiver.

This method is not an attempt to closely model the physical
situation, but can produce resonable agreement with experi-
mental data in most cases. This is an area of continuing
research.

7. VALIDATION OF RESULTS

Validation of LNP is an ongoing effort. This work can be
roughly divided into three areas. First, we review the physical
models we use for the various lightning processes as new data
becomes available. Second, as discussed above we are making
a major effort to validate the underlying lightning distribution
data. Third, we are always comparing the noise predictions of
LNP with data. In this section we will present some compari-
sons of the current model with data. It is not possible here to
present all of our validation comparisons due to lack of space,
so we have selected some representative results. Because hori-
zontally polarized noise data is so scarce, we will only present
comparisons to vertically polarized noise data. In the follow-
ing, the term Day refers to 1500 local time; Night means local
midnight. When the user requests a prediction at a particular
time, LNP determines in which 4 hour time block the time falls
and changes the request so that it is at the center time for that
time block. The next version of LNP will allow the user to re-
quest that LNP do an interpolation between two time blocks.

7.1. July Day, at Several Locations, 13 kHz.

At frequencies near 10 kHz, the power frequency spectrum for
bipolar strokes shows that they make almost no contribution to
the noise power. Thus noise at this end of the VLF range is
entirely due to the return stroke. Since return strokes are so
well studied, we expect the internal representations to be fairly
accurate. Figure 12 below shows this to be the case. The com-
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Figure 13 Data Collections Locations used in Comparisons.

parisons in this figure are to data collected for the CCIR data-
base. Also shown in this figure are predictions from the
computerized version of CCIR 322-3 for those locations. We
do this in order to give some idea of the degree of variability
from the data one might expect from a noise prediction code.

7.2. January Day, Moscow, 13 to 60 kHz.

Figure 13 presents data at several frequencies at a single loca-
tion. For the reasons discussed above, it was difficult to
produce correct predictions for the winter time block. The fig-
ure shows that we have solved the winter day problem,

LR A AR R AR RN ARRERAARNRLEL]
60.0 kHz JJ ® O Measured
X LNP
O ccir
35.0 kMHz 0 &
250 kHz q ©
12.5 kMz 0O »®»
Litiddtesditgadtaazdassdling Liitiiltd
10 20 0 40 50
Noise level (dB//1 pv/mvViHz )
Figure 14 Comperisons for a January Day, at Moscow, Fre-
quencies from 13 to 80 kiMz.

7.3. July Day, Mid Atlantic Locations, 21 kHz.

Since the CCIR data was taken at land station, an extrapolation
scheme was used to produce noise predictions at other loca-
tions. Thus we might expect that the predictions from CCIR
322-3 would depart from measured noise the most at locations
remote from the data stations, such as in mid ocean. LNP, on
the other hand, should have no particular difficulties at these
locations. The data in Fig. 14 were taken on board a ship dur-
ing July. Again the agreement between LNP and the data is
very good.
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Figure 15. Comparisons at 21 kHz, for Mid Atiantic Locations,
July Day.
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7.4. July Day and Night at Several Locations, 51 kHz.

At the upper end of LNP's frequency range, the lightning noise
power is dominated by the bipolar strokes. Since less is known
about the bipolar, we might expect that LNP’s predictions
would not match the data as closely. From Fig. 15, which
shows day time data and predictions, this appears to be the
case. Note that LNP gives very good agreement in some cases,
specifically Singapore, and Kekaha, but very poor agreement
at New Delhi. The agreement is better at night as can be seen
from Fig. 16. In general, LNP’s night predictions match data
better than day predictions. We believe that this is due to the
fact that at night the propagation attenuation is less than during
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Rabat (m] O X

New Dehi X on

Baboa

8

Singapore @
Pretoria (mo) ¢

cook |0 Q X

JURSRONBNEANSRV NN RN FRYRN RN TAPATRTRT] 11841

10 20 30 40 50 60
Noise level (dB/1 pV/m/VRHZ )

Figure 16. Comparisons at 51 kHz, at Several Locations, for a
July Day.
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Figure 17, Comparisons at 51 kHz, at Several Locations, for &
July Night.

the day. This allows noise to propagate over longer distances
than during the day. During the day, the noise at a single loca-
tion tends to be dominated by one or two ENTs because the
greater attenuation means that only a small number of ENTs
sum to the total noise. At night this tends not to be the case
since many more ENTs contribute to the total noise.

7.5. Noise at High Latitudes.

It is well known that CCIR 322-3 has problems with noise at
high latitudes. One of their data stations-Thule Greeniand-is
believedto be contaminated with man-made noise. In the table
below we present data from several high latitude locations
compared to predictions from LNP and CCIR 322-3. Two of
the locations (Thule and Sondre Stromfjord) are from the Stan-
ford radio noise survey. The data from Fort Smith was taken
by Wilfred Lauber [Ref. 36] at frequencies normally used by
the Annapolis and Cutler transmitters. This data was
taken during periods when the transmitters were off the air for
maintenance. It should be noted that there are only a few data
points in this data set, not enough for meaningful statistics to
be calculated; thus, the data given in the table represents range
of noise measurements Lauber found.

Table 5. Comparison of High Latitude Day Data with LNP
Predictions.
Data and Predictions in dB//1uV/m.

Location  Frequency Season Data LNP CCIR

(kHz)
Thule 32 Summer 29 31 33
Thule 32 Winter 14 17 30
SondreStrom 32 Winter 12 19 30
Fort Smith 214 Summer 32-34 34 38
Fort Smith 24 Summer 28-34 31 35
Fort Smith 214 Winter 17-26 23 33
Fort Smith 24 Winter  19-24 22 32

7.6. ELF Results

Figure 18 shows the comparison of a number of high latitude
ELF data points with the results of LNP. In general, the
agreement of LNP with ELF data in the range from 10 Hz to
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Figure 18. Comparisons at 80 Hz, at Several High Latitude
Locations, for a Spring Day.
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300 Hz is very good. Table 6 is a selection of ELF data from
the Stanford survey compared to the results from LNP.

Table 6. Comparison of Predictions and Data from the Stanford
Radio Noise Survey at 80 Hz.

Location Season  Time Data LNP
Stanford CA  Summer 1200 43 44
Stanford CA Summer 0000 42 47
Dunedin NZ Summer 1200 37 37
Dunedin NZ Summer 0000 37 41

Kotchi, Japan. Winter 1200 40 41
Kotchi, Japan. Winter 0000 40 46

8. CONCLUSION

LNP was originally conceived as an extension of the WGL
model to predict horizontally polarized noise. We found that
the original WGL code could not easily be adapted, and so
decided to completely abandon it and create a new model. In
general, LNP works well. We are continuing to develop the
model and validate the code. Since the underlying lightning
occurrence database is very important to the results of the
model, we are in the process of validating it at the present time.
To do this, we are comparing the ISS-b data with ground based
lightning occurrence data. In particular we will use data from
the lightning detection network that covers the entire continen-
tal United States. This should give us a direct comparison to
the ISS-b data. In addition, a recent paper by Price and Rind
[Ref. 37] gives a method to predict lightning occurrence from
cloud height data that is available from weather satellites. This
would give us another comparison to worldwide, long term
data.

The current version of the model has some problems producing
close agreement with experimental data in regions near
moutainous terrain. We are adding a terrain map and terrain
modifiers to the model to address this problem. Another short-
coming of the model seems to involve receiver locations near,
or in, the day-night terminator. We may have to introduce a
new propagation model to handle this situation.

Other ongoing research on the model includes an effort to
improve the method used to caiculate APD and Vp as well as
adding short term noise statistics of interest to receiver design-
ers, such as pulse width, spacing, and height predictions. We
will also be adding the ability to use specific, as opposed to
average, weather patterns as the basis of the predictions.

We are also looking into the general problem of how a noise
model can be validated. This involves both developing a
master set of reference noise data that the user community
believes to be valid and determining what comparisons to that
data would be adequate to validate the model predictions. The
kinds of comparisons we have shown here only suggest that the
model is valid, but they do not really demonstrate it.
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Discussion

INAN

COMMENT. 1) Does your model properly calculate the propagation of noise in the wave guide cutoff
regions below about 1.8 khz? 2) Can we use the model to estimate atmospheric noise at South Pole?

AUTHOR'S REPLY

1) The current version of the code does not give predictions in the range 500 Hz to 8kHz. This
frequency range is out of the "communication band", and there was no interest in this range when

we started the project.
2) (See text over).

TACCONI

COMMENT. In your presentation you mention the additional contribution of spiky noise to the
previous gaussian distributed noise. Is that addition affecting the gaussianity of the resulting noise?

AUTHOR'S REPLY

The model assumes that the total power that reaches the receiver from a single equivalent noise
transmitter can be divided into Gaussian and spiky parts. It keeps track of these components from
each equivalent transmitter and uses the totals of these components to estimate the APD and the
parameter Vp. There are more details of the procedure in the printed text.

BURKE
COMMENT. Does your model go down to the lower ELF band and if no, can you predict Schumann
resonance spectra ?

AUTHOR'S REPLY

Although we allow the user to request predictions down to 10 Hz, the present version of the code is
not really designed to predict values less than 50 Hz. Thus we do not predict the Schumann resonance
spectra. In principle we could attempt to predict these spectra.

INAN

COMMENT. Concepts such as APD and rms are valid mostly for Gaussian Noise, where as the
nature of lightning noise is impulsive. If you had a communication system with 1 Khz bandwidth, say
around 20 Khz, then in principle you would have a time resolution of 1 ms. Thus, if you subdivide
the time series into intervals of .1ns, we should see discrete noise and very large variability from one
interval to another. Is this the case? I assume this is what you mean by short term statistics?

AUTHOR'S REPLY
I believe that this is correct. Research into our next version of the code, where we will try to predict
short term statistics, has not yet begun in earnest.
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summary

Within the framework of the TSS1 (Tethered
satellite System)-Project a measurement
programme on the electromagnetic background
noise has been foreseen. This programme,
denominated OESEE (Observation on the Earth
surface of the Electromagnetic Emissions),
intends to carry out a number of passive
detections of possible emissions by the
orbiting tethered system. From theoretical
considerations on the cold plasma theory in
the ionosphere, the expected frequency band
of these emissions should be in the order
of about 1 Hz up to 60 hz.

In order to design an optimal receiver of
such a signal, the noise statistical
characteristics have to be taken into
account. From the literature, it has been
proved that this noise is characterized,
from the statistical viewpoint, by a non
gaussian and non stationary behaviour.

This paper outlines some recently proposed
applications of non gaussian and non
stationary signal processing techniques
which can be wusefully applied to ELF
(Extremely Low Frequency) electromagnetic
noise characterization for detection and
parameter estimation purposes.

Some simulation examples are presented
together with some results obtained from
experimental data of natural background
noise in the ELP range recorded at Canary
Islands as a preliminary test of the TSS1
mission.

The TSS1 (Tethered Satellite System) is a
NASA/ASI (Agenzia Spaziale Italiana)
research Project.

1. Introduction

The TSS1 is a spatial experiment carried
out according to an international
cooperation between the NASA (USA) and AaSI
(Italy). The experiment, described in
details in several publications [1,2,3], is
essentially based on a space Shuttle
vehicle which is towing, by means of a long
tether (about 20 Km) a spherical satellite
of 1.5 meter diameter. The TSS concept was
initially conceived as a pure dynanmical
system, namely a large, flexible, structure
orbiting in the ionosphere and obeying only
to mechanical laws. Since, on the other
side, the TSS1 contains a long conducting
tether, consequently all the orbiting
structure will interact also with the
environmental earth magnetic field and
the ionospheric plasma electrical field,
thus implying also electrodynamical
effects connected with the experiment.

The TSS1 vehicle orbiting in the ionosphere
can be practically regarded as a self
powered radiating antenna which transforms
kinetic energy into electromagnetic energy.
The combined interaction between the
orbiting system, the earth magnetic field
and the ionospheric plasma produces a
conmplex phenomenon of radiation of
electromagnetic perturbations in the ELF
bands : the Alfven waves [1) and [2]. The
Alfven waves can be interpreted as an
example of spontanecus radiations generated
by electrodynamic phenomena. The exact wave
form, however, is not well known, owing to
the complexity of the plasma effects.
Another possible artificial electromagnetic
radiation source is constituted by the
Todulation of the current in the tether
tselt.
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The gene-ation of electromagnetic emissions
by the tether has been investigated by
Grossi and Estes of the Smithsonian
Astrophysical Observatory in Cambridge,
M.A. (USA) and the main results of such
researches are contained in {1].

Accordingly, the following basic
assumptions for the estimation of the
signal produced by the tether have been
formulated :

i) a guided mode of propagation in the
earth surface-ionosphere cavity:

ii) a non-guided mode isotropic
propagation through the earth
atmosphere.

According to such a simplified propagation
model, the region of the earth’s surface
that is "illuminated" by the possible
emissions by the tether is a limited area
located around the vertical projection
of the orbiting TSS. This area can be
called "hot spot" and its definition is a
consequence of the propagation model (ii)
and accordingly the receiving site should
be selected as close as possible to the
center of this area. On the contrary, in
the case of propagation model (i), the
reciving site can be everywhere . Pappert
[5] and Wait [6] suggest a propagation
model according to which the source
embedded in the ionosphere can be regarded
as an elementary dipole of infinitesimal
length, which apparently seems to be an
incorrect assumption in the case of 20 or
100 Km tether. A comprehensive essential
research programme is therefore needed in
order to Aachieve a better knowledge about
the complex underlying physical process.
The first step towards this direction is
to ascertain theoretically and/or
experimentally the structure of the signal
radiated by the TSS, while the second is to
achieve an appropriate modelling of the
real propagation conditions through the
real medium from the ionosphere to the
earth’s surface.

2., The TSS Transmission Channel Model

The general propagation scenario for the
TSS1 experiment 'is represented in Fig.1,
and in Pig.2 it is shown a block diagram

representing the associated transition-

channel. As it can be noted, the OESEE
programme is mainly concerned within the
detection section, but it is worth noting
that inputs from the other tasks
(transmitter and medium) are essential to
the accomplishment of the whole programme.

In spite of the lack of a complete
knowledge of the characteristics of the
expected signal, some likely hypotheses can
be made in order to define a sujitable
signal processing strategy. Por this
purpose, it seems to be quite reasonable to
make the assumption of being in the
presence of a very poor signal to noise
ratio.Purthermore, it can also be sxpected
(10}, that the ELF noise may exhibit a non
gau-zian behaviour of the type illustrated
n Pig.9.

Consequently, the processing approaches
vhich, in addition ¢to the classical

conventional ones, have been considered are

i) After-the-fact-detection;
ii) Spatial processing;

iii) Non gaussian analysis;

3. After-the-fact-detection

Under the assumption that the emitted
signal is due to a known modulation by the
TSS in a frequency band for which the far
field conditions are accomplished, the
physics of the propagation scenario
suggests that the expected received signal
should consist of an increase of level in
the appropriate frequency band, which
reaches a maximum value corresponding to
the closest point of approach to the
receiver and then vanishes on getting away.
The received signal 1is expected to be
slightly different from the one which is
transmitted owing to the modifications
introduced by the interactions with the
propagation medium scenario.

The problem, in its general outline, can be
therefore formulated as a typical detection
of a transiting signal with a poorly known
waveform, which is a classic problem in
many applications 1like, for example,
seismic processing, sonar and radar
surveillance techniques, etc. An extensive
research activity has been carried out,
during the last decade, in the theoretical
and in the practical field concerning
detection and estimation. These two
techniques have been generally regarded as
two separate statistical tasks. The
detection in terms of hit probability of
detection, which implies the surely
presence of the signal, is performed under
the simple binary hypothesis which
considers the presence or the absence of
the signal independently of any signal
parametrization. From the statistical
theory of decision, it can be shown that
the optimum Bayes detector consists of the
comparison of a generalized 1likelihood
ratio with a proper threshold fixed by the
estimation cost function, [7). The analysis
performed by Esposito [8] shows that the in
case of a gaussianity hypothesis concerning
signal and noise, the optimum detector is
obtained by a Maximum Likelihood principle.

A further interesting result is due to
Porat and Friedlander {11], which show that
an appreciable improvement in the detector
performances can be achieved by including
some a-priori information in the detection
scheme. This can be done in a quite general
fashion, as far as linearity assumptions
are valid, by using ARMAX nodels, which
provide a very general tool for modelling,
according to a black-box principle,unknown
stochastic discrete-time dynamic systems
perturbed by gaussian white noises.

A block-diagram of the ARMAX model is
illustratead in Fig.3, where the
relationship between known modulating input
signal x(t), unknown signal s(t), measured
signal r(t) and noise n(t) is shown. Such
relationship can be expressed by a
tinite difference stochastic equation of
the type @




p
r(t)= % bkx(t-k) + ? akr(t-k) + e(t) +

P
¥ c,e(t-k) (1)

where e(t) is assumed to be a sequence of
identically distributed gaussian white
noises. According to ({11}, it is possible
to combine detection with parameter
estimation by means of a MGLRT (Modified
CGeneralized Likelihood Ratio Test), which
estimates the model order p and the unknown
parameter vector

T
8 =[a1a2.. a, b‘bz.. bP c,C,- cP] (2)

on the basis of finite time histories of
input/output pairs ( x(t), r(t)j}, t=1,..N.

A recently proposed algorithm [12]) allows
to determine the model order p before any
parameter estimation. This approach is
based on a SVD (Singular Value
Decomposition) algorithm, and attempts to
determine the maximum number of eigenvalues
different from zero which supplies the best
approximation to the sample autocorrelation
matrix.

In order to estimate the unknown parameter
vector 6, a number of methods can be used,
all of which attempt to minimize a preset
cost function which takes into account the
difference between the observed output

signals r(t) and the corresponding model
prediction of s(t). A detailed
presentations of these methods can be found
in [13].

The advantage of the above approach over
conventional pure detection methods is
shown in Fig.4, where the probabilities of
detection of a Energy Detector (E.D.) [14)
and the proposed MGLRT are compared on a
theoretical basis. In Fig. 6. the same
comparison is carried out on the basis of a
simulated signal plus noise example
modelled by a 2nd order ARMAX, the time
history of which is shown in Fig. 5. As it
can be appreciated, the probability of
false alarm is 0.1, while there is a
significant performance improvement for
signal-to-noise ratios above -10 dB.

4. Spatial processing

Since the radiating orbiting system will
pass close to the vertical of the islands
of Mona (Puertorico) and Tenerife
(Canaries), these two islands can be used
as a dipole which, at least in principle,
can process and spatially reduce the
background noise in the 15-30 Hz spectral
region. In case the radiated signal does
not contain a significant energy in such a
frequency band, the twg-islands system can
also be used to detect lower freguency
energy by means of different approaches.

The theory and methodology of this spatial
processing are reported in details in [91.
The geometry of such a detector s
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illustrated in Fig.7.

The two islands have a separation of 1/2
wave length at 30 Hz (about 5000 Km) and
can be used as the locations for two
receivers sets, forming a dipole antenna at
this frequency, as shown in Fig.8. It can
be shown that such dipole can provide the
possibility to perform a spatial processing
gain to facilitate detection on the earth
surface of radiation from the TSS. A
further gain can be achieved by using the
after-the-fact detection method of the
transiting target in order to esploit the
transitory nature of the time domain
signal, as discussed in the previous
paragraph. In the case of a significative
detected energy at an even lower frequency
(1-3 Hz), the two-islands approach can be
used in an incoherent mode to achieve a
gain of about 3-6 dB in addition to the one
supplied by the transiting target detector
alone.

5. Non gaussian analvsis

As it is well recognized, one of the most
used tool for signal processing is
constituted by ©Power Spectral Density
(PSD) estimation. The different  PSD
estimation techniques can be divided into
different classes, which include :

Fourier methods:
Maximum Likelihood;
Maximum Entropy:
Maximum Energy;
ARMAX;

A very large number of studies have
demonstrated that each of the above
mentioned methods is characterized by
specific advantages and limitations in
terms of estimation error, computational
complexity ,etc. The suitability of each
method generally depend on the intrinsic
characteristics of the signal which has teo
be processed.

It should be noted, however, that most of
the above mentioned methods strongly rely
on a gaussianity and linearity asssumption
concerning the signal and the noise.
Therefore, expecially when a poor knowledge
is available about the underlying
processes, suitable tests are strongly
recommended in order to determine if such
assumptions are effectively verified in
practice.

The most used techniques for testing
gaussianity and linearity are based on the
analysis of Higher Order Spectra (HOS), and
particularly on bispectrum analysis {15].
The main advantages of HOS tecniques can be
concisely enumerated :

i) provide information about deviation
from a gaussian behaviour;

ii) possibility of a phase estimation
for a non gaussian signal:
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iii) detection and characterization of
non linear properties.

The test based on bispectrum analysis, also
called Hinich test [15]), applies to every
zero-mean stationary time series (X(t);},
the bispectrum B(fx'fa) of which can

be defined as a two~-dimensional Fourier
transform of the bicovariance function :

Coxx (M M) =E[X(E+HR) X (EHm)X(E)]  (3)

given by the generalization of the spectrum
relationship:

-2ni(fln+fém)

B(fl,f2)=§ § C (n,m) e (4)

XXX

It can be easily shown that the 3rd order
cumulant Cxxx(o’o) verifies the following :

1/2 172
(0,0)=r J B(f,,f,))df. df
-1/2 ~1/2 1727518 2

E[X(t)3]=cxxx

(5)

The bispectrum can thus be interpreted as a
frequency decomposition of the 3rd order
moment of a time series. The above relation
can be easily extended to higher order
moments of the time series.

In order to test gaussianity, however, it
is sufficient to limit the analysis to 3rd
order moment . In fact, it can be shown
{15 that a suitable test is supplied by
the relation :

|B(f.f,) | Hy
- — (6}
S(s1,) S(£,) (s, + 1)) v

where S(f) is the

the constant u?a'is the

Fisher’s skewness measure associated to
linear representation of the time series.

sper’ rum of (X(t)) and
square of

From the above relation it follows that ,if
one supplies in (6) the corresponding
estimates for bispectrum and spectrum, the
test allows to conclude that :

i)linearity of {xX(t)) implies
constancy of the ratio for every
pair of frequencies t: and tz:

ii)gaussianity implies that the ratio
is zZero for every ©pair of
frequencies £ and £..

The test is robust and powerful even on
small samples (as low as 256 ) and is
furthermore characterized by nice

asymptotic properties.

In Pig.10 an example of bispectrum relative
to a non gaussian and non linear procass is
shown.

Once a given stationary process has been
recognized to be non gaussian or non
linear, the task of a statistical
characterization should be accomplished. We
note that the bispectrum itself can supply
a qualitative tool by means cf the coupling
existing between different frequency pairs.
The problem of determining a more
quantitative characterization is a matter
of current research; an interesting
approach based on Gabor representation is
suggested in [16].

6. Experimental results and conclusjons

This presentation has been prepared before
the TSS1 mission, which took place from
31th July until 8th August 1992.
Consequently its content represents
essentially intentional tasks aimed to
detect possible radiations from the
orbiting TSS1 on the ground track.

The OESEE programme was performed by
employing two sets of tri-axial
magnetometers (one of the air-coil type and
the other one of SQUID type), both located
at the Tenerife island in Canaries
(Spain) . During about 55 hours of
continuous recording,while the TSS1 mission
took place, about 1.2 Giga bytes of data
were collected and are now in the phase of
reduction and analysis. Unfortunately, it
is not possible to communicate at the
moment any relevant result.

A part of real data recorded in December
1989 at Tenerife Islands and at IAN
Liboratory in Genoa, have been analyzed by
means of conventional signal processing
methods as a preliminary integration test
of the data acguisition system deployed
during the OESEE programme. Some results
obtained from the preliminary analysis of
such data are concisely presented together
with a discussion of the software developed
for processing the experimental data.

A block diagram of the computer programs
designed and developed for non conventional
signal processing is shown in Fig.11l.

After a pre-processing phase, which
includes conventional statistical analysis
(graphical presentations, elenentary
statistics, spectral analysis, digital

filtering,etc.), a transient test is
carried out in order to verify if the
recorded data can be <classified as
stationary or not. In the first case, after
bispectrum computation, Hinich test is
carried out for verifying gaussianity and
linearity. In any case, an ARMAX
identification is developed for detection
purposes, while in case of non gaussjanity,
suitable qualitative characterizations are
performed by an interactive procedure.

In case of a non stationarity assessment,
the signal classification is carried out on
the basis of Middleton approach [17], [18)
tndii:gb-oqucntly, a Gabor detector [16] is
app. .

An exampls of evolutionary Power Spectri
Density of vertical ELF ba noise
recorded over 40 hours by an air-coil
sensor in Genca, is shown in RMg.12. A
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highly non stationary behaviour can be
noticed.

In Fig. 13 and 14 , PSDs of horizontal and
lateral ELF background noise recorded at
Tenerife are shown. It is worth noting that
from such preliminary anaysis the well
known Schumann resonance frequencies are
evidentiated with a good approximation.

As a final concluding remark, it is
possible to say that the complete analysis
of TSS1-OESEE data may be an interesting
opportunity for applying challenging non

conventional signal processing techniques
to an advanced electromagnetic
communization problem.
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ELF/VLF RADIO NOISE MEASUREMENTS
AT HIGH LATITUDES DURING SOLAR PARTICLE EVENTS

A. C. FRASER-SMITH
Space, Telecommunicatons and Radioscience Laboratory, Stanford University,
Stanford, California 94305, U.S.A.

J. P. TURTLE
Antenna Technology Branch, Rome Laboratory, Hanscom Air Force Base
Massachusetts 01731, U.S.A.

1. SUMMARY

We report simuitaneous measurements of ELF/VLF radio
noise (10 Hz - 32 kHz) at three high latitude locations {Thule
and S¢ndrestrgmfjord, Greenland; Arrival Heights, Antarc-
tica) during a number of moderately large and large solar
particle events (SPE’s), including some of the largest that
have been observed during the last three decades. Thule
is close to the center of the northern polar cap and thus
the ELF/VLF noise signals reaching it are particularly ex-
posed to the ionospheric effects of the SPE’s, whereas the
ELF/VLF noise signals at Sgndrestrgmfjord and Arrival He-
ights, which are located closer to their corresponding aurorai
zones, should be less affected. These general expectations are
supported by the results of our measurements, which show
major changes occurring in the Thule noise statistics follow-
ing the start of the polar cap absorption (PCA) caused by the
SPEs, and smaller changes at Sgndrestrgmfjord and Arrival
Heights. The changes depend markedly on the frequency of
the noise signals. At Thule, for frequencies in the approxi-
mate range 250 Hz to 1.5 kHz, the diurnal variation in the
rms noise amplitudes is typically suppressed during the 2-
3 days following the start of the PCA, and in most of the
examples we have examined there tends to be a decrease in
the average amplitude. Nevertheless, increases can occur:
Following the event of 12 August 1989 the noise amplitudes
increased by as much as 10-15 dB. For most other frequen-
cies in the range 10 Hz to 32 kHz there is little change in
the noise statistics. However, in the range 3-10 kHz there
tends to be a marked decline in the rms noise amplitudes
at Thule in the 24 hours following the start of the PCA, al.
ter which there is a rapid recovery to the undisturbed levels.
At Sendrestrgmfjord and to a lesser extent at Arrival Heights
the most marked change appears to be the suppression of the
diurnal variation noise peaks and thus lower average noise
amplitudes in the 2-3 days following the start of the PCA.

2. INTRODUCTION

The STAR Laboratory at Stanford University has been op-
erating three ELF/VLF radio noise measurement systems of
advanced design at high latitudes for several years as part of
a larger program to improve and expand knowledge of the
global distribution of ELF/VLF radio noise |Fraser-Smith
and Helliwell, 1985; Fraser-Smith et al., 1988, 1991). These
three systems were routinely making measurements during
some or all of the latter half of 1989, when an unusually
large number of solar particle events (SPE’s) occurred in the
4-month period starting July 25 [Bieber et al., 1990]. It is
well known that the occurrence frequency and intensity of
SPE’s and their associated effects on radio wave propagation
through the polar regions, including the intense absorption
now known as polar cap absorption (PCA), are related to,
and vary roughly in phase with, the solar cycle [Zmuda and

Potemra, 1972; Duggal, 1979; Smart and Shea, 1989; Gorney,
1990]. As a result, it was expected that some SPE’s would
occur during the 1989-1992 maximum phase of the present
solar cycle. Nevertheless, the concentration in such a short
interval of seven relativistic SPE’s that were detectable with
ground-based cosmic ray measuring instruments and which
included the largest such event observed since 1956 {Bieber
et al., 1990) was a surprise. The occurrence of these SPE’s
during the operation of three high-latitude ELF/VLF radio
noise measuring systems provides a unique opportunity to
study the effects of SPE’s on naturally-occurring ELF/VLF
radio noise in the polar caps.

The three high latitude ELF/VLF measurement systems are
located at Thule (TH) and Sgndrestrgmfjord (SS) in Green-
land and at Arrival Heights (AH) on Ross Island in the
Antarctic; Figure 1 shows their geographical locations and
Table 1 lists their geographic and geomagnetic coordinates.
As indicated by these latter data, and shown more fully by
Fraser-Smith [1987], Thule is particularly close to the north
geomagnetic pole, i.e., it is essentially at the center of the
northern polar cap. Sendrestrgmfjord, on the other hand,
is either just outside the polar cap, and thus in the north-
ern auroral zone, or just inside the polar cap, depending on
the time of day (on the dayside it is typically located in
the auroral zone under the polar cusp; on the nightside it
is typically located in the polar cap somewhat to the north
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Figure 1. Geographical locations of the Thule, Sgndre.
stramfjord and Arrival Heights ELF/VLF radiometers.
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TABLE 1. Geographical coordinates of the three high-latitude radiometer stations. The geomagnetic
coordinates are computed from the 1985 International Geomagnetic Reference Field.

Station

Geographic Geomagnetic
Coordinates Coordinates

Thule, Greenland
Sgndrestrgmfjord, Greenland
Arrival Heights, Antarctica

76.5°N, 68.8°W  87.5°N, 11.3°E
67.0°N, 51.0°W  76.8°N, 37.9°E
77.8°S, 166.7°E  78.8°S, 66.9°W

of the auroral oval [Kelly, 1983; Wickwar et al., 1984]). Ar-
rival Heights is located 2° closer to its geomagnetic pole than
S¢ndrestromfjord, which means that it is similar geomagnet-
ically to Sgndrestrgmfjord but that it is also somewhat more
frequently located within the (southern) polar cap. How-
ever, it must be remembered that there are important dif-
ferences between the earth’s magnetic field configuration in
the northern and southern polar regions {e.g., Dudeney and
Piggott, 1978] that limit the relevance of north-south polar
region comparisons based on geomagnetic coordinates alone.
Probably the most important of these differences is the much
greater distance between the magnetic dip pole in the south
from its respective geographic pole [Dudeney and Piggott,
1978; Fraser-Smith, 1987]. Another important difference be-
tween the north and south polar caps that must be taken
into account when simultaneous measurements are made is
the markedly different aspects presented to the sun by the
two polar regions at times other than the equinoxes.

This study addresses the effects produced on ELF/VLF radio
noise at high latitudes by eight SPE’s. Seven of these SPE’s
are those referred to above, all of which occurred in 1989
and which started on the following dates: (1) 25 July; (2) 16
August; (3) 29 September; (4) 19 October; (5) 22 October;
(6) 24 October; and (7) 15 November. These SPE’s are all
classified as relativistic events, i.e., the solar particle ener-
gies reached levels of 800 Mev or greater. The September
SPE and the combination of October SPEs are considered
to be among the most severe particle events ever observed
(Gorney, 1990]. In addition to these seven relativistic SPE’s,
we will also consider the effects produced by an additional
‘softer’ event, which started on (8) 12 August 1989 and which
is classified as a ground level event (GLE), for which the par-
ticle energies must reach a level of 350-400 Mev or greater,
but which was not energetic enough to be classified as a rela-
tivistic event. As we will show, there clearly are strong SPE
effects on ELF/VLF radio noise at high latitudes, but there
does not appear to be much distinction between the effects
produced by GLE’s and relativistic events.

3. PRESENTATON OF DATA

In this section we present representative plots of the ELF and
VLF radio noise data recorded at Thule, Sgndrestrgmfjord,
and Arrival Heights during several SPE's. Because of the
more complete availability of noise data, and the greater
strength of the SPE’s, we will concentrate on three SPE inter-
vals for our data presentation, one covering the two August
events, another covering the single September event, and the
third covering the three October events. In addition, to help
characterize the individual SPE’s, we will provide reference
plots of Thule riometer data. We will start this presentation
by considering the interval containing the September event,
partly because a study of the changes produced over time by a
single relatively isolated event in our high latitude ELF/VLF
measurements will provide us with a reference against which
we can compare the changes produced by the other groups of
SPE's, and partly becanse it produced the largest enhance-

ments in the measurements made by ground-based particle
detectors [Bieber et al., 1990].

3.1. The SPE interval of September 1989

Figure 2 shows a plot of the Thule riometer data for the inter-
val 28 September - 2 October, 1989. It can be seen that the
absorption began increasing immediately after 1200 UT on
29 September and rapidly reached a maximum of 8.0 dB at
2100 UT. After a characteristic decline to a low level during
the nighttime hours the absorption again increased, reach-
ing a maximum of 7.5 dB at 1800 UT on 30 September (the
diurnal variation is characteristic of stations at which the
ionospheric D region is alternately sunlit during the day and
dark during the night {Sauer, 1968]). After a further night-
time decline the absorption again increased to a relatively
small third maximum of 2.1 dB on 1 October, after which
it declined to zero and the absorption event terminated. As
would be expected, plots of the five minute averaged proton
flux for proton energies greater than 10, 50, and 100 MeV, as
measured by the GOES-7 satellite [Sauer et al., 1990; also see
Gorney, 1990], show none of the diurnal variation seen in the
absorption data. Instead, the particle fluxes begin increas-
ing rapidly shortly before 1200 UT on 29 September, rise to
a maximum within the next 12 hours, and then gradually
decline to low levels over the next three days.

Figures 3-6 show plots of the one-minute rms average am-
plitude of the ELF/VLF noise measured at Thule during the
interval 26 September - 5 October. The measurements cover
16 frequencies in the overall range 10 Hz — 32 kHz and they
are plotted in four groups, each covering four frequencies.
Although the measurements are made continuously, they are
only shown for two hours of every four hour interval dur-
ing the 24-hour UT day, starting with 02-04 UT. The data
obtained during the alternate two hour intervals are contam-

Thule Riometer Data
September 28 - October 2, 1989
15 T Y Y T

Absorption (dB)

A & iy N I A

% 29 30 1 D 3
Day (UT)

Figure 2. Thule riometer measurements during the interval
28 September - 2 October, 1989.




v rrr b Ay e M e v

SR

(A

Thule, Greenland
26~-SEP~89 to 05~0CT-89

S 1097 - NS —

E 19T

2 Eﬂ“"lhn\lnl Im""w"m"'m'l lhlmw"m-"i

E]

= 100 "li 27 28 29 30 1 2 3 4 1] 6
DAY {UT) FOR Channel 1 . 10 H2

= 10T

£

3 ' n"u,-)ll“] E.wh,,;‘(",u..ul Lt 0

: Baddd 27 20 29 30 H 3 4 s L]
DAY {UT) POR Channel 2 30 Hz

o 10pT —— "

£

i 5\”““‘0“4;1 lh.'u‘hu“uu“ml lluhhm')\mu!

= 100 "Z! 27 28 29 30 1 2 4 s [
DAY (UT) FOR Chonnel 3 80 Hl

N 10T ———r -

2 ‘ 3

g l..um.\“.‘ [u.n,,“.‘,nm.ahh (uwluu.lw,,,.c

100 (T
26

27 28 29 30 2 4 8
DAY {UT) POR Cnannel 4 135 lh
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inated by the transmissions from a VLF ionosonde that was
operating at Thule during the time interval covered by this
communication.

Inspecting the data in Figures 3-6, we see the following gen-
eral trends during the SPE interval (29 September-2 Octo-
ber): (1) for frequencies in the approximate range 250 Hz -
1.5 kHz, the diurnal variation is suppressed during the 2-3
days following the start of the SPE; (2) for frequencies in the
two adjacent ranges 10-250 Hz and 1.5-3 kHz there is little
change in the noise statistics, i.e., the SPE appears to have
little effect on the noise; and (3) for frequencies in the range
3-32 kHz there is a marked decline in the noise amplitudes in
the 24 -48 hours following the start of the SPE, after which
there is a rapid recovery to the previous undisturbed levels.

The SPE effects on the ELF/VLF noise at Sgndrestrgmfjord
and Arrival Heights, our two lower latitude stations, are noti-
cably weaker than those we have just described for Thule. At
both stations the most marked change appears to be the sup-
pression of the diurnal variation noise peaks and thus lower
average noise amplitudes in the 2-3 days following the start
of the PCA.

3.2. The SPE interval of August 1989

Figure 7 shows a plot of the Thule riometer data for the inter-
val 11-19 August, 1989. The absorption for this event began
increasing immediately after a comparatively sharp dip in
absorption at 1500 UT on 12 August and rapidly reached
an extended, structured maximum that varied in the range
6.8-9.3 dB from 0400 UT until 2100 UT on 13 August, after
which it declined until 0300-0600 UT on 15 October. The
absorption then increases slowly up to a maximum of 3.2 dB
in the interval 1800-210" UT, followed by a short decline.
The absorption begins to increase again soon after 0300 UT
on 16 August, reaching a maximum of 6.0 dB at 1500 UT
the same day. Plots of the five minute averaged proton flux
for proton energies greater than 10, 50, and 100 MeV, as
measured by the GOES-7 satellite [Sauer et al., 1990], show
the existence of an SPE, starting a little before 1500 UT on
12 August. There is also a small increase in the energetic
particle fluxes starting on 15 August, which accounts for the
corresponding small increase in absorption seen in Figure 7
during the latter half of the day. This small increase in en-
ergetic particle flux is followed by a larger one starting early
on 16 August, which accounts for the increase in absorption
on that day. Interestingly, the SPE of 16 August is classified

Thule Riometer Data
August 11 - 19, 1989
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Figure 7. Thule riometer measurements during the interval
11-17 August, 1989,
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Figure 8. Measurements of the radio noise at Thule during
the interval 9-18 August, 1989, for four frequencies in the
range 275-750 Hz. The arrows mark the approximate start
times of the two SPE’s.

as a larger event than that of 12 August, even though, as
we have seen, the ionospheric effects of the latter event are
greater than those of the first.

Figure 8 shows the changes in the Thule noise measurements
for frequencies in the range 275-750 Hz during the interval
9-18 August, and it is clear that the diurnal variation is once
again suppressed during the course of the two SPE’s. How-
ever, unlike the previous event, and unlike the other events
for which we have made measurements, there is a small in-
crease in the average noise level during the SPE. Figure 9
shows the corresponding noise amplitudes for frequencies in
the range 4-32 kHz, and once again there can be seen to be
some marked declines for the frequencies below 32 kHz. At
52 kHz the noise amplitudes do not appear to be significantly
changed by the SPE except for an unusual jump in the noise
amplitudes in the 6-8 hours immediately following the start
of the SPE.

As a final example of the data for the two August events,
Figure 10 shows a plot of some of the Sgndrestrgmfjord VLF
noise measurements during the SPE’s. For the four frequen-
cies shown, only the amplitudes at 4 kHz show any obvious
SPE effect: the diurnal variation, which is not very marked
in any event, is eliminated throughout the course of the two

SPE’s.
3.3. The SPE interval of October 1989

Figure 11 shows a plot of the Thule riometer data for the
interval 18-27 October, 1989. It can be seen that the ab-
sorption began increasing immediately after 1200 UT on 19
October, after which there is a series of maximums during
the latter half (i.e., daylight period) of each UT day until 27
October, when the ionospheric absorption changes return to
an approximately normal level. The largest of these repet-
itive daylight maximums occurs on 20 October, when the
absorption reaches a level of 14.0 dB around 1630-1700 UT,
which is substantially larger than the maximum absorption
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measured during the September event, even though the Sep-
tember event was a stronger event from the point of view of
the energetic particle fluxes measured on the ground.

Plots of the five minute averaged proton flux for proton en-
ergies greater than 10, 50, and 100 MeV, as measured by the
GOES-7 satellite [Sauer et al., 1990; also see Gorney, 1990},
show that the sequence of absorption maxima in Figure 11
is the result of the occurrence of three SPE’s. The first of
these SPE’s commenced at 1200 UT on 19 October and it
was followed by two others starting at about 1800 UT on 22
October and at about 1830 UT on 24 October.

Figure 12 shows the changes in the Thule noise measurements
for frequencies in the range 275-750 Hz during the interval
16-25 October, and once again there is a very marked sup-
pression of the noise amplitudes throughout the interval in
which the SPE’s are occurring. There is still some evidence of
a diurnal variation, but it is weak (and was not particularly
strong before the SPE’s occurred).

Finally, Figure 13 shows the corresponding Arrival Heights
noise amplitudes for frequencies in the range 4-32 kHz. The
changes closely resemble those observed at Thule, with the
exception that the more clearly defined diurnal variation is
more evidently suppressed during the course of the SPE’s.

4. SUMMARY AND DISCUSSION

We have shown a number of plots of the variations of the
ELF/VLF rms noise amplitudes measured at Thule during
six large SPE’s, and we have supplemented these plots with
others showing the variations of the noise amplitudes at Sgn-
drestrgmfjord and Arrival Heights. Our analysis of these
data, and of other similar data for the other SPE'’s that oc-
curred during the latter half of 1989, provide us with a gen-
eral picture of how the noise amplitudes vary at stations in
and around the polar caps during SPE’s. Although there are
changes in detail that vary between SPE events, it is gen-
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Figure 10. Measurements of the radio noise at Sgndre-
strgmfjord during the interval 9-18 August, 1989, for four
frequencies in the range 4-32 kHz. The arrows mark the
approximate start times of the two SPE’s.

erally true that the SPE effects appear to be concentrated
in the two frequency bands 250 Hz - 1.5 Hz and 3-32 kHz.
In both bands the diurnal variation is typically suppressed
following the start of the SPE and the average amplitude
of the noise is decreased. There is, however, a difference in
the duration of these effects: they tend to last for 2-3 days
in the lower frequency band, whereas in the higher frequency
band the changes only last for about 24 —48 hours after which
there is a rapid recovery. The decreases in noise amplitudes
and suppression of the diurnal variations are not as evident
at Sgndrestrgmfjord and Arrival Heights, which are at lower
latitudes and not as exposed to the ionospheric changes pro-
duced in the polar caps by the incoming energetic solar par-
ticles. Finally, for frequencies in the two ranges 10-250 Hz
and 1.5-3 kHz, the SPE’s do not appear to produce marked
changes in the rms noise amplitudes.

Thule Riometer Data
October 18 - 27, 1989

15} T AJ T T Ty T T

0or

Absorption (dB)
- ]

e 10 20 21 22 23 24 85 26 27 28
Day (UT)

Figure 11. Thule riometer measurements during the inter-
val 18-27 October, 1989.
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Figure 12. Measurements of the radio noise at Thule during
the interval 16-25 October, 1989, for four frequencies in the
range 275-750 Hz. The arrow marks the approximate start
time of the first of the three SPE’s that occurred during the
time interval.

In an earlier study of the effects of an SPE on ELF radio
noise at high latitudes, in this case ELF sferics (75 Hz) mea-
sured at Byrd Station, Antarctica (which has a geomagnetic
latitude of 70.9° S (derived from the 1985 'nternational Geo-
magnetic Reference Field), and which is therefore not strictly
a polar cap station), Fraser-Smith and Helliwell [1980] found
that there was no polar cap 'blackout’ of the sferics, but that
there were some significant changes in the median amplitudes
and rates of occurrence of the sferics. The first observation,
that there was no polar cap ‘blackout,’ is consistent with our
own observation that there are no marked changes in the
rms noise amplitudes for ELF radio noise with frequencies
in the range 10-250 Hz. However, the second observation
appears to be inconsistent. It is possible that there were
real differences between the effects produced on ELF radio
noise by the 9 June 1968 event analyzed by Fraser-Smith and
Helliwell {1980} and the SPE’s analyzed here. On the other
hand, it is also possible that the lower geomagnetic latitude
of Byrd Station combined with differences in the amplitude
measurements account, at least partially, for the difference.
The median amplitudes measured by Fraser-Smith and Helli-
well [1980] are more sensitive to changes in the amplitudes of
the much more frequently occurring smaller sferics than are
the rms amplitudes reported here, which are more sensitive
to changes in the amplitudes of the largest sferics. Many of
the larger sferics reaching Byrd Station must have come from
relatively close lightning discharges and they are unlikely to
have propagated through the southern polar cap, whereas
the smaller sferics, from more distant lightning discharges,
are more likely to have propagated through the polar cap
and thus to undergone attenuation due to the SPE-induced
ionization in the lower part of the ionosphere. In suppo:. of
this argument, we note that the median amplitudes of the
largest sferics measured by Fraser-Smith and Helliwell [1980]
appear tc be affected less by the SPE than the median am-
plitudes of the smaller sferics.

r

Arrival Heights, Antarctica
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Figure 13. Measurements of the radio noise at Arrival
Heights during the interval 16-25 October, 1989, for four
frequencies in the range 4-32 kHz. The arrow marks the
approximate start time of the first of the three SPE’s that
occurred during the time interval.

SPE’s are unusual and remarkable events. The results re-
ported here cover only a single aspect of their effects on the
earth’s upper atmosphere and on radio waves propagating
in the earth-ionosphere waveguide in the polar caps. Many
other studies, covering a wide range of topics [Reid, 1978] are
possible, including the influence of SPE’s on stratospheric
ozone [Heath et al., 1977] as well as additional studies of the
effects of SPE’s on ELF/VLF radio noise at high latitudes.
The occurrence of so many large SPE’s in the latter half of
1989 provides us with a unique opportunity to conduct these
studies.
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Discussion

BENSON

COMMENT. Have you seen evidence of signal enhancements of the radiometer signals just prior to
the large absorption events? Such enhancements are commonly observed in the auroral regions, e.g.,
seec Benson et al, La Belle, etc.

AUTHOR'S REPLY

In the radiometer for the SPE event of 12 August 1989 there is a short (1/2 hour) enhancement
immediately proceeding the large absorption event! However this is the only such sample of an
enhancement that I have observed.

BELROSE

COMMENT. You spoke about the polar cap and the auroral belt or zone with reference to high energy
particle events, solar proton and electrons events, but you did not, I feel, provide a clear distinction
between polar cap and auroral events. Solar proton events enhance the ionization in the D-region
more or less uniformily over the whole of polar cap, down to latitudes dependent on whether a
geomagnetic storm is in progress or not. Auroral particle ev-nts, and relativistic high energy particle
events do occur at auroral latitudes are restricted to the auroral belt.

AUTHOR'S REPLY

Thank you, Dr. Belrose, for the clarification. I must say, though, that I am not convinced at this time
that the ionization produced by solar proton events in the D-region is more or less uniform over the
whole of the polar caps. Since spherics reach receivers in the polar caps from all directions, they may
provide me with a means for determining whether there is more absorption in some directions than
others during SPE's which would be indicative of non-uniform ionization over the polar caps.

Since Thule is close to the center of the northern polar cap, it would be an ideal location for this
kind of study.

INAN

COMMENT. With respect to the earlier question by Dr. Belrose, 1 would like to point out that it is
well know that PCA or SPE (Solar Protes Events) significantly affect VLF paths. The early works is
the 1960's by Potemra at al., and Potemra and Zmuda, and later by Larsen et al. and Reagan et al,
precisely were on this topic and they used the effect of SPE's on VLF to derive D-regions profiles.

AUTHOR'S REPLY

Thank you Umran. I think Dr. Belrose was concerned by my use of the term "wiped out” in reference
to the effects of an SPE on VLF signals in the polar cap. This would be true for HF signals, but it is
less true for VLF signals. The VLF signals reaching stations ir. a polar cap will be attenuated,
perhaps strongly during a strong SPE, but they probably will not be "wiped out".
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ELF/VLF SPECTRUM MEASUREMENTS

M. G. Laflin, Member, Technical Staff
U.S. Department of Commerce
National Telecommunications and Information Administration
Institute for Telecommunication Sciences
325 Broadway
Boulder, CO, USA 80303-3328

1. SUMMARY

A 16-bit digital spectrum analysis system was
designed and built to provide measurement capabili-
ties not currently available in commercial systems.
The system provides the wide dynamic range neces-
sary to observe very weak signals in the presence ot
strong signals. Large sample size allows for high
frequency resolution. System outputs include spec-
tral densities, amplitude probability distributions,
diurnal amplitude variations, and time domain plots.

Measurements were made to characterize the
ELF/VLF H-field noise environment in a sampling of
office buildings. These include two buildings in New
York City and two Denver office buildings. Mea-
surements were made for all hours of the day and
include business day and weekend coverage.

Results reveal a complicated signal environment.
Associated with the power distribution frequencies
were strong odd harmonics with higher harmonics
evident into the kilo Hertz range; other man-made
noise components were also evident.

2. INTRODUCTION

The modern office building presents a very compli-
cated electromagnetic (EM) radiation environment.
Strong, localized signals are present, which may be a
potential source of electromagnetic interference
(EMI). This is especially true in the ELF/VLF
frequency range. Office lighting and power distribu-
tion systems, fans, and elevator motors gencrate
strong fields at harmonics of 60 Hz. Off powerline
frequency man-made noise is also generated by
motors and lighting as well as corona discharge,
arcing, computers, displays, varying loads, and the
like. It is very important to characterize this
ELF/VLF noise environment.

Presented in this paper is a brief overview of the
measurement system and results from four locations.

The first two sites, located in lower Manhattan,
represent high density urban environments. Office
buildings in Denver represent moderate density
urban and low density suburban types of environ-
ments. Data were collected during 24-hour periods,
covering business and nonbusiness days.

3. MEASUREMENT SYSTEM

The Low Frequency Measurement System (LFMS)
was designed to provide a wide dynamic range, run
under computer control, and provide a variety of
analysis options. Digital time domain data are
recorded on digital audio tape for later playback and

analysis.

LOOP ANTENNA

AMPLIFIER

DIGITAL AUDIO TAPE

—

AT
— CCMPUTER

CALIBRATION
OSCILLATOR

Figure 1. LFMS block diagram.

Figure 1 shows a block diagram of the measurement
system. A calibrated loop antenna converts ac
magnetic fields to analog electric signals. A digital
audio tape (DAT) recorder converts the analog
signal to 16-bit PCM data. The digital data are
recorded on digital audio tape. A desk top computer
is used to control the measurement system, recording
data at preprogrammed times, and for analysis.
During the analysis phase, data are transferred from
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the DAT via an interface, built by ITS, 1o the system
computer for processing.

3.1 Antenna

The system employed a simple loop antenna with an
integrated preamp and calibration loop. The
antenna has a 3 dB bandwidth extending from 10 Hz
to 10 kHz and a response of 50 mV/nT. A 1 dB
compression occurs at 112 dBpT (dB relative to one
picoTesla) and the second order intercept is at
183 dBpT providing linear response over the
expected signal range.

The antenna and amplifier are connected to the
DAT with 30 ft of shielded cable.

32 DAT

A Panasonic SV-3500 digital audio tape recorder is
utilized. It provides a low impedance differential
analog input and 16-bit analog-to-digital conversion
(ADC). The sample rate is 48 kHz. The dynamic
range is greater than 90 dB and has a signal-to-noise
ratio (SNR) greater than 93 dB. The DAT is capa-
ble of storing 1.3 Gbytes of data.

3.3 DAT-Computer Interface

An interface was designed by ITS to convert digital
data available on the DATs internal serial bus to a
format acceptable by an AT&T DSP32C signal
processor. The interface board resides inside the
DAT housing.

3.4 Computer

The system computer is an AT type personal
computer equipped with a math co-processor and a
plug-in DSP card. The DSP serial port accepts data
from the custom ITS interface and transfers it to the
host computer over the computer’s ISA bus.

4. DATA ANALYSIS

Four types of output are generated: time plots,
spectral density plots, amplitude probability distribu-
tions (APD), and diurnal amplitude variation plots.

Once each hour the system records the time wave
form for a period of a few minutes. This is done
over a 24-hour period and include business and non-
business days. This is to provide records for periods
of high and low activity.

4.1 Frequency Domain

All frequency domain analysis is based on the Dis-
crete Fourier Transform (DFT). The DFT is imple-
mented on the computer with a base-2 Fast Fourier
Transform (FFT) algorithm [1]. To reduce the

-

spectral leakage from the inherent rectangular
window, a "minimum four-term Blackman-Harris
(BH)" time domain window is used prior to trans-
forming [2). DFT sample lengths are 32768 and
65536 data points. Noise equivalent bandwidths,
based on DFT length and the BH window, are 1.46
and 2.93 Hz.

Spectral density plots are generated in the following
manner. The time data for an hourly measurement
are uploaded from the DAT and stored in a disk file
on the computer. A series of nonoverlapping DFTs
are performed on the time record. From these a
maximum and rms average flux density is calculated.
If any time signal exceeds a limit of 75% of the
ADCs maximum input rating, it is discarded. This is
to ensure linear operation. These cumulative spec-
tral densities can be combined to generate a maxi-
mum and rms average level for an entire 24-hour
period. Amplitude is given in decibels relative to a
picoTesla (dBpT).

Spectral densities, which represent a single hours
measurement, are marked "1 Hr" in the upper right-
hand corner of the plot. Plots covering 24-hour
periods are marked "24 Hr." Resolution bandwidth
and number of "scans" or DFTs are also indicated in
the upper right-hand corner.

4.2 Amplitude Probability Distributions

An amplitude probability distribution (APD) is the
cumulative probability distribution for the received
signal/noise in a given bandwidth. In this case the
APD is based on envelope detection. The APDs are
generated by comparing the measured power against
a set of quantized power levels. A set of bins, each
representing a certain power level, is used to keep
track of the number of times the corresponding level
was exceeded. Each bin corresponds to a 5-dB
increment ranging from -30 dBpT to +90 dBpT.
This way the distribution is filled in. The sample size
must be large enough to intercept low probability
events.

APDs for two frequency bands are presented. One
covering 10 Hz to 1000 Hz and one covering 3000 Hz
to 7000 Hz. These are generated by sequentially
comparing the amplitude at each discrete frequency
within the band against the quantized bins. This is
done for each DFT or "scan” over a 24-hour day. It
should be noted that this is not the same as sampling
the total power in the band.
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43 Diurnal Amplitude Variations

Diurnal amplitude variations track the rms average
level at a specific frequency for each hourly measure-
ment over a 24-hour day. Powerline harmonics are
tracked to give an indication of field strength varia-
tion through the day.

5. MEASUREMENT SITES

5.1 Site #1

Site #1 is located in Lower Manhattan, New York
City, NY. It was built some time in the 1920s and is
of masonry and steel construction with a marble
vernier. Site #1 sets among the large cluster of
buildings that make up the financial district. During
the work day there is a high population density in the
area. This site is representative of an older style
building in a high density urban environment.

Site #1 has a large amount of electronics and power
equipment. A large bank of computers are located
on the 22nd floor. The LFMS was placed on the
19th floor in the facilities offices. Within the imme-
diate area of the measurement system there was only
a moderate amount of electronics equipment.

52 Site #2

Site #2 is also located in Lower Manhattan. Built in
the early 1970s, it is of steel and concrete cantilever
construction with aluminum skin. It is a modern
office complex rising many tens of stories into the
air. Power is distributed to the various floors
through several parallel power buses. Site #2 is
representative of a modern skyscraper in a high-
density urban environment.

The LFMS was located on a high floor of building
one in a large open plan office area. Work space
was separated by soft paritions. Power was dis-
tributed throughout the office area via a grid located
under the floor. A cluster of desk top workstations
were located 20 ft from the antenna. Little other
computerized office electronics were present.

53 Site #3

Site #3 is located in the downtown Denver, CO,
building cluster. Built in the early 1980s, it is about
30 stories tall and is of modern concrete and steel
construction. This site is representative of moderate
density urban environments.

The LFMS was placed on the 6th floor in a common
area for several adjacent offices. At this site there
was a large number of word processing terminals
attached to a central unit. Supporting the central
computer were many printers and data storage

17-3

devices. These items were between 10 and 20 ft
from the antenna.

5.4 Site #4

Site #4 is located in an off-downtown area of
Denver, CO. It was built in 1984 and is of concrete
and steel construction with an aluminum skin and
many windows. Its height is six floors. This site was
intended to be representative of urban/suburban low-
rise environments.

The measurement system was located on the sixth
floor in a large open plan office. Individual office
space was separated with soft partitions. A single PC
type computer and dot matrix printer were present in
the office area and was 14 ft from the antenna.

6. RESULTS FROM FOUR SITES

Results are presented on a site-by-site basis. Discus-
sion of the results and conclusions are given in
Section 7 of this paper.

Spectral density plots are presented first. The first
two cover 0-600 and 600-1200 Hz, respectively; these
ranges are chosen such that powerline harmonics fall
on graticular lines. Resolution bandwidth for these
spectral piots is 1.46 Hz. The remainder of the
spectral densities are given in 3 kHz blocks. Resolu-
tion bandwidth for the last three spectral plots is
2.93 Hz. Spectral densities showing the maximum
and rms average level for a 24-hour day are given.
Reference [3] presents this work in greater detail.

The APDs for both business and nonbusiness days
are presented in two frequency bands. Printed on
the upper right-hand corner of the APD plots are the
rms average noise level in the band.

Diurnal amplitude variations for the first 10 power-
line harmonics are shown for both business and non-
business days. These are the rms average values for
each hourly measurement in a 2.93 Hz bandwidth.
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Figure 2. Site #1 spectrum, 0-600 Hz, Figure 5. Site #1 spectrum, 4-7 kHz.
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Figure 4. Site #1 spectrum, 1-4 kHz. Figure 7. Site #2 spectrum, 0-600 Hz.
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Figure 8. Site #2 spectrum 600-1200 Hz. Figure 11. Site #2 spectrum, 7-10 kHz.

Tus Jul 17 1000 24 Br Mon Aug 08 1900 2¢ Br

(et b

' LT i
n ! nu mm ulllh mm h"!'

Al
1“\t‘H]n

~20,

T WY --rs

Figure 9. Site #2 spectrum, 1-4 kHz.
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Figure 10. Site #2 spectrum, 4-7 kHz. Figure 13. Site #3 spectrum, 600-1200 Hz.
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Figure 14. Site #3 spectrum, 1-4 kHz. Figure 17. Site #4 spectrum, 0-600 Hz.
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Figure 15. Site #3 spectnim, 4-7 kHz.
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Figure 18. Site #3 spectrum, 7-10 kHz. Figure 19. Site #4 spectrum, 1-4 kHz.
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Figure 22. Site #1 APD, business day.
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Figure 24. Site #1 APD, nonbusiness day.
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Figure 25. Site #1 APD, nonbusiness day.
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Figure 28. Site #2 APD, nonbusiness day.
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Figure 31, Site #3 APD, business day.
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Figure 33. Site #3 APD, nonbusiness day.
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Figure 34. Site #4 APD, business day.
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Figure 38. Site #1 diurnal variation, business day.
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Figure 40. Site #2 diumal variation, business day.

Figure 41. Site #2 diurnal variation, nonbusiness day.
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Figure 45. Site #4 diurnal variation, nonbusiness day.

7. DISCUSSION AND CONCLUSIONS

It is the purpose of this section to touch on some of
the more obvious results obtained from this series of
measurements. No attempt was made to identify the
source of the signal/noise although in some cases
speculation is made.

7.1 Spectral Densities

This section refers to Figures 2 through 21. Odd
powerline harmonics (PLH) are the dominant feature
at all sites at frequencies below about 2 kHz. At
several of the locations the third PLH is within 10 dB
of the fundamental. The mean value of the 60 Hz
signal at all sites was 93 dBpT while the third har-
monic was 83 dBpT. This implies that a large part of
this powerline field is contributed not only by the
fundamental frequency, 60 Hz, but by its first several
odd harmonics.
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Nonpowerline harmonic man-made noise is present
at all sites. This is especially true of Site #3 where
there was a larger amount of monitors and other
computer related equipment. Although the source of
the non-PLH frequency spectra was not researched,
it is speculated that computer monitors are the
primary source. In Figure 2 we see what appear to
be PLH subharmonics. Upon closer examination,
these are found to occur at 33.3 Hz multiples and are
not PLH.

Background noise levels at Site #2 at frequencies
below 1 kHz were found to be consistently higher
than those at other sites. This is reflected in the
higher rms levels indicated in the 10-1000 Hz busi-
ness day APD (Fig. 26). The cause of this may be
the large amount of heavy equipment in use to
support operation of such a large structure. It may
also have been caused by vibration of the sensor in
the earth’s dc magnetic field--vibration from building
sway and mechanical activity. Above 1 kHz Site #1
exhibited a background level that was on the average
10 dB greater than the other sites.

7.2 Amplitude Probability Distributions
Examination of the amplitude envelope APDs,
Figures 22-37, indicate that the distribution is the
sum of several statistical processes. A Gaussian or
thermal process for low- and mid-amplitude events
and an impulsive component (impulsive in time and
also in frequency, since the algorithm "sweeps” in
frequency over the band) as well as the deterministic
PLH noise.

The rms average power over each band is shown for
business (Bday) and nonbusiness (nBday) in Table 1.
Amplitude values are given in dBpT. A definite
difference is seen between business- and nonbusiness-
day activity.

Table 1. RMS Power in APD Bandwidth

Sites Bday Bday nBday nBday
0.01-1 3.7 0.01-1 3-7

#1 68.3 10.6 56.1 1.7
#2 69.5 22 61.0 -45
#3 62.9 83 61.8 7.6

#4 61.1 -13 473 -149

S s e v g —— - o e .
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7.3 Diurnal Amplitude Variations

Figures 38-45 show the H-field variation of the first
10 PLH over 24-hour periods for business and
nonbusiness days. Three of the four sites show a
definite change during the business day with little
activity on the nonbusiness day. Site #3 does not
indicate much variation. This is most likely an
indication that equipment was left on around the
clock.

One note of interest is that the third PLH exceeded
the level of the first during low activity hours at all
sites except Site #3 (one could say that there is
never a period of low activity at this site).

8. SUMMARY

Presented here is an overview of a comprehensive set
of measurements designed to characterize the
ELF/VLF environment in a modern office building.
Odd powerline harmonics are found to be the
dominant feature at frequencies up to a few kilo
Hertz. Other nonpowerline frequency man-made
noise was also evident. APDs indicate a change in
noise level between business and nonbusiness day.
Definite day-night cycles were observed in powerline
H field levels at three of the four sites.
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RESULTS OF THE JOINT HIPAS/NUWC CAMPAIGNS TO INVESTIGATE ELF GENERATED BY
AURORAL ELECTROJET MODULATION

Peter R. Bannister and Raymond F. Ingram
Naval Underwater Warfare Center
New London, CT 06320-5594, USA

Michael J. McCarrick and Alfred Y. Wong
UCLA Physics Department, Los Angeles, CA
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SUMMARY

This paper reports the results of the first concerted effort
(both experimentally and theoretically) to characterize the
various rarameters of the ELF HIPAS polar electrojet anten-
na excited by the HIPAS radiating facility. These parameters
include the magnetic dipole moment, excitation height, and
range and bearing dependence. The experimentally deter-
mined values of these various parameters, using a mobile
ELF receiver, as well as a long distance station, are in agree-
ment with predictions.

INTRODUCTION

Two HIPAS/NUWC campaigns were conducted during May-
June and September 1990. Each campaign covered 12 con-
secutive days with six hours of continuous operation per day;
this amounts to 144 hours of systematically acquired data.
During each experimental run, the HIPAS high-power trans-
mitters were operated at a frequency of 2.85 MHz and a
power level of 8 X 100 kW with an effective radiated power
(ERP) of 50 MW. The vertically-directed HF power was
typically amplitude modulated with a square-wave envelope
at 154 Hz. The HIPAS (High Power Auroral Stimulation)
ionospheric heater is located in the auroral zone 40 km east
of Fairbanks, Alaska. For a detailed description of the
HIPAS facility, see Wong, et al, (1990).

Absorption of the extremely-low frequency (ELF) modulated
electromagnetic wave in the lower ionosphere results in a
periodic modulation of the electron tempeature between ap-
proximately 70-90 km altitude. This tempeature modulation
causes a modulation of the electron-neutral collision frequen-
cy and thereby, a periodic modulation of the conductivity
tensor in the region illuminated by the HIPAS beam. In the
presence of an auroral electric field, modulated currents will
be induced that will radiate at the ELF frequency.

Although the ELF wave is generated in a region of the iono-
sphere where the dielectric constant is large and negative
(i.e., the wave is non-propagating) a fraction of the energy
escapes into the region between the earth and the ionosphere
and is detectable on the ground. The purpose of the joint
HIPAS/NUWC campaigns was to characterize this ELF
source by making measurements of the ELF wave both di-
rectly below the HIPAS beam and at various distances from
the source. These measurements were made under a wide
variety of experimental conditions including natural vari-
ations of the ionospheric parameters and controlled variations

of the HF heater source.

There have been questions in the past regarding the verifica-
tion of the ionospheric source of ELF produced by modulated
HF heating. One of the questions raised is the sensitivity of
the ELF receiving system to modulated HF radiation. If the
ELF system itself demodulates the HF skywave, for instance,
the ELF measurements would be invalidated. In answer to
this question, the NUWC group performed laboratory tests
to measure the response of their ELF receiver to direct mod-
ulated HF radiation as a function of HF power level. During
the May 1990 campaign, HF electric field measurements
were made in the vicinity of the ELF system. The result was
that the observed HF levels were several orders of magnitude
below that required to produce detectable demodulation.

Another possible source of artificial ELF signals is the de-
modulation of the HF signal by nearby conducting structures.
A long fence with points of poor contact, for example, could
act as an HF receiver/demodulator. In this case, the signal
detected by the ELF receiver would be proportional to the
amplitude of the HF skywave. To test this possibility, simul-
taneous measurements were made of the ELF received signal
and of the demodulated HF signal using a standard HF re-
ceiver. We found absolutely no correlation between the ELF
receiver output and the HF modulation amplitude. ELF sig-
nals were correlated with auroral currents detected by the
magnetometer chain. Thus we believe the ELF signals are of
ionospheric origin.

THEORETICAL ESTIMATE

In the usual operating mode, the vertically directed HF power
illuminates a circular area of approximately 20 km diameter
directly above the HIPAS facility. The equivalent polar
electrojet antenna (PEJ) can be thought of as a pair of
crossed horizontal electric (HED) or horizontal magnetic
(HMD) dipoles - each of magnetic moment m (or m, and
m,). For an HMD (see figure 1).

m ~ (L)Az, Am* m

while for an HED

m ~ (JLYBH2), Am? @
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where 8§ is the ionospheric skin depth. For a homogeneous,
isotropic ionosphere

/2
wige, A @A)

8 ~ 1+ -1
2 wle

Past measurement [Barr and Stubbe, 1984 a, b; Stubbe ef al,
1985] have shown that for frequencies of 1 to 200 Hz, the
PEJ essentially behaves as an HMD rather than as an HED
(i.e., Az independent of frequency). Typical values quoted
are IL ~3 to 5 x 10 Am and Az ~ 10 km, resulting in
m ~3to5x 10°Am2.

The HMD (or HED) is located at height h with respect to a
cylindrical coordinate system (p, ¢, z) and is assumed to car-
ry a constant current 1. The axis of the HED is oriented in
the x direction, while the axis of the HMD is oriented in the
y direction. The ionosphere is located at the height z>h
while the earth is located at height z<0. The propagation
constant in the air is denoted by y, (=ik=i2n/1,),
whereas the effective propagation constants in the earth and
ionosphere are denoted by vy, (=[iopfo, + ioe)]*) and
Y, Fliopfo; + ing)]'?), respectively, The magnetic per-
meability of the whole space is assumed to equal p,, the per-
meability of free space. Meter-kilogram-second (MKS) units
are employed, and a suppressed time factor of exp (o /) is
assumed.

When the measurement distance p is greater than approxi-
mately three ionospheric reflecting heights from the source,
each HED and HMD field component expression varies as
the Hankel function §,P®S,-p) or H,?%S,p) (cr a combi-
nation of the two), where ikS, is the propagation consu*nt in
the earth-ionosphere waveguide. S, is related to the phase
velocity v and attenuation rate o by the formulas ¢/v = Re §,
anda =-87klIm §,.

ALELF (i.c., 30 to 300 Hz; ITT [1968),

HPUSp) ~ HP (x)e = @
and
HPWUS,p) ~ HP (x)e = )
where
x =kp(c/v) 6)

Accounting for ionospheric reflection effects to distances of
approximately three reflecting heights (h) is a tedious process
involving an infinite sum of images or modes [Wait, 1970,

Galejs, 1972; Martin, 1964). However, by following the pro-
cedure outlined by Martin {1964}, Baanister and Williams
[1974), and Bannister [1986], practical approximate formulas
can easily be obtained.

In this article, we will use previously derived [Wait, 1961,
Bados, 1966; Kraichman, 1970; Banaister, 1967] quasi-near-
field range formulas (p ) A,, p « Ay, p { h/3), as well as
the Wait {1970] and Galej {1972} formulas (p } 34), to find
HED and HMD formulas valid at ELF for R > A; with no
restrictions on the ratio of p to A (R = (p* + H)*%).

As an example of our derivation procedure, consider the
HMD H, component. When p > 3h the higher order evanes-
cent modes can be neglected [Wait, 1970]. Therefore

H 1(2) (x)

HO () - _ Q)

H - mcos@e""[ik ,]
I v Al

For x < 0.25 and ¢/v ~ l(ie., p < 150 km), (7) reduces to

nicosd
H - g ®

For short distances (p < h/3), the quasi-near range formula is
[Bannister, 1967)

H, - mcosp ©
2nh?
If we let
H, ~ meost (10)
2xhR?

we see that for p > 3h, (10) reduces to (8), while if p < h/3,
(10) reduces to (9). Therefore, by substituting R for p in (7),
we obtain the general formula valid for R > A, (with no
restrictions on the ratio of p to 4). Itis

_ mcospe **[x H® _”:m(’)] an
- mee = Ry [pe0 22

where x now equals kR (c/v).

FIELD STRENGTH FORMULAS

In this section, we will present approximate formulas tor
HMD (or HED) ELF radio wave propagation in the earth-
ionosphere waveguide. Most of these formulas have been
obtained by following the procedure outlined in the previous
section. They are valid for the source located at height z =
h, the receiver located at the carth's surface (le..,z = 0), and
R > ); with no restrictions on the ratio of p to h.

It should be noted that for 2 Mm < p < 19 Mm, all of the

F e o
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field strength component formulas presented in this article
should be multiplied by the spherical earth spreading factor
S, which is equal to

s=[ pia_t a2)
sin(p/a)

where V = 1/2 for all E, , E,, and H, components; V = 3/2
for all E, and H, components; and a is the radius of the
earth ( ~ 6.37 Mm) [Galejs, 1972]. This factor (12) neglects
the antipodal or "round-the-world” signal.  Adequate
field-strength formulas for this signal are readily available
{Burrows, 1978; Wait, 1960, 1970; Galejs, 1972]. For less
than approximately 150km:

E - - iopgcosd sin@ a3)
: 2rhR

_ mcos$
Ky o

yo-om cosd 1-2_’.'_2 15)
° 2nhR? R?

_ 8msindsin® cosH

y, - ZMEMeANT CosT
2nR (YR

(16)

and

5 - _5 -, - ipg an
H, f, ‘ o, tine,

where R? = p? + k%, sin® = p/ R, and cos@ = h / R. For
the general case (i.c., p greater than approximately 150 km)

iopym cosé sin6
y 2rhR (18)

e
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H ~mcos¢[ kR ,]
‘ mhR? Ry

o a9
H )
HP0) -2 (x)] et
X
and
H o~ -msing |, _ 2h?
g 2xhR? R? (20)

[

where x now equals kR (c/v).

Typical values of H, are plotted in figure 2. For these plots,
m =3 x 10° Am? and ¢ = 0°. The 154Hz H, plots are for
three different values of h - 50, 75, and 100 km. Note that
for short distances H, — h? while for greater distances
H, ~> bl

We have also derived approximate expressions for a finite

length source (L large compared to Az). For the infinitesimal
antenna located along the x axis and p < 150 km:

iop,JAzxdx

E, -~ - @n
2nhR?
H, - -18zyxds @2)
nhR*
2
g dbzdr| 2y @3)
Y 2nhR? R?
and
H, - 41Azyhdx Q4
ny R¢

The finite length antenna formulas may be determined in a
straightforward fashion by integrating (21) through (24) over
the length of the antenna (ie, from x,=x-L/2 to
Xy = X + L/2). The resuiting formulas are:

v e e .me.
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iop IAz R
Akl ") @5)
2nh R,

H ~-_"% 26)

nhRIR]
- 1Az

2
1 -2
y 2nhr »?

« [m.rlw _m"-lw]m)

r r

r 2 Rll Rzl

_ﬁ [(x +Li2r _(x -L/2)r]

g - 18zyh [3[xan"(" *L12) -L/Z)]
o2my,r? r r
L O ALI2)r[5r% +3(x +L/2)})
[(x +L/2 +r%

, G -L/2yr[sr? +3@ ~L/2))

[(x -L/2) +r]? 28)
and
5B 29)
H H ‘
x y
where
L =PEJ antenna lengih
rto=y? ap?
R} =(x +L/2)+¢?
and

Rl =(x -L/2)* -r?

RECEIVING SYSTEMS

The UCLA ELF sensors and data acquisition system [McCar-
nck, ef al, 1980] are located at the NOAA tracking station in
Gilmore Creek, Alaska. This site is 35 km northwest of the
HIPAS Facility. The ELF receiving system consists of a pair
of magnetic detectors oriented geographic NS and EW, and a
vertical electric field sensor. The magnetic detectors are
large, high-permeable coils that are buried for stability. The
coils have recently been calibrated in absolute terms. The
electric ficld sensor is more difficult to calibrate and is used

as a relative measurement only.

The amplified output of the three ELF channels is digitized
and recorded continuously to a large-capacity optical disk.
At the same time, the acquisition computer cross-correlates
the waveforms with the ELF reference frequency and inte-
grates the result to provide a real-time display of the ELF
signal strength and phase. This result is also transmitted to
the HIPAS control room via telephone lines so that the signal
condition can be monitored while the experiment is in prog-
ress.

The NUWC ELF receiver consists of a single air-core loop,
preamplifier, and a dedicated digital processor. The receiver
is self-contained and portable. During the May 1990 cam-
paign, the NUWC receiver was positioned at a number of
receiving sites at distances between 20 km and 300km from
the HIPAS transmitting site. During the September 1990
campaign, the NUWC receiver remained at a single location
at Talkeetna, Alaska, 330 km southwest of HIPAS.

The NUWC receiver is designed to have maximum sensitivi-
ty between 40 Hz and 200 Hz, in contrast to the UCLA re-
ceiver, which is most sensitive from approximately 5 Hz to
50 Hz. Most of the experiments were performed at an ELF
frequency of 154 Hz. Since the near-field [Gilmore] ELF
signal strengths are typically 20 dB higher than signals re-
ceived at Talkeetna, comparable signal-to-noise ratios were
obtained between the two systems despite the reduced sensi-
tivity of the UCLA receiver at this frequency.

A secondary purpose of the May/June campaign was to pro-
vide an absolute calibration of the UCLA ELF receiver. Pri-
or to this series of experiments, the response of the UCLA
receiver was known approximately within the pass band of
5-50 Hz. However, the response at 154 Hz was not calibrat-
ed. In addition, no independent measurement of ELF signals
produced by HIPAS modulation had been made. By locating
the NUWC receiver side-by-side with the UCLA receiver, we
were able to provide this calibration.

Prior to the September campaign, a calibration system was
installed for the UCLA magnetic field sensors. This includes
a driver coil that was buried at a fixed distance from the sen-
sers, a tunable frequency source, and software to calculate
the response based on the calculated coupling between the
driver coil and the sensors. The system response is now
known absolutely over the full passband. The new calibra-
tion agrees extremely well with the previous calibration at
NUWC.

CHARACTERIZATION OF POLAR ELECTROJET
(PEY)

The primary goal of the May/June 1990 campaign was to
make measurements at multiple distances in order to verify
the theorctical H, versus distance curve and determine the
average values of m and h. The secondary goal was to de-
termine the pattem of the equivalent PEJ source. Measure-
ments were made at distances between 20 and 300 km and at
various angles with respect to the ionospheric current source.

The EW polar electrojet current flows in the E region at an
altitude of approximately 110 km. However, maximum heat-
ing takes place in the D region at a typical altitude of 75 km
[Tomko, 1981]. This implies that what actually happens is
not a direct modulation of the electrojet current but rather a
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modulation of the currents in the D region that are mapped
down from the electrojet source. Wemer and Ferraro {1990}
have found that the electrojet mapping through the D region
becomes independent of spacial wavelength when the wave-
length exceeds 100 km and can be completely characterized
in terms of the Pedersen and Hall conductivities. They also
found that there will be a NS component of the current den-
sity at the altitude of the ELF source, (approximately 75 km),
even though there is no NS component at the altitude of the
electrojet. This mapping property can be attributed to the
anisotropy of the ionosphere.

At HIPAS, the magnetic NS is 28° E of N, while the mag-
netic EW direction is 118° E of N. If we assume that the
equivalent PEJ consists of two equal magnitude, in phase,
perpendicular antennas located in the magnetic NS and EW
directions, then the resulting source pattern will be equal to
cos@ with the ¢ = 0° direction 45° from either antenna (see
figure 3). For this situation, the ¢ = 0° direction is 17° N of
E (or S of W).

The normalized (to ¢ = 0°) field strength averages measured
at each of the eight locations are presented in figure 4.
(¢p =0° corresponds to 17° E of N (or S of W)). Also plotted
in figure 4 is the theoretical field strength versus distance
curve (from 19) for the case where m = 1.69 x 10® Am? and
h = 75 km. Note the close agreement between the predicted
and measured field strengths. It should aiso be noted that the
September average field strengths were approximately 11 dB
greater than the May/June average field strengths (ie.,
m=6x10*A m?and h = 75 km).

The PEJ pattern can also be obtained by measunng two or-
thogonal horizontal magnetic field components (e.g., H, and
Hp) at various distances and angles from the source [Bannis-
ter, ef al, 1974]. A comparison of (19) and (20) results in

H
.}T’ ~ F(f,R)cot (30)

p

where F(f, R) is a frequency and range dependent function.
For f = 154 Hz and p = 300 to 350 km, F(f, R) ~ 1.10.

Presented in figure 5 is plot of the magnitude of H, to H,
(in dB) versus ¢ for Talkeetna, AK (p = 330 km). The mea-
sured value (+ 0.8 dB) is also plotted. A comparison of the
predicted and measured values yields ¢ = 45°, which for the
Talkeetna location, also indicates that the PEJ is oniented 17°
N or E (or S of W).

FREQUENCY DEPENDENCE OF PEJ DIPOLE MO-
MENT

Presented in Figure 6 are theoretical plots of magnetic field
strength versus distance (from 19) for frequencies of 78, 154,
and 198 Hz. For these plots, m = 6 x 10* Am?, h = 75 km,
and ¢ = 0° . Note that for constant dipole moment m, the 10
to 150 km field strengths are identical However, at the Tal-
keetna site (330 km), the 154 and 198 Hz field strengths are
3 to 6 dB greater than the 78 Hz ficld strength.

Past measurements [Stubbe, e al,, 1985] have indicated that
the 1 to 200 Hz field strengths (measured at a site 17 km
from the Tromso HF heater) were essentially identical, which
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infers a constant PEJ dipole moment.

During May 28 and 29, the 78 and 154 Hz field strengths
were measured at the Gilmore Creek Site and at 2 10 km
location. The 78 Hz measured field strengths were approxi-
mately 3 dB greater than the 154 Hz field strengths. On
September 24, the 35 km 78 Hz measured field strengths
were approximately 2 dB greater than the 154 Hz field
strengths, while Talkeetna (330 km) 78 Hz field strengths
were approximately 1 dB greater than the 154 Hz field
strengths (rather than the expected 3 dB lower).

These recent measurements suggest that the 78 Hz PEJ di-
pole moment is approximately 3 dB greater than the 154 Hz
dipole moment. That is, the HIPAS PEJ appears to be acting
like an HED rather than a HMD. These frequency compari-
son measurements should be repeated and extended.

DEPENDENCE OF ELF SIGNAL ON IONOSPHERIC
PARAMETERS

A number of interesting observations can be made by com-
paring the ELF signal amplitude and phase with the iono-
spheric parameters, inferred from the College, AK magne-
tometer and riometer traces. Figure 7 shows data from 15
September 1990. The most apparent feature of this data is
the clear 180 degree phase reversal of the ELF signal as the
magnetometer H-trace reverses sign. The H trace shows the
horizontal NS component of the magnetic ficld, with positive
defined as northward. An overhead eastward electrojet cur-
rent will cause a positive H deviation, while a westward
electrojet shows up as a negative H deviation. In figure 7 it
is clear that as the H component pass through and oscillates
about zero, the ELF phase also oscillates about -90 and +90
degrees. When the westward electrojet surges strongly at
1130, the ELF phase finally locks at +90 degrees. It is also
apparent that there is not a straightforward correspondence
between the amplitude of the ELF signal and the deviation of
the magnetometer H component. During the eastward elec-
trojet, there is at least a weak correlation with a peak in the
magnetometer around 1000 UT corresponding to a peak in
the ELF signal at the same time. On the other hand, the very
large currents seen during the westward surge between 1130
and 1300 UT do not produce a larger ELF signal. The large
currents are likely due to an increase in conductivity because
of increased ionization in the lower ionosphere. This can be
seen by inspecting the riometer signal, which shows relative
absorption of cosmic 30 MHz noise as it passes through the
ionosphere. The abrupt increase in absorption at 1130 UT is
coincident with the large negative excursion of the magne-
tometer H component.

The effect of increased absorption in the lower ionosphere on
the ELF signal strength is somewhat indeterminate. Since the
modulated current density is proportional to the DC conduc-
tivity, one might expect increasing ionization to increase the
ELF signal. However, there are two factors which work in
the opposite direction. Firstly, under some circumstances the
increased conductivity appears to "short out” the auroral elec-
tric field. This can be seen in coherent radar data where there
is sudden loss of cross-field backscatter coincident with a
large absorption event. The mechanism which is responsible
for coherent backscatter depends on a threshold value of the
clectric field. Secondly, under very high absorption condi-
tions, the HF wave may be absorbed very low in the D re-
gion where the conductivity is extremely low.
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LONG DISTANCE PROPAGATION (HIPAS/CON-
NECTICUT)

Following Bannister [1975], when R>0.2 A, and p > 3h, the
Hankel functions in (19) may be replaced by the first terms
of their asymptolic expansions, resulting in (for f = 154 Hz
and m = 6 X 10* Am?):

H, ~ -123.1 -20logh - 10logc/v -ap Cn
- 10loglasinp/a] +20logcosé

where h is in km, p and a in Mm, and o in dB/Mm. For
other frequencies (assuming constant m)

Hy - /" (32)

Presented in figure 8 are two nighttime plots of H, versus p
for measurement distances of 10 km to 10 Mm. For these
plots, f = 154 Hz, h = 75 km, a = 1.7dB/Mm, ¢ = 0°, and
m = 1.7 x 10° Am? (May/June result) or 6 x 10* Am? (Sep-
tember result).

For the HIPAS/Connecticut path, p = 5.2 Mm and ¢ = 7°.
Form = 1.7 X 10%Am, Hy ~ - 187 dBA/m, while for m =
6 x 10°Am*, H, ~ - 176 dBA/m. At the Connecticut site, the
typical Winter month's variation of 154 Hz "clipped" atmo-
spheric noise field strength is from -156 to -146 dBA/m/ Hz.
Assuming the average value is -151 dBA/m/VHz, then if m =
6 x 10%, the SNR will be 7.5 dB after 0.5 hr and 10.5 dB
after 1 hr integration time - therefore, detectable. However,
ifm = 1.7 x 10°Am’, the HIPAS/Connecticut signals will be
undetectable even after an hour's integration time.

154 Hz HIPAS transmissions were successfully received in
Connecticut during 5 nights in December 1990/January 1991,
and also during 5 nights in September/October 1991. The
average field strengths are plotted in figure 9, along with the
simultaneous Gilmore Creek AK averages. During these
reception periods, the average HIPAS PEJ dipole moments
were 4.0 X10°Am? (December 1990/January 1991) and 12 X
10°Am? (September/October  1991). To date, the
HIPAS/Connecticut path (5.2 Mm) is the longest path over
which ELF PEJ transmissions have been successfully re-
ceived.

HIPAS PEJ/COMBINED ELF SYSTEM COMPARI-
SONS

Presented in Table 1 are the 154 Hz magnetic dipole mo-
ments inferred from the joint HIPAS/NUWC 1990 cam-
paigns. During the May/June campaign. m = 1.69 X 10°Am?
(0500 - 1100 UT), 2.12 X 10°Am? (0800 - 1100 UT) and
2.83 X 10°Am? (high value). The high value field strength
samples are those whose magnitude exceeded the nightly
average value at cach measurement jocation. During the IS5
to 25 September period, m = 6.0 X 10°Am? (0800 - 1400
UT). and 9.0 X 10°Am? (high value). However on 26 Sep-
tember, the ELF signal strength was very weak, resulting in
m = 2.12 X 10°Am?, which was the same as the avg 0800 -
1100 UT May/June inferred value.

For the US Navy's ELF Wisconsin Transmitter Facility
(WTF), I = 300A, L = 22.5 km, and o, = 3.2 X 10 S/m,
From (2), the WTF 76 Hz magnetic dipole moment is 1.55 X
10Am?. When combined with the Michigan Transmitter
Facility (MTF), there is a 6.7 dB gain so that the combined
76 Hz WTF/MTF dipole moment is 3.35 X 10"°Am?.

Referring to table 1, we see that the 154 Hz magnetic dipole
moment was less than the 76 Hz combined WTF/MTF mag-
netic dipole moment by a factor of 200 (46 dB) during the
0500 - 1100 UT spring period and by a factor of 56 (35 dB)
during the 0800 - 1400 UT fall period. In order for the
HIPAS PEJ system to be comparable to the WTF/MTF sys-
tem, it's efficiency (which varies as m?®) must be increased by
a factor of 3 X 10% to 4 X 10*. Papadopoulos, et al [1990}
have proposed two methods of achieving this increase in effi-
ciency. These, and other methods, will be attempted in fu-
ture HIPAS PEJ measurements.

CONCLUSION

In this paper, we have presented approximate field strength
formulas for both horizontal dipole and finite length polar
electrojet (PEJ) sources. These formulas are valid at any
range from the source.

We have also shown that the results of the 1990 joint
HIPAS/NUWC campaigns to investigate ELF generated by
auroral electrojet modulation are consistent with our recently
developed theory. The 154 Hz average dipole moments in-
ferred were 1.7 X 10°Am? (spring) and 6.0 X 10*°Am? (fall),
while the average excitation altitude of the ELF source was
shown to be equal to 75 km. The HIPAS PEJ is also charac-
terized by a cos ¢ dependence, with ¢ = 0° approximately
equal to 17° N of E (or S of W).

Our measurements also indicated that the 78 Hz PEJ dipole
moment was approximately 3 dB greater than the 154 Hz
dipole moment. That is, the HIPAS PEJ appears to be be-
having like an HED rather than an HMD.

We have also shown that in order for the HIPAS PEJ system
to be comparable to the ELF combined WTF/MTF system,
it's efficiency must be increased by a factor of 3 X 10% to 4
X 10°. Beam painting has been proposed as a way to in-
crease the PEJ efficiency. However, the beam painting ex-
periments to date have been indecisive.

Based upon subsequent measurements, we have shown that
he HIPAS/ Connecticut path far field measurements are in
agreement with near field measurements. To date, the
HIPAS/Connecticut path (5.2 Mm) is the longest path over
which ELF PEJ transmissions have been successfully re-
ceived.

By far, the largest variations in the PEJ produced ELF signal
strengths are due to natural variations in ionospheric condi-
tions.
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TABLE 1

1S4HZ HIPAS MAGNETIC DIPOLE MOMENTS

DATES TYPE OF AVERAGE m(Am?) dB relative to
1.69X10°Am*
5/29 - 6/5/90 0500 - 1100UT 1.69X10% 0
5/29 - 6/5/90 0800 - 1100UT 2.12X10° 2.0
529 - 6/5/90 HIGH VALUE 2.83X10* 45
9/15 - 9/25/90 0800 - 1400UT 6.0x10® 11.0
9/15 - 9/25/90 HIGH VALUE 9.0X10® 145
9/26/90 NORMAL MODULATION | 2.12X10* 20
SAMPLES
L
N |82
8
h
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l.  Geometry of the theoretical model.
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2. H, versus p forf= 154 Hz,m = 3 x 10* Am*, @ = 1.7 dB/Mm, ¢ = 0°, and h = 50, 75, 100 km.
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S

3. HIPAS PEJ crossed dipole system.
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4. May / June 1990 154 Hz 0500 - 1100 UT nomalized ( to ¢ = 0°) field strength averages versus distance.
(The solid line is a theoretical plot for m = 1.69 x 10* Am®, h = 75 km, and o = 1.7 dB/Mm.)
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9.
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8. 154 Hz nighttime plots of H, versus p for distance of 10 km to 10 Mm. & = 75 km, ¢ = 0°, and a = 1.7 dB/Mm.
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December 1990 / January 1991 and September / October 1991 Connecticut and Gilmore Creck, AK, 154 Hz field strength
averages. The theoretical plots are for m = 4.0 x 10* Am® and 12 x 10* Am?, / = 75 km, ¢ = 0°. and & = 1.7 dB/Mm.
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VLF/LF Transmitting Antennas

John §S. Belrose

Communications

Research Centre

P.O. Box 11490 Stn. H
Ottawa ON K2H 882
Canada

1. Introduction

VLF transmitting antenna design is a
specialized field of engineering that requires
the combined skill of radio, civil and
mechanical engineers. The antenna systems
used for this band (15-30 kHz) are enormous
structures; vertical radiators with very
axtensive top-loading (non-radiating top-hats),
necessary because the electrical height of
practical towers is small. For tower heights of
300-450 metres (1000-1500 feet) the
zlectrical heights are only fifteen to forty-five
one thousands of a wavelength.

Various types or classes of antennas are
presently in operational use. Some of the
common types are: inverted-L  antennas;
T-antennas; multi-wire diamond antennas and
paralleled combinations of diamonds; down
leads from long catenaries with mountain top
support (e.g. the USN Jim Creek, WA station);
and the fjord mountain antenna, Narvik, Norway
are employed. There are about as many
configurations as there are antennas
[Watt, 1967; Belrose, 1983].

Three very large VLF antennas are more
or less scaled versions of each other. These are
the USN stations at Cutler, ME and North West
Cape, Australia; and the NATO VLF station at
Anthorn, England. The top-loading consists of
§-diamond shaped wire panels, see Fig 1,
supported by 13-towers of heights 243 - 390
metres high.

While indeed a high radiation efficiency is
achieved (> 80% for the USN antennas operating
in the 20-30 kHz band), for a new installation,
in the authors view, this is not a good antenna
design for the following reasons:

1) There are too many tall grounded towers;

2) Even for the largest antenna (the NWC
antenna) the effective height of the antenna
system is only about one-half the average
height of the 13 towers. The decrease is
attributed to the sag on the top loading
structure, and to the many grounded towers
with their extensive guy systems;

3) The top-loading contains many wires, to0
many wires for places where wind loading is a
problem, and too many wires to ice up in a
Canadian environment;

4) The star like configuration results in six
sharp points, and while this forms a nice snow-
flake-like pattern viewed from above, sharp
points should be avoided, because of corona
problems with the high transmit powers
employed. It is clear that precautions were
taken to avoid corona, note the large corona
rings (Fig. 2);

5) The operational bandwidth, except for the
largest, the NWC, Australia antenna, is less
than that required for 4-channel MSK (a 200 Hz
bandwidth is required). The NWC Australian
antenna system is a very large installation.
The outer ring of towers for this station are on
a diameter of 2.5 kilometers. The problem with
bandwidth is particularly a problem for the
smallest of the three antenna systems Anthorn.
In fact Anthorn employs bandwidth resistors,
resulting in a loss in radiated power, in order
to realize even a 100 Hz bandwidth,

2. A Need to Overview Antenna
Design Concepts

The purpose of a study recently carried
out at the Communications Research Centre was
to search for new concepts, or revisit old ones;
e.g. multiple tuning, an early concept
(Alexanderson, 1920], to improve the radiation
efficiency and bandwidth of VLF/LF antennas.
During the course of the study the author had
the opportunity to visit the German Navy VLF
Station at Rhauderfehn, near Hanover, Germany.
This station employs eight 352.5 m umbrella
top-loaded antennas. Each antenna is tuned
and separately fed. Since the spacing between
the antenna elements is small with respect to a
wavelength, the eight elements radiate "in
phase”, and the far field radiation pattern is

omni-directional. In effect this antenna
system is a "radiation coupled multiple tuned
antenna array". This configuration intrigued

the author, and so even prior to his visit to the
station he decided to carry out a detailed study
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(by numerical and experimental modeling) of a
simplified version of such an antenna system,
for comparison with a more conventional
multiple tuned antenna system.

During the course of the study, five
antenna types were considered, some of which
were modeled in more detail then others. These
were:

1) Conventional antenna systems, like the
Anthorn/Cutler/NWC Australia VLF antennas;

2) A single tall umbrella top-loaded radiator;

3) A transmission-line radiator;

4) Radiation coupled multiple tuned antenna
arrays (similar in principle to the Rhauderfehn
VLF antenna); and

4) Multiple-tuned folded unipole type of
antenna arrays (to be described).

Multiple tuned-antenna systems is a principle
subject of my paper.

3. Antenna Fundamentals

The input impedance of an electrically
short top-loaded vertical radiator Z3 = R - j Xj.
This is the impedance that must be tuned and
matched to the characteristic impedance of the
transmission feeding the antenna, and to the
transmitter output impedance.  The antenna
resistance Ry (sometimes labeled Rp to indicate
that the antenna is base fed) is the sum of the
radiation resistance Ry and the ground loss
resistance Rg, referenced to the feed point. The
resistance R of the tuming coil or helix must
also be included, and this further increases the
antenna system resistance Rzs = Rz + R¢.

The radiation resistance R, is an
important parameter, since the radiated power
is

=12
Pr =12 Ry
where I; is the antenna current.

The radiation efficiency m is equal to

n=Pt

where P, is the transmitter power.

Since R, is small for conventional VLF

antennas, typically less than 1 ohm, the loss
resistances must be small with respect to the
radiation resistance for an acceptable radiation
efficiency. The loss resistances are the ground
loss resistance Rg. and the RF resistance of the

tuning coil or helix R.

R, R
n= =
Ry + Rg + Rg Ryg

where R, is the antenna system resistance.

The antenna system bandwidth, for VLF/LF
antennas, when the antenna's base reactance

Xa >> Ry is

f _Rasf

Ve =00 ™ X,

since Qas =
R
as

This formula is an approximation and valid
only if the antenna is electrically small and its
operating frequency f is low compared to the
resonant frequency f, of the antenna system.

The general formula is

f
Ry f 11 -[5121

BW,s = X,
This is the bandwidth of the antenna system.
When connected to a transmitter the operating
bandwidth is increased by a factor of 2. When
a signal source (an RF amplifier) is required to
deliver power to a load (the antenna system),
the power transfer will be a maximum when the
load impedance is the complex conjugate of the
source impedance. Matching therefore reduces
the antenna system Q by a factor of two, and so
doubles the bandwidth. However, the the
bandwidth calculated above from circuit
theory, is the 3dB bandwidth. A more practical
operational bandwidth of the antenna system is
less than this; more typically the antenna's
bandwidth is increased by a factor of 1.5.
Hence the operational band width

BWop = 1.5 x BWy,

An alternative definition of bandwidth useful
for numerical modeling is the predicted
bandwidth for an arbitrary VSWR, say 1.5:1.
This bandwidth is calculated for the numerical
model by change of frequency. VSWR is
measured with respect to the resonant antenna
system impedance. Since the transmitter's RF
amplifier is conjugately matched to its load,
the antenna system, the operational bandwidth
is twice the antenna system bandwidth.

Another important parameter is antenna
potential. The base voltage for an electrically
short antenna is

Vb=la Xa

The maximum potential existing on the antenna
due to potential build-up from its standing-
wave potential-distribution pattern is



[

_-Yb_
Vas(max) = cos 8

where © = electrical height of the antenna
system at the operational frequency f

f
9=f°90°

4. Tools For Antenna Modeling

The numerical modeling studies
employed the numerical electromagnetic codes
NEC-3 and MININEC. Menu driven versions of
MININEC, ELNEC and MN are easier to use---we
used ELNEC [Belrose, 1992]. The experimental
modeling studies were conducted by
fabricating a detailed model of the antenna,
sometimes including insulated guys, using a
scale factor of 1000 for VLF antennas. That is
towers 300 meters in height scale to a modeled
rods 30 centimeters high, and a full scale
frequency of 25 kHz scales to 25 MHz.

41 M i n
Impedance

The experimental models were placed
on a 30 metre diameter elevated ground plane
(Fig. 3), so that the instruments to measure
impedance and the effective height of an
antenna under test could be deployed from
beneath the wire grid ground plane (Fig. 4). To
measure impedance either a Hewlett-Packard
RF Impedance Analyzer Model 8505A or a HP
Network Analyzer Model 4194A was employed.
The latter instrument was used with a probe (a
HP 41194A) so that the impedance could be
measured right at the base of the model
antenna; or the effect of the measurement
coaxial cable could be taken into account using
the former instrument.

The modeled antennas were very small
with respect to the size of the ground plane,
but the radius of the ground plane (15 metres)
was not large with respect to the wavelength at
the modeling frequency (wavelength 12 metres
for a frequency of 25 MHz). Edge effects,
because the ground plane was finite affect
particularly the measured resistance. The
effect on measured reactance is small, since the
effective capacity of the ground plane is very
large with respect to the capacity of the
antenna system. But there is another problem
with modeling electrically short antennas.
Since the base capacity of the antenna system
at the mode! frequency is small, the base
insulator capacity of the model becomes
important.

4.2 Measuring _Antenna System Radiation
Resistance

The radiation resistance is not so easily
measured. We have used three methods.
Whatever method is employed, measurements
have to be made with great precision to achieve
accuracy, since the radiation resistances are
small (for conventional VLF antennas < 1 ohm).

The three methods that we have used are:

4.2.1 Antenna under test as a Receiver

The effective height of electrically
short antennas, but not tuned antennas such as
a multiple tuned antenna array, can be
determined by measuring the open circuit
voltage of the antenna under test (AUT), using
the antenna as a receiving antenna. A signal
was radiated (using a Hewlett Packard Model
3335 Tracking Synthesizer) from a small loop
antenna at the edge of the ground plane. The
open circuit voltage was measured using a HP
Level Meter Model 3586C with a HP 1124 active
probe. The effective height is determined by a
comparison with the measured open circuit
voltage for an antenna of known effective
height. We used a l-metre whip as the
reference antenna.

The input impedance of the probe must be
known. In our case the HP active probe had
input impedance of 1 MQ in series with a 10 pf
capacity.

The open-circuit voltage of an antenna is
Voc =he Ej pV

where h, is the effective height of the antenna
(in metres); and E; is the incident field
strength (in pV/metre).

The reference antenna was a 1 meter
whip, whose effective height is known (0.5 m),
and so the effective height of the antenna under
test can be determined from the difference
between the open-circuit voltages of the
antenna under test compared with the reference
antenna.

The problem with this technique is that
the precision of measurement has to be very
great, and all parameters have to be accurately
measured and taken into account, The
reference antecnna's capacity was small (our's
was 12.4 pf---calculated value); hence the feed
through capacity of the base insulator for this
reference antenna becomes important (our feed
through insulator capacity was 4.6 pf). Any
error in the measurement of h, is squared,
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since

h.2
erlwnz’fz—ohms

We have estimated that the accuracy in
determining R; wusing this method of
measurement was something better than a
factor of two.

4.2.2 Antenna under test as a Transmitter

A second method is to use the antenna
under test as a transmitting antenna. The field
strength for a particular power input is
measured in the far field, and compared with
the field strength for a reference antenna, e.g. a
quarter wave whip. This measurement
technique is a good one if the model frequency
is high, For a scale factor of 1000, and a full
scale frequency of 25 kHz, the model frequency
is 25 MHz, and a quarter wave whip while
larger than at VHF frequencies is still a
reasonable size.  There are however, errors
with this method. Field strength can be
measured with an accuracy of + 1 dB, and so the
difference in field strength is measured with a
precision of + 2 dB. Power radiated varies as
field strength squared (see below). Since we
are trying to measure radiation resistance,
antenna current must be measured, and Py is

proportional to 132. Even with great care the
uncertainty in determining R, can be as great
as a factor of two.

If the scale factor is 100, the model
frequency is 2.5 MHz. The modeled antenna
cannot be placed on the elevated ground screen,
and a quarter wave whip is unreasonably large.
We carried out a series of model measurements
using a scale factor of 100.

In this case we measured absolute field
strength, and so it was necessary to measure
field strength as a function of distance, over
say 2 kilometers. From the field strength vs.
distance curve, one can deduce the effective
ground conductivity of the field site; and,
knowing this, one can estimate (using an
appropriate theoretical formulation for ground
wave propagation) the unattenuated field
strength E, at 1 kilometer. And, since

P, (kW) = 1111 x 105 E;2 mV/m

we can determine the radiated power. Again,
antenna current must be measured to determine
the radiation resistance. This method is quite
accurate, since the field strength is determined
from a series of measurements, rather than a
spot measurement, but it is tedious to do.

Any estimation of the radiation
efficiency using this method is low, in fact
very low since the ground conductivity should
also be scaled. For average ground,
conductivity 3 mS/m for the full scale
antenna site, the ground conductivity for the
modeling site should be 3 S/m. Since the radial
ground system cannot be modeled, resonant
quarter wavelength elevated radials can be
used for the model, since a 3- or 4- elevated
radial wire ground system is equivalent 1o 120
buried radials [Christman, 1989].

5. A Mini-Study of Conventional
Antennas

First let us consider several conventional
antennas:

1) The Anthorn/Cutler/NWC type;

2) A single umbrella top loaded radiator
(Fig. 5); and

3) A transmission line radiator (Fig. 6), which
is an antenna system that has been investigated
by the author [Belrose, 1983]) in previous years.
This antenna type was revisited as a part of the
present study. The transmission line radiator
is an inverted-L type in which the horizontal
arm is bent into a multi-side-polygon, or a
spiral, of length necessary for resonance.

5.1. A Basic Antenna Element- a Single
Inverted-L

The multiple tuned antenna systems
which we will be considering here were made
up from basic elements, inverted-L type
antennas (Fig. 7). This is a commonly used
antenna type, which is easy to construct.
Therefore the investigation began with a short
study of inverted-L. antennas.

For our study we supposed that:

1) the vertical radiator was a square or
triangular tower 304.8 m high, 4 - 5 m on a
side; and

2) the horizontal top loading was a 457.2 m
long square cage of four conductors, where the
square is 15.24 m on a side. The construction
of the horizontal cage and its support by the
towers could be similar to that used for EHV
(500 KV) power transmission lines.

5.1.1 Idealized Inverted-L

An idealized inverted-L, a base
insulated tower with no end support tower is
sketched in Fig. 8a. In Fig. 9 we compare the
measured antenna resistance Ry and reactance
X g vs. frequency for an inverted-L
experimentally modeled, having scaled
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dimensions as above, with theoretical values
(radiation resistance Ry and reactance Xj)
calculated by: 1) a transmission line type of
analysis, c.f. Belrose [1983); and by 2) by
ELNEC. Theory and experiment are considered
to be in good agreement. The differences are
thought to be due to the difficulty with
experimental modeling, when such a large scale
factor is used; and with the fact that the
antenna is mounted on a ground plane of finite
size (an elevated ground screen 30 m in
diameter). For example, the calculated
reactance at 25 MHz corresponds to an antenna
capacity for the model of 11 pf, and the
difference between this reactance and the
measured reactance amounts to a difference of
2.3 pf, which can be attributed to the base
insulator capacity for the model. The
differences between calculated radiation
resistance and measured antenna resistance are
attributed to effects associated with the finite
size of the grournd plane. Although the ground
screen looks to be very large with respect to
our small model, its radial dimension is only
1.25A at 25 MHz. It is well known that the
resistance of a monopole is modified by
currents reflected from the edge of a ground
plane of finite size.

5.1.2. Effect of Grounded Towers

The idealized antenna had no end
support tower, and no sag on the horizontal arm
of the antenna (Fig. 8a). We have investigated
the effects of grounded support towers and sag
on the horizontal arm by numerical and
experimental modeling. Fig. 8b is an inverted-
L with an end support tower. The current
induced to flow on the grounded support tower,
according to ELNEC, is opposite in phase to the
current on the radiator. This effect reduces
the effective value of the antenna's radiation
resistance and reactance. The sag on the
horizontal arm further reduces the radiation
resistance.

If two towers are employed (Fig. 8c) to support
a cage antenna, this further reduces the
radiation resistance and reactance.

These effects are summarized in Table 1.

5.1.3. Cage Feed for a Grounded Tower

An arrangement discussed by
Belrose [1983) which eliminates the need for an
insulated-base tower, a decided advantage if
feasible, cf. Fig. 10, is to feed a cage of wires
that surround a grounded tower. In fact this
method of feed was used for the USN VLF
antenna at Northwest Cape Australia.  This
method of feed (confirmed by experiment and
performance at full scale) works well for

LF/MF radiators, where the electrical height of
the tower is large, large compared with
practical antennas at VLF, and the radiation
resistance is several ohms, or more. However,
according to NEC-3, when the electrical height
of the tower is small [Royer, 1991], the
'transmission line' induced current on a
grounded tower surrounded by a 9-wire cage
(Fig. 8d) reduces the radiation resistance by an
intolerable amount (Table 1).

While the antenna's reactance is
reduced, which is desirable, the radiation
resistance is reduced by a large factor. This
means that the ground loss resistance for the
same radiation efficiency must be
proportionally reduced; and the antenna's
bandwidth is less. Thus, unfortunately, this
method of feed should not be used at VLF where
the highest possible valve for the radiation
resistance is desired from the point of view of
efficiency and bandwidth.

5.2. Anthorn
Antenna

ler/NW T

The Cutler and Anthorn antennas are in
effect 6-inverted L type antennas fed in
parallel, each with a diamond shaped top-
loading structure. The antenna system is
supported by 13 towers. The NWC antenna uses
cage feed with a grounded center tower
(a 48-wire cage).

Anthorn is the smallest and the NWC
antenna system the largest. The Anthorn
antenna is an example of the problem with this
type of antenna if its size (in wavelengths) too
small. The measured radiation resistance for
this antenna at the operating frequency of
19 kHz is only 0.08 ohm (we comment below on
factors affecting radiation resistance for this
type of antenna); the antenna system resistance
including bandwidth resistors is 0.18 ohms;
and the antenna reactance -j 85 ohms. The
self-resonant frequency 50.1 kHz. The
radiation efficiency is 44-percent and the
antenna's bandwidth is 100 Hz. Note that the
antenna employs bandwidth resistors.  Since
the antenna is built on land that is partly
under water at high tide, the ground loss
resistance is very low and the bandwidth is
small. Bandwidth resistors are used to achieve
a 100 Hz bandwidth [Cook, private
communications, 1991].

Why is the radiation resistance 3o
small? For uniform current on a driven tower
of height that of the center tower of the
Anthorn antenna (228 m), and if there was no
sag on the top loading, and if the antenna was
supported by insulated towers, the radiation
resistance at 19 kHz would have been
0.33 ohms. The difference between this value
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and the actual measured value is because: the
top loading is insufficient for there to be
uniform current on the down-lead; there is a
significant sag of t'e top-loading structure; the
grounded towers ca:ty out of phase currents
and this effect decreases the antenna system
radiation resistance and the antenna's
reactance. The effect of the grounded center
tower is particularly significant. The center
tower supports the driven ends (Fig. 1) of the
diamond panels and the 6-downleads that are
fed.

In Fig. 11 we show a skeleton model for
this type of antenna---skeleton because the
diamond panels are made up from perimeter
and center wires only, to simplify the
numerical model. For this case study the
diameter to the open ends of the diamond
panels was 1000 meters, and the height of the
panels 300 meters. The frequency was 25 kHz.
As can be seen by the density of wires at the
center of the model, each diamond panel has its
own down-lead and all panels are fed in
parallel. Table 2 shows the effect of the
grounded towers.

The effect of the grounded towers is to
reduce the antenna's radiation resistance and
the antenna's reactance. The phase of the
current on each of the grounded towers is
-1809 wrt the current on the radiating
downleads. THe current on the grounded center
tower is significant, With a current of
1 ampere flowing on each down-lead (antenna
current 6-amperes), the current on the
grounded tower is 0.7 amperes. However
radiation due to the current distribution on
this tower is partially screened by the six
down-leads (on a 15m radius about the center
tower).

5.3 Umbrella Top Loaded Antenna

Umbrella top loading, see Fig. 5, has
been studied by Belrose [1983] and Hansen
[private communications, 1988]. The design
procedure given by Belrose was a
numerical/graphical method, based on
experimental modeling studies. Hansen has
written a computer programme for use with an
IBM compatible PC (ANT 1) based on other
model studies

The important parameters for an
umbrella top loaded antenna are: the height of
the tower h; the number n of active top loading
wires (12 is a reasonable number); the tangent
of the angle 0 between the top loading wire and
the tower (1.4 is reasonable but 1.0 has been
employed); and the height at which the
umbrella wires are broken by an insulator
divided by the height of the tower (s/h).

The capacitive reactance is decreased
by the use of umbrella wires (or active guys),
and as s/h increases the capacitive reactance

decreases. As s/h increases the radiation
resistance at first increases, and then
decreases. The radiation resistance is a

maximum when s/h = 0.3. This is because
current on the umbrella wires has a component
opposite in phase wrt current on the tower.

For f = 20 kHz, h = 609.6m, n = 12,
tangent 8 = 1.4, and s/h = 0.7, the antenna's
impedance is

2a = (0.83 - j 158 ohms

For a helix Q-factor = 2000, and a ground loss
resistance Rg = 0.25 ohms, the antenna system
resistance Rag = 1.16 ohms, and the radiation
efficiency m = 72 percent. The self resonant
frequency fgu of the antenna system is
calculated to 39.3 kHz, and so the operational
bandwidth of the antenna is 163 Hz. For a
transmitter power of 1000 kW, the antenna
voltage is high. The end voltage where the
umbrella wires are broken by an insulator is
210 kV.

Reducing the height of the tower will reduce
the radiation efficiency and bandwidth, and
increase the antenna's reactance and antenna
voltage (Table 3). A tall tower with an
extensive umbrella-hat is required for VLF.

54 T ission Line Radi

The transmission line antenna, see Fig.
6, has been studied by Belrose [1983]). This
antenna was revisited as a part of the present
study. A resonant antenna was thought to be a
good feature.  Since the antenna could be
"tuned" by the addition of an end capacitor, it
was thought that this could provide a way to
dynamically tune the antenna in synchronism
with the frequency shift keying for MSK, if its
bandwidth was too small. That is the "end”
capacity could be switched in synchronism
with the frequency shift keying.  However,
after a detailed experimental/numerical
modeling study, it was concluded that this type
of antenna was not a useful antenna for high
power VLF transmission for the following
reasons:

1) A number of towers would be needed, eight
or more, to support an extensive top-loading
cage;

2) since the antenna system is in effect
"quarter wave resonant” the end voltage would
be very high for a transmitter power of
1000 kW, and the end tuning capacitor would
have to withstand this voltage; and




3) this type of antenna system does not lend
itself easily to frequency agility.

6. Multiple Tuned Antenna Systems

As noted above multiple tuning has
been used since the beginning of radio, for
improving the radiation efficiency of early VLF
antennas, where the most adverse conditions of
low radiation resistance and high Dbase
reactance are encountered, and some extreme
measures were necessary to obtain acceptable
antenna radiation efficiencies, c.f.
Alexanderson [1920]. While the basic
principles were understood, little use has been
made of multiple tuning since these early
antenna systems fell into disuse, until
recently, because of the high cost of multiple
helix tuning coils, and matching and phasing
circuitry, inside physically large copper or
aluminum screened tuning huts.

The early history of multiple tuning is
summarized in Table 4.

6.1 Radiation Coupled Antcnna Systems

The German Navy VLF antenna system at
Rhauderfehn, Germany (Figs. 12, 13, 14, 15) is
muitiple tuned. It comprises eight 3525 m
umbrella top loaded antennas, Figs. 12 and 13.
Each antenna is separately fed, and the
8-clements of the antenna array are coupled
through radiation.

Our antenna model consisted of four
inverted-L. antennas, see Fig. 7a, each element
tuned with an identical base loading coil. A
single inverted-L antenna by itself, with the
base loading used, resonated at 25.12 MHz.
The impedance (Z, 9) as measured at the base of
one of the elements of the coupled antenna
system is graphed in Fig. 16. Notice that in the
frequency range 23-28 MHz the antenna's
reactance was measured to be zero © =0)at
five frequencies in this band, 24.15, 24.24,
24.7, 26.3 and 26.815 MHz.

The theoretical impedance curve was
calculated by ELNEC, in a like manner with the
experiment. That is a base load reactance was
chosen such that a single inverted-L antenna
was resonant at 25.12 MHz, and this inductance
was used as a base load for each of the
4.elements of the multiple tuned antenna
system. The resistance associated with these
base loads was chosen such that the calculated
antenna’'s impedance at the highest resonant
frequency was in agreement with the measured
value (at the corresponding resonant
frequency). Clearly there is a good qualitative
agreement between theory and experiment. The

differences are attributed to difficulties with
experimental modeling as discussed above, and
the simplicity of the numerical modeling.

The multiple resonant frequencies were
somewhat unexpected. They are due to the
complex interactions between multiple tuned
antenna elements that are closely coupled, not
because of a misstuning of the elements in the
experimental model. It is interesting to note
that with 4-towers tuned, there were 5 resonant
frequencies; and with 2-towers tuned there
were 3 resonant frequencies. It is speculated
that with 8-towers tuned, like for example the
Rhauderfehn antenna, there would be
9 resonant frequencies. However, according to
ELNEC only the two highest resonant
frequencies are of practical importance, since
for these the antenna's radiation efficiency is
high. The radiation efficiency is low for the
other 3 resonant frequencies. And, only the
highest resonant frequency (26.815 MHz for
the model) would be used practically, since
VLF antennas are 'current fed.! Therefore in
practice such antenna systems should be tuned
by incrementally increasing the helix
reactances from the high frequency side
(minimum inductance) to achieve resonance. It
is not known whether this is the tuning
procedure used for the German Navy VLF
antenna, Rhauderfehn.

However, it should be noted, that for
our model studies only one tower was fed. The
Rhauderfehn VLF station employs eight towers,
and each tower is fed. We have not investigated
the frequency response of a radiation coupled
antenna system with all towers fed.

6.2 Folded Monopole Type

Two approaches can be taken to achieve
a wider bandwidth: increase the effective
diameter of the radiator; or multiple tune
several vertical towers (or down-leads) sharing
a common top-hat. Both approaches are taken
in the antenna system to be described.

Let us now consider four inverted-L
antennas arranged in the manner just
discussed, but with their ends connected, sce
Fig. 7b. This configuration is more typically
like a conventional multiple tuned antenna
system where two or more down leads share a
common top-load, excepting for the simplicity
of the top-loading structure. The antenna to be
described is in effect a multiple tuned double
folded unipole. The base tuning is an essential
part of the antenna system, since this
establishes equal and in-phase currents on the
vertical elements. The current is zero at the
center of the antenna system, as it was at the
end of a single inverted-L. It is interesting to
note that the antenna can in effect 'be tuned’ in
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the course of the numerical modeling study by
changing the loads to achieve the deepest
overhead null in the vertical plane pattern.

For the experimental model, each
element of the multiple tuned antenna system
was tuned with an identical base loading coil.
As for the radiation coupled multiple tuned
antenna discussed above, each inverted-L
antenna, by itself, with the base loading
inductance used, resonated at 25.5 MHz. The
measured impedance vs. frequency for this
antenna is plotted in Fig. 17. For this multiple
tuned antenna, in the frequency range
23-28 MHz, there was only one resonant
frequency, 27.2 MHz. Theoretically, according
to MININEC, loads of j 652 ohms would be
required to tune the antenna to 27.2 MHz, and
such a load would tune a single inverted-L to
24.56 MHz.

In accord with early theory the
radiation resistance with multiple tuning RM,',!‘

is equal to n2 R, , where R;, is the radiation
resistance of a single element, n the number of
elements, and RMI.T is the radiation resistance
with multiple tuning. But this equation does
not take account of the mutual inductances
between the vertical elements of the multiple
tuned antenna, which in effect lower the
effective capacity of the antenna system. A
larger load inductor must be used to tune to a
given frequency, and the increase in the
radiation resistance is less. Writing

RMI = k2R, ,
for our experimental model k = 0.87.

The loss resistance associated with each
inductor R appears at the terminals of the
driven element as n R¢ and this same factor n
applies for the ground loss resistance Rg
attributed to each element of the antenna
system. But the effective ground loss with
multiple tuning should be less than for single
tuning, since with muiltiple tuning the ground
loss is distributed over n times the area. The
radiation efficiency «can therefore be
significanii, increased.

The above analysis is for the antenna
modeled. That is the antenna is multiple tuned
but only one leg is fed. If all four legs are fed
the effective radiation resistance attributed to

each element is RMT divided by four.

7. A Comparison between
Performance (Measured and
Predicted) for Multiple Tuned
Antennas vs. Single Tuned
Antennas

In Table 5 we compare the operational
performance of two types of multiple tuned
antenna systems: 1) the German Navy radiation
coupled multiple tuned antenna system
(measured performance); and 2) a multiple
tuned double folded unipole (predicted
performance); with 3) the largest antenna of
conventional design in the world, the US Navy
antenna system at North West Cape, Australia.
The comparison is made at a frequency of
20 kHz.

The predicted radiation efficiency for
the double folded unipole multiple tuned
antenna system compares favorably with the
Northwest Cape antenna, which is the largest
VLF antenna in the world, excepting the
antenna voltage is high, and the antenna's
bandwidth is too narrow for 4-channel MSK.
The high value of radiation resistance,
2.3 ohms, which at first sight might seem to be
unacceptably high, is due to the fact that ail
towers excepting for one, the center support
tower, radiate in-phase and contribute to the
total radiation field. Since the radiation
resistance is high, ground loss resistance
becomes less important for comparable
radiation efficiencies, and in the design of
such antenna systems, it would be possible, for
example, to use fewer radials in the ground
system, to in effect trade radiation efficiency
for bandwidth, but still achieve a reasonable
radiation efficiency.

When we compare the radiation
resistance for multiple tuned antennas with
single tuned antennas, we must specify how the
multiple tuned antenna was fed. The radiation
resistance for the multiple tuned double folded
unipole is the source value with four tower fed.
This method of feed is operationally
convenient, since four transmitters could be
used. Hence it would be possible, but with
retuning, to remove one Or more transmitters
for service, with a corresponding decrease in
radiated power. The predicted value for the
radiation resistance is in more in accord with
the 1.9 ohms for the Rhauderfehn antenna, then
with other antennas in the world.

If one tower is fed, and the other three
towers are grounded through their tuning
helixes, the radiation resistance associated
with the fed tower would be four times that
shown, viz. 9.2 ohms; an unheard of value for
v R

While the multiple tuned folded
unipole antenna has limitations when compared
with the largest VLF antenna in the world, the




USN NWC, Australia antenna, let us be clear
what we are comparing. The NWC antenna
comprises 13 towers, and the diameter of the
outer ring of towers is 2.5 kilometers. The
double folded unipole multiple antenna
comprises 5-towers on a diameter of 914
metres.  Clearly, now that we know how to
design such an antenna system, we could
optimize its characteristics. For example,
lengthening the horizontal arms of the antenna
will decrease the reactance needed to tune the
antenna, and the antenna voltage; and increase
the radiation resistance. But additional towers
would be neceded to support the longer top-
loading spans. Finally it should be noted that
the comparison was made at 20 kHz.
Increasing the operational frequency will
result in improved performance.

8. Concluding Remarks

The Folded Unipole type of multiple tuned
antenna has a number of attractive features:

1) Its configuration lends itself to a relatively
simple mechanical construction;

2) There is a minimum of wire structure in the
air, which is subject to environmental stress,
such as wind and icing;

3) Since the structure is in effect a system of
closed loops sleet melting is made easy;

4) All of the towers contribute to the radiated
field (with the exception of the center tower),
and since currents on grounded support towers
oppose the current on the radiating towers this
is a distinct advantage;

5) As is well known with multiple tuning, since
current is collected at 2-, 3-, or 4-downleads,
depending on design, the radiation resistance
is high, and Jess attention needs be given to
reducing the ground loss resistance to a very
low value. It is speculated that less wire would
be needed in the total ground system;

6) The maximum voltage on the antenna, in
contrast with conventional VLF antennas,
occurs at the center of the antenna system, at a
place where in effect the antenna does not
"end”. Thus corona problems associated with
high powers are minimized; and

7) The theoretical bandwidth far exceeds that
for any known VLF antenna system of
comparable size and having a similar number of
towers.

However, (he antenna voltage is high, and
several (2, 3 or 4) very large helix inductors
are required to tune and phase the antenna. It
should be noted that this study is still ongoing.

Other configurations for the top-loading
structure one under consideration.

This antenna offers an attractive
aliernative to conventional design for a LF
antenna. Here, the length of the top loading
elements is more practical, and can be
significantly longer in electrical length.
Grounded support towers could be used to
support a wire cage antenna structure
(i.e. down leads could also be cages). A three-
or four-element multiple tuned antenna system
could be suspended from 4- or S-grounded
towers. While, as noted above, this reduces the
antenna's radiation resistance and the
antenna's reactance, this configuration lends
itself to a practical antenna design.
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Table 1

Effect of support towers, and of physical and feed arrangement on

impedance, according to MININEC, of an inverted-L antenna: height 304.8 mm,
diameter 6.35 mm; with 457.2 mm horizontal cage, diameter 10.6 mm; frequency

25 MHz

Configuration Reference Impedance
Sketch

Base fed, Fig. 2a 06 -j577

no end support tower

Base fed, Fig. 2b 0.52 -j562

grounded end support tower®

Cage inverted-L radiator Fig. 2c 0.35 -j482

suspended between two grounded towers

Cage fed grounded tower Fig. 2d 0.125 - j 255
no end suppornt tower

* For a realistic model, with suspended top-loading cage hanging under its
own weight, the base impedance Za = 0.4 - j 549




Table 2

Skeleton Cutler/Anthorn/NWC Antenna System

19-11

Configuration Antenna’'s Impedance Base Currents on Towers*
Outer Ring/Inner Ri

(center tower)

No Towers 0.85 - j 200

12 Towers 0.55 -j 179 0.085/0.089 «£-180°

(No center Tower)

13 Towers 0.45 - j 163

(0.7 £-180°

* Antenna current 6.0 L0© amperes.

Table 3

Predicted performance for an Umbrella-Type Antenna

Reference parameters:
f =20 kHz

n=12

langent 6 = 1.4

P, = 1000 kW
Helix Q-factor = 2000

0.077/0.0805 «£-1800°

Tower Height Ry Rg -j Xa BWop n fo Vas(max)
(Metres)  ohms ohms ohms Hz % _kHz KV
304.8 0.21 0.25 398 46 31 787 533
457.2 0.46 0.25 242 88 55 525 321
609.8 0.83 0.25 150 163 71 393 210
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Table 4

Multiple Tuning: Early History

Alexanderson [1920]

German VLF Goliath antenna, Kalbe, Germany,
mid 40s. Measured data available [Watt, 1967).
Station moved after the war to Gorki, USSR.

Canadian Department of Transport
LF transmitter at Beaconsfield, QC
(near Montreal)--late 40s - early 50s.

LF Broadcast transmitter Donebach/Odenwald,
Germany [CCIR 1966-69 Doc. X 57].

USN Stations Annapolis, MD (1941) and
Lualualei, Hawaii (1947) [Watt 1967].

Unique antenna system for short (LF/VLF
application)/low profile (HF mobile applic-
cation) [Ray, 1972; Ma and Fitzgerrell, 1977].

German Navy VLF Station at Rhauderfehn, nr
Hannover, Germany (operationally in use).

Briefly described by Laport [1950]

Three interconnected hexagonals
with 3 insulated 200m central
towers, and 15 grounded 170m
towers, the three central support
towers were tuned, the center down
lead was also tuned and fed (in
effect this gives 4-down-leads
tuned).

Diamond antenna with four tuned
down-leads.

Folded monopole, 3 - 200m towers
uniformly spaced about a central
tower, tops joined by a 10m flat wire
system, all towers tuned (BW 6 kHz
achieved at 155 kHz).

12 parallel wires supported by 7-
182.9m grounded towers, two down-
leads tuned one fed.

Multiple tuned type, but an
additional feature was the method
of feeding the flat-top; by a wire
running up the center of the
grounded towers (loading coils
said 1o be effectively in series at
the top of the towers but
physically placed at ground
level).

8-352.5m umbrella top-loaded
antennas, each antenna tuned and
separately fed (author visited the
station in June 1989).
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Fig. 1 Pictorial view of the USN

Fig. 2 Bird's eye view from an outer tower of the NATO Anthorn, England, VLF’antenna_, looking
toward the center tower. Antenna insulator strings are 9-metres long and fitted with large
coronal rings. Note the engineer at the top for size comparison.
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Fig. 3 Left: Aerial view and close up
view of the CRC 30-metre elevated
ground plane for experimental antenna
modelling studies.

Fig. 4 Below: Instruments to measure
antenna system characteristics are
deployed directly beneath the modelled
antenna system, and below the ground
plane.

Fig. 5 Sketches illustrating phasing of
currents on umbrella and inverted-L
type radiators. Note that for the
inverted-L. currents on the top-load do
not interfere with currents on the
radiator, but this is not the case for the
umbrella antenna.
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Fig. 10 Photograph of the base insulator for one element of the German Navy
Rhauderfehn, FRG, VLF radiation coupled antenna system; and view inside
one of the tuning huts. The tower lighting transformer is in the foreground,
th§ main tuning helix in the background. In the case of a grounded tower
neither the base insulator or the lighting transformer would be needed.

Fig. 11  Skeleton model for the
Cutler/Anthorn type VLF antenna,
for numerical modelling study.
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o Insulator
Fig. 12 Sketch of one of the Rhauderfehen umbrella o Aircraft warning signs
antennas. 1 Antivibration segments

e i & eav . wa we il A

O

Fig. 13 Site plan for the Rhauderfehn VLF antenna system, showing .the
position of the towers and arrangement of radial ground system for the eight
umbrella antennas.
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Fig. 14 Photograph of three of
the Rhauderfehn towers taken
from the top of one of the
towers. The tuning huts can be
clearly seen, as well as, for the
near tower, the antenna lead to
a feed through insulator feeding
through the roof of the antenna
tuning hut.

Fig. 15 View looking up from
the base of one of the
Rhauderfehn towers. The
antivibration segment can be
clearly seen, as well as the
antenna feed cage (the heavy
conductor that appears to be
coming in from the top of the
photograph).
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Discussion

V. LAMMERS (US)
In addition to keeping the ratio of radiation resistance to ground loss resistance high for best signal
transmission, what can you do by improved grounding to achieve a low take-off angle.

AUTHOR'S REPLY

Improved grounding will not heilp to achieve a low take-off angle (or efficient coupling into the
waveguide mode of propagation). | discussed this briefly in my introductory overview. In the case of MF,
where one can certainly describe the propagation via a wave-hop mode, | argued that the ground more than
fifty wavelengths in front of the antenna was important in achieving a low take off angle. At 3.75 MHz this
distance is 4 km; at 25 kHz (if this concept still has meaning) this distance is 600 km!! Ideally a VLF/LF
transmitter should be on an island remote from land, or have the ocean in the preferred direction of
propagation. However, as | noted ground of high conductivity can be found in the prairie provinces of
Canada.

U.S. INAN (US)

What you just described is also valid for MF Broadcast antennas, which have ground systems
underneath essentially vertical monopoles. The purpose of the ground plane is to increase efficiency rather
than control the radiation pattern.

AUTHOR'S REPLY

What you have said is only partly correct. The ground system controls and stabilizes the self
impedance of the individual antenna slements, and it plays a significant role in stabilizing the antenna's
azimuthal pattern, which is important for critical antenna arrays. Some critical broadcast antenna
systems have used elevated radials (elevated near the center) or insulated radials, to help stabilize the
pattern in the different seasons.

Concerning the desire to achieve a low angle of radiation, we are concerned here with skywave,
which is usually considered a nuisance for broadcasters. The MF Broadcast service relies on ground wave,
in fact particular attention is sometimes taken to reduce the skywave, and so reduce the interference
problem during nighttime hours. The null on the horizon, characteristic of vertical antennas, is a null with
respect to the launch of skywave. The total field strength does not have a null in the direction of the
horizon -- this is the range of angles in which the ground wave is found.
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A Dynamic Bandwidth and Phase Linearity Measurement
Technique for 4-Channel MSK VLF Antenna Systems

M.D. HARRINGTON
Defence Research Agency
DRA Portsdown
Portsmouth, Hants PO6 4AA,

SUMMARY

The recent move to multi-channel MSK transmissions on
VLF transmitters has lead to a requirement for more
stringent performance boundaries on antenna bandwidth
and phase linearity parameters. The limitations of
traditional ‘static’ measurement techniques for these
parameters are described, and a new ‘dynamic’ test
methodology is discussed. A spectrally matched test
waveform is generated in order to fully exercise the antenna
system under test. The test waveform also allows real-time
quality of tune information to be generated as an operator
aid.

LIST OF SYMBOLS

ny = (I'; )(E’) CTOSS power spectrum

(F) output spectrum
(E,‘) complex conjugate of input spectrum
f - G‘? ;y
= ="  coherence
Gix Gyy

x‘y complex conjugate of cross spectrum
Gyx input power spectrum
Gy, output power spectrum

1. INTRODUCTION

This paper presents a method for performing dynamic
measurements of antenna bandwidth and phase linearity
parameters for VLF transmitter systems. These
measurements have been undertaken in support of both
National and NATO VLF MSK upgrade programmes, and
relate to VLF transmitting antenna characteristics required
in order to comply with STANAG 5030 (Ref 1).

The conversion to 200 Baud MSK transmissions (from 50
baud FSK) places strict bandwidth and phase linearity
requirements on antenna systems in order to limit phase
and amplitude non-linearities which inevitably lead to a
degradation in overall system performance. Networks
exhibiting phase non-linearity or deviation from a linear
phase response produce an output signal which is a
distorted and time translated version of the input signal.
The result is intersymbol interference and an increase in bit
errors. Consequentially, an increase in the bit energy to

UK

noise power spectral density -itio will be required in order
to maintain a desired bit error probability. This is
illustrated at Figure 1 which plots the degradation in bit
energy to noise power spectral density as a function of the
phase deviation from linearity (only parabolic phase
nonlinearities are shown — Ref 2).

STANAG 5030 requires that the phase deviation (from
linearity) should be limited to 12 Degrees in order to
prevent a degradation of the bit energy to noise power
spectral density ratio by more than 0.5 dB. This limit was
selected in order to correspond to a probability of bit error
which preserves an overall system CER (Character Error
Rate) of 1 x 103,

2. MEASUREMENT TECHNIQUES
2.1 Bandwidth Measurement

The general measurement technique used in the past
consisted of tuning the system for the desired mode of
operation (in this case 200 baud MSK), then removing the
modulation and applying a CW tone. This is then altered in
discrete steps (typically 10Hz) until the required bandwidth
has been determined by amplitude comparison either by
monitoring Jocally or at a remote receiving site.

However, previous work by CCM12 has demonstrated that
the above method provides a misleading estimation of the
transmitter/antenna system full power instantaneous
bandwidth when applied to the non-linear amplifiers
typically used at VLF to increase efficiency. By using a
static stimulus, the tuned system dynamic response is
masked. Furthermore, a stepped CW measurement (usually
performed over a period of 15 — 30 minutes) is easily
distorted by variability in the site primary power supply
and even by local climatic conditions such as cloud cover
and wind gust factors. In addition, transmitter down time is
increased by the need to continually perform repeat
measurements after minor tuning adjustments to correct for
ssymmetry, an example of which is shown at Fig 2.

The system bandwidth may be more accurately measured
(and adjusted) by using sn injected real-time dynamic test
signal of equivalent power spectral density to the
modulation format required.

Since it is impossible in practice to inject Gaussian Noise
50 as to determine the frequency transfer function, an

A e T
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alternative is to generate signals which not only allow
convenient analysis but are also valid examples of the
modulation states used. In this respect, one suitable
solution is to use & frequency comb which is envelope
matched to the MSK spectral distribution. Such a signal
may be conveniently generated using most on-site 4-
channel MSK modulators by careful choice of the external
traffic data presented to the modulator inputs:

Chl Ch2 Ch3 Ch4
0 1 1 1

The resultant spectrum is shown at Figure 3. By monitoring
this signal both locally and at a remote site (using, for
example, the test setup shown at Figure 4), a comparison
may be made with the original input signal and the
bandwidth determined by direct inspection of the
experimental data.

Since the received signal contains all the information
required for the measurement (i.e. relative tone amplitudes),
cross-calibration between site recording equipment is not a
significant factor — the limiting requirement is that each
signal is captured and re-constructed in a linear manner.

VLF receive antenna and amplifiers of known
characteristics were used so as to ensure that the
measurements included all signal distortions and frequency
response functions that would be referred to a receiver
input. All measurements were recorded (and analysed) at 'rf’
in order to ensure that no significant error would be
introduced by down conversion filtering/front-end effects
at the receive site.

It is important that the transmitter system be correctly
tuned for 200 baud MSK operation before any
measurements are recorded. In particular, over-coupling of
the antenna system (manifested as at Figure 5) must be
avoided and amplitude symmetry should be established and
maintained throughout the measurement. An advantage of
using a dynamic test signal is that local monitoring
enables detection and correction of these factors in real
time,

2.2 Phase Linearity Measurement

A realistic indication of the system phase response can be
obtained by performing a cross-spectrum measurement
using the same test signal as that described in the
bandwidth measurement above.

Cross spectrum - sometimes called "cross power spectrum”
- is a measure of the mutual power between two signals at
each point in the current frequency span. Such
measurements sre useful in this instance, since they reveal
both phase and magnitude information.

The phase display of the cross spectrum measurement
shows the relative phase - at each frequency - between two
signals. Because this phase relstionshdp is relative, cross
spectrum mesasurements can be made without the use of
synchronised trigger. All that is required is access to the
input and output signals of the network/system under test,

as shown at Figure 6.

The measurement is computed by multiplying the complex
conjugate of the linear spectrum of the input by the linear
spectrum of the output:
Gyx = (E)E)
where:
*
) is the input spectrum's complex conjugate
(FY ) is the output spectrum.

The magnitude of the cross spectrum measurement is the
product of the magnitudes of the two signals, therefore the
measurement can be a sensitive tool for isolating major
components common to both input signals - in this case
the five test comb frequencies. However, cross spectrum
measurements do not necessarily reveal causal
relationships, i.e. the analyzer may show signals at the
network output not caused by the input. For a much better
indicator of causality, the coherence measurement is used.

Coherence is derived from a series of averaged cross
spectrum measurements. It shows the portion of the output
power spectrum actually caused by the input signal and is
an indication of the statistical validity of the cross
spectrum measurement. Values are on a scale of 0 to 1,
where 1 indicates perfect coherence — poor coherence
values are caused by uncorrelated input signals, windowing
leakage effects and system non-linearities.

Coherence is calculated by dividing the cross spectrum by
both the input and output power spectra:

G L
P =225y
Gyx Gyy

where: Gx}' is the cross spectrum
;) is the cross spectrum’s complex conjugat::
Gyx is the input power spectrum
GN is the output power spectrum
The same test setup (Figure 6) is used for this 'confidence
check’ measurement.

On-site monitoring signal information can usually be
obtained using the Transmitter stations own extemal whip
antenna installation. However, the location of this antenna
is not usually ideal (leading to inherent proximity effects)
and so, where possible, a loop antenna is usually employed
a3 an independent reference.

3. RESULTS

3.1 Bandwidth Measurement

Moeasurements were made using live test signels injected at
the Transmitter site (a3 described above). The final results
were then obiained from an analysis of the off-sir signals
recsived both locally and in the UK &t DRA Portadown.




The original input spectrum is shown at Figure 3. The
signal received off-air at the UK test site reflects the
shaping function of the Tuning and Antenna sub-systems
in the relative tone amplitudes. It is important that
amplitude symmetry be maintained throughout the
measurement - this can be conveniently monitored by
comparing matching frequency pairs at the receiving site
and relaying asymmetry information back to the
Transmitter site for corrective action.

A subtractive analysis is then performed on the two spectra
— this can be done directly from the plots, but since all
signals are available in digital format at 14 bit resolution
from the PCM data recorders, greater accuracy is available
by using computer analysis techniques. Figure 7 shows the
results of processing the transmitted and ‘off-air’ spectra as
overlays — the parabolic curve fits applied are accurate
enough over a 200 Hz bandwidth, however transcendental
functions are a better fit for an 'ideal’ waveform. Since a
parabolic fit is better on the filtered spectrum, it is used as a
common reference between the two cases.

3.2 Phase Linearity Measurement

Using the test equipment configuration of Fig 6, the cross-
spectrum phase component shown at Figure 8 was
obtained. The dwell plaiforms for each of the five
frequencies in the comb are easily discernable from the un-
correlated components. The relevant data is re-plotted at
Figure 9, along with a linear fit against which phase
deviation may be measured.

As a check on the phase data integrity, coherence
measurements were performed throughout the tests — an
example result is shown at figure 10 — note the maximum
value of '1' for all five comb frequencies within the
measurement band.

20-3

4 CONCLUSIONS

The test method described uses a spectrally matched test
waveform which fully energises the antenna system under
test and so gives more accurate, operationally useful,
measurement results. In addition, the technique greatly
reduces the required measurement transmitter down-time by
providing feedback quality of tune information to operators
in real time. This is particularly useful for those
Transmitters which use a bandwidth resistor in the tuning
chain, as the effect of varying the bandwidth resistor
cutrent on anterma tune-state can be observed by direct
inspection.
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Degradation at Pe=10-3 (dB)

Degradation in
Effective Eb/No for
Parabolic
Phase Nonlinearitries

= Degradation for MSK

[ Antenna Current (A) |

Figure 1.

Phase Deviation (deg)

Degradation in Effective Eb/No for Parabolic Phase
Non-Linearities (MSK Modulation).
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STUDY OF A VLF DISTRIBUTED ANTENNA ARRAY

G. A. ASHDOWN
Defence Research Agency
DRA Portsdown
Portsmouth, Hants PO6 4AA,

SUMMARY

This study considers the use of an array of VLF antennas
distributed throughout the UK, instead of a single, high
powered antenna, for submarine command broadcasts. Such
an array offers survivability and environmental
advantages. The coverage of the array would, however, not
be omni-azimuthal, but would have nulls every few degrees
as a result of the interference between the signals from the
individual antennas.

The study investigates the effect on the array coverage of a
number of impairments (operating frequency, phase and
frequency errors, and antenna loss), and discusses the
advantages and disadvantages of steering the main beam to
the receiving platform. Consideration is also given to how
the received signal will be distorted depending on the
location of the receiving platform. It was concluded that a
VLF array would not be suitable for providing wide area
continuous and assured communications.

1. INTRODUCTION

The study examined the use of a spatially distributed array
of single VLF antennas for submarine command broadcasts,
instead of the usual implementation of one or more
antennas placed closely together and radiating as one high
powered antenna.

The use of a number of widely dispersed, integrated,
transmitters offers redundancy advantages with the
possibility of lower visual and electromagnetic
environmental impact due to reduced element radiating
power. This, however, would be offset by the sophisticated
arrangements required to ensure that all of the individual
antennas acted as in integrated system, despite the
distances between them.

2. THE ARRAY

The basic array consists of a number of discrete
transmitting elements (antennas). These elements emit the
same in-phase signal, and the signals form a spatial
interference pattern. The element spacing determines the
positions of the (side) lobes and nulls in the interference
pattern. (For applications such as radar, half wavelength
spacing is generally favoured since it results in a main
beam, snd low sidelobes. This contrasts with VLF
submarine broadcast communications which generally
require near omni-azimuthal coverage.)

The way in which the individual signals from the antennas

UK

of the array combine at the point of reception
(constructively or destructively) depends on the relative
phases of the signals, the phase of each signal being a
function of the path length, in wavelengths, between
antenna and receiver. The radiation pattern of an array can
be drawn, which plots gain with respect to a single antenna
as a function of the angle from broadside (‘broadside’ being
perpendicular to the array). The calculation involved in
producing this plot is analogous to that for classical optics
for the far-field.

The shape of a VLF array built in the UK would be
dependant on sites available. It is reasonable to expect
that the array would not be a straight line, nor would its
antennas be equally spaced. At 20 kHz, the UK is
approximately 50 wavelengths long. It was assumed for
this study that the antenna sites would be randomly
positioned (effectively) throughout the length of the UK
(thus average antenna spacing would be of the order of
seven wavelengths), at varying distances from a nominal
North-South line. Broadside to this array, and hence main
beam direction, would then be due west. This study used ten
antennas, each of power 75 kW, and results were compared
to those for a single, omnidirectional, 750 kW transmitter.

The antenna layout used in this study is shown in Figure 1.
It was allocated the name "FILEUK". Figure 2 shows the
radiation pattern for this array, with the signals transmitted
in phase (on this plot, the gain of a single,
omnidirectional, 750 kW antenna, is shown by the 10 dB
circle). The radiation paitern for a number of layouts were
examined, and it was concluded that results obtained for
"FILEUK" were typical - it was therefore used throughout
this study.

3. IMPAIRMENTS
The effect of the following parameters on the coverage
obtained from a VLF array were examined.

+Operating Frequency
*Phase Errors
»Frequency Errors
*Loss of Antennas

These impairments were all applied to the basic system:
« Array Layout "FILEUK"

+Operating Frequency 20 kHz
*No Phase or Frequency Errors
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3.1 Operating Frequency
As the transmission frequency varies, the phases of the
individual antenna signals at any receiving point will vary
(since the distance from the receiver to each antenna, in
terms of wavelengths, will alter), and hence the
interference pattern will change.

The radiation patterns for a number of frequencies in the
VLF band were examined. At 20 kHz, the radiation pattern
consists of a mainbeam and numerous sidelobes, with
varying gains, up to a maximum of around 17 dB - see
Figure 2. The radiation patterns at other frequencies were of
the same form, consisting of a comparable number of
sidelobes, with a similar distribution of gains, although
the exact positions of the sidelobes (and nulls) varied with
frequency. It was concluded that, although the exact
radiation pattern is very dependent on operating frequency,
for a staggered array of the type which would have to be
implemented practically, the overall coverage will not be
improved (or degraded) by operating at a particular
frequency. However, because the positions of the nulls are
frequency dependant, once the array layout had been
selected its coverage would need to be calculated, and tested
practically.

3.2 Phase Errors

For the purposes of this model, random phase errors were
generated for each antenna, using a gaussian (normal)
distribution with zero mean and a user defined variance.

It would be expected that each transmitting antenna would
derive its frequency and time from a high quality frequency
standard, which would be synchronised. The accuracy of
the transmitters is such that they will drift, relative to each
other, by perhaps 1its per day. This time delay corresponds
to a phase offset of 7.2° at 20 kHz, 10.8° at 30 kHz. To
model this, 7° was used as the variance in generating
random phase errors.

The changes to the radiation patterns, resulting from the
introduction of phase errors, were examined for a number of
sets of phase errors. Although the effect on the overall
pattern did not appear to be very great, especially in the
region -90° to +90° which is mainly of interest for North
Atlantic coverage, there were slight alterations in the
positions of nulls and the gains of the lobes which could be
of significance to a platform trying to receive a signal.

In addition to phase errors at the antennas, which could
possibly be monitored so that the coverage at any
particular moment could be predicted, phase variations
could also be introduced by unpredictable aberrations in the
ionosphere. However, given the short baseline of the array
compared to reception ranges the ionosphere was
considered to be similar for each path to the receiving
platforms.

3.3 Frequency Errors

If one or more of the antennas transmit the signal at an
incorrect frequency, the relative phases of the signals, and
hence the total signal at any particular point, will be
altered. The frequency accuracy of an individual transmitter

is of the order of one part in 10!2, which implies an
accuracy of the order of +10°8 Hz at VLF frequencies - this
magnitude of error is not going to affect the array radiation
pattern.

There is however a possibility of an error occurring if a
transmitter becomes faulty, or an incorrect frequency
setting is used. This was investigated for an error at one
transmitter of up to 200 Hz - if the ‘rogue’ antenna was more
than 200 Hz out from the operating frequency, its
propagation characteristics would be very different, so
larger errors were not considered.

A number of different cases were considered, and it was
established that the magnitude of the effect on the radiation
pattern was dependent on which antenna had the frequency
error. For example, a 200 Hz error at antenna 6 appeared to
have far less effect than the same error at antenna 2; this is
because antenna 2 is further from the phase centre of the
array. The changes in the radiation patterns, compared to
the 'perfect’ case, were small but discernable.

3.4 Loss of Antennas

If one or more of the antennas operate at reduced power, or
fail completely, the total power will be reduced. Moreover,
since one or more of the individual signals received at any
particular point will be changed, the total signal will also
be altered, and hence the whole radiated pattern.

An example of the effect of antenna loss is shown in the
radiation pattern of Figure 3 - antennas 3 and 7 are off, and
antenna 2 is operating at half power. It can be seen that, as
expected, the loss of the antennas significantly alters the
radiation pattern and, hence the coverage. Consequently, if
a transmitter is deactivated, not only would a receiving
platform at the limits of the transmitter range no longer be
able to receive messages because of the reduction in power,
but a platform at a bearing off the main beam may suddenly
find itself in the null of the 'new’ radiaticn pattern, even if
it is well within the range of the 'old' radiation pattern.

4. IMPLICATIONS OF VLF PROPAGATION
The radiation patterns used so far are quick to produce, and
are suitable for a ‘'first look'. However, the plots assume
that at the receiving point, the amplitudes of all the
individual signals are equal. At VLF frequencies, the
interaction between the modes propagating in the earth
ionosphere waveguide mean that signal amplitude is not a
simple function of distance, but consists of a number of
peaks and nulls due to modal addition. Further, since the
height of the ionosphere varies between day and night,
VLF propagation also follows a diurnal variation. To take
this into account "power plots” were produced.

The power plots show a plan view of the coverage with
received power, in dB pV/m indicated by a grey-scale. The
plots were produced as follows. At every point on a 100
km xy grid, the distance from the point to each of the
antennas was calculated. The relative phases of the signals
were found from the differences in path lengths; the
amplitude of each signal was found from the propagation
curve for the appropriate frequency and time of day, taken
from Brookes, McCabe and Rhoades {1]. The signals were



then summed, taking into account both their amplitudes
and relative phases.

The day and night power plots for the array "FILEUK",
operating at 20 kHz, are shown in Figure 4. The
transmitter is at the centre, and received powers have been
calculated out to a radius of 7 Mm. No information was
available for distances less than 750 km, hence the blank
area in the centre. (Note that the main beam points due
west, not upwards as in the radiation patterns.)

Power plots were also generated to look at the effect of
phase errors. Comparing the resulting plots with those of
Figure 4 showed that, although the coverage did not change
greatly, nulls were introduced which would mean that, if
unpredictable phase errors occurred, the receiving platform
could unexpectedly find itself unable to receive
communications.

One limitation of the power plots is that they use one
propagation curve, a sea path, for all bearings. However,
this study is concerned with coverage in the North Atlantic,
so a sea path is appropriate for the western half of this
plot, and the eastern half is of lesser interest. Obviously,
the power plots give a more realistic picture of the
coverage achieved by an array than do the radiation
patterns, but the power plots are very time consuming to
produce, so most of the analysis was done using radiation
patterns, or the coverage plots described in section 5.

§. IMPLICATIONS OF ATMOSPHERIC NOISE
At VLF, because of the worldwide propagation of VLF
frequencies generated by lightning impulses, atmospheric
noise, rather than receiver internal noise, is the limiting
factor in long distance signal reception, and this will vary
with geographical position. By calculating the SNRs over
an area, a coverage plot, showing the geographical limits
of reception for a particular transmitter can be constructed.
(Because atmospheric noise is a random phenomena, it is
described statistically, for example, the noise value (in dB
#V/m) which will not be exceeded for 99% of the time (the
value used in this study), and hence the SNR and the
coverage limits are also given as those correct for a certain
percentage of the time.)

The NRaD Long Wave Propagation Capability (LWPC)
program [2] calculates the coverage limits (corresponding
to a specified SNR) by combining information about signal
strength at each location, calculated using standard
waveguide mode propagation techniques, and atmospheric
noise values taken from a data base. Inputs include
frtequency, month and time of day, all of which affect both
propagation and atmospheric noise parameters. Figure §
shows the different coverage limits for a 20 kHz transmitter
operating at a number of different powers, during the day.

Plots to assess the coverage limits of the array were
produced as follows. The gain for the array operating at the
required frequency was calculated for every degree between
-90° and +90° (these are the values plotted in the radiation
patterns). Since broadside is due west, this corresponds to
bearings from 180° to 360°. This value for gain is with
respect to an individual array antenna; given that each
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antenna radiates 75 kW, the corresponding power for each
bearing could then be calculated.

The assumption was then made that, at a particular bearing,
the signal generated by the array is the same as that
produced by a single antenna transmitting the power
calculated from the gain, and, therefore, the limit of
coverage at that bearing will also be the same.

Plots were generated by hand, by overlaying a map
showing the coverage limits for a number of powers, for
the particular frequency and time of day required (similar to
Figure 5), with a plot of the bearing lines (which are not
straight because of the projection of this particular map),
and then drawing in the the coverage limits along each
bearing.

Figures 6 and 7 compare the reception limits for the array
and a single 750 kW antenna operating at 20 kHz, for day
and night respectively. (Note that at night there are areas
within the limit line where no reception is possible; this is
shown as a bounded area for the single antenna, and as lines
along the bearing curves for the array. For the array, there
are also areas beyond the reception limit line where
reception is possible - these areas are also shown as lines
along the bearing curves.)

Similar plots were generated to show the effect of the
various impairments already investigated in section 3. The
reception limits for the array with and without phase errors
are compared in Figure &, for 20 kHz day. (The particular
phase errors used are given with the figure.) The limits are
similar, but it can be clearly seen that some nulls have
moved a few degrees. This plot clearly shows how
significant the effect of phase errors, even of this
magnitude, can be.

6. BEAM STEERING

The obvious method of overcoming the problem of the
possibility of the receiving platform being within 2 null of
the radiation pattern, and hence unable to receive any
signal, is to steer the main beam to the direction of the
platform. This can be achieved by introducing, at each
antenna, a phase shift which is a function of the required
main beam bearing relative to broadside, the frequency, and
the position of the antenna with respect to the array phase
centre. Steering the main beam also ensures that the
maximum power, and hence the maximum range, is in the
direction of interest.

Beam steering has some advantages, but also a number of
disadvantages - these are summarised below.

Advantages of Beam Steering
(a) Maximum power, and hence maximum range is in
the direction of the receiving platform.

(b) The main beam direction is largely unaffected by
phase and frequency errors and loss of antennas, although
the rest of the radiation pattern may be changed. (The
exception to this is if any phase errors are systematic
rather than (apparently) random, in which case the main
beam will be pointed in the wrong direction.)
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Disadvantages of Beam Steering

(a)  The power in the main beam is significantly higher
than that in any of the other lobes (by at least 6dB, i.e.
7500 kW as compared to a maximum of around 3500 kW in
the sidelobes). It may therefore be relatively easy to
establish the bearing at which the maximum power is being
transmitted (e.g. using an aircraft with a simple VLF
receiver) and hence the bearing of the platform. Since the
beamwidth (which is determined by the size of the array) is
narrow (3dB beamwidth 1.2°, null-to-null beamwidth 2°),
the platform position is defined in azimuth.

(b)  The narrow beamwidth implies that the platform
position must be accurately known so that the phase shifts
needed to steer the beam to the required direction can be
calculated. Each antenna would require the facility for
introducing the phase shift into the signal. The actual
phase shift could either be calculated at a central processor
and sent to each transmitter site, or the required steering
direction could be passed to each site and the phase shift
calculated there. Whichever method were used, the control
information (i.e. phase shift or steering direction) would
have to be passed to the antenna securely and reliably.

(¢)  Only one receiving platform can be contacted at a
time (unless they are all on the same bearing), so any
message requiring transmission to several platforms would
have to be repeated for each, reducing message throughput.

(d) A possible way of overcoming problem (a) - i.e. the
position of the main beam indicating the bearing of the
receiving platform - could be to repeat the message with the
beam steered to several different bearings, which may be
unrelated to the actual platform bearing. However, this
method has the same disadvantage as transmitting to a
number of dislocated receivers - dilution of message
throughput. Continuous communication to one platform
would not be possible.

7. SUMMARY OF ARRAY COVERAGE
RESULTS

Because the coverage limits for various transmit powers are
so closely spaced for powers in the range 150 - 750 kW (for
example, see Figure 5), the coverage limit (as shown by the
coverage plots) for the distributed array is fairly close to
that of the 750 kW antenna, even though the power in
many of the lobes is well below 750 kW. In fact, since the
coverage limit for the array tends to hover about the 750
kW limit, it suggests that it is not really necessary to steer
the beam unless the receiving platform is near the outer
limits of the transmitter range.

The limitation of the distributed array lies, of course, in the
existence of the nulls in the coverage. These occur very
abruptly, for example, a change in bearing of one degree
can result in a drop in apparent radiated power (i.e. value
calculated from the radiation pattern gain) from 1280 kW to
14 kW, and hence loss of signal. Similarly, if any
impairments occur which alter the coverage, the platform
could abruptly lose the signal, even though the platform
itself has not moved.

The coverage is totally dependent on the operating

frequency used. The coverage could be characterised
theoretically, and confirmed by actual measurements, in
which case it should be known whether or not a particular
platform would be able to receive a message, provided the
platform's position were known with sufficient accuracy.
However, the high possibility of the introduction of
random impairments would mean that these 'perfect'
coverage plots would often not reflect reality.

Quite high relative phase errors are possible, both because
of drift in equipment, and due to errors in initiating the
signal from widely dispersed antennas. These, largely
unpredictable, errors can have a significant impact on the
positions of the nulls in the coverage limits of the array.

Errors in the frequency at individual antennas are not so
likely to occur, but when they do they again affect the
coverage pattern. Total or partial loss of any of the
antennas also has a significant effect on the coverage,
which is dependent on the particular antenna(s) involved.
The effect of all possible antenna losses could be modelled,
however it would be very time consuming.

These impairments appear to have little effect on the main
beam (except for reduction in power due to antenna loss),
so many of the problems could be overcome by steering the
main beam to the receiving platform. However, there are a
number of disadvantages to this method, as listed in
section 6.

8. SIGNAL DISTORTION

For adequate communication using signals from a
distributed array, the coverage is not the whole story. To
consider the problem in the simplest terms, the signals
from two transmitters may add constructively at the point
of reception, but the difference in the two path lengths may
be several wavelengths, and thus the information (for
example, one bit) conveyed on the signals may be offset,
and hence the resultant will be meaningless. This can be
overcome by delaying the start of transmission of the
information at one antenna relative to the other, so that the
information coincides exactly at the reception point, but
the problem will still occur at other locations. The fact
that the '‘information' will probably alter either the
frequency (FSK) or the phase (MSK) of the signal
complicates matters even further.

The problem was investigated using two different methods
as outlined below. Reception was considered at two
locations, Y (30°N 50°W) and Z (60°N 20°W).
Additionally, Y was taken to be the centre of a square, side
100 km, whose corners were labelled A, B, C and D (lying
due NE, SE, SW and NW of Y respectively).

8.1 Bit Distortion

A signal consisting of five bits, 10101, was considered,
each bit being 5 ms long. Delays were introduced at each
antenna such that the leading edge of the first bit
transmitted by each antenna arrived at Y at the same time.
This is equivalent to introducing a phase shift at each
antenna such that the main beam is steered to Y, but,
depending on the relative path lengths from Y to antenna,

the actual phase shift may be greater than 2r. In this
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example, time delays of up to 4.32 ms had to be introduced
at the individual transmitters.

Knowing the distance from the other locations to the
antennas, and the delay at each antenna, it was then
possible to calculate the relative times of arrival (t.0.a.) of
the signals (that is, the leading edge of the first bit) at each
location. Figure 9 shows the signals from the individual
antennas, and the resulitant, arriving at locatio~ D, 70 km
NW of Y. (At Y all the bit edges would line up on the grid
lines as the signal from antenna 9 does here.) Maximum
time difference between t.0.a. of signal leading edges at D
was 0.12 ms - this implies that a receiver at D could receive
the message correctly.

The corresponding plot of t.0.a. at location Z is shown in
Figure 10. Here the maximum difference in t.0.a. of bit
leading edges is 7.03 ms - greater than one bit length. As
can be seen, the resultant signal is totally distorted. Thus,
for a receiving platform at Z to successfully receive the
same message as at Y, the message would have to be
repeated using a different set of time delays. And this would
have to happen even if Z was well within the coverage area
of the array.

8.2 Carrier Distortion

Signals transmitted by the distributed array would not, in
fact, be a series of bits, but would be some form of
Frequency Shift Keying (FSK). (This includes MSK
(Minimum Shift Keying) which is FSK with a modulation
index of 0.5 and is the current VLF modulation system.) In
FSK two transmitting frequencies are used, Fl
corresponding to a '1' and F2 to a '0'. When switching
between the two frequencies, phase continuity is
maintained. F1=F_+F_  and F2=F_ -F_, where F_ is the
carrier frequency (e.g. 20 kHz) and F_ is the offset frequency
(typically 50 Hz). This has been modelled for Figures 11
and 12. The Figures show a 2 ms ‘snapshot’ of the
individual and total signals received at locations Y and D
respectively. (As for Figures 12 and 13, t=0 corresponds to
the t.o.a. of the first antenna signal.)

It can be seen from the Figure 12 that, although the relative
t.o.a. of signals at location D are only a small fraction of
the bit length (5 ms), and hence do not appear to have a
significant affect on the received bits (Figure 9), these
delays correspond to a large fraction of the actual sine
waves (20 kHz + 50 Hz), so instead of adding up to give the
maximum amplitude as at Y (Figure 11), a smaller amplitude
(and hence power and SNR) is received.

8.3 Discussion

This section has attempted to illustrate graphically the
effect on message reception of using a distributed array.
Figure 10 shows that, if a receiving platform is located
away from the main beam, even if it is not in a null and
hence the SNR is sufficient for reception, the message
information contained in the signal will be distorted, so
message reception is actually only possible close to the
main beam.

Figure 11 further shows that close to the location for which
reception is optimised, although the message information
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may not be too severely distorted, the relative delays
between the antenna signals may mean that the signals
interfere with each other such that the total signal, and
hence the received SNR, is reduced to such an extent that
reception is difficult.

This brief assessment of distortion has made a number of
simplifying assumptions:

(1) The amplitude of the signals from each antenna are
equal at the receiving location - this is not necessarily true,
as amplitude (field strength) is dependent on the distance of
the receiver from the antenna.

(ii)  The delays at each transmitter are specified to 0.01
ms, without any time/phase errors.

(ii1) All assessment so far has been in the time domain.
Although Figures 11 and 12 include the switch from F1 to
F2, the difference between 20.05 kHz and 19.95 kHz
cannot be distinguished on these graphs. Some frequency
domain analysis would also be required.

Synthesising signals to simulate distortions is relatively
straightforward, and would be necessary to assess the
impact on differing designs of receivers.

9. CONCLUSIONS

The study has examined the relative effects of impairments
on the performance of a large distributed antenna array
operating at VLF and compared the performance with that
obtained using a conventional antenna implementation.

1. There are a number of impairments which can be
introduced at the individual transmitters - errors in phase,
frequency and availability - which affect the coverage of the
array, notably the positions of deep nulls restricting the
coverage along some bearings.

The effect of these impairments could, in theory, be
measured and used to calculate the coverage at any particular
time. Since they are random, and in some cases continually
varying, the transmitters would have to be monitored
continuously, and data returned to some central processing
point.

2. The problems with impairments could largely be
overcome by steering the main beam to the receiving
platform. Moreover, the work on signal distortion
suggests that this would have to be done to ensure that a
legible message was received. However, there are a number
of disadvantages with beam steering:

(a)  The narrow beamwidth means that the position of
the platform needs to be known very accurately.

(b)  The relative phase of the VLF signal at each antenna
must be calculated, and implemented, precisely to steer the
main beam with the necessary accuracy.

(c) It is only possible to communicate with one

platform at a time. If the same message has to be sent to
several platforms, the message must be repeated with the
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main beam steered to several different directions. This
increases the time taken to sent a message to several
platforms, and means that there cannot be continuous
communications to any single platform.

(d)  The fact that the main beam is directed towards the
platform may make it possible for the bearing of that
platform to be deduced, thus defeating the principle of
covert submarine operation.

3. It could be argued that in using a VLF distributed
array, the risk from the vulnerability of a single site
transmitter has been exchanged for that arising from the
monitoring and control needed for the distributed
transmitter system.

4. The system examined in this report is not
considered to be suitable for use as a broadcast transmitter
to a covert submarine requiring continuous and assured
communications.
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FIGURE 1: Positions of Antennas for Distributed Array Layout "FILEUK"
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FIGURE 4a: Power Plot for Distributed Array "FILEUK", 20 kHz, Daytime
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Discussion

INAN

COMMENT. 1) I am surprised about the 1 ms phase error that you mentioned. I would think you can
have quite better synchronization between sites, for example with GPS systems. 2) I wonder why you
have not considered a linear array, for example with 1/2 spacing, which would have a clear main lobe
which was to be steered using phase/beam diversity to transmit to multiple platforms.

AUTHOR'S REPLY 3

1) With GPS you can get inter-site sync h > 1 in 10™". But, you need to take into account the time
delay involved in passing intersite control information over land lines, for example, Cornwall to
Scotland time delay can be 200 msecs (= 40 bits for MSK). Also using GPS leads to system
vulnerability-what do you do if the GPS satellites fail or are destroyed, or satcom links are broken?
You also need to take into account the fact that a VLF transmitter cannot be adjusted instantly
(because of the size of the tuning components, etc).

2) This study was initiated from a suggestion that an array of widely distributed antennas would be
less vulnerable to destruction (either sabotage or aecrial attack) because the antennas are so far
apart. Half wavelength spacing would not satisfy this criteria. Having distributed the array antennas
as widely as possible over the UK, the study then compared the array coverage to that of the optimun
case - an omnidirectional transmitter. Having a distinct, steered main lobe is not optimal for the
reasons given in the paper.

HILDEBRAND
COMMENT. Have you considered beam broadening methods? If you hide the main beam and use
strong side lobes it should be easy to mask the bearing(s) for the communication path.

AUTHOR'S REPLY
No.
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Summary

As it is well known the far field pattern of an aperture is
related to a distribution of radiating sources by the
Fourier Transform (1].

In this paper we show that it is possible to use the
Fourier Transform to make the analysis and synthesis of
short antennas, t0o.

In this way we can easily have both the analytical and
graphical representation of the antenna pattern and the
errors that we make with the usual approximating
models. It is also possible the use of the know how on
the signal processing field to make the analysis and
synthesis of the radiation pattern

All the theory is based on the Theorem of the Small
Complex Translation [2] meaning that we can represent
all the current distribution on the antenna by complex
translations of an infinitesimal element of current.

The correspondent pattern can be found using an adequate
spatial variable representation.

1.The small complex translation

In all this paper, both the sources an the produced fields
are represented in the domain of the temporal Fourier
Transform.

Let us suppose a source [1(xo.yo-zo) that produces a field
E1(x.y.2) that is lincarly related with the source: a o/®

[1(x0-YoZo) produces the field se®E1(X,y,2).

We call a small complex translation of the source
u(xo.yo.zo)madebyu\evecuxd(xq-yd.zd)dlemslaﬁon

that creates the source [2(x.y.2)= 8 o/ [1(x+xd.y+ydz+2d)
(fig) where the produced far field Eg that can be
approximate in module and direction by

E=aE )
and the phase is given by

phase Ey = phase E; % P! ¢ @
where

| means inner product of vectors

2
Bo— A.

A is the wave length

Supposing that the sources are infinitesimal elements of
current (fig 1):

Using the Maxwell equations the electric fields are
(fig.2):

i I1d1 BTy A
dE,=iB2 an, sen(®1)e 91(3)

_i 2 d] -jeorz ~
dfz-]B.Z.-l——4 T sen@2)e " 282 "

where zg = 120x

Usually when we are dealing with arrays and antennas we
are only interested in the far field pattern (fig.4)

In that case, the field E2 can be approximate by field Ej

as shown in fig4.
So
dE> = d Byae/¥ B! 4 ©) 2
=dEge P ©
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If all the sources can be obtained by small complex
translations of one unitary source in the origin, the far
field is related with the source distribution by the Fourier
Transform [2] as resumed in next topic.

2.The use of the Fourier Relation

When the sources are distributed in one direction, the zz
axis for instance,(1D) the far field can be represented with
the variable 0, (fig.3) because it is symmetrical around
the 2z axis

So if we have one linear and thin antenna with length *L"
inmezzaxisas_e_z.howninmeﬁgj the infinitesimal
electrical field dE(z) created by the infinitesimal element
of current [(2) is related with the infinitesimal electrical
field dE(O) created by the infinitesimal element of current
1(0) by the small complex translation theorem:

dEaeN=d E@)1D &Pt

=d E® 8 o M

where B=B,cos0;

The total field is obtained by integration of all the
infinitesimal fields over the length "L"

L

- 2
Ev®) = B 1oz

2

. 1
=kE® F uw@ @®)

Where K= 25

So, unless one constant, if the far field pattern is
expressed in the variable B, it is related with the field
produced by the unitary source placed in the origin, by
one window (-Bo,B,) in the Inverse Fourier Transform of
the current distribution.

Using a similar procedure we can see that for two
dimensional (2D) or three dimensional (3D) distributions
of sources the Fourier relation appears if we use the
variables Bx By and B, as follows:

The far field produced by an infinitesimal element of
current [o(xo.Yo.20) in the space (fig.5) is

dEo= BoZe o) Pl

S€!

= iBoZe S Py g ©
where

t=dxdydz

Lo is the superficial density of current in the origin
0,0,0)

So, the electrical field produced by the infinitesimal
element of current ] (x,y,z) is:

—y

_dE I(x,y,2) iBold
dg= 2 {51 axdydz o

= %E f(x,y,2) dxdydz eP4 (10)
T

The total electrical field, produced by the current
distribution inside the small volume where we can use
the small complex translations, is

E= %‘Eﬁ If(x,y,z)ej(ﬁ"x"'B"Y'H3 2Z)yxdydz
Tv

with
B,= B cos(\£)

B,=p cos(1{")
B.= B cos(N£)

So

E=%e [ax o™ fay e [tinyze?
& g :

X

= % BRI dwya))
T

Again the total field field is given by the product of the
field produced by reference source and the three

dimensional inverse Fourier Transform on the variable f3,
unless one constant.

e e——




O I L Y A AN ol SO

S R L vy

-

3.The application to an small antenna
with uniform distribution

Let's apply the developed theory 1o an antenna with an
distribution of currents that can be considered uniform,
supposing that has an length equal 10 "2a" and it is
oriented on the zz direction (fig.8).

Let us consider as the reference source the infinitesimal
dipole in the origin that has the well known field pattern

senO (fig.6)

The factor that multiplies the field produced by the
infinitesimal is easily found by the inverse Fourier
transform (fig.7)

This factor depends on the length "2a" and the error that
is made when it is assumed that the factor is constant can
be seen in a graphical way.

So, when the antenna length is small compared with the

wave length the factor is almost constant, but increasing

if the factor is assumed to be constant the error increases,
too.

4.Conclusions

The Fourier Transform can be used to make the analysis
and synthesis of the radiation pattern in antennas with
uniform distribution of current and which length is much
small that the wave length, making possible the
graphical visualisation of the error committed when it is
assumed a constant array factor.

This procedure can be applied whenever we are dealing
with a source distribution that can be obtained by small
complex translations of a reference source in the origin.

In more complicated cases it is possible the use of
Fourier Transform and Fast Fourier Transform procedures
to make the analysis and synthesis in a computational
way in, to simplify the calculus and to have a graphical
idea about the errors involved in the model.
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Fig. 1 The Complex Translation

Fig. 2 The Parameters in the Translation

Fig. 3 The Linear Distribution of Sources
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Fig. 4 The Far Field and the Small Complex Translation
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Fig. 5 The Three Dimensional Translation

4

Fig. 6 The Field Pattern sen 6

—

Fig. 7 The Factor of the Current Distribution
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Pig.8 The small antenna with uniform distribution of current
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ANTENNA MODELING AND ANALYSIS FOR ELF/VLF/LF APPLICATIONS

M. Bandinelli, 8. chiti, R. Cioni

IDS - Ingegneria Dei Sistemi, Pisa Via Roma 50, Italy

This paper presents a numerical
procedure which can be effectively used
for the analysis/design of very-low
frequency capacitive antenna system on
complex platforms and for charge
distribution computation. The *“quasi-
static" radiation problem has been
solved by means of the corresponding
electrostatic solution, by using a
Method Of Moment (MOM) procedure. Pulse
basis functions defined on surface-
patch domains and point-matching test
procedure are used, in conjunction with
a powerful postprocessing numerical
tool. Given the platform model, the
postprocessing tool allows us to
analyze all possible antenna
configurations by running the Method of
Moment computer code only once. The
following parameters can be evaluated
i) Antenna Radiation Pattern, ii)
Antenna Norton equivalent circuit (from
which the effective voltage at the
input of the receiver can be
evaluated), iii) Induced charge
distribution, iv) Scattered electric
field distribution near the platform.
The proposed solution is particularly
useful for applications where the
criticity of the structure requires a
peculiar attention in defining
structural elements that constitute the
"electrical doublet" (conformal
antenna) .

ANIRODUCTION

Based upon integral equations, a number
of numerical techniques have been
developed and investigated during last
two decades, showing very interesting
capabilities in many applications to
real electromagnetic (e.m.) problems
[12,14,15,17,18). Their effectiveness
in many engineering problems have also
stated new guidelines for
electromagnetic approach, both in the
field of analysis and design.

Typical applications of numexrical
techniques are concerned with antenna
siting problems and with the evaluation
of current/charge distribution over
complex objects; different numerical
codes developed in the past are

currently used and have been widely
applied for the study of such problems
and particularly in the field of
antenna system performance, in real
platform environments, over a wide
frequency range frequen:cly axround
resonant region of the platform/antennz
system.

The present paper deals with the
development of a numerical technique
too, which can be applied both to
antenna siting problem analysis and
design and with charge distribution
computation on complex objects; the
numerical technique is based on a
Method of Moment solution of the
corresponding electrostatic problem,
suitable for application in the guasi-
static case. The procedure is based or
a triangulaxr surface patch
representation of the boudy, in
conjunction with pulse basis functions
and point matching testing.

Regarding the case of charge
distribution computation, the proposed
technique can efficiently sexve as a
method of investigation about
electrostatic charging of conductive
bodies, which is a serious problem fox
many flying objects.

For antenna siting problems it can be
pointed out that different antenna
systems mounted on platform of limited
size, such as flying object (aircraft,
RPV), belongs to the category of
capacitive quasi-static (due to the
very small dimensions of the object
with respect to the system operating
wavelength) antennas as, for example,
in the case of long range navigation
aids (OMEGA, LORAN C and so on)
sSensors.

Antennas used for the mentioned
applications have tipically very small
size also with respect to platform
ones, and their electromagnetic
properties depends strongly both on the
shape and dimensions of supporting
platform; being essentially a kind of
charge pick-up on the object, the
antenna has to be well positioned in
oxder to collect maximum charge
quantity from the platform and
maximize its efficiency.

g i —r bl
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These kind of antennas works in major
cases on receiving operation, for which
both antenna capacitance and collected
charge from supporting structure can be
determined by means of the proposed
method, taking into account for
interactions between conductive
elements, antenna and structures, in
their real geometrical configuration.

As discussed with better detail in the
following, the method represent a very
efficient and low cost analysis tool
because, once fixed the geometry of the
model and a canonical base of incident
electric field, we need only one MOM
evaluation in order to obtain the
characteristic parameters of any
sensor-platform configuration, for any
excitation field source.

The paper is paxrticularly devoted to
the use of the procedure to the design
problem of a receiving VLF antenna
system. It contains a general
description of the method, its
theoretical development, the
peculiarities of MOM formulation
chosen, in terms of geometrical
subdomain sections, basis and test
functions, and the definition of
parameters which can be evaluated by
means of the method, such as radiation
pattern, antenna equivalent circuit,
charge distribution on the object,
field distribution near scattering
object.

LOW FREQUENCY E.M _FIELDS

wWhen the wavelength of an incident
field is considerably greater than the
typical dimensions of the scatterer, a
“"quasi-static" situation occurs.

Such a situation is usually analyzed by
means of the so-called Rayleigh series
{1] of the e.m parameters such as
"electric and magnetic fields",
“induced current" and "induced charge".
The Raylegh series is a power series in
the frequency domain. The existence of
this series has been proved and its
radius of convergence has been found
for smooth perfectly conducting objects
[1). The radius of convergence is egual
to the absolute value of the lowest
natural frequency of the object and
hence under this value the Rayleigh
series should converge to the exact
solution. However the first few terms
usually suffice for most of practical
purposes.

Let 5 and p the current and charge
densities induced on a conducting
platform by an incident time-armonic

-

e.m field E, 5ﬁ; they can be

expressed in the following low-
frequency (Rayleigh) expansion

i=3 j£*7,
nw=l

p=3 jk"p,
nw

As it can be seen, the ratio of two
consecutive terms is proportional to j
o (w=angular frequency), so that only

the first texms are important as the
frequency approaches zero.

To find the Rayleigh series terms

different procedures can be considered:

¢ following the approach of Stevenson
[2,3], which expands the Maxwell
equation in a low frequency
series,and then solves for each term
of it;

¢ by means of a procedure that uses a
low frequency expansion of the
Electric or Magnetic Field Integral
Equation, (EFIE, MFIE) then solving
a set of equations for the

determination of Jos Jiv Pp and

so on [4,5,6,7].

For the purpose of this paper, it is
not of interest to examine the details
of such procedures, but to analyze the

properties of the first terms Jb,,i

and p,, that, as we will see, are

related to the characteristic
parameters of electrically short

antennas. To this extent, it can be
shown that:

V,e9=0
Vl. ]l =-j o pO
These equations imply that the lines of

Jo form closed loops on the surface S
of the scatterexr, whereas the lines of

J, terminate at charges p,. J, can be
identified with the magnetostatic

currents, and P, with the
electrostatic charge induced on the

body. It is worth noting that jo has no

relation with the total induced current
flowing across any cross-section of the
platfoxrm.




From the point of view of the e.m field
radiated by these "“low frequency"
current distributions, it is however

expected that J, and J, give rise to a

magnetic and an electric dipole
respectively.

CAPACITIVE ANTENNAS

Quasi-statically antennas correspond to
very large wavelengths where it becomes
difficult and costly (or sometimes
impossible, especially when antennas
have to be installed on moving
platforms) to produce resonant aerials.
On reception it is the signal-to-noise
ratio that is of prime concern, rather
than the absolute value of the received
signal. We must therefore consider
the dominant source of noise, and at
these frequencies external noise is
much more significant than internal
noise.

Beyond the threshold where external
noise starts to become dominant it
proves therefore useless to improve the
efficiency of the receiving aerial,
since this will increase the noise in
the same ratio as the effective signal.
This means that the dimensions of
receiving antennas operating at very
low frequencies can be small comparing
to wavelenght while giving satisfactory
performances.

In this chapter a sintetic
representation of a receiving
capacitive antenna (or electric
doublet) will be given, in order to
introduce the implementation of the
design procedure that will be described
in the next chapter.

Although perhaps not pratically so
important as in the "receiving case",
also the transmitting capacitive
antennas in the low frequency range
will be analyzed, in order to identify
the parameters by means of which it is
possible to define an antenna siting
procedure on a given platform.

Both problems can be analyzed referring
to the Rayleigh series recalled in the
previous chapter.

Sxnthetic Representation Of Receiving
Capacitive Antenna

A capacitive antenna is schematically
composed by a conducting object (with
dimensions small compared to’
wavelenght) with one section insulated
from the remaining part of the
conductox. When excited by an incident
e.m field, the two parts of the dipole
(not necessarily geometrically
symmetrical) present a potential

25-3

difference that can be used as an input
signal to a receiver. In the following
we shall make reference to the smallest
and the greatest of the two parts
Iespectively as "sensor" and
“platform". Intuitively, the sensor
constitute the "hot pole", while the
platform constitutes the ‘ground
reference'.,

While the platform can be generally
identified with the metallic structure
on which the antenna is installed (as
an example an aircraft ox a ship), not
necessarily the sensor must be a
classical antenna structure as a
monopole. Design considerations can
suggest original solutions, obtained
sectioning a part of the structure and
using it as sensor.

We will represent the antenna, viewed
from the feed terminals, by means of
Norton Equivalent Cixcuit parametexs
I, (short-circuit current) and 9
(input admittance) as shown in fig. 1
[8,9). By means of such eqguivalent
representation, it is immediate to

obtain the voltage on the load Z ()
connected to the antenna terminals.

Remembering the quasi-static nature of
the problem under test we will refer to
the Rayleigh series {1, 2] to evaluate
these parameters. In particular we will
solve for the electrostatic problem
associated to the dinamic one (it means
that the e.m incident field will be
replaced by an equally polarized
electrostatic field), by evaluating the

charge distribution pP, induced on the

structure and the capacity C of the
"sensor-platform" system. Through these
parameters we can then entirely define
the Norton equivalent circuit of the
capacitive antenna. A detailed
numerical analysis of the good
performances obtainable in the low
frequency range by means of this
approach, in comparison with NEC [10]
full-wave results, is also stated in
[11] for a classical short dipole wire
antenna.

short circuit curreat

Placing the antenna in an uniform
electrostatic field would result in a
redistribution of the charge density

P, on the system so that chaxges +Q

and -Q would appear on the two antenna
elements. For the low-frequency dinamic
problem, it follows that the current
flowing through the short-circuited
terminals of the antenna is well
approximated as:

e e ov— - ———y



25-4

I, = joQ (3)
It is obvious that the induced charge Q
in the static problem depends upon the
orientation of the antenna in the
impressed field just as the short
circuit terminal current in the dynamic
problem depends upon the orientation of
the antenna in accordance with its
radiation pattern (it has to be noted
that as a consequence of the quasi-
static nature of the electrically small
antenna problem, the radiation pattern
will be that of an elementary dipole).

While dealing with capacitive antennas,

the magnetic field solution (j; in the

induced current Rayleigh serie) need
not be considered in evaluating the
short circuit terminal current value,
since all currents on the conducting
surface which are accounted for in the
magnetic field solution are solenoidal
and contribute nothing to the net
terminal current.

To deal with parameters which are

independent from the incident field ii,

it is convenient to define the
"Equivalent Area" of the antenna

A, = /(& IE]) (4)

where £, is the permittivity of the

homogeneous space surrounding the
antenna. Using such a definition, it is
possible to express the antenna short
circuit current as:

I, = j00 & A4, |E| (5)

Recalling the well known "Effective

lenght* Lz' usually considered to
define the receiving properties of

wire antennas, it is seen that the

equivalent area JL, serves an analogue

function in the Norton equivalent
circuit : both are constants of the
antenna and represent proportionality
factors between the incident field
amplitude and the level of excitation
of a circuit connected to antenna
terminals. While the "effective

lenght" L, is particularly convenient
to use for thin wire antennas because

of the simple relationship between L,
and the physical dimensions of such

antennas, the Equivalent Area ﬂn is

well suited for the evaluation of many
other forms of antenna elements,

Input impedance

Given the input impedance Z, (or

admittance 9,), in the frequency
domain:

Z, =119 =R, +jX, (6)

the resistive part K, is in general
subdivided into the sum

R, = Ry + Re )]

( ﬁk= radiation resistance and X, =
ohmic resistance, taking into account
for the energy dissipation on the
antenna, due to the material
conductivity). The second term can
normally be neglected with respect to

other Z, terms.
In the very low frequency problems it

is customary to take Z, as a pure
capacitive reactance

Z, -~ 1/jeC (8)

where C is the "sensor-platform"
capacity.

Once known the parameters ﬂq and C,

the equivalent circuit of fig. 1
characterizes suitably, from the point
of view of the reception properties,
the antenna configuration under test,
allowing effective parametric
evaluation varying the load impedance
of the receiver.

RO IR

Fig. 1

IRANSMITTING CAPACITIVE ANTENNAS

Although most practical antennas
installed on moving platforms,
operating in the quasi-static domain
are receiving antennas, it is worth
noting that the same quantities used to




define the equivalent circuit of fig. 1
serve to evaluate the radiation
characteristic of a capacitive antenna,
such as the radiation pattern. The
procedure to obtain this makes use of
the reciprocity theorem.

The "sensor-platform” antenna is
excited by means of an incident

electric field E as in the receiving

problem, then the induced charge Q on
the two parts of the antenna can be
computed and presented in a polar
diagram in corrispondence with the

incidence angles of the field ii.

Repeating this procedure for a number
of incidence angles, for a fixed
polarization, it is possible to obtain
the directive gain pattern (supposing
the ohmic losses on the structure be
negligible) of the antenna for that
polarization [8].

We should note that for this type of
aerial the radiation pattern is always
that of a simple dipole, however
varying its orientation relative to the
overall structure and the actual
quantity of induced charge (e.g the
gain G) [16].

DESCRIPTION OF THE DESIGN PROCEDURE

As described in the previous chapter,
the design of an antenna configuration
mainly requires the determination of
the equivalent capacitance and the
short circuit current.

The present analysis and design
procedure is based on a MOM simulation
code, followed by a suited data
processing tool [19]. So, the whole
procedure is mainly composed by the
following steps:

¢ Definition of the e.m, model hy a

Antenna equivalent area;
Antenna equivalent capacitance;
Antenna short circuit current;
Charge distribution over the
antenna and body structures;

® Field distribution around the
structures and radiation patterns;

may be computed, displayed and stored
on a memory mass device.

It is worth noting that:

g
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¢ The determination of the
equivalent capacitance requires

the knowledge of the

difference of potential between the
sensor and the platform when:

* a charge {(e.g. positive) is
applied to the sensor;

] the same charge quantity,
with opposite sign is applied to
the platform;

¢ the sensor is open circuited,
i.e. electrically separated from
the platform.

¢ The determination of the short
circuit current requires the
knowledge of the total char: » on the
sensor when:

® an electric field vector, which
has the same polarization of the
field to be received, causes a
charge redistribution on the e.m.
model (platform+sensor);

® the sensor is short circuited,
i.e. electrically connected to the
platform.

So, in principle, two different models
should be used and a lot of Method of
Moment runs (one for every field
polarization vector plus one for the
equivalent capacitance determination)
should be performed. Such a procedure
should lead to a very time expensive
and tedious activity. By modifying the
procedure, only one e.m. model must be
defined and the method of moment must
be run only once, thus greatly
increasing efficiency.

In order to have better understanding
of the procedure, it is worth noting
that our MOM computer code will output
only an intermediate set of results,

arising from a set of canonical
- - L v ind l
from each other ( such sources may be

charges or field vectors, along
independent directions). The final
solution will be computed by the
postprocessor code, once the actual
excitation has been stated.

Such a procedure is possible owing to
the (quasi) static nature of the
problem and cannot be applied when
field propagation exists,

By running the method of moment
computer code only once, the procedure
is particularly optimized with respect
to computer time, so a lot of
situations may be efficiently taken
into account. In the following sections
each step of the procedure will be
described.

The e.m model
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The e.m. model is formed by triangulazx
flat plates which allow the modeler to
correctly simulate as well as single
bended and double bended suxfaces.

A different attribute {(group number)
may be assigned to different blocks of
the model, and is inherited by all the
plates forming the block itself. We
assume that blocks having diffexrent
group number are electrically insulated
each other; this is the case betwen a
sensor and the remaining e.m. model
(platform). The method of moment will
consider the blocks electrically
insulated and the connection may be
forced at the post processing phase, in
order to compute the short circuit
current [19].

Method Of Moments Formulation Fox
Electrostatics

The problem to be solved by method of
moments is the determination of the
charge density once fixed the
eccitation source (the field vector or
a net charge on the e.m. model or part
of it) that is the solution of the
Poisson equation [12]:

V(D + b ) == 2 ©)

whose integral form is:

P (T) =00 (T)+ 9, (7) =

- p(7)
e P e

(10)

Only ¢, is known, while ¢, and p
must be determined.

As known, the use of a Method of
Moment formulation requires the
solution of the above described
integro/differential equation by a
matrix formulation.

The expansion functions used in our
procedure are step functions, each one
different from zero only over a
triangular element and zero otherwise:
of course, each function has a domain
different from all other functions. The
weighting functions are dirac delta
functions, centered on the centroid of
each triangular element [13,14,15]. An
additional equation needed in oxder to
solve the problem is found by imposing
the total charge value on each block of
the e.m. model,

As a result, the number of equations is
given by the number of plates plus the
number of blocks electrically insulated
each other.

The solutions are the induced charge
density on each triangular element of
the model and electrostatic potential
of each block. Particular care has been
devoted to the implementation of a well
conditioned matrix in ordexr to use a
single precision arithmetics (32 bit).

The Canonical Set Of Excjtatijons

The set of excitations is such that any
other excitation, may be any field
vector and/or any charge on the
platform, may be described by a linear
combination of the canonical
excitations.

If the charge density 1is separately
stored for each canonical eccitation,
by applying the superposition theorem
the charge density for any type of
excitation may be computed.

Oonce fixed a cartesian reference system
(0,X,Y,Z2) the canonical set of
excitation has been identified as:

¢ E field vector parallel to the X

axis;

¢ E field vector parallel to the Y
axis;

¢ E field vector parxallel to the Z
axis;

¢ A unit charge on each block of the

e.m. model.

wich a grandtotal of (3+number of
blocks) excitations.

Note that most of CPU time is required
to create and invert the matrix, while
the numbexr of solutions to be computed
have a little impact on the total CPU
time.

The Postprocessing Proceduxe

The postprocessing procedure mainly
consists of the following steps:

G . £ ¢
equivalent capacitance C by:
. Forecing a unit positive charge
Q on the sensor block;
* Forcing a unit negative charge Q
on the platform block;
* Determining the difference of
potential V between the two blocks;
* Applying the formula C = Q/V.

s C i £ the short ci .
current I _by:

® Forcing the electrical connection




between the platform and the sensor
blocks;

e Defining the E field vector of
the e.s. field to be received;

¢ Computing the charge density over
the whole e.s. model;

¢ Computing the total charge Q0 on
the sensor block;

s Computing the short circuit

current by the formula: I = joQ.

It must be stressed that the set of
results computed by means of Method of
Moments is given for the sensor
electrically insulated from the
platform, while the computation of the

short circuit current [, needs the
solution computed for an e.s. model
with no electrical disconnections. The
electrical connection required in the

evaluation of I, is performed by the

postprocessor and the resulting charge
density distribution is computed in
real time, starting from the canonical
set of solutions. The whole procedure
is therefore very efficient, thus
allowing for the analysis of a large
number of conformal antennas by
creating a single e.m. model with a
number of blocks equal to the number of
antennas to be analyzed.

Use Of The Antenna Parameters JIn Real
Ticati

As reported in a previous chapter,
antenna parameters above described may
be used in order to analyze the
receiver performances or to design the
input amplifier, by means of the
equivalent electrical circuit reported
in fig. 1.

Given the input admittance of the

receiver 9, the load voltage is:

%=joc
(11)
L _JjoRq&E,
%ty %+

The transfer function has a zero at £=0

and, if 9 isreal, a pole at f = 9, /(27
C), 80 it stems out that the input
admittance of the receiver plays a very
important role in terms of:

4 The sensitivity of the whole system;
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¢ A first rejection of low frequency
man induced noise components.

DESIGN EXAMPLE

In orxder to show the characteristic and
the performance of the capacitive
antenna analysis and design procedure
discussed in the previous chapters, it
will be reported an example concerning
the installation of an OMEGA receiver
on a Remote-Piloting-Vehicle (RPV)
METEOR MIRACH 100 aircraft.

In particular the problem can be stated

as

¢ e.m characterization of the OMEGA
signal (10.2-13.6 kHz) exciting the
receiving system;

¢ design of the optimum capacitive
antenna, satysfing the mechanical
and aerodynamic constraints; under
this voice are as well as the siting
problem of canonical probe (as
monopole) and conformal antenna
design, by using structural parts of
the vehicle;

¢ analysis of the performance of the
receiver supplied by the receiving
antenna.

Within this paper the second and third
items will be examined, while for
simplicity it will be assumed OMEGA
signal as a "plane-wave type" incident
field. Fixed a cartesian reference
system (0,X,Y,Z) with Z axis normal to
the earth, we will assume the incident
E-field polarized parallel to Z. A
better e.m characterization of the
OMEGA signal requires an analysis of
VLF propagation phenomena in the low-
altitude atmosphere that is beyond the
scope of this work. It is however
obvious that the design procedure can
work for every type of field
eccitation.

In fig. 2 a sketch of the aircraft ard
the Method of Moment patch model used
in the design procedure are reported.
Note that the dielectric part of the
structure are not included in the
model. This fact is justified since the
low-frequency e.m field interact very
weakly with non metallic materials.

The aircraft flighting trim has been
assumed horizontal (parallel to
ground), because this configuration is
certainly the most operatively
significative from the OMEGA radio-
assistance point of view.

In fig. 3 the "antenna hypothesis"
under test are specified . In
particular, some of these are
concerning a classical (monopole or "L-
antenna") probe installed on the
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aircraft, while othexr ones are
concexning conformal antenna solutions,
obtained by insulating a part of the
structure (sensor) from the remaining
of the platform (parachute box,
vertical stabilizers...).

In the first case the problem is
essentially an "antenna siting" one. In
the second the designer had to choice
the structural parts suitable to
constitute the conformal antenna.

In the following we will refer to the
hypothesis by means of "A%", as
reported in the figure.

In fig. 4 the evaluated parameters ﬂy
(Equivalent Area), C (input capacity of

the sensor-platform antenna), I, and

9, (Short circuit current and input
admittance of the Norton equivalent

circuit of fig. 1), are reported. I
and 7, are calculated at 10.2 Khz.

The parameters ﬂq and Ix give the

designer an estimation of the receiving
capability of the antenna, while

by means of input admittance 9 itis

possible to evaluate the degree of
antenna-load mismatching.

When fixed the receiver front-end, it
is possible to evaluate the voltage
induced on it by the incident field,
simply resolving the Norton equivalent
circuit of fig. 1.

In fig. 5 the voltage induced on three
different receiver front-end impedance
is reported, when feeded by each Al-Al0
antenna. Once fixed any not-e.m
constraints (structural constraints,
cost constraints...), this table gives
the designer the elements to guide the
choice of the optimal capacitive
antenna.

A numerical procedure has been
presented which provides a low-cost
design of receiving or transmitting
capacitive antennas in the very low
frequency range (when the typical
dimensions of the antenna and the
structure on which it is to be
installed are very much smaller than
the wavelenght) .

The procedure, based on a non-usual
application of the Method of Moment in
the quasi-static approximation, can
solve the electrostatic problem for
each generic antenna configuration

taking into account for the overall
interaction between the different part
("sensor" and "platform") in their real
geometrical configuration. The
parameters of the Norton Equivalent
Circuit are obtained for the receiving
problem, so to easily calculate the
actual voltage on the load representing
the receiving equipment. The directive
gain radiation pattern and the
Equivalent Dipole Moment can be
obtained for the transmitting problem.

Due to the quasi-static hypothesis
valid for this type of problems, it has
been possible to use in an effective
way a Method Of Moment code. In fact,
once modeled the overall metallic
structure and fixed a canonical base of
the incident electric field, we need
only one MOM evaluation; then the
results can easily and low-costly post-
processed in orxder to obtain the
characteristic parameters of any
"sensoxr-platform* (antenna)
configuration, for any excitation field
configuration.

From the previous considerations comes
that the proposed procedure can easily
provide quantitative comparisons
between several design solutions.

An example of design procedure of a
capacitive OMEGA antenna to be
installed on a small aircraft has been
presented and discussed.

Although actually not implemented, a
similar procedure can be developed for
the analiysis and design of
electrically short inductive antennas,
such as small loops.
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DESIGN SENSOR DESCRIPTION
HYPOTHESES
Monopole on the
Al upper side of the
fuselage
Monopole on the
A2 lower side of the
fuselage
Monopole on the
A3 parachute box
"L" probe on the
A4 upper side of the
fuselage
"Blade antenna”
Ab on the parachute
box
Ab Parachute box
A7 Vertical stabliizers
(4/4)
A8 Vertical stabllizers
(3/4)
A9 Vertical stabllizers
A 10 Vertical stabllizers
(1/4)
Fig. 3 Antenna design hypothesas under test
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PATTERN MEASUREMENTS OF US NAVY ELF ANTENNAS

E. A. Wolkoff
W. A. Kraimer
Submarine Electromagnetic Systems Department
Naval Undersea Warfare Center Detachment
New London CT 06320, USA

SUMMARY

The radiation pattern of an ELF transmitting antenna can be de-
termined from field components measured at a single point.
Horizontal magnetic fields from the four US Navy ELF antennas
in the north central United States were measured at three receiv-
ing locations. The three resulting pattern factors for each anten-
na are compared and shown to be in good agreement.

LIST OF SYMBOLS

ELF Extremely low frequency
EW East to west antenna
HED Horizonta! electric dipole

NRTF  Navy Radio Transmitter Facility
NS North to south antenna
sdm Standard deviation of the mean

SNR Signal to noise ratio

INTRODUCTION

The United States Navy operates two ELF radio transmitter sites;
NRTF Republic in the Michigan upper peninsula, and NRTF
Clam Lake in northern Wisconsin. Each site has one north-south
and one east-west antenna. The antenna elements are heavy alu-
minum cables 20 to 45km long suspended on wooden poles 3 to
Sm above the surface of the earth. The cables are grounded at
the ends with a single feed point between the grounds. Indepen-
dent power amplifiers are used to excite the four antennas with
modulated currents of 150A at NRTF Republic and 300A at
NRTF Clam Lake. Generally all four antennas are operated as a
single array to generate a strong signal over a large area. Trans-
mitter coordinates are in table 1.

The coverage area of the ELF broadcast is the region on the
earth's surface within which a receiver will correctly decode a
message in a specified time with a specified probability of suc-
cess. Given each antenna's radiation pattern and the magnitude
and phase of the current driving it, the size and shape of the
coverage area can be predicted. Conversely, antenna currents
can be used to control the size and shape of the coverage ares.

Patterns of all four ant were ed in 1989. The pur-
pose of this report is 1o describe the measurements and the re-
sulting patierns, and show how to predict signal strengths from
the combined antennas.

ANTENNA CHARACTERISTICS

The ELF antennas are less than 2 percent of a wavelength long
and can be analyzed as horizontal ¢leciric dipole (HED) anten-
nas. The efficiency of an HED near the earth is proportional to
the square root of the effective earth resistivity. If the resistivity
were homogeneous and isotropic the HED would have a cosine
pattern in the horizontal plane, with maximum radiation off the
ends, and with the radiated magnetic field phase-shifted 45° rela-
tive to the current.

The antenna sites are located on the Canadian Shicld, a geologic
region characterized by highly resistive, near-surface bedrock.

Antenna efficiency here is some 20dB greater than for the usual conductive
terrains found in most locations. It happens that the resistivity at these
sites is inhomogeneous and anisotropic. This modifies the cosine pattern;
the nulls are filled in, the radiation maxima are not off the ends of the
HED, and the phase of the radiated magnetic field is not 45° with respect
to the current. All four ELF antennas display these effects in various de-
gree.

PROPAGATION MODEL

Field strengths of an HED antenna can be found by application of Bannis-
ter's ELF field strength equations [1]. These equations are valid at distanc-
es greater than a wavelength in the earth (about 30km at 76Hz at the Navy
transmitter sites).

Bannister's equations have been modified here to permit the calculation of
the phase as well as the magnitude of the field. The scalar earth conduc-
tivity has been replaced by antenna pattern factors to account for the aniso-
tropy of the earth conductivity generally found at transmitter sites. Where
Bannister simplified to obtain the magnitude only of field components, the
complex form (Hankel and hyperbolic functions) has been restored. The
antenna length has been absorbed into the antenna pattern factors. The
azimuth to the field point previously defined as the angle counterclockwise
from the electrical axis of the antenna is now defined as the angle clock-
wise from true north. Figure 1 shows the field components of an HED
antenna at a location on the surface of the earth at a distance @ and azi-
muth ¢ relative to the location of the HED antenna.

HED

Figure 1. Fields at the Surface of the Earth of an
HED Antenna
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Constants:
j V-1
T 3.14159
c n/s 3.0-10°8 speed of light
o H/m 4% -1077 free space permeability
a m 6.37 -10°¢ earth's radius
Variables:
¢ azimuth of field point clockwise from north
) 1] m great circle distance to field point from HED
H, A/m horizontal magnetic component in the transverse
H, A/m and radial directions at the point (¢, o).
Parameters:
h m ionospheric height
o nepers/m waveguide attenuation rate
®p dB/Mnm ® -8.6859 -10°¢
c/v waveguide (inverse) relative phase velocity
f Hz operating frequency
® 1/s 2nf
I A antenna current
k 1/m w/c wave number
S, c/v - ja/k propagation constant
X kSyp
T, (Om antenna pattern factor north
T, QOm antenna pattern factor east
Functions:
i H,'? Hankel fn of order 0, 2™ kind
H,® Hankel fn of order 1, 2™ kind

The values of I, Hy, H, S, x, T,, T., H,” and H,"” are complex.

Correction functions for ionospheric reflections are now:

u no/2h,
t = u/S,%, note that S, and t are complex,

G, (t) (2t/m)coth t + (1-2/m)t2csch? t,

V, (t) t’(coth t) (csch? t),

H {t) = G, (t) + V. (t).

S
PN

The modified field equations now become:

IG, (t) x , /a
. H. = h T - T H(Z) - (2) Q 1/2
. A 7_05’_[ »Sin ¢ - T.cos @] [H™ (x) - xHo" (x) ][ — oar (1)
'5
‘ H IH"(t)X [Tncos ¢ + TeSil’l ¢] Hl(Z) (X) [ Q/a ]3/2 (2)

sin(@/ i)

\ o * Tgng
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DETERMINATION OF ANTENNA PATTERN

The pattern factors may be found by substituting values of H,
and H, measured at a single receiver location into (1) and (2)
then solving simultaneously for T, and T,.

Several conditions must be observed to assure that the model
will provide accurate pattern factors.

1. Magnetic field measurements require high SNR and careful
alignment of the loop antenna axes with respect to the direction
to the transmitter.

2. Propagation parameters, (h, o, ¢/v), must be accurately
known. The most certain values are for daylight paths, these
paths are also the most stable. Values used are given in table 3.
System variables, (I, ¢, p), need to be accurately found. Dis-
tance and azimuth can be determined from a map. Antenna cur-
rent magnitude can be obtained directly from the transmitter log,
phase requires that accurate clock relations be maintained be-
tween the transmitters and receiver.

4. The field at the receiver is more strongly influenced by closer
parts of the transmitting antenna. To avoid having a non-
uniform conductivity under the transmitting antenna affect the
field, the distance to the receiver should be large compared to
the length of the transmitting antenna.

5. Conditions near the receiver must not distort the field. Itis
necessary to stay away from conductors that act as parasitic an-
tenna elements, and avoid arcas with strong contrasts in earth
conductivity.

MEASUREMENT PLAN

To assure robust solutions of the pattern factors, horizontal or-
thogonal components of the magnetic field were measured at 3
receiver sites which met site selection criteria described later.

The receiving antennas were oriented in the no:th and east di-
rections, H, and H, were calculated for each particular transmit-
ter. A magnetic compass adjusted for the magnetic declination
was used to orient the loops. True north was verified by com-
paring the sun's magnetic azimuth (found with a transit) with the
true azimuth (from an ephemeris).

Nine days with 8 hours a day of transmissions were scheduled
for each receiver site to permit accurate estimates of the fields of
all 4 transmitting ant at 2 freq ies. Only daylight hours
were used.

The first day was used for site selection and evaluation. The
primary test was that the vertical magnetic field be at least 20dB
down from the largest horizontal component. Measurements on
the next four days were at 76Hz and the last four days at 44Hz.
The schedule for each of the 4-day periods is shown in table 4.
Each day is broken into 4 blocks of 2 hours.

Days | and 2 are designated as antenna alone (AA) days with
transmissions from one antenna at a time. One antenna for cach
2 hour block.

Day 3 is a single site (SS) day with the first 4 hours devoted to
NRTF Republic and the second 4 hours to NRTF Clam Lake,
note that the current phase in one antenna is shified 180° during
the second 2 hour block.

Day 4 is a dual site (DS) day with all 4 antennas transmitting in
each block. Note that the phasing of different pairs of antennas
is shifted in each 2 hour block.
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The phase shifts on days 3 and 4 allow calculation of each antenna’s contri-
bution to the field. On an SS day, the fields measured in the second time
block are added to those measured in the first block to obtain twice the
contribution of the EW antenna, the second is subtracted from the first to
obtain twice the contribution of the NS antenna. Similarly, on & DS day,
the fields of all 4 blocks are added to obtain 4 times the contribution of the
NRTF Republic EW antenna (appropriate sums and differences are used to
find the contributions of the other 3 antennas). This is done to test for
interactions between the antennas. A side benefit is an effective SNR
improvement of 3dB on SS days and 6dB on DS days. The risk is that
with substantial down time (of any transmitter or the receiver), the separate
contributions can not be obtained.

The antenna currents were measured before any field measurements to find
the relation of the actual to control room instrument readout. Transmitter
clocks were adjusted to UTC using the GPS receiver clock. The clocks
were checked and reset between measurement sites and after the final site
was completed. A copy of each transmitter log was obtained showing start
and stop times and antenna current readouts. Corrections for antenna cur-
rent and timing were made during final data reduction. Late start or early
stop times required rejection of the measured sample.

Individual data runs were 14 minutes long to allow 8 runs in a 2 hour
block with 8 minutes left over. The extra time allocation was: 5 minutes
for operators to switch transmitters at the end of a block; 1 minute grace
period at the beginning of a block; 2 minutes distributed between the runs
to store data, restart and make minor receiver adjustments.

SITE SELECTION

Sites were selected at azimuths that placed them approximately 45° off the
ends of the transmitting antennas for strong H, and H, components. Rang-
es greater than 10 times the length of the longest antenna element were
chosen (p > 450km) to lessen the affect of different earth conductivities
under different parts of the antenna. The search for electrically clean sites
caused the range to be greater than the needed 450km.

Finding distortion-free sites is something of an art, long nearby conductors
can act as parasitic antenna elements, and horizontal contrasts in earth con-
ductivity can cause non-symmetrical currents in the carth. The following
criteria guided site selection.

Clean-site criteria
Avoid railroads (3km), pipelines (2 to 16km), power lines (2 to 8km), tele-
phone lines (2km), fences and other conductive structures (15 to 150m).

Choose areas with deep conductive overburden and free of faults or strong
conductivity contrasts.

TRIP NARRATIVE

Measurements of the magnetic ficld generated by the ELF antennas were
made at 3 receiver sites at distances of 500 to 1075km. Antenna current
calibration and clock adjustments were made at the 2 transmitter sites. Lo-
cations of the centers of the ELF transmitting antennas, the ceater of the
array, and the three receiver sites are in tables 1 and 2.

The measurement vehicle (van) departed from NUWC New London, Con-
necticut for NRTF Republic, Michigan where the station clocks were set to
UTC using the GPS receiver, the magnitude and phase of the antenna cur-
rents were measured and compared to values shown in the control room,
and the operators were briefed on the details of the transmission schedule
and data logging requirements. The next stop was at NRTF Clam Lake,
Wisconsin where the same tasks were repoated.

The first measurement site was at Pigoon River State Fish and Wildlife
Area cast of Mongo, Indiana. Measurements at both frequencies and all
transmitter configurations were completed in 9 days.

The station clocks at Republic and Clam Lake were rechecked and found
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to be within 9us of UTC, and reset to zero offset.

The second measurement site was at Fort Niobrara National

T v -

until 5 seconds of samples are acquired. A continuous calibration tone is
injected into the channels to account for the reduction in the effective gain
due to clipping. The tone is attenuated and injected in series with the loop

Wildlife Refuge northeast of Valentine, Nebraska. M -
ments were completed with the loss of only 2 hours on the first
day.

The third and last measurement site was at Roseau River Wild-
life Area west of Ross, Minnesota. Measurements were complet-
ed in 9 days.

A final check of the station clocks showed errors of less than
19us which would require phase adjustments of at most 0.5°.

DESCRIPTION OF MEASUREMENTS

At each receiver site, the horizontal magnetic field of the four
transmitting antennas was measured in the north and east direc-
tions at both 44 and 76Hz.

Field measurements were made from a 12-passenger van
equipped to operate at remote locations. The van carried a 2-
channel digital ELF receiver incorporating air-core loop anten-
nas, preamplifiers, tracking narrowband filters to attenuate power
line interference, clippers to prevent saturation, lowpass antialias-
ing filters, analog-to-digital conversion, and a desktop computer
to reduce and display data when collected, and to store results.

The loop antennas are contained in a plywood cube. A 464 turn
winding of #18 aluminum wire is mounted on each inside face
of the cube. Windings on opposite faces are connected in series
to form 3 orthogonal antennas with turns-area products of 73m?,
resistance of 512, inductance of 270 mH. calculated equivalent
H field noise of -116dB - 20Log f wrt 1A/m/VHz.

Frequency stability and accuracy were provided by a rubidium
frequency standard. timing traceable to UTC was provided by a
GPS satellite receiver clock. A calibration and reference unit
used the 1pps clock pulses and frequency standard to generate
sampling pulses, tracking filter reference, and calibration signals.

A spectrum analyzer and portable 2-channel oscilloscope were
used to set up the receiver and monitor the analog waveforms.
Power was provided by a 1kW invertor operating off the test
vehicle battery or alternator. Critical components operated
through an uninterruptable power supply backed up by deep dis-
charge batteries.

Loop antenna alignment

The cube containing the loop antennas was leveled with a bubble
level mounted on the top, and oriented with a magnetic compass.
The compass was adjusted for the local magnetic declination
shown on an Aeronautical Chart. Magnetic declinations were
checked by taking sunshots (azimuth and elevation) with a tran-
sit. A computer program, "Floppy Almanac 1989", from the US
Naval Observatory, Nautical Aimanac Office, was used to get
the latitude and longitude of the subsolar point (declination and
Greenwich hour angle) at the time of the sunshot. Actual azi-
muth and elevation were calculated as the great circle bearing
and range from the receiver to the subsolar point.

Receiver operation

In each of the two receiver signal channels, a clipper after the
interference filters removes voltage spikes, an antialiasing filter
reduces high frequency components, an amplifier brings the
peaks to between 8 and 10 volts at the input to the digitizer,
The two measurement channels and a reference channel are sam-
pled and digitized, (ai 320 samples per second per channel), the
digitized voltage samples are stored in the computer memory

Data acquisition

At the end of every S seconds, the computer performed a digital version of
quadrature demodulation on the stored samples. This was done for noise,
signal and calibration frequencies (75, 76 and 77Hz, or 43, 44 and 45Hz)
on the two signal channels, and at the calibration frequency on the refer-
ence channel. The gain of each signal channel was calculated as the ratio
of the measured calibration voltages at the output of the signal channel
(adjusted for attenuation used at the point of injection) and the reference
channel. The gain was then calculated at the signal and noise frequencies
using previously measured frequency responses. Finally, the signal and
noise were referenced to the field using the previously calibrated antenna
gain.

The running averages of the 5 second results were displayed graphically
and numerically on the computer's color monitor along with system and
diagnostic parameters. The cumulative coherent sums of signals and the
noise power were saved in memory. At the end of a data run (usually
840s), the final average signal and noise were saved to the hard disk, along
with all pertinent data.

Data reduction

A copy of each transmitter log was obtained and the individual data runs
that had been saved on the hard disk were corrected for the recorded trans-
mitter antenna current magnitude and phase. Generally the current was
within 1A of the nominal magnitude (150 or 300A), and within 1° of the
nominal phase (45 or -135°). Phase corrections also were made for clock
differences from UTC.

Magnetic field

The measured and corrected H, and H, components for each data run were
weighted and averaged over the 2 hour time block. The weight used was
the inverse noise power in the bandwidth of the signal, (integration time
divided by the measured 1Hz noise power).

The block averages for each day were used to calculate the contribution of
each antenna to H, and H, (as described above in the Measurement Plan
for SS and DS days). Each antenna's measured H, and H, fields were
projected to obtain the signal and effective noise of H, and H,.

The daily H, and H, averages were weighted by their effective inverse
noise powers and averaged to obtain a final single estimate for each combi-
nation of field component, receiver, transmitter, and frequency. The result-
ing 48 component estimates are complex numbers and have an associated
effective noise or sdm. The daily and average values are summarized in
tables 5, 6 and 7. It appears that the 76Hz signal from the Republic EW
antenna to the Ft. Niobrara receiver on S Aug 89 is in error. Until the
source of the error can be determined, all data will be retained and used in
the pattern factor calculations. With this one exception, the daily values
are not notably different whether transmissions are by multiple antennas
(8S or DS days) or single antennas (AA days). This demonstrates that the
field of the array is the superposition of the fields from the individual an-
tennas.

Pattern Factors

The pattern factors, T,, T, and associated sdm, were calculated separately
for each of the 3 receiver sites using the range, azimuth and measured
fields of the receiver (table S, 6, or 7), the propagation parameters (table
3), and the propagation model (equations 1, 2). Finally, the weighted aver-
age over the 3 receiver sites was calculated. Pattern factors derived for
cach receiver site, and the weighted average for the 3 sites are in table 8.

FIELD STRENGTH PREDICTIONS
Ficld strength predictions based on the parameters in table 3 and the pat-
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tern factors of table 8 should be fairly accurate. Error contribu-
tion of the pattern factors will be less than 0.5dB for all path
conditions. For all-daylight paths at ranges less than 8Mm,
fields should be predictable to within 1dB. Prediction errors for
nighttime and mixed paths will be greater.

Field strengths for any one antenna car be calculated using the
equations and parameters given here. The field strength for any
combination of antennas transmitting can be found as the vector
and phasor sum of the separate fields.

The procedure is to first solve the great circle from each trans-
mitting antenna to the receiver location. Calculate H, and H, for
each source and rotate to common orthogonal directions to find
H, and H,. Find the sums of the H, and H, components. Finally,
calculate the direction of maximum H, and its magnitude.

REFERENCES
1. P. R. Bannister, "Simplified Formulas for ELF Propagation at
Shorter Disty ", Radio Sci vol. 21, no. 3, 1986, p. 529.
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Table 4. Transmitter Schedule

TRANSMITTER LATITUDE LONGITUDE
NRTF Republic NS n46.24 w87.90
NRTF Republic EW n46.33 w87.77
NRTF Clam Lake NS n46.08 w90.90
NRTF Clam Lake EW n46.10 w90.91
Full System n46.19 w89.35
Table 1. Midpoints of Transmitting Antennas and Array
RECEIVER LATITUDE LONGITUDE
Pigeon River, Indiana n41.6702 w85.2442
Ft. Niobrara, Nebraska n42.8708 w100.4915
Roseaw River, Minnesota n48.987] w96.0258
Table 2. Locations of Receiver Sites
f clv a
Hz dB/Mm
44 48.2 1.26 1.03
76 55.5 1.23 1.25
Table 3. Daylight Propagation Parameters
ANTENNA CURRENT PHASING (deg)
type GMT NRTF Republic NRTF Clam Lake
NS EW NS EW
AA 1300 - 1455 45 . - -
1500 - 1655 - 45 - -
1700 - 1855 -~ - 45 -
1900 - 2055 - - - 45
SS 1300 - 1455 45 45 —— -
1500 - 1655 45 -135 - .
1700 - 1855 - - 45 45
1900 - 2055 - —— 45 -135
DS 1300 - 1455 45 45 45 45
1500 - 1655 45 45 -135 -135
1700 - 1855 45 -13§ 45 -138
1900 - 2055 45 -135 -135 45




-

e

S
e "r-ur

-

freq

44Hz

T6Hz

transmitter

Republic NS

0 551 km
¢ 156.4°
b -21.8°
1 150A @ 45°

Republic EW

Q 556 km
¢ 157.8°
b -20.4°
I 150A @ 45°

Clam Lake NS

e 667 km
n 135.3°
b -40.8°
I 300A @ 45°

Clam Lake EW

(] 670 km
] 135.3°
b -40.7°
1 300A @ 45°
Republic NS

e 551. km
¢ 156.4°
b -21.8°
I 150A @ 45°

Republic EW

Py $56 km
¢ 157.8°
b -20.4°
1 150A @ 45°

Clam Lake EW

e 667 km
¢ 135.3°
b -40.8°
1 300A @ 45°
Clam Lake EW
) 670 km
[ 135.3°
b -40,7°
1 300A @ 45°

type date H, H,

Jul SNR mag phase SNR mag phase

1989 dB  dBH  deg dB  dBH  deg
AA 23 335 -1376 16.8 323 -139.7 -18.6
AA 24 345 -1373 16.9 32.7 -1397 -17.1
S8 25 37.0 -137.2 17.3 342 -1404 -204
DS 26 41.2 -137.2 17.3 37.4_-140.3 -16.1
avg 43.7 -1373 17.2 40.7 -1402 -17.6
AA 23 28.0 -1426 -1589 394 -1323 225
AA 24 276 -1436 -160.7 388 -1327 -23.0
SS 25 313 -1429 -160.1 420 -132.7 =235
DS 26 349 -1436 -159.7 45.1 -1326 -24.1
avg 375 -1434 -159.8 48.1 -1326 -23.6
AA 23 27.7 -142.2 0.9 321 -1380  -275
AA 24 279 -1416 -1.6 31.7 -1379 =275
ss 25 284 -1409 3.0 31.2 -138.1 -27.4
DS 26 36.1 -1420 35 396 -1384  -29.2
avg 37.8 -1419 2.7 413 -1383 -28.7
AA 23 29.2 -1388 -166.0 19.8 -148.4 -6.0
AA 24 276 -138.5 -159.6 13.7 -1527 -7.8
8S 25 30.8 -138.5 -160.6 208 -1484 -5.0
DS 26 388 -1394 -161.3 29.7 -1483 0.6
avg 40.1 -1392 -161.5 30.7 -1485 -0.8
AA 19 338 -1366 194 322 -1414 -39.7
AA 20 374 -13638 173 347 -1422 -39.2
SS 21 412 -1365 18.1 375 -142.1  -424
DS 22 426 _ -136.5 17.1 397 -1417 411
avg 459 -136.5 17.6 429 -1419 -411
AA 19 30.5 -1427 -156.4 408 -1350 -40.5
AA 20 320 -1427 -1572 423 -1350 -404
Ss 2] 356 -142.1 -1553 450 -1348  -40.0
ps 22 3635 -14235 -1573 465 .1350 -409
avg 403 -1424 -156.6 50.2 -1349  -40.5
AA 18 343 .1414 49 35.7 -140.2 -44.3
AA 19 326 -1409 5.5 344 -1396  -45.0
AA 20 341 -1409 6.3 355 -1400 442
S8 21 340 -140.8 3.0 35.1 -1402 460
DS 22 384 -14]5 2.9 40, -
avg 422 -141.2 4.0 437 -140.1 453
AA 18 35.1 -137.5  -160.0 225 -1504  -182
AA 19 339 -1373  -1590 230 -1487 -24.1
AA 20 360 -1370 -157.2 240 -1494 -108
§S 21 374 -1374 -1584 268 -1485 222
jox] 22 4235 -1373 -1 - -
avg 452 -1373 -1586 338 -149.1 204

Table $. Measured Fields st Pigeon River.
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freq

44Hz

T6Hz

Table 6. Measured Fields at Fort Niobrara.

transmitter

Republic NS

[} 1064 km
¢ -106.1°
b 65.1°
1 150A @ 45°

Republic EW

] 1077 km
[ -106.3°
b 64.7°
I 150A @ 45°

Clam Lake NS

e 840 km
¢ -1117°
b 61.6°
I 300A @ 45°

Clam Lake EW

[ 840 km
¢ -111.9°
b 61.4°
I 300A @ 45°
Republic NS

Q 1064 km
¢ -106.1°
b 65.1°
1 150A @ 45°

Republic EW

Q 1077 km
¢ -106.3°
b 64.7°
I 150A @ 45°

Clam Lake NS

Q 840 km
[ -111.7°
b 61.6°
I 300A @ 45°

Clam Lake EW

e 840 km
¢ -111.9°
b 61.4°
I 300A @ 45°

type date H, H.

Aug SNR mag phase SNR mag phase

1989 dB  dBH deg dB  dBH  deg
AA 8 22.7 -1495 15.6 26.1 -1463 1365
AA 9 23.5 -148.8 19.2 27.2 -1456 1405
BN 10 26.8 -1494 14.6 312 -1452 1412
Ds 11 308 -1499 104 350 -1455 1428
avg 33.2 -1497 126 373 -1455 1417
AA 8 320 -140.2 6.1 194 -153.7 -62.7
AA 9 31.2 -1409 48 205 -1523 432
SS 10 35.6 -140.6 49 226 -153.7  -400
DS 1} 40.3 -140.4 6.0 246 -1559 _-60.7
avg 424 -1405 5.7 28.0 -1549 -536
AA 8 264 -1446 240 299 -141.7 1398
AA 9 248 -1448 20.1 280 -1420 1360
Ss 10 305 -1445 14.6 340 -1413 1396
DS 11 36.2 -144.5 20.2 39.1 -141.5 1408
avg 378 -1445 19.4 40.8 -141.5 1402
AA 8 25.7 -144.8 24.6 276 -143.4 325
AA 9 25.5 -145.0 28.5 278 -1428  -37.1
SSs 10 29.8 -145.1 253 31.7 -1435 312
DS 11 352 -1455 19.8 368 -1438 -354
avg 370 -1453 218 387 -1436  -345
AA 4 . . . . . .
AA S 30.2 -1468  -31.0 303 -148.0 86.6
SS 6 29.3 -147.1 -23.6 30.0 -147.2 924
DS 1 336 -147.2  -20.8 342 -1475 98.2
avg 36.2 -147.1 -23.9 36.7 -147.6 94.2
AA 3 400 -1379  -253 23.2 -1545  -109.5
AA 4 369 -138.1 -27.8 187 -1569 -105.6
AA 5 36.5 -1382  -26.8 244 -1526  -588 7
SS 6 384 -138.1 -29.5 209 -1563 -124.0
DS 7 428 -1380  -26.9 274 -1544 -117.7
avg 46.6 -1380  -27.0 30.1 -1553 -106.27
AA 3 350 -142.0 9.0 329 -1439 1161
AA 4 35.1 -1424 39 333 -1446 1153
AA S 322 -1417 0.5 31.2 -1447 1064
Ss 6 324 -1422 83 313 -1436 1164
DS 7 387 -142.2 8.9 376 -1440 1198
avg 423 -142.2 7.1 409 -1442 116.6
AA 3 31,7 -1423 14.1 278 -1458 573
AA 4 314 -1418 149 289 -1448 622
AA 5 305 -i423 216 301 -1443 512
SS 6 328 -1419 98 299 -1450 -596
DS 1 386 -142.3 133 364 -145.2 -63.4
avg 412 -1422 13.7 389 -145.1 -608
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freq transmitter type date H, H,
Aug SNR mag phase SNR mag phase
1989 dB  dBH  deg dB dBH deg
: 44Hz Republic NS AA 23 249 -148.2 -155.0 335 -1390 1583
\ [ 681 km AA 24 24.2 -1473 -1625 321 -138.7 1591
! [ -60.4° SS 25 309 -146.2 -155.7 36.7 -1403 1477
. b 113.6° DS 26 31.7 -1479 -1599 385 -1392 1596
1 150A @ 45° avg 35.1 -1474 -158.2 419 -139.6 155.5
‘ Republic EW AA 23 355 -1376 14.2 322 -1416 1527
') 685 km AA 24 350 -137.1 11.9 314 -1408 151.7
¢ -61.5° SSs 25 39.0 -138.1 12.1 336 -1434 1437
b 112.5° DS 26 420 -1377 139 356 -1420 1534
I 150A @ 45° avg 448 -1377 133 395 -1423 150.2
]
Clam Lake NS AA 23 31.8 -1388 1779 36.5 -133.7 1623
[ 502 km AA 24 323 -1386 177.8 369 -133.7 160.4
i [ -48.1° SS 25 355 -139.1 174.6 396 -1340 1624
} b 128.1° DS 26 401 -1388 178.9 443 -1340 1612
‘: 1 300A @ 45° avg 423 -1388 1778 46.6 -1339 161.5
o
13
| ; Clam Lake EW AA 23 34.1 -135.1 14.6 237 -1448 -1598
‘ 1 ] 500 km AA 24 33.1 -1354 16.5 21.2 -146.5 -1595
‘l ¢ -48.2° SS 25 38.7 -1358 16.8 279 -145.7 -1559
i ! ? b 128.0° DS 26 433 -1356 16.2 316 -1466 -152.2
! B 1 300A @ 45° avg 452 -135.6 16.2 338 -1463 -154.1
¥
Co
' i
P
1 ; 76Hz Republic NS AA 19 304 -147.2 -1655 344 -141.0 133.2
' ¢ [} 681 km AA 20 313 -1474 -163.9 350 -140.6 1340
{ ¢ -60.4° SS 21 327 -1477 -1638 393 -1406 1338
¢ b 113.6° DS 22 36.8 -1468 -169.1 426 -1408 1315
g 1 150A @ 45° avg 39.6 -147.2 -166.7 45.2 -140.7 1325
s i
, i Republic EW AA 19 42.1 -136.3 8.7 326 -1440 1374
i } o 685 km AA 20 424 -1364 8.0 320 -1443 1362
| ¢ -61.5° SS 21 443 -136.2 79 355 -1443 1392
: s b 112.5° DS 22 47.1 -1364 9.2 39.1 -1443 1379
t 1 I 1 150A @ 45° avg 50.5 -136.3 8.6 41.8 -1443 1380
i
{ Clam Lake NS AA 18 330 -1405 -1696 370 -1360 1538
e 502 km AA 19 363 -1406 -1744 400 -136.2 1526
¢ -48.1° AA 20 36.2 -140.7 -1725 40.1 -136.1 151.8
1 § b 128.1° Ss 21 36.7 -1403 -1736 40.7 -1360 1534
: ¢ 1 300A @ 45° DS$ 22 43.1_-1404  -1744 473 -1362 1512 i
% avg 455 -1404 -1738 45.5 -136.1 151.8 .
!
i Clam Lake EW AA 18 371 -1349 294 254 -146.2 -160.5 ;
»_f ) 500 km AA 19 396 -135.0 288 281 -1456 -163.7
‘ ¢ -48.2° AA 20 39.2 -1353 286 274 -146.1 -1634
1 b 128.0° SS 21 421 -135.0 294 304 -1463 -165.1
l 1 300A @ 45° Dps 2 484 -135.10 285 372 -1463 -1668
avg 503 -135.1 28.7 390 -146.2 -165.8
Table 7. Measured Ficlds at Roseau River.
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freq transmitter

44Hz Republic NS

Republic EW

Clam Lake NS

Clam Lake EW

76Hz Republic NS

Republic EW

Clam Lake NS

Clam Lake EW

receiver

pattern factor (Qm)

T, T,

Re Im sdm Re Im sdm
Pigeon River 8532 2705 1205 -40304 -29716 642
Ft. Niobrara 7785 4904 1531 -42747 -31959 2721
Roseau River 6516 233 3201 -40349 -25021 4885
Average 8107 3280 1485 -40431 -29757 953
Pigeon River 63334 32720 990 -8370 1720 911
Ft. Niobrara 62249 32174 1918 -1731  -1834 4041
Roseau River 55179 31573 2765 -3174 2085 3865
Average 62376 32510 2358 -7805 1575 1904
Pigeon River 4904 3413 740 -26644 -11877 741
Ft. Niobrara 3376 5612 879 -26647 -13231 783
Roseau River 3697 4049 524 -25629 -12041 515
Average 3961 4177 951 -26115  -12268 730
Pigeon River 16083 14024 970 9818 5423 973
Ft. Niobrara 17241 12778 207 12018 5462 916
Roseau River 13967 13866 444 10053 4823 442
Average 14815 13709 1370 10337 5012 795
Pigeon River 10802 2127 1255 -57255 -42531 983
Ft. Niobrara 12692 4730 2754 -55775 -37400 5413
Roseau River 10192 6097 1366 -52843 -38523 1413
Average 10742 4023 2021 -55816 41141 2819
Pigeon River 77189 49572 1239 -7065 3733 1028
Ft. Niobrara ? 83993 40375 3657 744  -5593 9331
Roseau River 71010 51215 1057 2533 _ -3776 968
Average 74093 50054 1333 -1962 =277 6082
Pigeon River 5362 6668 928 -31702  -21112 927
Ft. Niobrara 7035 7856 1686 -29473  .21855 2494
Roseau River 4703 7254 555 -28979 -19883 564
Average 5036 7156 705 -29706 -20274 1339
Pigeon River 20230 24275 816 12704 10058 812
Ft. Niobrara 22363 22391 1382 14079 9281 1976
Roseau River 17102 24728 404 13177 9117 399
Average 18018 24494 1756 13117 9300 445

Table 8. Antenna Pattern Factors, Measured and Weighted Averages
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TETHERED AEROSTAT VLF/LF TRANSMITTER SYSTEM DESIGN CONSIDERATIONS

Richard L. Crawford
Thomas C. LaManna
SRI Intemational
1611 N. Kent Street
Arlington, VA 22209, USA

Kenneth L. Jordan
Science Applications Intemational Corporation
8619 Westwood Center Drive
Vienna, VA 22182, USA

1. SUMMARY

A tethered aerostat VLF/LF transmitter (TAVT) systeniis a
cost-effective, survivable alternative for reconstituting
VLF/LF communication connectivity to strategic forces in
a post-attack environment. This paper describes the trade-
off design considerations that led to recommending aTAVT
system with a 50,000-cubic-foot aerostat and a 5,000-foot
tether used as the transmitting radio antenna. The major
tradeoff factors considered in choosing this design were:
survivability, transportability, coverage area, operating fre-
quency range, maximum effective radiated power, cost, and
corona avoidance.

2. INTRODUCTION

During the early part of the 1980s, considerable interest ex-
isted in providing survivable and enduring communication
connectivity between the U.S. National Command Author-
ity (NCA) and strategic forces during the trans- and post-
attack periods. The large operational ground-based, fixed
VLF transmitting facilities (e.g., Cutler, Maine) lacked sur-
vivability under nuclear attack while the endurance of air-
craft-deployable VLF/LF systems (e.g., TACAMO) was
questionable. The ability to maintain VLF/LF communica-
tion connectivity is highly desirable due to its inherent long
range, relative insensitivity to anuclear—disturbedenviron-
ment and water penetration capabilities.

Therefore, the WWMCCS System Engineering Organiza-
tion (WSEQ) within the Defense Communications Agency
(DCA) sponsored a study by General Electric{!] to develop
aparametric technical data base for atethered aerostat VLF/
LF transmitter (TAVT) system. Following the parametric
analysis, the WSEO and the U.S. Air Force Geophysics
Laboratory (AFGL) contracted with Westinghouse to de-
velop a proof~of~concept TAVT system using an existing
25,000—cubic foot aerostat design as shown in Figure 1.
The TAVT system was designed, built and tested in opera-
tional exercises and electrical measurements were made on
base impedance, bandwidth and efficiency of a 3,000-foot
vertical antennag.[2)

The studies cited above involved major tradeoffs. The fac-
tors that were deemed important for both large and small
aerostats are shown in Table 1. Since survivability was the
most important factor in the design and was achieved by de-
signing for transportability, the technical approach was to
determine the minimum size that would meet the operation-
al requirements of coverage area (i.e., range), operating fre-

quency range and bandwidth required for anti-jam modes
of modulation.

3. TECHNICAL APPROACH

With the proof-of~concept design experience as justifica-
tion that the TAVT system was a viable concept forreconsti-
tuting submarine communications, a tradeoff analysis was
made for three candidate TAVT system designs with anten-
nalengths of 3,000, 5,000 and 7,500 feet.!3) The study goals
were to:

|® Determine number, size and location of TAVT system
nodes needed to meet coverage area requirements.

|e Evaluate abi lity of candidate transport systems tomove
TAVT systems to required locations in atimely manner.

|e Assess TAVT system vulnerability to jamming and
physical destruction.

Figure 1. TAVT Aerostat and Mooring System

Table 1. Aerostat Design Parameters

Factors Favoring Factors Favoring
¥

Frequency Range Helium Requirements
Bandwidth Fuel Requirements
Operational Range Personnel
Power Transportability
Corona Avoidance Survivability
Ground Plane Size Cost
Tuning Coil Size Logistics Support
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s Evaluate technical risk areas to determine their impact
on TAVT system configuration and performance.

Since the cost and logistics requirements are dependent
upon post-attack communication requirements of endur-
ance and frequency of transmissions, three communication
missions were postulated to obtain a range of activities that
would affect fuel and helium consumption. The transmis-
sion duty cycle determines the fuel consumption. Surviv-
ability obtained by moving determines the helium con-
sumption due to the necessity of deflating the aerostat be-
fore moving to a new location. The three communication
missions were designed to fully cover the potential opera-
tional cost for TAVT systems in a post-attack environment.

Since communication mission requirements and threat
assessmerns are scenario-dependent, the major goal of this
paper is to concentrate on the electrical performance factors
and then summarize the results of the transportability and
cost analyses.

3.1 PHYSICAL DESIGN

The seven major elements of a transportable TAVT system
are shown in Figure 2. They are the aerostat, the mooring
system, the metal-ctad tether (antenna), transmitter and
coupler trailer, power generator trailer, ground systemand a
helium supply truck.

3.1.1 Aecrostat and Tether

The design of the aerostat is predicated on its lifting ability
and is determined strictly by its volume. As the size of the
aerostat increases, the volume increases as the cube of the
linear dimension. However, the weight of the aerostat hull
and system increases approximately as the square of the lin-
eardimension. Thus, as aerostats become larger, they have a
greater payload and altitude capability. For the TAVT sys-
tem, the payload is the weight of the tether, the Faraday cage
for lightning protection, and the blowers and valves needed
to maintain the aerostat shape.

The lifting ability, and thus the size of the aerostat, is deter-
mined by the environmental factors of wind velocity, tem-
perature, barometric pressure (pad elevation) and the posi-
tive lift required to overcome wind turbulence and icing.

m<- POWER QENERATOR

«8- MOORING SYSTEM

Figure 2. TAVT System Major Elements

AYSTEM

Figure 3 shows the tradeoff curves for a TAVT system d¢
sign at a 1,000-foot pad altitude and enough free lift to re
main within a 30° line-of-sight measured from the base of
the antenna to the zenith. This antenna displacement angle
of 30° was chosen as the nominal design limit. This 30° dis-
placement results in 1.25 dB loss in radiated power due to
thereduced vertical height. The variation in base impedance
is less than two percent. Curves similar to Figure 3 have
been developed for pad elevations from sea level to 5,000
feet (for every 1,000 feet). With these curves and a selected
location, the mean and maximum wind velocity at that loca-
tion can be superimposed upon the graph to obtain the opti-
mum size of the aerostat volume. For the three tether
lengths, the aerostat volume, tether diameter and tether
break strength are determined for the maximum wind veloc-
ity plus a safety factor.

The physical design parameters for the three tether lengths
are shown in Table 2. The percent free lift and the wind ve-
locity for the 30° displacement angle are approximately the
same.

Table 2. Aerostat Design Parameters

[Antenna | Aerostat | Wind | Free | Antenna
Length | Volume | Velocity | Lift ( Diameter
(feet) | (cubictt.) (knots)* (%) | (inches)
3,000 25,000 44 32 0.578
5,000 50,000 45 32 0.630
7,500 100,000 47 30 0.680
*with 30° displacement

3.2 ELECTRICAL PERFORMANCE

Figure 4 shows the electrical pictorial schematic of the
TAVT system. Careful attention was taken to avoid coronas
by the use of a corona shield at the aerostat and corona ring
near the base of the antenna. Radiated power is limited by

N .| CONTINUUM OF AERODYNAMIC
‘ ‘1] AEROSTAT/TETHER DESIGNS
| TO REMAIN WITHIN 30° LINE OF
] SIGHT AND 55° CATENARY
ANGLE AT THE WINCH
MEASURED FROM ZENITH

TETHER LENGTH (1000 FT)

0 20 40 60 80 100

WIND SPEED {KNOTS)
1000-FT PAD ALTITUDE

Figure 3. Continuum of Aerostat Designs



the inception of corona; thus, one of the major tradeoffs was
to determine the optimum tether diameter. Figure 5 shows
radiated power versus tether diameter for a 3,000-foot teth-
er at 27 kHz. The corona onset voltage is inversely related to
the tether wire diameter. The diameter of the tether wire is

CORONA
SHIELD

TETHER ——»

FLEXIBLE CORONA

AUTO-TUNER HEUX  ppep LNE | RINGS

[¢]

a
TRANSMITTER ‘
| alp

IMPEDANCE |
MEAsunEMENT_’l
8-RADIAL GROUND—""" i

Figure 4. Electrical Pictorial Schematic of the

TAVT System
© ,
27KHZ
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~*TTETHER
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i TAVT
x
» \
B
8
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/
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2

2 4 8 8 10 12
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Figure 5. Effect of Antenna Wire Diameter on
Radiated Power
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limited by the weight, volume, breaking strength and reel-
ing problems. A tether diameter of 0.578 inches was se-
lected with a weight of 119 pounds per 1,000 feet and break-
ing strength of 9,200 pounds.

At the antenna base, the voltage is a function of tether length
(antenna height). Figure 6 shows the antennabase voltage as
a function of tether length and frequency. The maximum
base voltage is limited by corona at about 70 kV for a
0.5-inch-diameter antenna.

From the previous paratnetric curves, Figure 7 shows thees-
timated maximum radiated power without corona.

25 KHZ \15KHZ
80 \
AN
5 =
5
o) 60 KHZ
> 40
2 \ \ \\
Sl - <
N
K 3 5 7 9

TETHER LENGTH (KFT)

Figure 6. Antenna Base Voltage vs. Tether
Length (Antenna Height) and Frequency
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Figure 7. Estimated Maximum Radiated
Power Without Corona
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The tether design utilizes Kevlar as the strength member.
Surrounding the Kevlar are the inner and outer metal coax-
ial braids insulated from one another electrically to allow
transmission of 400 Hz aerostat power supplied in the coax-
ial mode for valves, blowers and all airbore power. The
two metal braids, in parallel, also conduct the antenna VLEF/
LF current. Each braid is relatively loosely wound and they
spiral i, opposite directions so that half of the antenna cur-
rent flows in each braid. Also included in the tether are two
fiber optic cables for telemetering aerostat status informa-
tion (e.g., pressure).

The radiation efficiency is equal to the radiation resistance
divided by the sum of the radiation resistance, antenna wire
resistance, tuning coil resistance and the ground system re-
sistance. In selecting the design for the ground system, cal-
culations were to determine the ground resistance as a func-
tion of radial distance and the number of radials. At a
160-foot radial distance, the ground system resistances are
2.2 ohms for 4 radials, 1.95 ohms for 8 radials, and 1.3 ohms
for 1 6 radials with ground conductivity of 0.004 mho/meter,
antenna height of 3,000 feet and a frequency of 27 kHz.
Doubling the number of radials from 8 to 16 only increases
the radiation efficiency by 3 percent. Thus, eight radials,
each 160 feet in length, were selected as the ground system
along with a 150 x 6 foot steel wire mesh ground screenun-
derneath the mooring platform. The radials are connected
by acircumference wire which has ground rods every 15 de-
grees and at the antenna base tying all radials and the ground
screen together.

For the 3,000-foot antenna and the selected tether diameter
and ground system, Figure 8 shows the base reactance and
system bandwidth. Figure 9 shows the maximum radiated
power for a 25 kW transmitter as a function of antenna
height. Figure 10 shows the antenna bandwidth as a func-
tion of antenna height.
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Figure 8. Base Reactance and System Bandwidi

3.3 PROPAGATION PERFORMANCE

For each TAVT system design, the radiation efficiency was
calculated for the frequency range of 15-60 kHz. Then with
transmitter powers of 25, 50, and 100 kW, the effective ra-
diated power (ERP) was calculated. The ERP was then used
inthe Segmented Waveguide model(*! developed at the Na-
val Ocean Systems Center. Figure 11 shows typical range
versus frequency curves for three of the potential nine com-
binations of antenna heights and transmitter power. These
curves were generated for a typical submarine VLF receiver
and with one of the MEECN modulation modes.

For connectivity to a submarine operating area, there are
two major factors in propagation performance: sea water
penetration and enough bandwidth to support the anti-jam
modulations (MEECN Modes 8 and 9). Table 3 shows the
operating frequency range for three antenna heights. The
lower frequency for MEECN Mode 15 is determined by the
corona limit. The lower frequency for MEECN Mode 9 is
determined by the bandwidth requirement. The upper fre-
quency for the 5,000-foot antenna is determined by the
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point where the antenna impedance transitions from capaci-
tive to inductive (quarter wavelength).

Table 3. MEECN Modulation Mode Operating
Frequency Ranges

Antenna| MEECN Mode Frequency
Height Ranges in kHz
(in feet) 15 8 9
3,000 25-82 | 25-82 | 35-82
4,000 20-61 20-61 29 -61
5,000 15 - 49 15-49 24 - 49

34 OTHER FACTORS

Since survivability was the major design consideration and
survivability is achieved by moving within the enemy’s in-
telligence and targeting time, it was determined that the
maximum aerostat size that could be designed for quick
over-the-road transportability was 100,000 cubic feet. The
upper bound on the aerostat size was thus established.

Based upon the actual procurement and operating costs of a
25,000-cubic-foot aerostat, the procurement cost, ten-year
life cycle cost, fuel and hetium cost, and personnel expendi-
tures were determined for the three postulated missions and
three aerostat sizes. Figure 12 shows the procurement cost
for the most demanding mission using a 100-kW transmit-
ter.

Figure 13 shows the required time for deploying a TAVT
system after a move as a function of aerostat size.

In calculating the ten-year life cycle cost, the major differ-
ences in operating costs were the added logistics cost asso-
ciated with extra personnel for handling a larger aerostat
and the added extracost of the helium and helium transport.
For a 180-day mission that included 12 moves of 200 miles
each, the relative increase in life cycle cost over the
3,000-foot TAVT system is 13 percent for the 5,000-foot
TAVT system and 44 percent for the 7,500-foot TAVT sys-
tem.
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4. CONCLUSIONS

The tradeoff analyses and the successful demonstration of a
TAVT system with a 3,000-foot. antenna have shown that
design, development and operational risks have been suc-
cessfully addressed in pointing toward the optimum design
for reconstituting VLF/LF communications to the subma-
rines.

The recommended design was a 50,000-cubic foot aerostat
with a 5,000-foot tether. The justification for the decision
was based on the following rationale:

®  50,000~cubic foot aerostats have been built and flown
in support of other missions. The modifications to the
mooring system, tether and ground system over that
demonstrated with the 3,000-foot TAVT would be
small.

¢ Theincrease in bandwidth and the avoidance of corona
at the lower frequencies allow the TAVT system to use
anti-jam modulations for greater area coverage.

¢ The 13 percent increase in cost over the 3,000-foot
TAVT is worth the added flexibility of using higher
power transmitters and operating at lower frequencies.

/} TRANSPORTATION

/—_——} AEROSTAT

1 |
25 50 100
AEROSTAT SIZE - 1000 FT?

15

-
(=]

UNIT PROCUREMENT COST - $M
o

Figure 12. Unit Procurement Cost
for A Typical Mission

12.5
12 -
1 - 10.8
9

8.5 ¢
8| /

7.0

T+ /‘
6 | | | |

4000 5000 6000 7000 8000
ANTENNA LENGTH ()

TIME (hrs)
=}
[

Figure 13. Required Time for Deployment

— e e - - SR et m .~ . P i e, —oa S



27-6

Nosubstantial difference exists in the vulnerability and
operational concepts to increase survivability of a
5,000-foot TAVT system compared with a 3,000-foot
system.

The added gain of the 7,500-foot TAVT system in cov-
erage area and flexibility (e.g., smaller grounding sys-
tem) is not worth the added cost
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VIABILITY ASSESSMENT FOR RELIABLE LONG-WAVE COMMUNICATION LINKS

T. S. Cory, P. E., Consultant
T. R. Holzheimer, Staff Engineer
E-Systems, Greenville Division

Greenville, Texas U.S.A.

SUMMARY

The success of Omega radionavigation suggests that highly
reliable global communications are possible over diverse
links to arbitrary receive locations at longwave
frequencies. A model "TERNOISE" was generated and
validated against existing models and with available noise
data sets. The potential of such links, using the available
TERNOISE model and available transmit assets, is
confirmed by applying the accepted statistical methods of
C.C.ILR Report 322-2 to several operational scenarios.6
This investigation has generated the first known
requirement for arbitrary land-based receive sites at
extremely long distances. Emphasis is on inland ground-
based receivers in low-latitude and equatorial regions which
may be near noise (local storm) centers. Optimum
frequencies for such inland links are expected to be about 7
kHz as opposed to greater than 20 kHz over seawater. Time
availabilities of 90% for 50% of hours are expected out to
ranges of 9000 km at a frequency of 24 kHz for the highest
power stations, to 6000 km at 10 kHz for Omega stations,
supporting data transfer rates of 25-50 bits per second at a
bit error rate of 10A-3. This says that the frequency of
operation must be judiciously picked and that there is a
difference between a path purely over seawater and a path
over land. Several available transmit sites were
investigated. The existing high power transmit sites are
called type 1 and the Omega radio-navigation transmit sites
are called type 2 sites. The type 1 transmit sites have
approximately 13 to 14 dB higher ERP than type 2
stations. However, the type 2 stations are spaced globally
and can be picked up at essentially any point on the globe.
This results in the possibility of coordinating type 2
station use and usage of multiple transmit sites (i.e.
arraying). Data rates on the order of 50 baud are possible
for type 1 sites and § to 25 baud for type 2 sites. This has
to do with the fact that type 1 sites are typically 4 channel
MSK having u large efficiency-bandwidth product while
type 2 sites have a smaller efficiency-bandwidth product.
The real limiting item is the antenna bandwidth which is
typically no greater than 200 Hz for the various transmit
sites. Predicted BER of 104-6 are average with 10A-3 being
the maximum. These availabilities convert to near-perfect
receive §/No performance at lower 2.5-5 BPS rates while
maintaining a 3 dB margin for forward ermror correction and
a 6 dB contingency for noise uncertainty. The reference
value for MSK for a non-fading signal is 14 dB. The
availsble margin gained by processing, error correction,
available bandwidths, etc. is approximately 21.6 dB.
Analyses show that these numbers are conservative,
resulting in estimates of error occurrence at 10A-3 BER
having a period of at least 33.3 minutes.

LIST OF SYMBOLS

A amplitude of incoherent wavehop sum

APD amplitude probability distribution

BER bit error rate

BPS data transfer rate in bits/second

Ep/No signal energy per bit/noise density

ERP effective radiated power

Fa received noise figure in dB above KT

FSK frequency shift keying

KT thermal noise power density; temperature in

degrees Kelvin-Boltzmann's constant

FkHz frequency in kilohertz
Ld g)g deviation of received noise in dB below
a

m median received signal field derived from
incoherent sum of wavehops

MSK minimum-shift keying modulation

Ne electron density

PSK phase shift keying

S/No signal-power/noise-power in bandwidth

equalling the signalling rate

TE transverse electric
™ transverse magnetic
v collision frequency
va voltage deviation
INTRODUCTION

Traditional longwave VLF links have been characterized
and designed for communication over seawater to ships at
sea. Present Independent Research and Development
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activities in the longwave community have emphasized
high-latitude links, often to airborne platforms where both
TE and TM modes are possible and of interest. The
investigation underlying this paper is concerned with the
viability of highly reliable long distance and
geographically distributed ground-to-ground links to
inland low-latitude regions. The concept is that of using
frequencies in the ELF andfor VLF regions that exhibit low-
loss, stable, non-fading signal propagation to extremely
long ranges and that are relatively immune to man-made
environmental disturbances; hence, very reliable. A
requirement was to compute system link reliability on a
statistical basis as a measure of viability. Because of the
somewhat different geographic and operational emphasis
involved, and the range of frequencies available from
various transmit platforms, the initial objective was to
characterize the propagation over a wide range of
frequencies from ELF through VLF. This was done by
combining the best available noise data and available
signal propagation models so that signal-to-noise
performance could be evaluated. Obtaining piecewise
physical significance from the modeling process provided
a necessary understanding of the communication link. The
major deterrent to reliable communications is noise caused
by propagation of lightning flash energy; thus, the noise
uncertainty is due to storms and particularly the proxim’ty
of the receive site to major storm centers. The reliability
goal was chosen to be a BER of 104-4 90% of the time for
90% of the hours referred to maximum signalling rates of
25 or 50 Hz. The minimum predicted performance for
which links are viable was chosen to be a BER of 10A.3
90% of the time for 50% of the hours. The minimum
reliability criteria converts to essentially perfect
reliability for data transfer rates of the order of 1 Hz.

Although airborne platforms operating into end-fed
resonant antennas have the capability of handling raw data
throughput exceeding 1000 Hz, ground station
instantaneous bandwidths are limited to approximately 100
Hz. For a given transmitting antenna, the instantaneous
bandwidth varies inversely with the fourth power of
frequency(and the cubed power of height). Without
considering more detail, the minimum 3-dB loaded
bandwidth was initially chosen to be 20-25 Hz, so that a
well-matched transmitter could support a minimum
signalling rate of 10 Hz when employing a 1-chip/Hz
modulation technique such as MSK or quaternary PSK.

DESCRIPTION OF RESQURCES

A skywave and groundwave model were developed. The
groundwave model employed the rigorous residue series of
Bremmer(underlying the C.C.I.LR. Rec. 368 data) along
with Millington’s semi-empirical method for segmented
mixed paths.l' 720 The skywave calculation employed
a 44-term reflective wavehop model, after Bremmer, that
was calibrated with measured layer heights from Brazil by
Klemetti, and the ionospheric coefficients taken from the
LF module of the Communication Assessment Program
(CAP) which, in turn, were obtained from the Weapons
Effects on D-Region Communications (WEDCOM)

model. 3+ 19 The ground conductivities were taken from

C.C.LR. Report 717 for frequencies below 30 KHz.8 This
model was selected for ease of personal computer (PC)

implementation and the high degree of physical insight
associated with the individual wave hops. Long range
computations above waveguide cutoff employed the
incoherent addition of hops. Below cutoff and/or at short
range, computations were made as the sum of both coherent
and incoherent hops, appropriate to the particular situation
being evaluated. At long range, and appropriate to many
hops, the method of Millington was again applied for
mixed land-sea paths. The wavehop model is useable for
hop-by-hop application of the geographic distribution of
ground and ionospheric constituents.

The groundwave model was validated by comparison with
C.C.LR. Rec. 368, data which was computed using the
same algorithm for homogeneous path conductivity. The
skywave model was validated by comparison with NRL
Report 6663 at a frequency of 12 KHz2 This comparisorn
is illustrated in Figure 29-1, showing the “sawtooth" hop-
by-hop ionospheric focusing given by this type of model
over sea water. A wavehop range curve over soil is
smooth.

The noise evaluation compared data taken from C.C.LR.
Report 322-2, low noise prediction (LNP) model, latest
Stanford data, and a model, TERNOISE, developed by the
authors. The TERNOISE model is based on Report 322-2
and augmented with NBS(now National Institute for
Standards and Technology(NIST)) Monograph 23 APDs,
using Report 322-2 statistical methods.? The predictions
of TERNOISE below 10 Khz are linear extrapolations. The
various noise data sets as applicable to Japan are illustrated
in Figure 29-2,16. 17 5 particular link scenario
application is illustrated in Figure 29-3.

The noise-only statistics were taken to represent the
signal/noise process. The error introduced by this
assumption is approximately one dB in the worst case; and
therefore, the signal was taken to be deterministic.

IECHNICAL APPROACH

Evaluating the links of interest, the levels of signal and
noise at the receive site were separately computed and then
the energy density(S/No) was computed. This ratio was
compared to the ratio required for BER's of either 10A-3 or
1024 for MSK, as shown in Figure 29-4, The margins were
then used with the noise exceedance statistics to produce
time availability. The median signal, determined at long
range by the incoherent wavehop sum, is related to this
sum by

median signal = m = 0.833A, where

m is the 50% value of the field as defined in the Madrid
International Radio Conference in 1933.

The program TERNOISE was used to compute the noise
levels and statistical variations of S/No. TERNOISE
computes selected seasonal and diurnal average noise
values in order to reduce the number of cases to consider to
five; Seasonal Median, Seasonal Day, Seasonal Night,
Winter Day, and Summer Night. In particular, the Seasonal
Median is the arithmetic dB average of the C.CI.R. Winter
Day and Summer Night values.
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The process used in Report 322-2 is invoked for reducing
the four-hour block averages to hourly and short-term
statistics. Upper decile deviations from the block median
data are matched up with seasonal/diurnal measures, as
shown in Figure 29-5. Using the lognormal graph, defined
by median and upper decile values, the predicted hourly
levels are found. For short-term noise, four particular
APD's from Monograph 23 are used which are; Rayleigh,
Vd=4and Ld = 10.5, Vd =9 and Ld = 16, and Vd = 16 and
1.d=25, as illustrated in Figure 29-6. Using these APD's and
the variations of Vd and Ld with frequency for bounding
winter day and summer night extremes, given in Figure 23
of Monograph 23, an algorithm computes the particular
APD's and margins at particular frequencies for these
bounding extremes. Then the margins appropriate for the
five defined seasonal/diurnal conditions are determined in
the same manner as the block averages. These margins are
added to the median to give the expectation for the
Instantaneous noise envelope. The margins used by the
program to convert Fa into instantaneous noise figure are
given in Figure 29-7. An example predicted curve set from
TERNOISE for 509 of the time for 50% of the hours is
given in Figure 29-8.

The predicted noise ignores the possible dip between two
and four KHz due to waveguide cutoff. From a noise
viewpoint, this dip may be very deep and sharp or it may be
minimal, depending on proximity to, and the number of,
noise sources involved. A single predominant source at
long range produces the sharpest null. A close source
propagating predominantly groundwave, or a number of
uniformly distributed sources, minimize the null.
Underground data taken by NIST from ELF through low LF
frequencies shows a slight tendency at nulling, even in
very quiet areas of coal mines. In fact, the median mine
noise defined from these tests was taken as monotonically
varying.

Of some engineering interest, sets of S/No curves were
produced for homogeneous seawater and average soil for
median and decile cases referred to seasonal median noise in
Washington, D.C. These data sets, parametric in range and
frequency, are given in Figures 29-9 through 29-12 for an
assumed 1-kilowatt ERP.

RESULTS:

The propagation models were validated, depending on the
areas of uncertainty of the data, and on the data available.
The comparisons included the following:

[ 12 kHz validation against data from NRL
Report 6663

o 30 kHz validation against the CAP LF model

o ELF validation of the extrapolated TERNOISE
data against LNP model at a 9000 km receive
location

o ELF validation of the extrapolated TERNOISE
dats against LNP model and Stanford data at a
receive location in Kochi, Japan

29-3

A comparison of wavehop calculations vs range with
published data in NRL report 6663 for ground-based
terminals over an otherwise undefined seawater path was
performed at 12 kHz.

The 12 kHz validation was performed, with the values of
0.00045 mho/m at 69 km and 0.00035 mho/m at 86 km.
These conductivity values were used in the model, but the
physical heights were adjusted to the 70 km and 90 km
respective day and night values used in the NRL 6663
report.

The agreement between the methods is excellent at a
nominal range of 9000 km, especially during the day.

The wavehop-computed fieldstrength data over seawater
exhibits a periodic shape. Each time the curve suddenly
drops corresponds to another "hop" falling beyond line-of-
sight. The cusp just before each drop is created by the
convergence coefficient of the predominant hop-to-be-
dropped which is at the lowest near-horizontal
incident/takeoff angles, where the energy spreads out so
much along the path direction that it is focused.
Fieldstrength curves over land, calculated by the model, do
not exhibit this periodic behavior.

Next, a comparison was made of wavehop fieldstrength
computations versus range over the same path with the
CAP LF module at it's limiting frequency of 30 kHz and out
to it's limiting range of 8000 km. The wavehop
computation employs a two-segment sea-land computation
according to Millington's method, using an average ground
conductivity of about 5 millimhos/meter.

The particular wavehop calculations comprising this data
were made using an ionospheric conductivity of 0.000272
mho/m at a height of 68 km during the day, and a
conductivity of 0.000136 mho/m during the night, which
is appropriate for a height of 83 km. This data is
representative of measurements made in Brazil prior to data
reported by Klemetti.

The agreement between models is excellent at long range,
converging as the range approaches 8000 km. The CAP
data appears to have some nulls and/or periodic variations
in range, that have not previously been observed by the
authors. The agreement appears to be within about 2 dB at
the ranges of interest.

The third comparison was of the output of the LNP noise
prediction model versus TERNOISE. Only block averages
of the noise are compared. The seasonal/diurnal noise
values represented by the individual data sets is Summer
Night, the noisiest case. The LNP model was cycled
through January time blocks(summer in the southem
hemisphere) until the highest level was found (which
corresponded to 0841 local time) before making the
frequency computation run. The validation phase consisted
of confirming the continued risa of noise with decreasing
frequency into the ELF region as predicted by the
TERNOISE linesr downward extrapolation. The TERNOISE
model approximates the C.C.LR. data down to 10 kHz, and
is self-validating against the measured data available and
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applicable in the low- and mid-latitude regions. Both of
these data sets ignore the cutoff region.

The agreement is seen to be excellent at the extremes in
frequency(low ELF and VLF above about 17 kHz). The
agreement is excellent at all frequencies representing Type
1 transmit station operation. The biggest difference is the
rising LNP-predicted noise levels as the frequency is
decreased from about 17 kHz to the 8 kHz lower LNP VLF
limit. In particular, at 10 kHz, the LNP-predicted leve] is 11
dB above the C.C.I.R.level, at about 38 dBuV/m*H2/A0.5 .
At the average location, the time average Omega station
signal level is expected to be in the 29 - 32 dBuV/m range
which, suggests possible corruption in the noise data.

Lastly, data comparing TERNOISE and LNP models with
measured Stanford University data at Kochi, Japan, taken
again for the noisiest Summer Night noise values was
investigated. The LNP search produced the highest block
average value corresponding to July at 0848 local time.

Comparing data vs frequency given in Figure 29-2 shows
agreement between all data sets above approximately 17
kHz, with the maximum delta being about 2 dB in this
frequency region. The Stanford data bridges the cutoff
region, showing different minimum frequencies for day and
night. The low-ELF agreement between the model
calculations is not exact, but it does show that we have
adequate built-in conservatism in our model. The important
comparison is at approximately 10 kHz, noting that one of
the test frequencies is at 10.2 KHz which is the prime
Omega frequency. Although it may be feasible (looking at
tape recordings) to eliminate the effect of a strong local
station like the one at Tsushima Japan, the signals from
the remote Omega stations may appear like noise. The 10.2
kHz noise level happens to be about 29 dBuV/m*HzAQ.5,
so that the measured noise level and the expected average
remote Omega signal level are nearly the same.
Additionally, the LNP-predicted noise level is 5 dB above
the Stanford results, and roughly another 5 dB above the
C.C.I.R.-based predicted value.

A brief outline of the link analysis calculation is given in
Table 29-1

TABLE 29-1
LINK BUDGET FORMAT SUMMARY

0 Transmit Effective Radiated Power(ERP)
dBk (with respect to 1 kw) (includes
antenna pattern gain and RFD losses)

o Signal/Noise-density(S/No), for 1 kw
dB(1-Hz BW)

] Noise Bandwidth ( )ydB
o Signal/Noise Ratio(S/N) at receiver dB
S/N required::
14 dB for 10~-3 BER
20 dB for 1004 BER

o Binary Error Rate(BER) achieved

LINK ANALYSIS PARAMETERS

The day and night time layer heights of 69 and 86 km
respectively are chosen based on data from Klemetti.

The atmospheric constituents of electron density and
collision frequency taken from the CAP(i.e. WEDCOM)
data base, are given in Figure 29-13.

Ionospheric conductivity data computed from the
atmospheric constituents of Figure 29-13 are given in
Figure 29-14.

Ground conductivity maps from C.C.I.R. Report 717 are
used. There are no listed conductivities for land greater
than 10 millimhos/meter, or less than 0.1
millimhos/meter. The majority minimum is about 1
millimho/meter. Other conductivity maps for Continental
United States (CONUS) are available, and represent surface
conductivities appropriate for higher frequencies where the
skin depths are shallow, with surface conductivities
approximately a factor of 3 greater than those shown in
Report 717.

The modulation technique of choice at longwave
frequencies is MSK, which is a essentially a four-phase one
chip/bit modulation system having the most selective
power spectral density, with sidebands falling off at the
rate of 50 dB/decade. MSK is a coherent modulation type
which is phase-continuous through the first derivative. It
can be viewed either as FSK or PSK. MSK, for example, is
FSK with a modulation index of 0.5. It is also two
quadrature-combined binary PSK signals, with the same
carrier frequency, but 90-degrees apart in phase. In the PSK
analogy, the bits from the input data stream are alternated
between the two channels, so each channel operates at half
the total bit rate. Further signal processing such as using a
Non-Return-to-Zero(NRZ) band-limited base-band
signalling scheme, such as Manchester encoding, will
further improve the actual bandwidth occupancy of the
signal.

The performance of a modulation scheme depends on the
noise statistics involved. There is a substantial difference
between gaussian(white) noise and atmospheric noise
which is impulsive. The actual Vd of the atmospheric noise
makes only a second-order difference in the noise
statistics. At higher frequencies, the dispersive effects of
fading influence the modulation performance where the
standard case is flai-flat fading(flat in both time and
frequency). At VLF, the signal is essentially non-fading
and the error rate curve is that of a non-fading signal in
atmospheric noise.

IYPE 1 TRANSMISSION ANALYSIS

Analytical results are presented for two frequencies
available at the type 1 transmit sites for median(50%
hours, 50% time) and for decile (50% hours, 90% time)
conditions representing average day(Seasonal Day noise
values) and average night(Seasonal Night noise values)
conditions. Additionally, the frequency constraint is
removed and the performance is analyzed for a constant
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transmit ERP of 24.8 dBKk, for several seasonal/diurnal and
statistical cases. The frequency analysis uses incoherent
hop addition at all frequencies in the signal calculation, and
ignores cutoff for both signal and noise phenomena. The
fixed frequency link analysis is presented in Table 29-2,

TABLE 29-2
9000 km TYPE 1 DETAILED LINK ANALYSIS

o Transmit Carrier Power ref+33.0 dBk for 200 baud
Transmit ERP/Channel +24.8 dBk for 50 baud

o Median S/No for 1 kw  +24.5 dB avg day @ 17.8 kHz
+23.0 dB avg night @ 17.8 kHz
+23.0 dB avg day @ 24.0 kHz
+20.8 dB avg night @ 24.0 kHz

o Noise Bandwidth -17.0 dB for 50 Hz

o Margin for 50% Hours, 90% Time
-13.8 dB avg day @ 17.8 kHz
-13.0 dB avg night @ 17.8 kHz
-13.4 dB avg day @ 24.0 kHz
-12.9 dB avg night @ 24.0 kHz

o S/N at Receiver 50% Hours, 90% Time

ref. median 32.3 dB 18.5 dB avg day @ 17.8 kHz
30.8dB 18.8 dB avg night @ 17.8 kHz
30.8dB 17.4 dB avg day @ 24.0 kHz
28.6dB 15.6 dB avg night @ 24.0 kHz

o S/N Required (see Figure 27-4)
ref. 14.0 dB min for 104-3 BER
o BER Achieved 50% hours, 90% Time
ref. median >10A.7 2.0*100 4 avg day @ 17.8 kHz
2.0*100-7 2.8%10~-4 avg night @ 17.8 kHz
2.0%100-7 3.2*10~-4 avg day @ 24.0 kHz
1.2*107-6 5.9*107-4 avg night @ 24.0 kHz

BER's for an average day and average night are shown
together with Summer Night data for decile time
availability in Figure 29-15.

IXPE 2 TRANSMISSION ANALYSIS

The type 2 reception under Seasonal Median noise
conditions is the most representative situation, world wide.
A 25 Hz bandwidth (14 dBHz) and a minimum 10A-3
BER(14 dB S/N), require a margin above $/No of 28 dB.
This performance level is achieved out to a range of 6000
1o 7500 km for 50% of hours, 90% of time. These range
profiles suggest possible reception from either 2 or 3 Type
2 sites at any location in the world. The exception to this
is if one of the great circle paths does not have a majority
of its path over seawater.

Analysis shows that five or six type 2 stations may be
usable at any location for ranges out to 13,000 km over
seawater. This analytical conclusion is in agreement with
previous work.
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The S/No curves for median and decile noise conditions,
with a one-kilowatt ERP, referred to Seasonal Median, for
mixed data link over a majority seawater and then over
land, are presented in Figure 29-16. The decibel rate of fall-
off on either side of the optimum frequency, of
approximately 8 KHz, is significantly less than over a link
having a long land segment terminating its path into the
receive location.

Figure 29-17 shows the $/No prediction for a transpolar
path with the majority of its path being over land(or ice)
and passing over the north pole. There is a minimum
occurring in the 6000 - 7000 km range that signifies the
effect of the poor ground conductivity. The negative S/No
dB's and the field swrengths of less than a microvolt per
meter above the minimum signify the unusability of the
path for communications. As the wavehop propagation
program sums the modes incoherently, the minimum is due
to the reflection process on an individual mode basis. The
minimum is due to the Brewster angle in which impinging
waves are transmitted into the ground with minimal
reflection.

RELATIONSHIP OF CALCULATED NOISE
STATISTICS TO MESSAGE RELIABILTY

The link calculations have been made assuming data
transfer at the maximum signalling rates for both broadcast
and hypothetical Omega communications. The maximum
rate of 50 Hz for broadcast is the modem per-channel clock
rate, and the assumption is that the link would be assigned
one such channel. The assumed maximum rate of 25 Hz for
Omega communications is taken equal to the available
antenna bandwidth. Such communications must be
compatible with normal Omega reception. Use of a high
clock rate for such communications may minimize
interference with this normal narrow-band reception.

Actual data transfer rates for high reliability will be lower
than 50 or 25 Hz. If transmission is at higher rates, then
rate reduction must be accomplished with signal
processing. The signal-to-noise ratio enhancement and
forward error correction capability made possible by rate
reduction (narrower bandwidth), is called processing gain.
The forward error correction portion of the available
processing gain, taken to be 3 dB, is that to correct a
specified maximum BER, taken to be 10A-2, 1o essentially
perfect copy. The remaining processing gain is applied as
a margin to increase the time availability of the link.

The link data transfer rates were arbitrarily chosen to be of
the order of one (1) Hz. These rates are assumed to be near
the probable lower limit of acceptability for
communications and are also, roughly the same as the
equivalent bandwidth for normal Omega reception.
Specified rates of 0.5 - 2.5 Hz for broadcast and 0.25 - 1.25
Hz for Omega were assumed, worst case. The 5:1 (or 7 dB)
ranges for each type transmit site was assumed, as a
margin, to accommodate uncertainty in short-term noise
statistics in low-latitude geographic areas, The margin for
uncertainty of the C.CIR. noise prediction is 6 dB. The
additional 1-dB accommodated the error in using only the
noise statistics for the signal-to-noise process.
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The link data transfer rates correspond to nominal 20:1
bandwidth reduction plus an additional 5:1 bandwidth
reduction to accommodate uncertainty, for a total worst
case bandwidth reduction of 100:1. The corresponding
reduction in mean-square power or rms voltage at the
detector is greater than the bandwidth reduction because of
the impulsive nature of the noise. The statistical margin
above median (50% of the time for 50% of the hours) for
high exceedence probabilities is proportional to the mean-
square power. The reduction in rms voltage as a function of
bandwidth change is given in Figure 26 of C.C.I.R. Report
322-2. For a TERNOISE assumed Vd of 12 dB in a
bandwidth equal to the signalling rate and a 20:1 bandwidth
reduction, this margin is reduced an additional 8.3 dB
beyond the 13 dB linear bandwidth change. Allocating
1-dB to an imperfect detector (relative to ideal), the required
morgin will be reduced an additional 7.3 dB. For 100:1
bandwidth reduction, the margin is reduced an additional
9.6 dB beyond the 13 dB linear bandwidth change, or a net
margin reduction of 8.6 dB.

Statistical communications systems performance estimates
are often related to the way in which supporting link signal
and noise data have historically been collected. Terms used
include "time availability," ‘“reliability,” "service
probability,” "location variability," and “percent
confidence." At VLF frequencies, these estimates are easier
to understand because the signal is non-fading, there is
essentially no location variability, and uncertainties are
related only to the noise. The basis for measuring noise
has been long-term averages, over several hours, of two or
three statistics, rather than direct measurement of the
amplitude probability distribution of the instantaneous
noise envelope. As a result, separate long-term and short
term margins must be applied. At VLF, hourly long-term
averages equate to percent confidence that a short-term
minute-by-minute time availability will be achieved.

The target link performance for this program is a BER of
10A-3 minimum 90% of the time for (with) 50% hours
(confidence) referred to the maximum signalling (data
clock) rates. This is approximately equal to perfect
performance at the low rates, with excellent performance
defined to be achieving a BER of 10/.3 or less 98.3% of the
time for 99% of the hours, providing that a local lightning
storm is not occurring at the time. Simply stated:

If the computed BER is 107-3 or better
for 90% of the time for 50% of the hours
at a data clock rate of 50 Hz (broadcast),
of 25 Hz (Omega), this assures that the
message will be received for a data
transfer rate in the range of 0.5-to-2.5
Hz or 0.25-t0-1.25 Hz respectively,
providing that a lightning storm is not
occurring at the time.

This results from the following:

The exclusion of 1% of the hours corresponds to an average
of 1-hour/day of active lightning during an assumed three-
month rainy season to represent the exclusion. The choice
of 98.3% of the time is predicated on 1-minute per hour, the
smallest unit of time for the minute-by-minute variations

relative to the hourly variations. Thus, achieving the
perfect reception condition must be possible using at least
the slowest data transfer rate specified during the worst case
seasonal and diurnal condition. Improved data transfer will
be feasible during seasons and times of day other than
Summer Night.

The comparison between high-rate and low-rate
performance is illustrated in budget form as follows at a
frequency of 10 kHz during the Summer Night referenced to
the median 50% time during 50% hours condition:

(A) Required Margin for Near-Perfect Performance

98.3% time, 99% hour > median by (+) 32.6dB
90% time, 50% hours > median (-)12.6 dB
thus, 98.3% time, 99% hours > 90%

time, 50% hours 20.0. dB

(B) Available Margin for Nominal 20:1 Rate Reduction

20:1 rate factor for processing gain (+)13.0dB
allowance for imperfect detection (-)1.0dB
excess margin for 20:1 rate reduction +)83dB
available margin for 20:1 bandwidth

reduction 20.7 dB

(C) Available Margin for Maximum 100:1 Rate Reduction

100:1 rate factor for processing gain (+)2004dB
noise uncertainty (-)6.0dB
error allowance for using only noise (-)1.0dB
allowance for imperfect detection (-)1.0dB

excess margin for 100:1 rate reduction (+)9.6dB

available margin for 100:1: bandwidth
reductivn 21.6 dB

This is sufficient to accommodate the worst case over the
low-rate range if error correction is not employed. Note
that 10 kHz is the lowest frequency covered by the C.C.LR.
data base without extrapolation. These margins are
referenced to an S/N of 14 dB, representing MSK for a non-
fading signal in atmospheric noise in a bandwidth equal to
the signalling rate (See figure 29-4).

These results are conservative for several reasons. At an
uncorrected error rate of 10A-3 for the slowest broadcast
data rate of 0.5 Hz, there is a predicted error every 2000
seconds, on average, which corresponds roughly to 250
message characters. This means that short messages could,
in principle, be sent without error, however, good system
design practice demands forward error correction. Using
half-rate coding, the available margin above target would
be reduced by 3 dB to 17 dB. The exclusion of local
thunderstorms also reduces the required margins as well as
protecting against the 1%-of-the-hours. In this situation,
the use of the Seasonal Night noise measure is appropriate
for the statistics relative to the median value, if the median
noise delta of 8.1 dB between Summer Night and Seasonal
Night is retained as representing worst case performance.
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The Seasonal Night noise measure reduces the required
margin form 20 to 18.6 dB.

Using the Seasonal Night variability above median, the
available margin of 21.6 dB minus the required margin of
18.6 dB is 3 dB. This 3 dB is allocated for error detection
and correction.

The results are still conservative because at a 10A-3 BER,
the average period of error occurrence is 2000 seconds, or
33.3 minutes. However, there is still, 6 dB margin included
in case the noise is up to 6 dB greater than the values used
for calculation.

GENERAL_CONSIDERATIONS

The process of signal reception in the VLF band is
externally noise limited, with external noise figures greater
than 140 dB below 30 kHz. Receive antennas may be pick-
up probes rather than full-size antennas used for
transmitting that are designed to optimize power gain or
efficiency-bandwidth-product. The most important overall
design consideration is sensitivity. Electrically small
pickup probe antennas are required for portability, but must
not be made too small or else the received noise will equal
the internal noise of the receiver.

Because of the optimum frequency for §/No which is
characteristic with land-based receive sites, there may not
be much difference in performance between using
frequencies ranging between 10 and 24 kHz. The 1/fourth-
power-of-frequency is proportional to 1/height cubed
which is proportional to n*BW for transmit antennas.
Thus, operational considerations may govern the frequency
selection, if resources over this large a frequency range are
indeed available.

With respect to interference, the operating frequency
should be as low as possible, consistent with an available
ground-based station resource for transmitting. This makes
deliberate interference very difficult, and renders
interference virtually impossible because the interference
installation would have to be fixed and could not be
effectively implemented.

Signal processing, would not have to provide a margin for
interference. Redundancy could be implemented for coding
and to perform forward error detection and correction. At
least 10 - 15 dB of processing gain may be achievable, and
no more than 3 - 6 dB would be necessary for error detection
and correction.

CONCLUSIONS

This paper illustrates the viability of reliable global
communications at VLF as a consequence of the insight
gained by performing link analyses vs frequency. The
physical and economic reality of implementing these
possibilities depends on the availability of transmit
resources, possibly on a shared basis.

The low-latitude regions are those where the least VLF
research and development has been applied, particularly in
characterizing the noise. As noise is the most critical
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parameter in determining statistical communication
performance at VLF, noise in typical low latitude and
equatorial regions needs to be measured. Coincident with
such noise measurements, communications performance
over some link(s) terminating at the receive site should be
measured. As low-latitude and equatorial regions are close
to storm center "hot-spots”, the rainy season (Summer
Night) noise in such a location(s) should be measured as
opportunities occur.

This investigation has predicted that the hypothesized VLF
links will work, and that messages of prescribed quality
will be received 90% of the time for 50% of the hours.
These type of statistics in other frequency bands have a
specific qualitative meaning. For example, a VHF/UHF
link analysis predicting a given level of service 90% of the
time for 90% of the hours means that the link is virtually
certain to work all the time, and with some conservatism.
The target design criteria for many such links is 90% of the
time for 60% of the hours. When the propagation medium
is even more variable, such as at HF, 90% of the hours is
adequate for voice, but data circuits are often designed for
99%, or even 99.95%, of the hours. Thus, there is a
question of just what these statistics mean at VLF. The
authors' believe that at VLF, where location variability of
signal is not a problem and signal stability itself is not a
problem and the only statistical problem is noise, then 14
dB of margin above median may be viewed as either 99.9%
of the hours and 50% of time or 50% of hours and 90% of
time, but not both simultaneously. Also, when
considering noise alone, the added S/No “delta" over
gaussian of about 14 dB for a BER of 1024 provides
additional margin. The incidence of instantaneous
communication errors at VLF needs to be compared with
statistical prediction measures, either by comparing
measured communication link data with prediction analysis
or by true link simulation.

Communication links have been investigated using
existing transmit sites, and reliable links can be obtained
over 6000 to 9000 km distances. This does require that the
frequency of operation be judiciously picked. There is a
difference between a path purely over sea water and/or over
land. Analyses show that the choice of 24 KHz for sea
water is appropriate, but that a path partially over land
shows approximately 10 KHz as the optimum choice of
frequency. This result occurs because of the altered
propagation conditions caused by paths being over both
sea water and land. However, it is also noted that a natural
interference immunity exists at these frequencies and that
the only noise that has major performance impacts are
caused by lightning from localized storm centers.

This paper generates the first known requirements for
arbitrary land-based receive sites at extremely long
distances. The locations investigated included low-mid-
latitude and equatorial receive sites. The continuous
ELF/VLF frequency spectrum was evaluated for
communications possibilities. Path characteristics were
investigated which included combinations of sea water and
land masses.

Recommended items for further investigation arise from the
need for accurate minute-to-minute short term noise
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statistics. These recommendations include complete link
testing, making noise measurements near low latitude
storm centers with the latest available hardware,
performing VLF spectral characteristics, updating
conductivity measurements.

Measurements of noise and existing signal levels for worst
case in low latitude interior hotspots would help bound the
VLF communication link performance.
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Discussion

INAN

COMMENT. I am a little worried about your use of an "incoherent sun of ray hops” model. In this
frequency range, the rays as they reflect will acquire substantial phase charges at the ionospheric
reflection points. The reflection cocfficients are sensitively dependent on angle of incidence and also
the modes are excited (at the antenna) with a particular set of phascs and amplitudes. The ray model
is probably not appropriate for large distance (i.e. 9000 km), it should be much better to use a
waveguide made approach, such as the LWPC.

AUTHOR'S REPLY

I agree that LWPC code is much more accurate and is the preferred approach. However, we nceded
method of visualization in a physical sense as required by our study. We did compare our results to
those generated by the LNP (PSR) code for validation. We do not consider the wavchop model any
more than a first order approximation with large contingency (i.c. deltas) included in the S/N
estimates. We did compare, for first order approximation, coherent and incoherent suns beyond 6000
km which showed little change. For more detailed analysis and now that we have received LWPC we
would use this for the next iteration, higher accuracy predicition.
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Abstract

An orbital emplacement for the transmitter and
the antenna of a communications link at ELF (30 to 300
Hz) and VLF (3 kHz to 30 kHz) to submerged sub-
marines, has been considered since the very inception of
the space age. Only recently, however, space technology
has reached sufficient maturity, for system designers to
undertake serious studies of this link configuration.

The optimistic outlook stems from recent space
technology developments, such as the design and construc-
tion by NASA of long orbiting tethers, and the testing,
onboard Shuttle Orbiter ATLANTIS, scheduled for Sum-
mer 1992, of the first spaceborne 20 km metal wire.
This is known as the Tethered Satellite System #1 (TSS-
1, in short), a space mission that might be possibly
followed by other flights, with tether lengths that could
reach 100 km.

Once deployed at a height of, say, 300 km, from a
Shuttle Orbiter, or from another suitable platform, a long,
thin tether aligns itself along the local vertical by virtue
of the gradient of the Earth gravity field. If made of
metal, the tether can function as a VED (Vertical Electric
Dipole) transmitting antenna at ELF and VLF.

1. INTRODUCTION TO SPACEBORNE TETHERS:
AN EMERGING TECHNOLOGY FOR USE IN
RADIOPHYSICS AND RADIOENGINEERING

Sometime in Summer 1992, a new structural
element will make its appearance onboard the Shuttle
Orbiter: a tether consisting of a very long, thin filament
attached, at one end, to the Shuttle, and holding “by the
leash,” at the other end, a satellite. Hence the name
“Tethered Satellite System,” in short TSS, that has been
given to this joint initiative by NASA and ASI (Italian
Space Agency).

The Summer 1992 tether, a flexible thread with a
diameter of a few millimeters, will have a length of 20
km. However, in later missions, tethers of 100 km length
and even longer are a distinct possibility.

The tether aligns itself with the local vertical and
stays so aligned, by virtue of the vertical gradient of the
Earth gravity field. The tether’s orientation, both for
upward and downward deployment from the Shuttle,
deviates only slightly from the local vertical, and its
angular movements about that vertical resemble the
angular movements of a pendulum attached to the
Shuttle. While the Shuttle Orbiter moves in its orbital
flight around the Earth, the tether stays roughly aligned
with the center of the Earth.

In a few years, once that such basic operations as
deployment and retrieval are thoroughly understood, the
tether will find wide-spread use as a flexible structural
element (capable of responding to traction) in large space
structures of one, two, or three dimensions. This use is
similar, in several respects, to the function of ropes in
suspended bridges.

While two-dimensional and three-dimensional teth-
ered structures belong to the long-term future, the
attention of flexible-spacecraft designers will concentrate,
in the short term, on the one-dimensional case. A single
vertical tether, notwithstanding its simplicity, is capable
of performing a variety of functions, among which, if the
tether is made of metal, are the following:

(a) operating as a transmitting antenna (either
resonant, or non-resonant, such as a travelling-wave
radiator), for the effective radiation of electromagnetic
waves. This specific use is the object of this paper.
Tethers can be made of such a length that they radiate
effectively e.m. waves at frequencies as low as ELF and
VLF;

(b) operating as a receiving antenna, again either
resonant or non-resonant;
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(c) performing as a self-powered antenna, for
radiation of e.m. waves at ULF (frequencies of 1 Hz or
lower);

(d) generating DC electric energy, at the expenses
of the platform’s orbital energy. The electromotive force
is v x B - £, where v is the orbital velocity (about 7.7
km/sec for a height of 380 km), B is the Earth magnetic
field (about 0.3 10 Weber/m?), and £ is the length of the
tether (20 km). The circuit closure is provided by the
magneto-ionic plasma of the Earth ionosphere, while the
contact between each end of the tether and the ionosphere
is provided by a “plasma bridge” also known as a
“plasma contactor.”

As already told, NASA and ASI will launch in
orbit, in Summer 1992 the TSS-1 mission, that uses a 20
km-long metal wire. This mission will verify, first of
all, such dynamical issues as the feasibility of safe
deployment and retrieval. In addition, it will perform
experiments on the electrodynamic and electromagnetic
mechanisms (¢) and (d) above.

2. RADIATION OF EM. WAVES FROM A TETHER
IN THE IONOSPHERE TO THE SURFACE OF
THE EARTH, AT ELF AND VLF FREQUENCIES.

2.1  Introductory Remarks

The possibility of transmitting electromagnetic
waves from a Shuttle Orbiter to the surface of the earth
is discussed in a paper by Grossi et al. {1991). The
antenna generating the electromagnetic field consists of a
vertical wire (the tether) which is driven with the Shuttle
as ground. In this Section 2, the electromagnetic aspects
of the problem are examined with available knowledge as
the basis. Because the existing theory of the properties
of the jonosphere and of antennas moving in it are
approximate and complicated, quantitative results can be
obtained only in terms of a relatively simple model.

2.2  The Model

The specific problem to be investigated is the
electromagnetic field on the surface of the earth generated
by currents in a vertical antenna moving in the F-layer of
the ionosphere at a height of 400 km. The length of the
antenna is 4 km. It is driven at its upper end by a
generator voltage V, against the space shuttle as a ground.
A schematic diagram is in Fig. 2-1.

The ionosphere is assumed to extend from a height
of 150 km to infinity as a homogeneous medium. It is
given a sharp boundary with air as a simplification of the
gradual layered boundary between 100 and 200 km.
With the shuttle orbiting the earth along a great circle
over the poles, the earth’s magnetic field B, ~ 0.5 x 10
Tesla is roughly parallel to the vertical antenna over the
poles and perpendicular to it over the equator.

2.3  The Properties Of The Ionosphere

The ionosphere is a plasma consisting of electrons,
protons, and neutral particles. In the F-layer, the
electron and ion densities, n, and n;, have the following
values:

Daytime: 7, = m; = 1.4 x 10" per m3,  (la)

Nighttime: , = 5, = 4 x 10'! per m3. (1b)
The electric charges are

g. = —e = —16 x 1071° Coulombs (2a)

¢ = —¢ = 16 x 107! Coulombs (25)
(for protons)

The masses are
m, = 9.1 x 1073 kg, (3a)
m; = 18363 x 19 m, =
3.17 x 107% kg (3b)
The reason for including the factor 19 in (3b) is that the
lower ionosphere consists of a mixture of ions including

N*, N3, O;, with a mean mass of 19 amu.

The plasma frequencies of the electrons and ions for
daytime are

2
w2 = 2 — 4455 x 10M;

. = e Wpe = 6.67 x 107, (4a)
0%
2 n;€? 11 5
wp,- = c_'m_ = 1.2779 x 10 H wp,- = 3.575 x 10 (4b)
om;
With
By, = 0.5 x 1074 Tesla, (5)
the gyrofrequencies are
_ By _ 6
Wy = ;f = 88 x 105 (6a)
wy = By _ 353 x 107 (60)
m;

The effective collision frequencies —representing the sum of
the electron—- ion and electron—neutral collisions—are

Daytime: v ~ 10% Nighttime: v ~ 4 x 10* (7)

R e
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24 Plasma Waves In The Ionosphere

The ionosphere is a complicated medium for the
propagation of waves generated by oscillating currents at
an angular frequency w in an antenna. The frequencies
of interest for the tether experiment are in the following
ranges:

VLF: 3 kHz < f < 30 kHz or
188 x 10* < w < 1.88 x 105 (8a)

ELF: 30 < f < 300 Hz or 1885 < w < 1885 (Bb)

The specific frequencies to be investigated are

[ =9 kHz and 30 kHz; [ = 40 Ha (9)

Three types of waves are examined as follows.
a) Electromagnetic Waves.
The condition for propagating waves of this type is

w >> wy = 253 x 102 (10)
This is satisfied by the entire VLF range (8a), but not by
the entire ELF range (8b). For frequencies that satisfy
(10), the plasma behaves like a homogeneous medium
with the relative effective permittivity and conductivity
given by

2 2

w Ve,
e, =1 - —F _. g, = LI 11
w + v S w2 (11)
when the steady magnetic field B, is parallel to the
electric field. These are modified when B, is in the
direction of propagation, as shown in King and Harrison
(1969) (Section 2.12). With (11), the wave number is

. 1/2
ki = ko (cer + ___"_7g) =

wep
, \V2
ko (1 - ?“;L;i) (1 + ip)7? (12)
where k, = w/e,
o vl
p= —J‘;';; = m (13)
and
(1 +4p)"/2 = f(p)+ ig(p). (14)

The quantities f{p) and g(p) are tabulated over a wide
range in King and Prasad (1986).

When

€ > 0 0r W+ 12> o (15)
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the wave number becomes

1/2
. wz
ki =8 + i B = ko(l- wzjuz) f(p), (16)

12
w
a; = kO 1- m g(p)< ﬁ.’, (17)
so that propagation with low attenuation in the form
.eik'-r — e-a"rel'ﬁ"r (18)

is possible. Alternatively, when

€ P+t < W (19)

'y < 0 or w

2
“p

w? 4 v

2
k=8 + de5 B = ko( —1) g(lr]) (20)

9 1/2
w,
o = ko(wz—:yz _1) feD)> 6 (1)

so that the high exponential attenuation makes propaga-
tion impossible.

With w? = 44.55x 10" and w?+ v? = (1.88 x 104

to 1.88x10%)? + 10° = 3.53 x 10° to 3.53 x 10'° for the
VLF range, o; > f; and no propagation is possible.
When the steady magnetic field B, is not parallel to the
electric field, propagation is likewise generally not possible
except in the Whistler mode considered in the next
section.

b) The Whistler Mode

The existence of the steady earth’s magnetic field
B, makes propagation in other modes possible. Because
the analytical formulation is extremely complicated, it is
necessary to introduce the simplifying approximation of
neglecting the losses due to collisions and treating the so-
called cold plasma. This has been shown to be a good
approximation of hot plasmas in its general description of
the wave propagation.

A special range of propagation occurs when the
parabolic branch of the dispersion curve is applicable.
This is shown by Denisse and Delcroix (1963, page 95).
The condition underlying propagation in this mode is

w < w, = 888 x10° (22)

This follows from Fig. 8.7 in Denisse and Delcroix (1963).
This is satisfied by the entire VLF range (8a).

The wave number k; given by Denisse and Delcroix
(1963, p. 98) with w; < wl is

kow _
i = ——hon = 237 x 10%gw 12 -
(wiwge)
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0.749 x 10~ 4'/2 (23)

For the two frequencies w = 5.65x10* and w =
1.88 x 10%, this gives

& - A - 100 for [ = 9 kH: (24)
ko A" 54.6 fOT ] = 30 kH:

Specifically with

1.88 x 1074 m~! 33.4km
ko = {6.27 x 1074 m-l} or o = {10 km (29)

1.88 x 10-2 m-! 334 m
ko= {3.42 x 102 m-l} or A = {184 m (26)

The effective permittivities are

k? 10*
o= M
e {2975 (27)

The antenna (tether) length is & = 4 km, so that

9 kH:
30 kH:

i

(28)

il

h _{ 12 for f
X l217 for f

¢} Alfven Waves

The ELF range (8b) does not satisfy the conditions
for propagation with the Whistler mode. However, it
does satisfy the conditions for propagation with Alfven
waves. This condition is

w << w,; = 253 x 10 (29)

For Alfven waves, the phase velocity is the so-called
Alfven velocity given by

cw,

6 = —2 = 7077 x 1074 = 2.115 x
wp"
10° m/sec = 211.5 km/ sec (30)

When a/c¢ << 1, as in (30), the wave number is well
approximated by

2.2
k=8 +ia ~ %Y. oMY
] (] G a 20063,'0 "e‘z ()

For the frequency f = 40 Hz or w = 251.3 o, is entirely
negligible so that

ki~ B =2 =118 x 107 m™ o ~ 0 (32)

and

~

r
Ao = = 5288 km (33)

The antenna length & = 4 km corresponds to

h o _
x = 076 (34)

2.5 The Air-Ionosphere Boundary

The electromagnetic field in the ionosphere gener-
ated by the current in the antenna travels outward with
amplitudes at sufficient distances determined by the far-
field pattern. The field incident on the ionosphere-air
boundary is locally approximately a plane wave which is
reflected and refracted according to Snell’s law. Since the
Whistler-mode field is incident from the jonosphere (Re-
gion i, wave number k;) on the air (Region 0, wave
number ky) with k;/ky = 100 when f =9 kHz it
experiences total internal reflection when 6 > 6,,, where
the critical angle is

6,, = sin~! %Q = sin~! (0.01) =
£
0.01 radian = 0.57° (35)

This means that the only field that is transmitted into the
air arrives at the boundary within a small cone with
angle © = 0.57°. This suffers reflection and refraction at
the boundary. At normal incidence, ©® = 0, the reflection
and transmission coefficients for the electric field are

ki—ky _ _ 99

h=-t3% o1 = 0980
2k 2
= | I = — = X
o= 5 3% = o1 = 00198 (36)

Thus, there is only a small circular window from the
ionosphere into the air. It is directly below the antenna
and, at the distance 250 km from the antenna to the
boundary, it has the radius 2.5 km. Even in this
window, the field incident from the ionosphere is largely
reflected back upward with the reflection coefficient
—0.98. The transmission coefficient is 0.0198 for propa-
gation into the air.

In order to transmit a field through the window
into the air and down to the earth, the field pattern of
the antenna must have a significant amplitude within
0.57° of the perpendicular.

2.6 The Antenna

The properties of antennas in magnetoplasmas are
very complicated. Analyses have been carried out by
Seshadri (1965), (1968) and Bhat (1973) with the steady
magnetic field parallel to the antenna and by Wunsch
(1967) with the magnetic field perpendicular to the
antenna. A detailed study of these investigations and
application of their results to the present problem are
beyond the scope of this preliminary study. For present
purposes, the antenna will be treated as immersed in an
infinite homogenous medium with the wave number k;
characteristic of the Whistler mode for the VLF rate (8a)

1
%
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and k, for the Alfven mode for the ELF range (8b).

There are two possibilities for the antenna with
the length A = 4 km and the radius ¢ = 1 mm. These
are: (a) The antenna is coated with a layer of dielectric
with the radius b ~ 2 mm. If the dielectric is teflon,
¢, = 2.1. (b) The antenna is bare (or the insulation is
so thin that b/a ~ 1). The properties of the antenna
are very different in these two cases.

a) The Insulated Antenna

A conductor with radius a and a dielectric coating
with radius b, relative permittivity ¢, and wave number

ky = ky,/€s, embedded in an infinite homogeneous
ionosphere with the wave number k; such that

H . .
lk‘»{ >> kJ, has the properties of a transmission line.
The wave number is

1
kL = kd{l + m

1/2
[z(%’s + g) + In ﬁ - 0.327} (37)
The characteristic impedance is
= 3’2%’5{4 n (38)

In these formulas, ry is the resistance per unit length of
the wire. For the Whistler mode at f = 9 kHz, it follows
that

ky = 188 x 107* m~1, k; = 272x1074m"},
k; = 1.88x 107 2m"! (39)
With radius ¢ = 1 mm, ry = 22x10"* I/m so that
27rg/wy, = 0.0195 f1/m. This is negligible compared
with 7 /2, which contributes the radiation resistance per
unit length. With 6 = 2 mm,
k, = B + iop =(1.14i0.001)x103m~1  (40)
so that
B = 11x1073m-1, A, = 57x10°m = 5.7 km, (41)
Z = 1164 0 (42)
For a tether length of A = 4 km,
h/Ap, = 0.70 (43)
The electrical length is sufficiently short so that,
regardless of whether the antenna is terminated in its
characteristic impedance so that a travelling wave of
current is maintained or it is simply driven as a monopole

against the space shuttle, the principal lobe of the field
pattern is in the equatorial plane 6 = /2 and no
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significant field is maintained in the downward direction
near © = 0. The insulated antenna is ideally suited for
a horizontal orientation of the antenna and is essentially
useless for the vertical orientation.

b) The Bare Antenna

At f = 9 kHz for the Whistler mode, the bare
wire of length A = 4 km = 12 ), is electrically very long.
If it is terminated to produce a travelling wave of current
approximately given by I = I,,e'k", the electric field at
large distances from the antenna is

Ey = - !4“"% ‘—:- /0 " L(z)e” " *“sin 0dz 7 (44)
with
i) = Lo, 4o)= - 20 )
where
v~ 2 2 (46)

Sirce wp,/k;¢; = 1, the result is

By = 20 51 f(6) (47)

|7(8)] = I——iilcoz—é sin[% k;h(l — cos 9)] (48)

The far-field pattern given by If(@) | is shown graphically
in a polar plot in Fig. 2-2. It is seen that the principal
lobe is downward-directed and rotationally symmetric
with maximum at 6, = 14°2. The field at € = 0° is,
of course, zero, There are eleven minor maxima between
the principal one and 6 = 7/2.

The field that enters the air from the ionosphere
according to the field pattern in Fig. 2.2 is extremely
small since the angle of incidence on the ionosphere-air
boundary must be almost vertically down, specifically
within 0.57° of the vertical. The magnitude of the field
at ©=0.01 rad = 0.57° is f(6)= 0.38, whereas it is
fu(B) = 7.34 at the maximum.

In order to direct the maximum of the field
pattern vertically down continuously, the antenna must be
tilted 14°.2 from the vertical and then made to rotate so
that its lower end describes a circle. Since the tether
normally oscillates through an angle near 14°.2, it is only
necessary to impart a small transverse push to have it
trace the edge of a cone. The rate of circulation is
irrelevant so long as the tether continuously maintains an
angle of 14°2 with the vertical.

If the maximum of the field pattern in Fig. 2-2 is
directed down, the full field intensity with | /(8)] = 7.34
is directed onto the circular window on the ionosphere-air
boundary so that even with the small transmission

T e N e, e sttt



coefficient, the effective value of |f(©)| in the air is
| () |=0.15.

With h/a = 4x10%/10"% = 4 x 108,
¥ = 2In(2h/a) = 318, (49)

and r = 400 km,

Vo 1 v,
r | — = —_ . —
|E5| = 3 7 %015 = 5% <015 =
Vox1.18 x 1073 (50)

For an applied driving voltage to the antenna of V; ~
1kV, the field incident on the surface of the earth is

|E§|~ 1.18x10°%V/m (51)

This is easily measurabie. The current at the driving
point of the antenna is obtained from (45). It is

_ 27x10°
| L{O)] = Toreais = o2 Amp (52)

Note that ¢, = ¢y/€}/? = 1207/10 = 127

2.7 Conclusion

There are several possible modes for the transmis-
sion of electromagnetic waves through the ionosphere to
the earth surface. The Whistler mode appears to be the
most promising for the VLF band when the source is a
vertical traveiling-wave monopole erected on the lower
side of the space shuttle In order to maintain a
continuously significant field on the surface of the earth
or sea, it is necessary that the antenna be displaced from
the vertical by an angle of 14°2 for f = 9 kHz and
rotated so that it traces the surface of a cone.

3. SMALL EXPENDABLE-TETHER DEPLOYMENT
SYSTEM (SEDS-1)

3.1 General Description

The Small Expendable-Tether Deployer System
(SEDS-1) is being built by NASA as a low-budget
secondary payload for a March 1993 flight on a U.S. Air
Force Delta I[/GPS mission. SEDS will deploy a 23 kg
endmass (or payload) at the end of a 20 km long tether.
The experiment purpose is to test and demonstrate the
feasibility of the design concept and to verify the
computer models that have been built to predict tether
dynamic behavior during this type of low tension deploy-
ment. The key features of SEDS are its simplicity, low
tension deployment with minimum braking, non-retrieva-
bility of the tether (the tether is cut after it is fully
deployed), and low cost. The 20-km deployment, which
is initiated by spring ejection of the endmass at an initial
speed of 1.5 meters per second, last about 90 minutes

(one orbit).

3.2  Design Concept

SEDS consists of four parts: 1) the deployer
(tether wound on a core, canister cover and base plate);
2) the brake/cutter assembly; 3) the electronics box;
and 4) the endmass (or payload). A view of SEDS is
show in Figure 3.1. The tether unwinds — about 46500
turns — from the outside periphery of a stationary core--
there is no rotating reel. After unwinding the tether
travels through a small opening in the top of the canister,
to a friction brake, a tensiometer, then to the tether
cutter, and finally attaches to the payload. The entire
system weighs approximately 39 kg most of which is
the 23 kg endmass.

The brake/cutter assembly contains a running-line
tensiometer, stepper motor for turning the brake, the
friction brake shaft and gearing, and tether cutter. The
friction brake slows the deployment speed by wrapping
several turns of the tether around a small shaft when
approximately 19-km or 41026 turns of tether have been
deployed.  The tether is made from a polyethylene
synthetic fiber called SPECTRA-1000. The 0.75 mm
diameter is much larger than necessary for strength on
this first flight but this size gives significant micrometeor-
oid protection (about a 0.1 percent risk for one orbit).

The endmass (or payload) weighs 23 kg and has
an overall size of 20 x 33 x 41 cm. It contains a three-
axis accelerometer, tensiometer, magnetometer, its own
power, computer, telemetry system and supporting elec-
tronics. Two antennas are mounted on the sides for data
transmission directly to the tracking stations during the
experiment. The endmass and tether are cut, at the
Delta II end, after deployment and burn-up on reentry
into the atmosphere.

3.3 Electronics System

The SEDS electronics data and control system will
record, store, and continuously downlink data over the
Delta 11 S-band telemetry channel. It counts the turns
as the tether unwinds from the spool, logs the time for
each turn, serves as an cvent timer, responds to sequencer
commands from the Delta II second stage, controls the
stepper-motor /brake system, and activates the pyrotech-
nic charge for the tether cutter. Data stored, besides the
turncounts, are tether tension, temperature, and supply
voltage. The storage capacity is 160 kilobytes (approxi-
mately 115 kilobytes are required) and the downlink
capacity ranges from 1 kilobit per second to 64 kilobits
per second (requirement is 4.8 kilobits per second). The
entire memory can be dumped in six minutes. The
system weighs about 3 kg and has an overall size of 8 x
13 x 29 cm. A block diagram is shown in Figure 3.2.



3.4 Mission

The tether deployment begins 3780 seconds after
Delta II lift-off at the apogee of a 204 x 704 km orbit.
Full deployment of the 20 km tether is reached 5100
seconds later. After full deployment, the tether swings
for ten minutes through an angle of approximately 50
degrees toward the local vertical. The tether is cut
during the swing when it is near the local vertical position
and over the Pacific Ocean at about 150 degrees east
longitude. This occurs at 5800 seconds (slightly more
than one orbit) after deployment begins. The reentry
takes one-third of an orbit so the tether and payload
should reenter over the Pacific Ocean near 100 degrees
west longitude or just off the coast of Mexico. Table 3.1
shows the Delta 1I/SEDS-1 sequence of events. Figure
3.3 gives the SEDS-1 ground track.

3.5  Tether Dynamics Calculations

A major geal of the first SEDS flight is to validate
the extensive amount of computer modelling that has
been done during the last several years to predict the
dynamic behavior of a tether in space. The results of
some recent calculations done by Control Dynamics are
shown in Figure 3.3 for a 20 km deployment starting at
the apogee of a 204 x 704 km orbit and lasting for 5800
seconds (1.6 hours or a little more than one SEDS orbit).
Full deployment is reached at 5100 seconds followed by a
50 degree swing to the vertical that is completed at 5800
seconds when the tether is cut. During most of the
deplovment period the tether position is forward of
vertical at an angle of about 50 degrees.

The tether length, deployment speed, and tension
are shown in Figure 3.4. Deployment begins with spring
ejection of the endmass at a speed of about 1.5 m/s.
Tension forces initially are 0.03 to 0.04 n (3 to 4 g} with
a slight increase beginning around 2700 seconds reaching
a value of 3.0 n at full deployment (5100 seconds) and a
maximumn value of 4 n just before the tether is cut at
5800 seconds.

3.6 Measurements

The key measurements are the turns of the tether
versus time as the tether unwinds. This is sensed
optically and stored in the electronics system memory.
The command times for operating the stepper-motor
brake and the cutter are based on this measurement.
Also, tether length and payout speed are determined from
the turns data.

The time duration of each turn will be compared
with similar laboratory test data to evaluate the accuracy
of ground test resuits in predicting flight performance. A
reasonably close comparison is important to succeed at
developing future tether applications.

Other data collected will bc temperature, tension
(just before the final exit guide), anl supply voltage.
Radar data will be collected on the ground giving the
Delta 11 and payload position.

4. FEASIBILITY EXPERIMENT
4.1 Science And Technology Objectives

There are several issues of feasibility concerning
SEDS tethers that must be verified experimentally, before
these tethers can be used as antennas in communication
systems of practical relevance. First of all, we must
verifly that the dynamics of tether deployment and
station-keeping is well understood, and fully controllable.
NASA-MSFC has scheduled several flights of SEDS sys-
tems, as piggy-back payloads on board the Air Force
Delta-11 rocket, to test tether dynamics. There will be a
SEDS-1 flight in March 1993, a SEDS-2 flight in March
1994, and a SEDSAT mission in July 1994 (this mission is
under study but has not yet been appiroved). There will
also be an electrodynamic mission called PMG in June
1993.

Once that the dynamics is well understood, we
should start experimenting with the radiophysics and the
radioengineering issues that are fundamental to the use of
SEDS tethers as antennas, in communication links from
orbit to Earth surface.

The most relevant of the scientific investigations to
be carried out are the following:

(a) guidance of the e.m. waves radiated by the
tether, along the lines of force of the Earth geomagnetic
field, in the whistler regime, at VLF f{requencies;

(b) Alfven wave guidance, also along the geomag-
nctic lines of force, at ELF frequencies, below the ion
cyclotron frequency;

(c) investigation of non-linear effects in the iono-
sphere, due to the high level of radiated power. This
involves determining the threshold of occurrence of non-
linear effects, and establishing the analytical dependence
of these cffects upon the level of radiated power;

(d) determination of the angular aperture of the
cone of capture of e.m. waves by the lines of force of the
Earth magnetic field;

(e) determination of the transmission and of the
reflection coefficients at the boundary between the bottom
of the ionosphere and the top of the atmosphere, as a
function of the angle of incidence {from above) of the e.
m. waves radiated by the SEDS tether, when they reach
this boundary in their descent toward the Earth surface;

(f) determination of the spatial extent of the
illuminated area on the Earth surface. This is essential
information, in order to establish the minimum number
of satellites that are required to cover at all times a large



portion of the Earth surface (such as 60%, 80% or 100%).

The investigations listed above have an intrinsic
scientific value within the realm of radiophysics. In
addition, they represent essential steps that must be
undertaken toward the goal of detei nining the feasibility
of using SEDS tethers as antennas in space-to-ground
communication links.

4.2  Application Goals

Because the ultimate use of the ELF/VLF propa-
gation paths from orbit to Earth surface is in communica-
tions, we must characterize these paths as communication
channels. The knowledge available on the applicable path
properties is extremely limited, so that we must start
from the fundamentals, and measure on the occasion of a
first experiment, the following parameters:

(1) the response of the path to a “delta function”
in the time domain. This will provide the measurement
of the group delay, and of the time spread, inclusive of
multipath spread;

(2) the response of the path to a “delta function”
in the frequency domain. This will provide the measure-
ment on the frequency spread, inclusive of Doppler shift
and spread;

(3) the measurement of the path losses and of the
noise;

(4) the measurement of the spatial and temporal
variability of the channel properties;

(5) the distortion that affects specific communica-
tion waveforms, that are transmitted through the channel.

Once that the parameters above have been meas-
ured, it will be possible for communicators to select a
waveform and to design a link that makes the best use of
the available paths.

5. A SEDS/DELTA-II PAYLOAD FOR A FIRST FEA-
SIBILITY EXPERIMENT

5.1 General

There are several factors that make it advisable to
pertorm experiments on electrodynamic tethers by taking
advantage of the availability of SEDS (Carroll 1987;
Harrison et al., 1989) and of the Delta-II flight opportuni-
ties (Garvey and Marin, 1989). The most important
factor is the low cost and the high frequency of flights of
SEDS/Delta-II. In this paper we illustrate an experiment
for inclusion in the SEDS/Delta-I demonstration pro-
gram. The payload should be limited to radiation of
e.m. waves in the VLF band (experimenting with ELF
waves, a more difficult undertaking, should be considered
for later times). The tether could be 4 km long, and

should radiate a frequency of ~ 9 kHz. A second tether,
also 4 km long, could be used to generate DC electric
power, with the objective of recharging the payload’s
batteries,

5.2  Description Of The Payload

The simplified block diagram of Figure 5-1 shows
the principal elements of the proposed payload. They
are:

(1) 2 conducting tethers, each 4 km long, each with its
deployer; the electrical resistance of each 4-km
tether is 88 ohm for the first mission (later-on, it
could be lowered to 28 ohm); one tether teflon
coated and one tether bare.

(2) 3 plasma contactors, complete with power supply
and auxiliary units, each rated at 20 A, capable of
providing a low-resistance bridge between each end
of the tether and the ionosphere, and between the
platform and the ionosphere;

(3)  one solid-state VLF transmitter to feed one of the
two tethers as a travelling-wave (TW) antenna at
~ 9 kHz. To function as a TW radiator, the
antenna requires the termination of the free end of
the tether with a resistor equal to its equivalent-
line characteristic impedance. Thus, the plasma
contactor makes the “ground connection” to the
ionospheric plasma;

(4)  additional silver-zinc batteries on the Delta-II sec-
ond stage;

(5) DC/AC static inverter (high voltage input);
(6) AC/DC converters (low voltage input).

Figure 5-2 shows a possible location for the
payload on board the Delta-II. The required space is a
fraction of the available toroidal volume (with mean
radius 33", width 16” and height 20") all around the
guidance section of the Delta-II. The SEDS deployer is
accommodated in the shaded area of Figure 2.

As a DC electric power generator, the tether can
draw from the ionosphere a current of 12 A DC, under
the drive of a maximum electromotive force of 2.1 kV
provided by the V xB .{¢ mechanism, where V is the
orbital velocity, B the intensity of the Earth magnetic
field, and £ is the tether’s length.

As already indicated, while one of the two 4-km
tethers is used to generate DC electric power, the other
tether is used as a travelling wave transmitting antenna,
at the frequency of 9 kHz.

This requires that the high-voltage emf due to the
tether (1.05 kilovolt DC) be inverted by a static inverter
into a low-voltage AC, that becomes easy to transform
into the wanted values and converted ultimately into the
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DC voltages required by the various power supplies. The
tether DC electric power generator will supplement the
batteries, will trickle charge them and stay connected with
them, while feeding the on-board loads. We have worked
out two cases for the DC generator:

(a) a 88 ohm tether, capable of feeding the
payload with a 30% duty cycle.

(b) a 28 ohm tether, capable of feeding 100% of
the time the same payload.

According to the SEDS deployer’s manufacturer
(Tether Applications, Inc.) a 4-km x 1-mm diameter
tether with a resistance of 88 ohm can be accommodated
into the deployer canister without any substantial
modification to the hardware.

This tether will be used for the first mission. For
future missions the tether resistance could be reduced to
28 ohm by using a 1.7 mm-diameter Copper wire. In
this case the primary power generated by the upper tether
would be 21 kW, 10 kW of which are delivered to the
load (batteries or VLF transmitter) with a 100% duty
cycle. In this latter case, the SEDS deployer must be
enlarged.

The total mass of the payload is 360 kg {~ 794
Ib). This includes the tether masses, three plasma
contactors inclusive of their power supplies and auxiliary
units, two Marman clamps, and two additional 250 Ah
Silver-Zinc batteries on the Delta II which enable a
mission duration of 4 days. Two of the three plasma
contactors are instailed on the end masses of the SEDS
tether. One is attached to the platform itself. The
primary power requirement for the payload is 28 volt DC,
10 kW at VLF. Use will be made of the Delta-II
telemetry channels available to payloads.  This use,
however, will be very limited because the scientific data
from our experiment are collected and recorded by the
receiving stations on the Earth surface, and not onboard
the platform.

The receiving terminals that were used during the
flight of TSS-1 could be moved to new sites that are
suitable for the SEDS-1 mission of March 1993.

5.3  Orbital Flight Parameters

The parameters for the orbital flight of the
proposed electrodynamic/electromagnetic tether experi-
ment could be taken to be similar to the parameters of
the first SEDS/Delta-II flight {DeLoach et al., 1990),
presently scheduled for March 1993, devoted to the
measurement of the dynamic properties of the SEDS
tether.

We estimate that by adding 260 b of Silver-Zinc
batteries (this figure is already included in the total mass
of 790 Ib) to the Delta’s second stage, the mission can last
as long as 4 days. The orbital decay will be approxi-
mately 2.5 km/orbit during electrodynamic operations.
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A nominal inclination of 37° and an orbital altitude
greater than 400 km with a circular or a low eccentricity
orbit are acceptable. The prior knowledge of the orbital
parameters is a particularly important factor in our case
because we must establish the location of the receiving
sites on the Earth surface as a function of the orbital
parameters. We must make sure that the orbiting
system flies as close as possible over each receiving site.
In later flights, we could relax this specification and
explore signal detectability at substantial distances from
the ground track. For the first electrody-
namic/electromagnetic mission, however, the receiving
stations should be strictly located along the ground track.

5.4 Ground-Based Data Collection

Several instrumented sites at various locations on
the Earth surface will be used for data collection and
recording, equipped with the same instrumentation that
has been developed for the TSS-1 electrodynamic mission.
The existing instrumentation is mobile and can be
relocated at sites that are on the ground track of the
proposed SEDS/Deita-II mission. This instrumentation
consists of the following equipment:

(a) Receiving/recording system developed for TSS-1
by Rice University under a subcontract f{rom
Smithsonian Astrophysical Observatory. This in-
strumentation, complete with data recorders, uses
the following sensors:

~ One set of 3-axis magnetic field sensor BF-4 (a coil
magnetometer) for the band 0.3 Hz to 500 Hz;

~ Two sets of 3-axis magnetic field sensor BF-6 (also
a coil magnetometer) for the band 100 Hz to 100
kHz.

{b) Receiving/recording system developed for TSS-1
by University of Genova, Italy, using sensors that
were loaned to University of Genova by US Navy,
NUWC, New London, CT (NUWC sensors are
encapsulated in Bentos glass spheres suitable for
underwater deployment). The sensors are:

- Two sets of 3-axis induction coil magnetometer for
the band 0.01 Hz to 100 Hz (Gritzke and Johnson,
1982);

- One set of Varian, optically pumped, cesium
vapour magnetometer.

Another magnetometer has been added to the
sensors that the University of Genova has borrowed from
the US Navy: a SQUID, multi-axis system that was
procured for the TSS-1 flight.

Given the planned orbital parameters, the schedule
of data collection at each of the ground-based sites can be
easily formulated with all necessary time accuracy. The
number of channels that will be recorded at each site are
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a function of the number of sensors and of the number of
axial components for each sensor. In addition, a channel
will be devoted to station’s identification and time infor-
mation consisting of Epoch and of 1-second time marks.
Pertinent telemetry data from SEDS/Delta-II will be
collected, processed, and formatted by the on-board
computer (Rupp, 1988). These data will then be trans-
mitted to the ground-based telemetry stations assigned to
the flight, via the Second Stage telemetry link.

6. OPERATIONAL USES OF THE ORBITING TER-
MINAL FOR TACTICAL AND STRATEGIC COM-
MUNICATIONS TO SUBMERGED SUBMARINES

The orbital emplacement of the transmitting ter-
minal brings with it the potentiality of covering, world-
wide, all ocean areas, inclusive of the polar caps, should
the orbit have a high-inclination. The waiting time,
however, to have available the satellite, for any given
location (should a single satellite be in orbit, with its
transmitting terminal), would be too long. A constella-
tion of several satellites would make it possible to cover,
at any one time, a large portion of the Earth surface.

Figure 6.1 shows that less than ten satellites might
be sufficient. A lot depends on the extent of the radius
of the illuminated ares, that is a quantity not reliably
known from theory, and for which the final word will
come from an experiment, such as the one illustrated in
Section 5. Figure 6.1 shows that, assuming this radius to
br somewhere between 3,500 km and 5,000 km, the
required number of satellites would range between five
and ten, to assure 80% coverage of the Earth surface.

With the constellation in place, assuming that
transmissions take place at VLF, the system could be
used to transmit EAM (Emergency Action Messages) to
submerged submarines. The strategic communications
link thus provided, would be a complement to
“TACAMO,” and would be characterized by a greatly
enhanced geographical coverage. Should the ELF capabil-
ity, then, be added to the satellite, the link would
substantially augment the capabilities of the ground-based
ELF facilities presently in use by US Navy.

With the present decrease in emphasis in strategic
communications, due to the deep changes that have
recently occurred in the world’s geopolitical situation,
tactical uses of the spaceborne transmitting terminal
discussed in this paper, may be of greater interest. This
system could be used by a Battle Group (Carrier,
Destroyers, Submarines, etc.), deployed in remote ocean
waters, to enable communirations from a surface ship to
a deeply submerged ves..'

—— e -

7. CONCLUSIONS AND RECOMMENDATIONS

Since the early days of radio, long, thin-wire
antennas have been a fundamental presence in transmis-
sion facilities at LF, VLF and lower frequencies. The
orbiting tethers represent the latest addition to this family
of long line radiators. It seems natural to perceive the
spaceborne tethers as potentially useful to fulfill commu-
nications requirements that are world-wide in character,
such as the strategic and tactical communications require-
ments of US Navy.

These authors hold the view that, notwithstanding
the lack of pressing motivations to add, at this time, new
operational systems to the communications arsenal, R&D
activity on this and similar advanced subjects, should be
vigorously pursued.

Especially in cases such as ours, in which a fully
probative experiment on an entirely novel technological
development can be performed at low cost, it is advisable
to proceed with it, learn to the fullest what the new
technology’s capabilities are, and identify unrecognized
potentials, possibly leading to even broader and un-
foreseen applications for this technology.
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ROUND TABLE DISCUSSION

J.S. Belrose (CA)

the round table discussion is to summarize

The purpose of

where we are in the field of the symposium, to
make some comments on where we should be
going and, if there are some controversial
issues, although I have not heard too many at
this meeting, to try and stimulate some
discussion from the floor. We have seated at
the table members of the program committee,
two of the members are absent. 1 will give each
of them an opportunity to say a few words, but
we are nol going to do all the talking -- the
whole idea is to have a variety of views rather
than only the views of those sitting at the
table. So if anyone has anything 10 say, after
we have said our piece, we would be very

pleased to hear from you.

Since 1 am in the chair, 1 will begin.
I'll make a few sketchy remarks about the
meeting. 1 think it has been a successful
meeting. We have with us some of the pioneers
in the work, as well as some of the newer
people doing work in recent years. We tried to
have a balanced program starting with
propagation aspects, radio environment (radio
noise and interference), antenna
considerations, system considerations, and
anding with a discussion of the future for our

work.

The session on Radio Propagation was I
think a very good session. In the session on
Radio Noise and Interference we learned about
the new noise model, the Pacific Sierra model
by Warber and Field; and we heard briefly
about Tony Fraser-Smith's measurements of
radio noise at a number of sites around the
world, the STAR Ilaboratory measurement
program. So there are measurements going on,
and an entirely different approach to coming

up with a noise model is in the progress of
being developed. The session on Antenna
Considerations was interesting for me, and the
topic was I think well covered in spite of the
withdrawal of a few papers. 1 overviewed some
general aspects of VLF/LF antennas myself,
and spoke about a specific kind of antenna
system, multiple tuned antennas, which has
been neglected in recent years. We heard about
measuring the dynamic bandwidth of antennas.
That was an important paper because it related
to a topic specifically mentioned in the theme
of our meeting, viz. that the bandwidth of VLF
antennas needs to be capable of handling
4 channel MSK. We heard about distributed
antenna systems, which is certainly an
entirely new concept for the VLF/LF part of
the radio spectrum. We had a couple of very
brief papers on different approaches to
antenna modeling. The Systems Aspects, as you
have already know was rather poorly covered,
because of the withdrawal of 4 of the intended
5 papers. However, fortunately Mr, Holtzeimer
did present his paper this morning so we did
have the subject addressed in the view of that
paper. Finally, concerning the session on the
future, we had hoped for a more general
coverage of this topic. We did have two good
papers on orbiting antennas, in particular the
TSS experiment, but we did not have any other
papers on the future in other areas of the

VLF/LF propagation and systems aspects.

So much for my introduction. Let us
hear now form other members of the technical
programme committee. We will start off with
Jerry Ferguson, since he presented a paper

and chaired Session 1. Jerry -

J.A. Ferguson (US) One of the
things that plagues all of us, especially those

that work at engineering oriented laboratories,
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is the need to strike a balance between
producing, or at least appearing to produce
very good results and convincing the sponsor
on how great we can do the job, while at the
same time convincing the sponsor that job is
not done yet. We in the VLF community, at
least the part of the community that 1
represent, have done a very good job of
convincing the sponsor that the job is done. In
times of declining funding it gets harder and
harder to convince the sponsor that they ought
to spend some more money on continuing
research. | have had more than one sponsor

tell me that 30 years is enough,

When 1 did my PhD work under Henry
Booker, the topic of my research was HF
spread-F, and the most important reference I
had for to this topic was the work that Prof.
Booker himself had done more than 45 years
ago. A sort of an ongoing mystery in my mind,
even though I was actively pursuing the work,
was why we were continuing to studying this
topic after all these years, and why we did not
already have all the answers. However, radio
science makes a good carcer, so I didn't spend
too much time worrying about this but 1 got on
with the study, to see what new could be
learned. 1 see in my VLF propagation research
a similar decline. The computer models that we
have struggled for so many years to improve
and to make efficient, have finally matured.
The effort in recent years has been to imbed
our very elaborate computer code inside bigger
systems. The bigger systems treat our
propagation code, our physics of 30 years
worth of effort, as a button The user specifies
a receiver location, a transmitter location, and
then presses a button to get an answer.
Because the computers are so fast, and because
we have done such a good job, the user will get
that answer in a reasonable amount of time.
The user will not ask a very complicated

question. The fact that the computer modet

that he is employing to make these
calculations is complicated will be lost on
him. I see this happening with the noise
models. But that is sort of what we are after
anyway. The problem as I see it, because we
are servicing engineering oriented customers,
is that the research that is required to get
these engineering answers tends to get glossed
over. We are guilty of doing that our selves.
In a sense we are shooting ourselves in the
foot, to use an American idiom. 1 see also that
there is a tremendous emphasis on the doable
problem. We have seen that in some of the
papers presented here. You saw this in my
own work -- where we tend to confine
ourselves to daytime propagation. Nighttime
is more complicated. As a matter of fact our
customers very rarely ask for a nighttime
calculation, and they almost never ask for a
calculation that involves a day/night
terminator. These are the remaining difficult
problems, but frankly 1 don't think that the
sponsors of research are interested. The
average daytime engineering answer is good
enough for their purposes. Their purposes are
how big of an antenna do I need to build? How
much power do I have to generate? And where
should I put this antenna? Once those
questions are answered, they do not want to
see us anymore, and maybe rightly so.
Personally as a physicist I think that's bad. 1
want to continue to study interesting
problems, but again in the military
engineering environment, good enough is good
enough. The 10% improvement that I might be
abte to offer with my physics and my
geophysics background may not be of interest
to the radio engineering community. That's all
I have to say. That ought to stimulate some

discussion.

J.S. Belrose (CA) Thank you
Jerry. Next we will hear from Professor Bossy.
The subject area of this particular meeting is
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certainly not one in which he has been
working, but the waves are reflected from the
ionosphere and Professor Bossy, a long time
member of the EPP panel, has been working on
ionospheric problems for many years and so
we'll ask an ionospheric expert to say a few

comments. Professor Bossy-

L. Bossy (BE) I agree for the most part
with what Dr. Ferguson has said. [ will speak
more form the theoretical point of view. Are
the propagation details really independent of
the structure of the D region? Could it not be
useful to introduce something like the
International Reference Ionosphere? In the IRI
you find many details on the structure, and on
the behaviour of the D-region with respect to
the geographic and geomagnetic latitudes, that
would be heipful for the computations you

make for the needs which are put before you?

J.S. Belrose (CA) Thank you
Professor Bossy. 1 agree, we do not see much
reference to the IRI models. Nor do we hear
about the very dectailed electron density
profiles measured by Prof. Reg Smith at
Armidale, NSW Australia, by the method of
cross modulation. The VLF community keeps
referring back to the Deek's profiles, and to
modifications made to those profiles by Dr.
Bain. The Deck's profiles were based on a
limited set of data, VLF/LF steep incidence
data recorded at Cambridge many years ago.
He sort of fiddled the profiles to obtain the
best agreement with the experimental data.
His approach was hands on one, manually
making adjustments to get an agreement with
the data, then you changing the profile a little
bit and get a little bit better agreement with
the data. Dr. Bain made further adjustments to
the profiles to provide a better fit to the
16 kHz Hollingworth interference pattern
measurements, signal versus distance

measurements over distances of less that 1000
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km. There has always been a concemn about the
validity of these profiles. Shellman, working
at NOSC, which the lab was called when he was
doing his work at that time, developed a direct
inversion technique for converting propagation
data to profiles. This technique in principle
gives more confidence that the end result is
right, but for this very elaborate inversion
type of process to work he needed to have very

high quality data, more or less noise free data.

Jerry Ferguson mentioned the Deek's
profile and he showed one of his exponential
profiles on top of a Deek's profile; and we
heard reference to these profiles in the paper

by Warrington and Jones.

So much for me, Professor Tacconi-

G. Tacconi (IT) I want to express some
opinions on tethered satellite systems. 1 do
not have much to add to what has been
discussed this morning. After the
presentations by Bannister and Bonifazi 1
think that it is clear as to the state of the
(experimental) system. I only want to add that
I have with me a copy of the future program for
the TSS, which is foreseen up to 1998. This
has been supplied by Professor Bonifazi. This
document may be useful if there any questions
to be answered about this technology and
applications.  Bannister spoke about the SEDS
programme. We (my university) hope to
participate in this programme. There are still
some gaps concerning the modeling of the
tethered antenna, which has 1o take into
account all the surroundings of it so it is not a
very simple task. In my opinion there is still a
lack in modeling this global radiation system
which is not as simple as a classical dipole.
The complexity will depend mainly on the
target that you have in mind: if it is to be a
diagnostic tool for discovering properties of
the ionosphere surrounding it; if the
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properties of the tethered dipole itself are the
prime interest; or if it is to be used for
telecommunications purposes. There are many
studies to do. Then there is the propagation
modeling which is still to be considered. All
the problems are the interfaces which
hypothesize far field conditions, near field
conditions or a mix of both of them. So some
identification parameters, related to the
operational targets which you can have in mind
could be studied more precisely in the future.

This is all 1 have to say.

J.S. Belrose (CA) Thank you
Professor Tacconi. So much for the round
table. Have we stimulated some discussion
from the floor, would someone like to start off?

Verne Hildebrand

V. Hildebrand (US) Jack, 1 would
like to start with a question for you. On the
D-region profiles you referred to, are you
willing to put a density number on the peak of
the nose that you have in the C layer?
(Response: about 100 cm '3). Most of the
oblique reflection at VLF will take place at
densities below that, so a lot of what is going
on in the upper D region for many of our
calculations isn't going to affect the
propagation much, and as a result of that I
think you added some confirmation to Jerry's
use of the exponential profile. Second, do you
have any error bars for those profiles?
(Response: in most cases no, no error bars).
My own experience is, and I have been out of
this a while so I have to be very cautious, is
that almost any remote measuring technique or
in situ measurement of that part of the D
region important to VLF propagation has very
large error bars. The error bars are so great as
to make it completely out of the range of any
great use to us. That's why we have all gone
back, I think, to use the VLF signal itself as a
means of trying to probe the part of the

D-region that is important to VLF propagation.
At higher altitudes the error bars are quite
small, But by the time you get down to the
altitudes that are important to VLF its like a
flag waving in the breeze, they are all over the

place. [Enough on these comments.

I would like to comment on something
Jerry Ferguson said. We are preaching to the
choir here. We all want to continue the kinds
of work we are involved in. Its very difficult
to establish communications between
engineers that use our knowledge and those of
us that are trying to generate knowledge. I
think that the time lag tends to be in all
almost walks of live about 10 to 14 years., My
own experience as a systems engineer is that
the systems have gotten way ahead of our
knowledge. We are not really able to provide
much of the information needed, and just to
give an example of that, let me talk about the
world of adaptive receiving equipment. I think
I can do this in very general terms. The
engineer today has quite a bit of technology
that he can manipulate. He has filters with
adjustable bandwidths. He has modulation
schemes with all kinds of processing gain. He
has nonlinear processing techniques, clipping
is one that we are all familiar with, and there
are others that can be used. Sophisticated
computer techniques will buy you slight
improvements. He has adaptive antennas.
Signal processing is a part of modern system
design. We don't have the foggiest notion of
what the trade offs are, and how to process the
signal to get the optimum receiver sensitivity.
It is extremely important if you are going to
use adaptive antennas to know how to apply
these assets. If you process for a pattern to
mitigate atmospheric noise, you have to know
the geographic distribution of noise sources, if
you are doing paper analysis. If you do a
laboratory experiment with a receiver, you

have no concept of what you are processing if



you don't know where the thunderstorm are.
So we have to do scenario type analyses. If you
process those receivers so that you get rid of
the intense close in thunderstorm activity
with an adaptive antenna, then your nonlinear
processing is entirely different than you have
used in the past. We just don't know what
these mixes are. Furthermore, I'd say that
90% of the systems engineers don't have the
foggiest notion of what they are dealing with.
So we have two communities that don't know
anything, about building systems. That's

enough for that comment.

U.S. Inan (US) 1 would like to comment
on Dr. Belrose's earlier comment. I think
those of us who have experience in HF, and I
don't, may have a misconception (it came out at
least a couple of times in this meeting) that
there is no D-region at night. Well from a VLF
point of view, there is a D-region at night.
because the VLF wave reflects at 1 to 10
electrons/cc as Verne Hildebrand also alluded
to earlier. The D-region has simply elevated
itself from 60 km reflection height 10
somewhere between 80 to 85 km reflection
height. So there certainly is a nighttime
D-region. Also the concept of a skywave and a
groundwave has to reconsidered, because of the
distance, 2000 km say, which is the distance
from Washington to Newfoundland. The mode
approach, 1 believe, is much more appropriate
to think in terms of because the ray approach,
would, if you quantitatively wanted to analyze
the signal, would require a prohibitively large
number of rays. So from a mode point of view,
we believe what might happen in that
experiment, is that the mode structure of the
waves propagating from Washington to
Newfoundland could be aitered because of the
collision frequency change overhead the Cutler
transmitter. We have ev‘idence that this can
occur, because we did a similar experiment

with the Puerto Rican transmitter in 1989. We
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had paths going from Cutler Maine to Palmer
Staiion, Antarctica which passed over this
station and the cross modulation was
unquestionably there. It was small. We had to
do processing to look for it, 0.07 dB to 0.1 dB
type of changes, but it was quite measurable.
So in this experiment, of course, we cannot
know what we are going to see, that's why we do
the experiment. We do it to learn the
deficiencies of our models. 1 want to caution
against the notion that there is no D region at
night. and against the notion of carrying the
skywave groundwave approach too far in VLF. I
think that the proper approach really is the
mode analysis at these distances and that's

why we all extensively use Jerry's code.

J.S. Belrose (CA) I did not said
there was no D region at night, in fact I showed
in my introductory overview evidence for a
nocturnal ionization process causing a change
in the phase of a VLF signal steeply reflected
from the D-region (the 16 kHz Rugby
Cambridge path). 1 said that the absorption at
night would be very small and transferred
modulation is a function of absorption, mind
you the absorption at VLF is small at either
day or night, but it is less at night. Certainly
your remarks about the magnitude of the effect
you have measured/are looking for confirm

this statement.

I was really not arguing in terms of
wavehop versus waveguide mode propagation. If
you plot field strength versus distance, both
components are there no matter which method
calculation you use. Concerning the distance
of about 2000 km, while I did not comment on
this in my introductory lecture, I have in the
past -- look at Fig. 5. The diumnal variation of
phase for the paths Rugby-Malta and Rugby-
Idiris (at distances of 2200-2500 km) are sort
of peculiar. The day time "phase height” and
the “"nighttime phase heights" are about the
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same. There seems only to a mode change
during the sunrise/sunset transitions. Notice
[ said "mode change”, since 1 would agree with
you that a propagation analysis by the
waveguide mode would probably better explain

the observed pattern.

J.H. Richter (US) All of us who
are involved in defense research certainly
recognize that we are in a period of intense
restructuring and questioning of what is being
done. In particular, in my present capacity of
chairman of the EPP, I am being asked
guestions by AGARD and the military staff
under which AGARD functions, to demonstrate
that what we do is not only useful to NATO but
that NATO is critically dependent upon what
we are doing. That, of course, is a nearly
impossible task but, what 1 would like to see
discussed here is: What are the issues in the
area of ELF/VLF? Where are the gaps in our
knowledge that are still critical for military
operations? There is no question that in the
area of plasma physics you always will have a
large number of very interesting problems.
But, where are the gaps in knowledge that are
really critical for military systems? Because
only if we can identify these, can we justify
future effort under the AGARD umbrella.
There are other forums where you can
participate, e.g. URSI. The discussion that we
are having certainly would not need to be
addressed to conduct work of interest to URSI
But AGARD asks these questions. Is it really,
as Dr. Ferguson pointed out, that we have
solved the problem, and so we can declare
victory and move on (o another area. I am
purposely posing this a little bit provocative
question, but I would like to get your feedback
because 1 need that. What is it, that we can
convince a military person, that is still
critically missing in the design of ELF/VLF
systems so that we can justify expending
research in that area? [ would very much

appreciate some input in that area, because

those are the questions being asked.

You may be aware that the future of
NATO itself is not really sure. There are
questions being asked of AGARD. Is AGARD
needed? Or should it be combined with other
R & D facilities under NATO? AGARD is,
curiously enough, under the military part of
NATO, while under the civilian part of NATO
we have the Defence Research Group (DRG), and
there may be some thoughts of combining those
efforts. Anyway, we will be asked: What is it
that we do in the EPP that is really critical for
the future of NATO? And just to come back
and say that there are some interesting
scientific problems left that we would like to
study, and that what we do contributes to some
sort of military operations that are still being
used is not enough. As was pointed out, even
OMEGA, may not be around forever, because
the trend is going more and more toward using
satellites for both communication and
navigation. With the present diminished
threat of a global war, satellites are much more
survivable. It is unlikely that the regional
conflicts that are being anticipated would
really result in an adversary taking out the
satellite resources. That is obviously one of
the arguments for depending more on
satellites. In this respect I am really
addressing not only ELF/VLF, I am addressing
the entire question of ionospheric propagation
and I would like to have some comments on that

if possible.

J.A. Ferguson (US)

question: In my opinion the single most

To answer your

important shortcoming in VLF propagation
prediction is in the question of the day/night
terminator, What happens while the
ionosphere is undergoing that major
transition? That question has been neglected
largely because most VLF and LF propagation




prediction has been oriented towards an all
out nuclear war. The questions of what's
happening under ambient conditions was
irrelevant. You had to be able to calculate or
make predictions when the ionosphere was
severely disturbed ty manmade devices. So
transition effects and even naturally occurring
irregularities, which we know are there, were
irrelevant as well. That has changed I hope.
The natwrally occurring disturbances, like the
day/night terminator and all the irregular
structures that are in the polar regions are
what's left as far as prediction models are
concerned. Not trying to make a pitch for the
LWPC, the computer model has built into it the
necessary mechanisms to calculate the signal
strength under conditions when the ionosphere
is changing, but we don't have good parameter
values for these transition periods. Regarding
the ionospheric profiles that Dr. Belrose
mentioned, we have attempted to used profiles
of that sort to model measured data, the
problem is (to get back to Verne's point) that
most of our measurements are over very long
paths. A lot of the things you see in steep
incidence sounding get averaged out and
virtually disappear when you look at long path
propagation, The challenge for the VLF
community, I think, is to (and it's going to be
hard) convince the user community that now,
instead of looking at massive lay downs of
nuclear weapons, there is a tactical role. So
now there is a need to have short term
prediction capabilities under ambient
conditions, knowledge that we have or expect
to obtain about the ionosphere and its effect on
VLF longwave propagation, knowledge that can
somehow be wused to help communicators
manage their communication resources. But
then, to continue with my overall negative
viewpoint, the primary user of VLF/LF
communications is for maritime fleet
broadcast, and for

submarines.

communications to

I know that in my country, the
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whole question of whether a submarine fleet is
a viable military option any more is under
question. I do not know, even if we answer all
these propagation questions at VLF, if we are
ultimately going have a subscriber for all this

knowledge. So I let some one else address that.

J.S. Belrose (CA)

down tools and

Before we lay
stop doing propagation
research we should at least give John Bickel

time to analyze all his data!!

A.C. Fraser-Smith (US) I cannot
attempt to answer all the questions being
raised. I don't share your negative view Jerry,
but I understand it very well. In response to
Dr. Richter, I do believe that, although
ELF/VLF is an old field, there are some
dramatic events taking place in this field right
now that may impact seriously upon AGARD's
interest and what's going to happen to its
military systems. We have seen a remarkable
new transmitler going into operational use in
Germany, and, if things loosen up in the old
Soviet Union, we will learn more about what
has been going on there. Maybe at a future
AGARD meeting someone from Russia can talk
about the Soviet efforts in VLF and ELF, which
I think are probably dramatic, and which we
didn't hear about in this meeting. In the
United States, at the present time, there is this
big HARP project planned for heating of the
ionosphere which in my experience having
made some measurements in connection with
ionospheric heaters might turn out to be a
fantastic new source of ELF and VLF signals
for submarine communications, or at least a
new source to generate them for use by the
people.  Unfortunately that wasn't discussed
very much at this meeting. In my own
experience I mentioned the Charge to Be
Experiment, this was the rocket experiment in
March. We were trying to use an electron beam

in space to generate ELF and VLF signals. We

o
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didn't succeed. That was in accord with
theoretical papers being published. As the
capability to generate high current electron
beams in space develops, we will have a true
wireless antenna capability up there to shoot
out an electron beam and generate ELF and VLF
signals on the ground. That has, from the
NATO point of view, probably a very dramatic
capability, because you might be able to jam
VLF signals and ELF signals in certain regions
of the world by using rockets or satellites.

This is a new development taking place as well.

From the point of view of knowledge
gaps, I mentioned my measurements at high
latitudes. 1 was asked, not very long ago, to
write a review on the particular kinds of
noises you run into in the polar regions.
These are auroral hiss, and polar chorus,
which 1 don't really make a great deal of
distinction between when I'm measuring with
my systems. When 1 began trying to write that
review I found that there wasn't enough
information. The last really significant paper
[ ran into was by Tobin Jorgenson in Denmark,
and that was about 25 years ago. I couldn't
write a review on his observations of these
signals. Yet I know that when big auroral hiss
events occur they essentially blank out all
other transmissions and other signals
occurring in the polar regions. I am not sure
of the statistical occurrences, and I am not
really making an active attempt to measure
auroral hiss. So there is still a lot of scope for
measurements in the polar regions, just of
noise. That's one of the gaps. [ think I have
covered my list. I am very enthusiastic about
this meeting. 1 am just pointing things that
are developing and which could have been

presented.

One other thing that Bob Helliwell and
I, at Stanford, have been interested in for a
long time is applying more knowledge to the

processing of signals for detecting
transmissions in the presence of spheric
noise. We feel that is a somewhat neglected
area, but now with little computers now you
can work hard to look at signals occurring
between the spherics. I mention that most of
the noise is impulsive and the US Navy at this
current time gets around that by clipping the
spherics before processing the data. We feel
that there is a lot of information that could be
derived about the statistics of spacing between
the spherics, and looking in those quiet spaces
between these impulsive signals for
transmissions, hence gaining more sensitivity.
1 am pointing out areas where other studies
could be made and new developments are
occurring. I am enthusiastic about the future,
from the scientific point of view. Whether or
not there will be submarines is a bit outside
my scope because I am not a systems engineer,

but a physicist.

J.S. Belrose (CA)

still have the microphone, could you comment

Tony, while you

from your point of view, what is going to
happen to the noise measurement program that
you have been involved with? Noise programs
like the ones in CCIR were based on data. Now
with the Pacific Sierra model we've taken an
entirely new approach.  Certainly they are
comparing with your data, but are your data
going to be summarized in some way and
perhaps stored in a CCIR data base, or what
will be the end result of your measurement
program in so far as users are concerned who

want noise data?

A.C. Faser-Smith (US) Assuming that
my building doesn't collapse from the weight
of all the magnetic tapes 1 have been acquiring
over the years, my plan is to feed those data
into CCIR, and I currently do have good links
with the CCIR people within the United States,
Don Spaulding for example. It is really a
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question of turning the crank on the data. We
have been turning out reports on the data. We
are actually processing all the data that | have
on tapes. That is every minute of data is being
processed from the various stations. There is
a lot of work required, and it is slow. We are
still recording at certain locations around the
world, predominately at high latitudes. 1 am
hoping that we will have enough information to
dramatically improve the CCIR model,
particularly at the lower frequencies below
10 kHz where a lot of data are missing. (For
the past 30 years the HF community has had to
put up with an empirical noise model, now
with the advent of the theoretical LNP model it
would be exciting to see these concepts
applied to HF -Ed)

E. Schweicher (BE) I have a very
simple question. Is there really a future for
ionospheric propagation? Except for
submarine communications 1 think there is
not much future for ionospheric studies and
for LF and VLF studies of propagation in that
frequency band. As you know we have a bright
future using the satellites and using much
higher frequencies where you can much
achieve high antenna directivity and where the
size of the system is much smaller. [ would
like to know if you really think that we should
go on with long term studies in the field of
ionospheric propagation? Personally, I think
it would be wise for EPP to reduce the

ionospheric activities.

J.S. Belrose (CA)

very controversial point of discussion. I could

That would be a

make a comment myself but I see Dr. Richter -

J.H. Richter (US) Let me just
answer. In the previous discussions [ really
think I got one fairly convincing point that I
could make for continuing work in this area.
First of all, your question of whether all
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ionospheric propagation should be abandoned
in view of the satellite capabilities? There is
no question that satellite communications is
superior to anything you can do with the
ionosphere. There is no question about that, if
you look at bandwidth alone. The problem is
that the military does want to have alternative
methods that can be used if satellites are not
available. Therefore, it is essential that they

have an additional capability to satellites.

Now let me tell you what I picked up
from the previous discussion with respect to
justifying some additional work in this area. I
want to try it out on you. The question asked
is how do we change our effort in view of what
we have learned from the Guif War and the end
of the Cold War? [ think, if I understood it
right, one could in a simplified way say the
effort in the past has been geared towards a
worst case scenario, high altitude nuclear
bursts to disrupt communications, and potent
jammers that only can be done by large
countries. In view of the fact that it is
unlikely that we will have high altitude
nuclear bursts just to interrupt
communications, in view of the fact that we
probably won't have very potent jammers, we
could make our fallback alternative ELF/VLF
communications much more efficient by
considering now the propagation phenomena
that were mentioned, viz. considering in more
detail nighttime propagation, and propagation
across the terminator. Therefore, if you look
at 1 MW radiated power, if you don't design a
system that has to work in a highly disturbed
environment and against jammers, you
probably could make a much more efficient
way of communicating. Therefore, it is time
now to look at some of the physics that had
been neglected in view of the fact that in the
past we designed for worst case scenarios,
which we don't have to do any more. [ can see
this as an argument that could be used to say
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that some effort should be continued in
ionospheric propagation. For the reason that
the threat has changed it is time to address
other questions that may result in (a selling
point for the military) reduced power in the
transmitting stations. 1 imagine if you can
reduce your power from a megawatt to 10 kW
you would save a lot of operating costs. Did I
make myself clear? That was for me a sort of a
convincing argument to maintain some effort in
that area. There is no question, of course, and
I have to agree with Professor Schweicher, that
the attention of the military is in the high
precision weapons area, in the electro-optics
area, satellite communications, satellite
navigation. There is no question that's where
their attention is. But I think we can justify a
continued effort in terrestrial systems by
saying that you do not want to rely on satellite
systems as a means of navigating or
communicating solely, you have to have a
fallback method. Now, since the whole
question has changed, there is reduced threat
of jamming, a reduced threat of high altitude
nuclear detonations, and things like this, we
can address the question of how can we make
VLF communication more efficient. Is that a

fair summary?

J.A. Ferguson (US) One of the
things that 1 didn't say earlier concerning this
focus on nuclear weapons effects, in many
ways made the problem easier. Now that we
are contending with the ambient environment,
we are now dealing with a much tougher
adversary.  Because the sun, in its various
cycles and its massive activity, introduces
variables that we have no control over. I mean
that the problem was simpler when you knew
that the guy was going to throw a particular
kind of weapon at you, it made the problem
simpler. Now, it's a much, much more difficult
problem requiring & I~ mor. effort. If there
is a need for VLF communications, then the

problem, and the problems that are left are
much tougher to solve. There is plenty of
justification for continued effort, if not more
justification for continued effort. When you
get all excited about satellites you have to
think again about this solar adversary, if you
will, when the sun is very active even satellite
systems are not immune. During the Gulf War
GPS didn't work as well as it was supposed to
because the sun was interfering. A lot of HF
Coms didn't work as predicted because the sun
was interfering. If we would have had that war
at a minimum of the solar cycle (maybe we can
schedule those things like that), everything
would have worked better as planned and as
predicted. We just happened to do it in a
period when the sun was in one of its most
active periods. A lot of expectations went by
the board.

J.S. Belrose (CA)

comment by Prof. Schweicher extends far

The provocative

outside the meeting here, as we just heard from
comments by Jerry. Certainly the Canadian
military have never given up with HF. The old
expression that HF is dead but it won't lie
down. In Canada we have many short period
disturbances which are associated with the
auroral belt, which extends to rather low
latitudes in Canada, and these disturbances
are very sporadic in both space and time. At
CRC we have a number of people doing research
in support of military HF communications --
we have an ongoing project in adaptive HF
networking, for a system where you have a
whole network of HF stations. If you have an
ionospheric disturbance on one path you can
find another path around it, with the store and
forward techniques available in packet radio
nowadays. In another area, communications
engineers have been designing extremely
sophisticated modems for digital voice and
high data rate systems. However the young
engineers, the people designing these new
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modems, know little about HF propagation.
Some of these modems won't work in the
Canadian environment, because of the Doppler
shift and frequency spread on the signal.
Some of the modern modems are designed so
that if the frequency spread is more than 1 Hz
its performance is seriously degraded. A ! Hz
frequency spread is more or less quiet
conditions in the Canadian Arctic. So some of
the people that were previously ignoring HF
propagation are busy planning and conducting
HF propagation experiments, measuring in
particular at least one parameter, Doppler
spread. There is certainly a continuing need
for High Frequency propagation in particular
areas. 1 think that a major need is to ensure
that radio engineers designing systems

understand the need for our work.

A.S. Smith (UK) This is a comment on
the point that Tony Fraser-Smith made about
the high latitude ELF/VLF noise. It may not be
a direct interest to this community, and the
way we are proceeding now, but there are some
interesting scientific questions which can be
looked at. I would like to point out
developments which are happening at high
latitudes now, in the Antarctic, in the form of
automatic geophysical observatories which are
going to be placed in a network over the
continent.  These observatories will have a
variety of instruments for geophysical studies
including ELF and VLF receivers. There a lot
of interesting questions about auroral
phenomena which you can answer with this
kind of experiment, having a network of
receivers. Even if we come to a scenario where
many VLF transmitters are scaled down in
operations, it will still be very important to
know about VLF propagation, to have these
improved computer codes, to tell us about this
for these purely scientific studies. 1 think
that's an important point to bear in mind for
the future.
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R.F. Benson (US)

respond. Several mentions were made of the

1 would like to

Gulf War, but, if my memory serves me right,
it was under President Ford that he had to rely
on HF communications to get information when
the ship the Miagez was hijacked. The only
information that could get through, at that
time, was due to HF because some of these
other systems were not operational or failed or
for some reason they were not suitable. From
the multiplicity of communications, if we
think in terms of, for example meteor burst
communications, the aspects there are low
cost, and the propagation path disappears so
that would be very useful for military
applications when some information has to be
transmitted without interception. I think we
have had many experiences of that in the past
in this panel. The other thing, if the military
ever needs reminding of why not to put 2ll the
eggs in one basket, they could use NASA as an
example. I remember, that not too many years
ago, the emphasis was to do everything on the
shuttle. If you wanted to do any research at all
you did it on the shuttle because we are going
to do away with all our rockets, and the shuttle
will be all things to all people and it will do
everything. NASA has realized its mistake on
that and now they are trying to go back into a
multiplicity approach and have unmanned
rockets as well as the shuttle program. 1 think
that it is always a mistake to throw all your

eggs into one basket.

J.S. Belrose (CA)

approach to modern communications systems

The multiplicity

will be addressed at our meeting next fall
where we are going to talk of multimedia. Is
Paul Cannon here? Are you going to have
ELF/VLF as one link in your multimedia?

P.S. Canon (UK) 1 agree with the
comment that you shouldn't put all your eggs
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in one basket. There will be a meeting next fall
on multimedia propagation and the basic theme
of this meeting is: sometimes you may
deliberately or sometimes you may
accidentally have propagation by two paths.
Sometimes that causes you problems, but on
many occasions actually it gives you diversity
in your system. I strongly support the idea

that we should pursue various lines.

V Lammers (US) In response to
Dr. Belrose's comments on Dr. Schweicher's
proposal. It is true, there are HF systems that
are troubled by propagation. In the US we
constantly see the same thing, that after a
system has been developed, it is found out that
propagation hasn't really been taken into
account. We use the same argument among
ourselves. I work for the Rome laboratory
which has the charter for propagation in the
US Air Force. We are slowly being driven out
of propagation. I am not an HF or VLF or ELF
man I am a microwave man, but there is
practically no more propagation research in

our organization in the microwave region.

‘Although it appeared that HF had a

renaissance when the over-the-horizon radar
was going to be improved beyond what's
currently available, with the change in the
political situation the HFDF community are
struggling as well. We all have our arguments
as to why our work is important. That doesn't
necessarily mean that the people who control
the purse strings agree to that. I guess that a
lot of work has 10 be done to justify ELF or any
other propagation work for that matter.

J.S. Belrose (CA) Thank you
Mr. Lammers. Any other comments? Could we
stimulate a comment from Dr. Albrecht about
his interest in the land sea boundaries and
propagation across the ground and interesting
problems with respect to VLF/LF, that topic
wasn't really diocumd st this meeting. I am

sure he could make some comments from his

knowledge and points of view.

H.J. Albreicht (GE) Thank you, I
wanted to stay out of the discussion. I am
presently speaking with a rather strange
accent, I apologize for my cold. The subject is
of course very interesting and I guess the
question concerned with the importance of
propagation research seems to follow a cycle.
In the defence research area some
reorientation is necessary. | remember that
towards the end of the sixties, HF was declared
not applicable any more. There was no need to
do any research because there will be
satellites. Then HF was reborn as an
important way to communicate. Then again it
was declared superfluous. In the past this
seemed to follow the sunspot cycle (an 11 year
cycle) for some unknown reason. I don't know
whether the sunspots have something to do
with it. The ups and downs in HF being
popular, and the older ones of us know this. I
think it is most important that, in the whole
field of electromagnetic wave propagation, a
certain standard know how must be preserved,.
so that we can respond to any particular
specialized question. This also includes the
subject that you asked me particularly to
comment on, on the surface and near surface
propagation. I think that a certain research
areas should be followed, and we should be
interested to do that. I know that there will be
problems to justify such work at the present
moment. It is very short sighted to declare
this or any other area superfluous at this very
point. We are in research and research means
that it is a long termed development. That is
about all I can contribute.

J.S. Belrose (CA) Thank you
Dr. Albrecht. I think your comments are well
taken. Would any body else like to say
something? Dr. Bonifazi -



C. Bonifazi (IT) I don't want to make any
comment on the present discussion. 1 think it
is interesting. You have to not only to do the

research but also to tell about your research.

I want to add something concerning the
future, the near future. It could be useful to
view the tethered system as an antenna
application for ELF/VLF. And to move from
the first scientific investigation to the
application we need to do something more.
And the SEDS program that Bannister was
presenting is one of the key elements in this,
To make clear that when I was making some
comments in my presentation I was required to
do it because the Italian Space Agency is
formally working with NASA in this project.
A few years ago we formed a joint (NASA,
Italian Space Agency) working group. During
the last two or three years, due to some
miscommunications, something went wrong.
We are informing NASA that the Italian Space
Agency wants to collaborate with them in the
SEDS program, for the simple reason that we
have invested a lot of money in this new
technology, and it is extremely important that
this new technology be tested in flight. 1
think that what concerns the antenna
application of the tether, it is extremely
important that you have the new technology,
2specially the plasma contactor technology,
which is essential for the simple reason that
you will never get a current of 100 amps using
an electron gun. In addition to having a high
current and proper modulation you need a new
device, and the plasma contactor is the proper
one. The future is, in my opinion, with this

new technology and this new system.

U.S. Inan (US)
for identifying the area of nighttime

1 want to thank Jerry

propagation and the day/night terminator type
of issues which really have been neglected in
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the past. But to add a bit more extended vision
to that. We have to realize that the mission of
NATO now is in transformation and indeed the
military aspect of the mission of NATO may
not be as strongly emphasized in the future as
it is now or has been in the past. What we have
seen in this meeting is a bringing together
people who have worked on the practical
aspects of propagation, and those of us who are
using VLF now to study the earth's
environment. It is the environment, as Jerry
mentioned, that we know very little about. In
terms of the global change and the mission to
planet Earth type of issues, VLF is going to be
required to understand that region of the
upper atmosphere which we call the
ignorosphere. This community of experts that
we have here have all things to contribute.
Another side of it also is that any country or
collection of countries, in this case, cannot
afford to lose expertise in an area like this.
The investigation of the issues, like the ones
Jerry raised, is an excellent way to maintain
that expertise and promote it and at the same
time contribute to the educational charter of
NATO, if it develops into a charter like that as
it transforms itself. These are issues,
electromagnetic propagation, scattering type of
issues that manifest themselves rather
uniquely in isotropic media which is the

earth's ionosphere.

One of the concerns of us, as pioneers
in the field of radio wave propagation, is the
problem of having fresh blood coming in. Who
are we to transfer our knowledge to if the fresh
blood doesn't come in? I think all of you in all
your organizations are concerned with that
matter, in discussion with those that are
providing the resources for the continuation of

the research.

J.S. Belrose (CA)
note, we need to end our round table

I think on that
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discussion. Is there anyone else who wants to

make a final comment?

Well, let me thank you very much
indeed for what I think was a useful and an
enjoyable meeting; and this session has, I
think, been a very useful discussion of the
future for our work. The subject of the
meeting, as I have already said, brought back
nostalgic remembrances for me -- I enjoyed the
opportunity to discuss this subject again in an
AGARD forum, after 11 years. And, as 1 have
also told you we (in our Laboratory) could
make new contributions to the field, since
during the past few years we reactivated
research relevant to the subject matter of this
conference. Let me close the technical part of
the program and turn the meeting over to our
panel chairman, Dr. Richter, who will conduct
the closing ceremonies. Thank you gentlemen.

Thank you ladies.
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