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Preface

Recent advances in combat automation technologies offer significant potential for improving overall mission effectiveness.
Development of advanced situational awareness display concepts, parallel distributed computer architecture and tactical
information fusion techniques have paved the way for new operational capabilitics and weapon system employment tactics.
Harnessing these innovative technologies is critically dependent upon establishing an effective and intuitive pilot vehicle
interface.

Presentation of accurate situational data at the right time in an appropriate format remains a significant challenge. Effective
combat systems must employ anticipatory control laws, data management and display techniques. Consequential trend
information based on both current decisions and alternative courses of action is essential. A well integrated system must
recoucile multiple and potential conflicting data sources relative to the current and projected tactical situation and aircraft state.
Future manned fighter systems must be capable of providing automated command guidance and signal limiting when
appropriate, e.g. ground collision avoidance cues, AOA/g limiting, etc. Additionally, future systems must also correctly
harmonize the automatic functions consistent with the pilot’s intention and total tactical situation.

It was decided by both the Flight Mechanics Panel and Guidance and Control Panel of AGARD that a jointly sponsored
Symposium on these topics would be both timely and effective.

The Symposium addressed changing and possible future operational scenarios, advanced technology concepts, application
issues and experimental development efforts and included sessicns on: combat mission application, tactical decision aiding and
information fusion, situation awareness, Juman capabilities and limitations, and design and evaluation of integrated systems. It
closed with a Round Table Discussion on the prospects and limitations for combat automation.

Preface

Les progres considérables réalisés récemment dans le domaine des technologies d"automatisation du combat laissent prévoir
une amélioration de I'efficacité globale de la mission. Le développement de concepts avancés de perception de la situation,
l'architecture informatique répartie en parallele et les techniques de fusionnement des informations tactiques ont ouvert la voie a
de nouvelles capacités opérationnelles et a dc nouvelles tactiques de déploiement des systemes d'armes. L'exploitation de ces
technologies novatrices passe obligatoirement par I'élaboration d'une interface intuitive pilote-véhicule.

La prisentation de données fiables sur la situation tactique au moment opportun et au format appropri€ est un défi appréciable
qui reste a relever. Pour étre efficaces, les systemes de combat doivent faire appel a des lois de pilotage a anticipation et a des
techniques de gestion et de visualisation de données. Il est essentiel de disposer d'informations conséquentes sur I'évolution de la
situation, basées a la fois sur les décisions en cours et les possibilités d'action alternatives. Un systéme bien intégré doit concilier
de multiples sources de données, potentiellement eontradictoires, relatives aux situations tactiques courantes et projetées. ainsi
qu'a I'état de I'aéronef. Les systemes intégrés des futurs avions de combat pilotés devront étre en mesure d'assurer le guidage par
télécommande automatisé et la limitation du signal le cas échéant, pour I'évitement d'obstacles par exemple, ou pour la
limitation de 'TAQA/g etc. En outre, ces systemes devront pouvoir coordonner les différentes fonctions automatiques en
conformité avec les intentions du pilote et 1a situation tactique globale.

Les Panels AGARD de la mécanique du vol et du guidage et du pilotage ont considéré qu'il était opportun et profitable
d'organiser conjointement un symposium sur ces sujets.

Ce symposium a examiné I'évolution des scénarios opérationnels etles scénarios futurs, les concepts technologiques avancés, les
applications et les programmes de développement expérinientaux. Les différentes sessions ont porté sur: les applications aux
missions de combat, le fusionnement des données et les aides a la décision tactique, la perception de la situation, les capacités et
les limitations humaincs et la conception et I'évaluation des systemes intégrés. Le symposium s'est terminé par une table ronde
sur les perspectives et les limitations de I'automatisation du combat aérien.
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Technical Evaluation Report

Irving C. Statler
Chief, Aerospace Human Factors Research Division
MS 262-1 NASA Ames Research Center
Moffett Field, CA 94035-1000
US.A.

This is a report of the symposium on “Combat
Automation for Airborne Weapon Systems:
Man/Machine Interface Trends and Technologics™
sponsored by the Flight Mechanics and the Guidance

CLASSIFICATION

This symposium was classified NATO-SECRET by the
Technical Program Committee to ¢nable total freedom
in the presentations and in the ensuing discussions of
this critical problem area. In fact, oaly four of the
presentations were classified; three NATO-

and Control Panels that included a session sponsored by
the Aerospace Medical Panel and a review of another
recent relevant symposium from the Avionics Panel.

CONFIDENTIAL and one NATO-RESTRICTED.
This Technical Evaluation Report is UNCLASSIFIED
because no reference is made to any of the classified
information presented or discussed during the meeting.

FOREWORD

My evaluation of this symposium and of the
presentations and discussions is considerably biased by
my personal perceptions of the issues confronting the
designers of the machines with which humans will be
required to interact, particularly when those machines
have certain attributes that might be considered as
“intelligent.” Therefore, it is probably well that the
reader be aware of these biases prior to considering my
evaluations.

Our experiences with automation in aviation give us
adequate cause to question whether the current design
philosophy based on allocation of functions and reliance
on human adaptability will suffice for designing the
systemofﬂxefmmcivilmdmilitxymow
missions. We continve to discover that new
technologies invariably introduce new problems becausc
the systematic consideration of human cognitive
capabilitics and limitations is not typically a part of the
design of the aircrew station. Human error among
highly skilled, strongly motivated individuals such as
aircrew is only rasely explained by carclessness and
more commonly is a product of sysiems and procedures
mismaiched (0 the mechanisms of human information
processing. Technically complex systems continue 0
bz designed assuming the operator will provide al! the
adaptive control and integration required for 2ffective
operation. We are finding that such systems frequently
only work in the most benign environments, sad that
training does not compensate for bad design.

Consequently, I am biased sowsrd the noed for adopiing
a philosophy of "“human-centered”™ design for

automation, and for evaluating human-factors issues in
the carliest stages of every major system development.
In a human-centered design, the human role is treated as
central and the machine is used to assist the human in
achieving his goals rather than to supplant him. In
most applications 1o aviation, the problem area is not
that of automation, but, rather, of partial automation in
which the human is expected © make the decision, but
must rely on computer-mediated data from sensor
hardware for 2 portion ¢! th+ information that is
necessary for him to make that decision, and must share
the responsibilities for control with the machine.
Therefcre, [ become concemed with any new offering of
automation in which the designer has not obviously
asked the question “In this situation, what is it that we
expeci the human to be able to do?” , followed by the
question "What information and what conirol musi he
have in order to do i1?"”

Another of my biases is that I do not accept the
connotation of intelligence when applied to machines.
As we have not yet found a universaily acoeptabie
definition and objective metric for human iniclligence, |
hardiy think we are in any position o claim that we arc
nblemmmxlunemlhgm. Bcehaviors of
animals, robots, or even simple machines may be
perceived as “intelligent™ by the naive observer when
they eniril none of the perceptual and cognitive
processes associated with human intelligence. All
automation might be viewed (by an observer of its
operation) as appesaring 10 exhibit some aspect of
irdclligence, but artificial or machine “intelligence” is
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quite different from human intelligence, and it serves no
useful purpose to try to relate one to the other.

Also, I am biased against the declaration of data by the
display designer as “information.” When the human and
the machine must share information to achieve a
mutually agreed upon decision, the process entails an
interaction that is comparable with communication
among members of & human team. The display
interface corresponds to the “language” of
communication, but understanding requires more than a
common language. In stating the purpose of this

symposium, the Technical Program Committee said
“Presentation of accurate situatioral data at the right
time in an appropriate format remains a significant
challenge.” 1 totally agree with this statement.
However, displays present data (not information), and
their timing and format alone do not ensure that the
operator has sufficient information to make the correct
decision.

Having now been wamed of my biases, the reader is left
to hissher own perceptions of how fairly I have treated
the evaluations of the presentations at this symposium

SYMPOSIUM THEME

The Technical Program Committee stated that the theme
of this meeting was the following:

“Recent advances in combat automation technologies
offer significant potential for improving overall mission
effectiveness. Development of advanced situational
awareness display concepts, parallel distributed computer
architecture, and tactical information fusion techniques
have paved the way for new operazional capabilities and
weapon system employment tactics. Harnessing these
innovative technologies is critically dependent upon
establishing an effective and intuitive pilot-vehicle
interface.

The human operator’s information-processing bandwidth
is limited and must be augmented if the manned fighter
is going to be effective in the projected high-threat
environmeni of the late 1990's. Tactical decision aiding
vis-a-vis knowledge-based system technology smoothes
the transition berween multiple, short-time-line, event-
driven critical combat decisions. During times of
intense hign mental workload, where the pilot’ s

attention is exclusively devoted to high priority tasks,
the off-line automated combat functions continue
processing input sensor data for storage and later
presentation to the pilot.

Preseniation of accurate situational data at the right time
in an appropriate format remains a significant challenge.
Effective combat systems must employ anticipatory
control laws, data-management and display techniques.
Consequential trend information based on both current
decisions and alternative cowses of action is essential.

A well integrated system must reconcile multiple and
potential conflicting data sources relative to the current
and projected tactical situation and aircraft state. Future
manned-fighter systems must be capable of providing
automated command guidance and signal limiting when
appropriate, e.g. ground- collision-avoidance cues,
AQA/g limiting, etc. Additionally, future systems
must also correctly harmonize the automatic functions
consistent with the pilot’s intention and total tactical
Situation.”

PREVIOUS AGARD ACTIVITIES

The AGARD Technical Panels have shown a long
history of concem: about the man-machine interface.
The very first meeting of the Guidance and Control
Panel (GCP) in September 1966 was on *“The Human
Operator in Aircralt and Spacecraft Control.” The
Avionics Panel (AVP) sponsored a conference on
“Antificial Intelligence™ in 1971, and one on
“Automation in Aerospace Systems” in 1972.

In 1981, the GCP sponsored a symposium Litled
“Impact of New Guidance urd Control Systems on
Military Aircraft Cockpit Design™ at which there was
strong caulion expeessed against accepting . new
technology until it is established that it actually reduces
crew “yorkload.

The Symposium sponsored by the AVP in 1982 titled
“Advanced Avionics and the Military Aircraft:
Man/Machine Interface™ (Ref. 1} was another reflection
of this concem. The theme of that meeting stated “To
obiain the maximum benefit from advanced avionics
requires that the most careful consideration be given o
the interface between avionics systems and aircrews.”
Many of the papers preseniod at this conference addressed
the human factors of new avioni sysiems, and, in his

Technical Evaluation Report on that meeting, R.A.
Chorley said “It is pointless to build aircraft with superb
performance, and (o man them with highly intelligent,
kighly trained pilots, if restrictions on the rate of flow
of information from the machine to the man, and on the
rate at which the man can make inputs to the machine,
are the limiting factors in the performance of the overall
man/machine systems.” The wisdom of this
admonishment may be reflecied in the fact that few of
the advanced display technologies described at that
conference have yet to be incorporated into cockpits ten
years later. We are still not centain on how to use color
and voice to improve human-machine communication.

In 1988, the GCP convened a Working Group to address
the recommendations that had been made in 1981 as a
conseguence of a study on “Automation in Combat
Aircraft” sponsored by the U.S. National Academy of
Sciences. (Ref. 2) The AGARD Advisory Report No.
228 of that GCP Working Group, published in 1986,
noted that, despite the multi-disciplinary composition of
the Group, the unifying theme that evolved was a
concem for the pmmionofafac:i:mn environment
in which the control and cognitive capabiiities of the
human can be combined and optimized.”
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The Aerospace Medical Panel (AMP) sponsored a
symposium in 1986 titled “Information Management
and Decision Making in Advanced Airborne Weapon
Systems” at which Lieutenant General P.D. Manson
said in his welcoraing address “The very systems that so
capably digest, transform, and present combat
information to the crew of an aircraft can themselves add
to the increasing complexity and information burden
which these humans must bear.” (Ref. 3) In his TER
of that meeting, Dr. Robert J. Wherry, Jr. said “The
corplex problems surrounding man-machine
information transfer and information management in
modern airborne weapon systems have already reached
the critical stage......The enormity of the human factors

nroblems to be solved must be clearly and carefully

e . .. ‘l! L

These few examples from ihs history of AGARD
activities, and the support of this symposium by four of
the nine Technical Panels of AGARD indicates the
importance and the cross-cutting nature of problems :
associated with human-machine interactions. AGARD, !
has recognized that the ability of the acrospace
community to make full use of developments in
automation is critically dependent upon establishing an ,
effective and intuitive pilot-vehicle interface. At this i
symposium, AGARD, once again, convened an

exceptional group of experts to address this continuing b
and complex problem,

INTRODUCTION

For the foreseeable future, therc will be very few
activities or missions in acrospace that will be
accomplished entirely by autonomous systems without
human involvement. Human intelligence and the
ability it confers to exercise judgment and, thus, to deal
with unexpected situations will warrant the services of
the human member in future systems. All of the future
missions will be performed by a composition of
integrated technical, human-biological, and human-
social subsystems with shared responsibilities among
crew members and machines in flight and on the ground.
We will rely on the human subsystems for all critical
decisions 1o ensure safe, reliable, and effective
performance of the missions ¢ven in totally unexpected
situations. The human's role in our complex acrospace
systems appears o be sacure for a number of decades to
come. Consequently, the psychological needs, as well
as the physical capabilities and limitations, of the
human must be considered as fixed constraints in the
total system design.

The classical situation of human factors has been that
some inachine has been developed to do some task, and
thc human-operator aspects of controlling this machine
and of being trained to do so have been dealt with in due
course. The human in between the displays and controls
has been used as an adaptive mapper relating his
interpretation of the displiays into control actions.
Human factors considerations have gone unidentified
until with their eventus! discovery shey cause expensive
redesign or jeopardize mission success. Until recently,
machines and missions were sufficiently simple and
there remained sufficient margin to the hunan operator’s
capability that he was able 10 adapt 10 the noeds of the
machine or unexpected sitations and still perform the
mission. We could take advantage of each new
technology as tong s the human perceptual capebilities
were sufficient 10 provide all the information he reeded
10 operate the system reliably. Unfortunately, this
concept has been carried over into the designs of
advanced automated systems in which the demands on
humsn adaptability for robust operation has exceedod
human capability. There has been a tendency 10 exploit
that which is technologically feasible, leaving 10 the
human pilot those remaining tasks which have 2scaped

automation, together with the new tasks which are
invariably generated.

We now havesystemsmddevmonboaxdommodem
aircraft that permit virtually full automatic flight from
shortly after takeoff through landing rollout, with
increased precision and decreased flight crew workload.
These high levels of automation and the “glass
cockpits” have been well received by the piloting
community. Pilots believe that automation on flight
viecks is a good thing, and the majority enjoy flying
<utomated aircraft. However, we have not yet
accumulated sufficient experience to praise or condemn
with assurance. These new aircraft are designed to work
best “hands off™ during nominai operations, and they are
excellent in this mode. It is only when the pilot must
intesvene in an off-pominal situation that human factors
issues ever come to light; but, these systems are
designed 0 very high standards of reliability. Off-
nominal situations due (o system failures or situations
outside design limits are rare, and most pilots have not
yet encountered one.

Nevertheless, several accidents, and a large number of
incidents reported (o the NASA/FAA confidential
Avistion Safety Reporting System, have been associated
with, and in some cases appear to have been caused by,
the interaction between automation and the operators of
the aircrafi. While automation conveys very significant
bencfits, the aviation community clearly perceives in
automation a potential threat to air safety. Anecdotal
reports of problems with sutomated systems are
abundant, and mostly these have not been the results of
failure in machine reliability, but rather of failure of
informatior management and communication between
the machine and the human operator. We have learned
from: these reports that the intzoduction of automation
has had unanticipased effects on human performance and
has introduced new kinds of system faults,. We have
leamed that automation is not an easy way to fremove
human enror from the system. Our experience with
sutomation indicates that its introduction usually
relocsies and changes the nature and consequences of
human crror, rather than removing it We now know
that the new errors creaied through automation can, in
fact, be worse than the types of errors alleviated through
automating.
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Flight crews have ignored (or have been unaware of)
important instrument readings such as fuel levels, have
failed to hear warning devices, have deviated from basic
operational procedures, have shut down the wrong
engine or thrown the wrong switch, have failed to
coordinate crew activities, have apparently become
totally disonciicd, and have coatianed to rely on the
autopilot when it clearly was not operating propezly.
Automation has acted in ways not expected or desired by
the pilots. In some cases, automated warning devices
have failed or been rendered inoperative and flight-crew
procedures have failed to detect, by independent means,
an unsafe configuration. In other cases, automation has
operated in accordance with its design specifications, but
in a mode incompatible with safe flight under particular
circumstances. We have also received reports of
incidents from commercial aviation that have been
identified with too littie -»orkload in some phases of
flight to the point of complacency, lack of vigilance,
and boredom. Others have been associated with too
much workload in off-nominai situations, particularly
when the automated systems call for increased head-
down operations during these times. In still others,
automation has not wamed, or flight crews have not
detected, that the automation was operating beyond its
design limits or unreliably.

Intervention by the aircrew is further complicated by
inadequate feedback 0 the operator about system status
for timely diagnosis should an oft-nominal situation
occur. The causes of some failurcs may not even be
available to the crew in flight. For example, a few
pilots have been led to believe they had jammed
throttles when angle-of-attack-envelope protection was
autononsous and not easily overridden. The AGARD
Advisory Report No. 228 stated “If an iniegrated
automatic emergency system suddeniy alerts the pilot to
a potentially hazardous situation which has been
buslding up for some time, and which invoives the
combination of a number of factors, the fact that the
man hos not been a party to the development of the
situation may result in considerable and unaccepiable
time cosis while he reorients himself. Therearea
number of questions raised by this problem which have

less to do with automation per se, but rather with the
way in which information is presented to agircrew.”

The evidence of problems of human interactions with
advanced cockpits has become so pervasive that the new
U.S. National Flan for Aviation Human Factors (Ref.
4) assigns highest priority to encouraging the
development of procedures for evalvating human factocs
issues as part of every major system development.

We do not know how to design a complex, automated
machine in such a way that it will fit paturally into a
human organization. We have little appreciation of
cither the potential or the limitations of partnerships
betwoen humans and automated or advisory machines, or
of how these interactions affect relations with other crew
members or total crew performance. A lack of
understanding of and appreciation for the characteristics,
needs, and limitations of human performance and
behavior manifests itself today as mistakes in the
designs of flight-deck displays and controls, unrealistic
procedurcs, excessive training costs, and a challenge to
human adaptability. For certain, our experiences with
automation in aviation give us cause to question
whether the current design philosophy based on
allocation of functions and reliance on human
adapizbility will suffice for designing the systzms of the
future acrospace missions.

1t was against this background of experience and
concems, that the four AGARD Technical Pancls,
AMP, AVP, FMP, and GCP, joined in producing this
sym- sium. It is against this same backgrouad also
{together with the personal biases of which the reader
was forewamed) that I offer my comments on the
presentations and discussions over the three days of
meetings. These comments constitute my personal
evaluations of and observations on the content of each
presentation. In no sense are they intended to
summarize the extensive research and the significant
findings that are represented by these papers. The reader
can expect to understand my commenis only if he has
read the complete paper provided in this publication of
the Conference Proceedings.

THE PROGRAM

Keynote Address

Air Vice-Marshal lan MacFadyn, Assistant Chief of the
U K. Defense Staff Operational Requirements (Air
Sysiems) presenind the Keynote Address and was an
cloquent spokesman for, as he put it, the “Man” in this
symposiwn's “Man-Machine” interface. He pointed out
that the systems in aircraft have not only been
increasing in number, but also in complexity.
Automation has been pursued as the solution o helping
the pilot cope with this - “lem, but it has been applied
randomly and not as an insegral component of the man-
machine system.

Sophisticaied iechnologics that appear 10 offer
significant poteniial improvements have, in fact,
satursied the crew with data whea what is needed is

information. Air Marshal MacFadym attributed some of
the current difficultics to the fact that cockpit designers
have ignored the philosophy of Paul Fitts in allocating
tasks hetween man and machine according to their
capabilities. In view of the fact that the work of Fitts
was referred to several times during the course of the
symposium, I will offer most of my comments on the
subjoct here, up front.

In 1951, Fitts, in 2 landmark paper, (Ref. 5) developed
a list comparing the functions for which man is superior
o machines 0 the functions for which the machine is
superior %0 man. Ever since then, this list (or variations
of it) has bozn used as a basis for comparing man to
machine and choasing the one that fits best %0 pesform a
have been made in reducing the probability of some
kinds of pilot error, the design philosophy based on

ey i v, T bt ¥ e S AT U

)

o

-t




allocation of functions between men and machines has
not been successful in coping with the increasing
complexity of modern aviation systems. All attempts
to build ai.u 2xpand upon this concept have led to
difficulties and contradictions. The facts of the Fitts list
are correct, and yet the concept has failed to produce
reliable systems. Final designs seldom looked like the
initial allocations based on the list, and efforts to rebuild
the tables based on actual allocations were abandoned
because the lack of fit was obvious. The problem is
that men and machines are not comparable, they are
complementary and must not be treated as competitors
for assignments.

The Working Group that produced the AGARD
Advisory Report No. 228 made the same mistake by
basing their review of the man-machine interface
prot:iem on the means for the allocating aircrew
functions to human or machine agents, and by making
the first principle of their design guidance “An
appreciation of what can be automated from the
technological viewpoint.” In fact, most of their report
is devoted to what can be automated, and very little to
what should.

It is »~rth recalling the guidelines suggested by Wiener
and C..ty in their 1980 landmark paper titied “Flight
Deck Automation: promises and problems” (Ref. 6)

as they foresaw many of these issues. They pointed
out, even then, that the question was “not whether a
function can be automated, but whether it should, due to
the various human factor questions that are raised.”
Their caution o designers to be aware of possible
behavioral effects of automation is still valid, and is
supported by recent evidence, a decade later.

Air Marshal MacFadyn says correctly that we must find
ways to assist the pilot’s “natural instinctive and
intuitive qualities of being unprediciable.” He pointed
out that while the machine obeys laws and can be
explzined by formulae, man follows few laws and is
highiy unpredictable. This makes it exceedingly
difficult to harmonize the human aind the machine
components of a system. He noted eppropriately that
“aircrew error” is a “convenient catch-all for accidents
caused by inadequate training, ill-defined operating
procedures, or even bad design of the cockpit interface
which itself only exacerbates the problem during a high-
stress situation.” Not only do I agree with this
statement, but I would express it evea more strongly.
All too often, we have blamed the symptom of a
mistake by the sircrew when the underying cause was a
display, & control, a procedure, of even a training that
induced the error because it was nok a8 human-centered
design for the situation encountered.

However, the solutions 10 the problems posed by Air
Marshzal MacFadyen are not to be found in the rote
applicatior: of Fitts’ principles. As he said “Only by
understanding man's capabilities and limitations will it
be possible 1o cesign integrated avionics sysiems wkich
maich man’s requirements and result in effective man-
machine combination.”
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Session I - Combat Mission Application

There is no argument with the claim that the crews of
our modern military aircraft need help, and the
representative mission scenarios analyzed in the three
presentations of the first session provided ample
supporting evidence of this claim. Not only have the
missions become more complex and demanding of the
crew-aircraft systems, but each system is expected to
have multi-mission capabilitics. Low-level penetration
and attack, combat at extreme angles of attack, and the
effective utilization of combined manned and unmanned
air vehicles addressed by the authors of the three papers
presented in the first session are compelling examples of
the current dilemma. The crews need help, there are
technologies which appear to be able to come to their
aid, but we are not certain that we know how to
implement the total human-machine system with
assurance that it can cope with any unexpected situation.

In the scenarios described in these three papers, and in
many others today, both in and out of aerospace, we are
trying to design for shared command and control of
highly dynamic events among dispersed agents some of
which are human, and each of which (whether human or
not) has its own intentions, knowledge base, and
perception of the stawe of the world. The combat
situations described in the three papers of this first
session represent a small subset of this broader problem.

1. Guidance and Control for Low-level Penetration and
Attack (NATO CONFIDENTIAL paper -
UNCLASSIFIED Title) BAGLIO, V. (US))

Low-level penetration for a ground attack in the lethal
environment of today’s surface-to-air capabilities is a
particularly difficuit mission for which the pilot needs
al! the help he can get just to stay alive, much less hit
his target. Mr. Baglio clearly showed that there are
technologies that could help the pilot to navigate over
unknown terrain to a target while staying very close to
the ground, avoiding obstacles and detection, and
selecting the best choice of target from among several
possibilities in real time. Although this capability has
been demonstraicd in flight as weli as in man-in-the-
loop simulations, | too must ask the question that was
put by a member of the audience: In an aggressive,
low-level flight trajectory involving rapid avoidance
mancuvers that are commanded by sensor inputs, and an
automatically controlled curvilincar bombing run during
which the aircraft may never be aimed directly at the
target, how can the pilot maintain sufficient awareness
of the situation to accomplish his purpose for being
aboard;, numely, to provide the flexibility to cope with
the unexpected? The author replied that this had not
appeared as a problem during the evaluations. In this
scenario, many unpredictable things can happen to place
the situation outside of the nomina! for which the
system was designed. It then falls upon the pilot’s
flexibility and adaptability to compensate. All too
often, validation experiments are performed solely to
demonstrate that the technology can do its job when
they should determine also whether, if required, the pilot
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2. X-31A Demonstration of Integrated Flight and
Propulsion Control for Effective Combat at Extreme
Angles of Attack FRANCIS, M.S., FOWERS,
S.A. (US.), KUNZ,E,, (GE), & DE VERE
HENDERSON, H. (U.S.)

The devzlopment of the X-31A was predicated on the
admirable concept that a fighter aircraft would have a
significant advantage in close-in combat if it could
maneuver controllably beyond the stall boundary. It
was found that thrust vectoring combined with this
capability offered additional potential benefits in
enhanced maneuverability, The authors stated that it
was essential to an assessment of the benefits of this
enhanced maneuverability to design a vehicle with a
“..highly integrated ‘pilot friendly’ aerodynamic and
propulsion flight control system...”. Their
interpretation of user friendly was that the complex
control interactions had to be transparent to the pilot.
However, making these control interactions transparent
to the pilot means he does not know which of a
multitude of combinations and permutations of vectored
thrust and aerodynamic controls are being used in a very
complex flight-control-law system. This is
unacceptable unless the machine has gbsolute fail-safe
reliability under all circumstances; otherwise the pilot
will find it extremely difficult to diagnose problems and
take proper corrective action. For example, he is
expected to select a different switch position depending
on whether the loss of data on angle of attack and yaw is
due to a failure of the inertial measurement system or of
the signals from the vanes. Can we be certain that the
pilot will be capable of recovering from a failure in time
when the cause has been obfuscated?

This is an extreme example of a common fault of new
aircraft systems in which the computers introduced
between the aircrafl’s state sensors and the displays and
between the pilot’s inputs and the highly automated
control surfaces of the aircraft serve to obscure the
pilot’s image of his aircraft. Previously, displays and
controls were both directly coupled to the aircraft so that
the pilot was able to construct the mental image of the
aircraft state directly from displayed responses to his
control inputs. Today, engineers can easily incorporate
logic into the airplane itself, but the computers
introduce (by design or otherwise) dynamic mappings of
their own so that the pilot is no longer able to relate the
displays directly to the aircraft state or his ~ntrol inputs
to the aircraft’s responses. Arbitrary delays, spatial
scparation of cause and cffect, and discrete,

discon.* .uous subsystems tend to obscure cause-effect
relationships. The pilot is insulated from the aircraft
and develops a compleiely different image of the system
he is operating than he would if the computers were not
there. Consequently, any failure of the computers
(cither due to eloctro-mechanical failure or an unexpected
situation) requires the pilot to intervene in a system
with which he is not currently farniliar,

The authors of this presentation recognized that even the
extensive simulator work has not provided an adequate
understanding of the problem of ensuring the pilot’s
awareness of his situation at all times during mancuvers
at very high angles of attack. This is due, in large part,

to the complex maneuver sequences that cause
disorientation. They have proposed a new head-down
display for the post-stall regime which could be useful
only as a training tool as the pilot would need to be
looking out of the cockpit in combat.

This is another example in which the system’s control
feedback has been inadequate for the pilot to maintain
effective control. The hysteretic behavior of lift and
moment discovered during dynamic pitching maneuvers
is also likely to make the pilot’s life interesting. I
strongly support the authors’ summary statement that
“The key challenge to effective control is a compatible
and properly tuned pilot-vehicle combination.” Ina
human-centered design approach, this challenge might
have been confronted first.

3. Integrated Tactical Aircraft Control RAMAGE, J.K.
u.s.)

Although the original paper that had been scheduled was
canceled, Mr. Ramage discussad aspects of the benefits
and problems of coupling manned and unmanned air
vehicles that were to have been addressed. He spoke of
the interest in developing the capability for an
internetted, pilot-supervised team of manned and
unmanned air vehicles that could exploit human
ingenuity to increase the effectiveness of both during
air-to-surface and air-to-air missions. In support of
these ideas, Mr. Ramage reviewed some of the lessons
learned from Desert Storm as seea by a sub-group of the
GCP. Pilot-aided weapons had great success, while
autonomous weapons were less successful in a clear
demonstration of the advantage of human adaptability in
the unpredictable battle over autonomous weapons with
limited flexibility. There appear to be significant
payoffs to enabling integrated pilot control over manned
and unmanned vehicles, but there are many critical
issues. The pilot is already overworked performing his
own mission. How, then, can he be expected to
maintain effective control of multiple UAVs considering
the issues of safety and the integrity of system-wide
management? This concept poses a formidable
challenge to developing the proper level and reliability
of automation, situation awareness, and communication
for sharing command and control among the: pilot, the
ground, the unmanned vehicles, and other manned
aircraft in the area. For certain a pilot could not cope
with this responsibility using current technology.

Session II - Tactical Decision Aiding and
Informatien Fusion

The sccond session was primarily concermned with
advisory systems rather than automation per s¢, and the
particular systems described by the authors of the six
papers in this session appear to be susceptible to the
same probiems that have traditionally plagued advisory
systems.

Many of the initiai expert systems, that were called
consultant or advisory systems, possessed very little
capability for supporting cooperative interaction with
human operators. People learning 10 use advisory
devices bring with them prior assumptions about the
siate of the world, and about cause-effect and goal-action




relations based on past personal experiences and
training. They use these assumptions in iying to
understand the instructions, in devising a plan of what
to do, and then in trying to understand why the machine
did not do what they had expected. Interference with
understanding and, hence, collaboration results when the
human and the advisory system do not have the same
representations of the state of the world (or of each other
or of the system that both are monitoring). People have
difficulty accepting advice that appears to be
inconsistent with their prior assumptions about the
actual and potential states of the situation. Current
advisory systems usually use question-and-answer
dialogs as the mechanism for achieving common
understanding through explanation. It has been
demonstrated, in a variety of applications of advisory
systems, that these dialogs are not conducive to
cooperative interaction because they must be structured
to fit the machine’s model of the world which may not
coincide with that of its human partner. The human has
no possibility of conveying to the machine his own
perceptions of the state of the world which may be
influenced by factors that have no meaning to the
machine. For instance, it seems inevitable that experts
will sometimes disagree and, yet, there has never been a
provision for an expert user to register that he does not
agree with what the system is doing, and to compare
reasons for his disagreement with the rationale of the
system. There is no possibility for the man and the
machine to discover how much each knows or what each
knows nothing about.

The problem is that, in the current state of advisory-
system design, the machine and the human are not
sharing information and perceptions about the state of
the world in a manner that will enable the gystem to
arrive at a consensus decision, and take an agreed-upon
coordinated action. The solution to the problem of
designing cooperative human-machine systems is not in
better interface designs or better explanations. The
problem and its solution reside elsewhere.

In the lieynote address to the'1987 AMP confercnce on
“Information Management and Decision Making in
Advanced Airbome Weapon Systems,” (Ref. 3) Dr.
Richard Malcolm (in his paper titled The Challenge of
the Transparent Interface) said “We are forced to the
conclusion that the mind and the computer work very
differenily from one another, and to try to force one to
do the other's job is folly.”

This dilemma is emphasized in the presentations of this
session because they all considered systems to assisi the
pilot in real time during highly dynamic situations
when the pilot does not have time to evaluate carcfully
the advice offered. If the pilot and his advisor do not
have precisely the same perception of the situation, and
the pilot does not have the time to clarify the
differences, he must arbitrarily select one or the other
when either or both may be wrong.

5. Planning for Air-to-Air Combat GRAY, LD. (UK.

Mr. Gray introduced this session with a particularly
good example of the complexities inherent in
developing effective real-time advisory systems. He

tackled the formidable problem of providing timely
tactical advice in air-to-air combat and the challenges
these pose to development of needed technologies. He
points out that the air combat environment is “very
dynamic, involves intelligent adversaries, implicit group
operations, and has very incomplete information
available within it.” M. Gray states that group
operations and ad hoc cooperative tactics have proven
difficult to formulate on a rational basis. However, he
fails to recognize fully the implications of the facts that
air-to-air combat is highly unpredictable and entails
adversaries who, while intelligent, do not always engage
in acts that appear rational to an observer. Mr. Gray’s
proposed solutions are based on implementing
procedures based on formal logic. But these are not at
all the way a human analyzes a problem and arrives at a
decision. Mr. Gray says his process can account for
actions taken by the adversary that are suboptimal or
unexpected, but can it take account of an irrational
move? For example, limits of the V-N diagram used in
constructing this logic may mean nothing to the
desperate adversary in air combat. The situation is
similar to the problem of machine chess. The masters
have frequently defeated the machine by making illogical
moves. Even if Mr. Gray succeeds in finding ways to
prune his search/planning tree to reasonable size in order
to produce a plan in time for the pilot to peruse and
consider it, do we have any assurance that the pilot will
find the plan acceptable---or even understandable? The
search tree for coplanar engagements limited to
conventional moves is already too large. In all
likelihood, it will become necessary to introduce
heuristic pruning, but heuristics have never proven
successful in any comparable application of expert
systems. Of course, there are the tremendous benefits to
be realized from timely advice to the pilot engaged in
air-to-air combat noted by Mr. Gray, but we do not yet
know how to do it with any assurance that the advice
will be correct and accepiable to the pilot under all
circumstances.

Certainly, mission planning priof to execution of the
mission is a candidate for an advisory system, and a
great deal of work has gone into developing such
systems. However, this too should be designed for
maximum interaction with the aircrew because planning
is an essential part of training for the mission. 1t gives
the crew the opportunity to think through the mission
and prepare for contingencies. We need to understand
the entire process of mission planning. With proper
design, a computerized mission-planning advisor can be
used to reinforce this essential process. On the other
hand, I have great reservations about the us¢ of
automated re-pianning in real time (i.e., in flight)
because: of the importance of the crew involvement in
the planning process.

I am not certain that {otally automaied in-flight mission
planning is a desirable capebility for most military
missions. However, an advisory system could be useful
when we leamn how to design it for effective
communication with the human responsible for the
mission planning and for its execution.
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6. Pilot Decision Aiding for Weapon Delivery: A novel
approach to fire control cueing using parallel
computing BUFFETT, A.R. & WIMBUSH, R.M.

(UK)

Messers Buffett and Wimbush underto:k another
challenge nearly as formidable as that of Mr. Gray.
They tried to provide the pilot with decision aiding, in
the form of firing cues, for the use of air-to-air missiles.
Without a doubt, the scenario described by the authors is
yet another in which the pilot Gesperately needs help.
The nature of the challenges for fire-control cueing are
identical with tnose for advice in air-to-air combat;
namely, complex calculations over an extensive
search/planning tree must be carried out sufficiently
rapidly for the pilot to consider the advice prior to
taking an action, and the advice must be acceptable to
and quickly understood by the pilot. Once again, as in
the case of Mr. Gray’s advisory system, the process is
based on formal logic even though the adversary cannot
be expected to be logical.

The authors stated that “The detailed ‘end-game’ of a
missile fly-out is statistical in nature and probably
cannot be modeled ‘correctly’....” This being the case,
of what value will the advice be to the pilot? What
reliability is the pilot expected to attach to any advice,
and does making such judgments under the stress of the
battle-ficld engagement add to his already excessive
cognitive workload? Are we, once again, introducing
worse problems with the fix than existed before?

7. Aide 2 la décision tactique en combat rapproché
(Aiding Tactical Decisions in Close Combat)
SEGUIN, A. & GILLES, A. (FR)

This was another attempt to develop an advisor for
tactical decisions which is susceptible to all of the same
concems I expressed with regard to the previous two
papers of this session. A questioner from the audience
asked how the system coped with uncertainties, to
which the authors replied they had not yet looked at the
problem from this point of view. But is this not a
fundamental issue? This is an advisor to the pilot,
whose primary purpose for being aboard the aircraft is to
cope with uncertainties and the unexpected. Is it not
appropriaie 10 ask how well the advisor will perform in
assisting the pilot to perform this job?

8. A New Class of Mission Support for Combat Air-
crew PIPE, HJ. (UK.))

The problem addressed by Mr. Pipe was quite similar to
those considcred by Mr, Gray, Mr. Buffert and Mr.
Wimbush, Again, I have no argument with the
statement that the problem exists, and that the pilot
needs heip. 1do have a problem with the proposal that
we know how o build an acceptable soiution, and, even:
more, with the implication that we know how to
validate our solution.

According to the authors, the Mission Management Aid
(MMA) was designed to “....behave sensibly within the
bounds of Mission constraints...,” but, as I have said
already several times, sensible behavior may not be

consistent with human behavior in air combat, nor may
it be a winning strategy.

The authors recognized that the assistance must be
provided without adding to the cognitive workload
during critical situations. Is this possible? The pilot
continuously formulates his own predictions ana plans
in this dynamic environment. It appears to me that the
need to compare his plans to the proposals from the
MMA does not reduce his cognitive workload, but rather
can significantly increase it particularly if they are based
on different perceptions of the situation and different
interpretations of sensory inputs.

The MMA incorporates pilot interaction into the
situation assessment and planning, but the authors did
not seem to appreciate how difficult it is to enable the
necessary dialog. I described some of the difficulty in
my introductory comments to this session.

The MMA establishes information priorities based on
its presumptions of what the pilot needs to know and
when he needs to know it. This concept has been
attempted in the past with little success. How can we
be certain what data are important to the pilot and when
in a sudden change of situation? After the unexpected
event, it is too late to discover that certain data should
have been displayed.

9. Pilot Intent and Error Recognition as Part of a
Knowledge-based Cockpit Assistant WITTIG, T. &
ONKEN, R.C. (GE)

This presentation reported on a well-intentioned and
appropriate study in which it was recognized that a
knowledge-based cockpit assistant needs to be able to
distinguish between intentional, albeit unexpected,
behavior and pilot error in assessing the situation.
Nevertheless, 1 have several concems about the
particular solution proposed. It might have application
to the commercial transport as presented by the authors,
but I caution against considering it for the unconstrained
environment typical of, say, air combat. It is based on
determining relevant pilot scripts based on expected
behavior and comparing the pilot’s activitics with
expected ones. In the highly disciplined environment of
the commercial air transport governed by well defined
operational rules and procedures, the basis of “expected
behavior” may be reasonable. But this is probably not a
valid basis for judgments of actions taken by the pilot
engaged in air battle. Further, the authors claim that
pilot behavior can be represented by a set o rules, but
this is unfounded except, possibly, in nominal
operations of commercial aircrafi. Even in this case,
this approach would have no value in a totally
unexpecied situation. In this instance, when the pilot is
already hard at work, the system would only add to his
workload by signaling a false alarm of an error. The
potential for excessive false alarms leads to distrust.

1 also am concemed about the validity of applying
probabilistic reasoning and Bayesian analysis to
classifying pilot intent. The claim that this is “well
establisked knowledge on kuman cognitive processing”
is currently in question. The experimerts performed at
Stanford on medical diagnosis produced opposite results




when they were replicated with only slightly different
instructions (o the subjects.

Finally, while the machine needs to understand the
human, it is equally true that the human must
understand the machine. The fundamental need is for
effective support for communication and common
understanding. The pilot must also be able to determine
whether confusing advice is intentional or in error.

10. A Retrospective on Pilot’s Associate RAMAGE,
JK. (U.S)

The ambitious concept of the Pilot’s Associate program
when it started over 16 years ago was o assist the pilot
with correct and acceptable advice and supportin a
timely manner on assessing his situation, planning his
mission and tactics (both prior to and during the
mission), and managing iis systems during air-to-air
combat. This was an example of an advisory system
that failed largely because insufficient attention was paid
to determining what would be needed to make it
acceptable to the user. An advisor is only as valuable as
the extent to which his advice is accepted. Although
tests showed that the advance-mission plannes and the
error detector were generally useful, the pilots’
comments on the tactical planner were uniformly
negative. The speculation is that pilots do not readily
accept advice conceming high-level tasks, but that
contradicts the evidence of experienced human-team
performance in critical situations. I maintain that a
pilot will (and does) accept advice even in an emergency
provided that he understands and trusts the source and is
certain that the advisor has the same perception of the
sifuation as he. This is a valuable lesson to be learned
from the PA program as we undertake to develop
advisory systems to operate in even more complex and
unpredictable environments.

Session III - Situation Awareness

“Situation Awarencss refers to the ability to rapidly
bring to conscicusness those characteristics that evolve
during a flight.” (Ref. 7) In most of the presentations
of this scssion, the implication was that the machine
knew the situation precisely, and that the only problem
was to get this information to the pilot. Asza
consequence of this misperception, the question of why
the pilot was there was often raised during this session.
However, we have recognized that there are certain
invaluable qualities in coping with the unpredictable
that the human brings to the system performance that
cannot (yet) be emulated by a machine. Consequently,
it is essential that the engineer recognize the
communication necessary for situational awareness is
bi-directional; in some circumsiances, the pilot is
likely 1o have useful information to contribute to the
correct perception of the state of the world.

Another misperception evident in several of the
presentations was that the pilot was merely a “monitor.
The pilot must be kept aware of the situation so that he
will be able to take over full control in the event of an
unforeseen circumstance for which the system was not
designed. His is not a totally passive operation as the
developers of Al and automated sysiems would imply;

T-9

he must feel as though he is constantly in the control
lcop if he is to take over control quickly and effectively.

Furthermore, it is inappropriate for the designer of a
display to declare that his display produces “Situations!
Awareness." Awareness of the situation is subjectively
determined by the user of the data presented in the
display, and is influenced by the sum total of the user’s
knowledge of the current state of his world, how it got
there, his role in it, and his ook into the future.
Displays present data, not information. It is a major
problem for research psychologists to measure reliably
the degree of situational awareness. Situational
awareness has important consequences for the potential
of a behavior to succeed or fail, but it cannot be directly
observed in that behavior. Developers of devices o
assist the pilot in being aware of his situation are
encouraged to consider carefully the numerous cautions
in the papers presented during Session IV, and, in
particular, the one by Endsley and Bolstad titled “‘Human
Capabilities and Limitations in Situation Awareness."

The format or symboiogy of the display on a HUD, the
use of a virtual display, head-steered sensors, and
integrated helmets described in this session do not, in
and of themselves, ensure that the data they present will
be gracefully integrated and interpreted into the
information that cnables the pilot to ascertain his
situation correctly and rapidly. Can we be certain that
the data presented, whatever the display, do not
overwhelm his perceptuzl and cognitive capabilities at a
moment of high stress, and do not interfere with his
decision-making responsibilities? On the other hand, if
the system is designed to filter the data, how can we be
certain that we have not eliminated information essential
10 his coping with the unexpected? How can we ensure
situational awareiiess when the unexpected occurs, and
just when the pilot needs help the most? Current
systems also typically suffer from inadequate feedback to
enable the operator 10 understand the situation and take
an appropriate action when there is a time pressure.
Morcover, they frequently merely present the situational
data of the moment, whercas the operator needs to know
the events of the recent past to make predictions of the
future.

The problem of human-computer interaction and, in
particular, of situation awareness is often: considered to
be merely one of proper interface design, and this
misconception was reflected in several of the papers
presented during this session. However, when the
human and the machine must each contribute a share of
the information needed 10 define the true state of the
world, this viewpoint is not appropriate. A well-
executed interface design is a necessary, but not a
sufficient, condition for communication and
cooperation. The objective of interface design is simply
to put the data in the mode (i.c., visual, auditory,
tactile, etc.) and the format (i.¢., alphanumeric, iconic,
clock dials, thermometer tapes, color, font, size,
location, etc.) to maximize the likelihood that the
human can translate the datz displayed into information.
Unless the user can effectively integrate and decode the
data representations (0 extract relevant information (as
defined individuatistically by the user), the display
design will fail to support the user.
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We have found that the eiectronic display systems we
provide to aid the pilot sometimes were not helping at
all, and were actually complicating his job. The pilot is
frequently being confronted with too much data in
formats that are not conducive to rapid intepretation and
integration, and whose access imposed a memory load.
Some applications of computer interface technology
resulted in increased demands on the slow, deliberative,
capacity-limited human cognitive processes rather than
in engaging parallel, automatic, perceptual-recognition-
based processes. The pilot is often drowning in data
much of which may be essential to his survival, but is
starved for information.

Without a doubt, improperly designed interfaces will
interfere with communication, but even the most
elegantly designed interface will not assure mutual
understanding under all circumstances. While interface
design is an important element of the integrated human-
system design, the interactions must be well understood
before undertaking an interface design. To focus on the
human-computer interface as the area of principal
concern is not enough. The solution to the problem of
designing cooperative human-machine systems is not
solely in better interface design which is merely the
language of communication. As stated in the TER of
the 1982 GCP conference “Modern aircraft have
intelligent systems which can communicate with each
other, but although machine-to-machine
communications are now easy, as those from man to
man have always been, man-to-machine communication
still poses problems.”

Procedures and measures are needed to assess objectively
the pilot’s awareness of his situation as a consequence
of system concepts as well as alternative displays.

11. The Design and Development of the New RAF
Standard HUD Format HALL,J.R. (UK))

The author described a 15-year effort to develop a display
design for intuitive spatial awareniess with minimum
potential for misinterpretation in all flight situations.
He claimed that the Fast-jet HUD Format (FJF) has
been shown to minimize spatial disorientation even in
extreme flight conditions. In answer (o a question from
the audience, the author admitted that this format may
not be the “last word,” at least, for use in an HMD.
However, he certainly implied that this was the last
word for HUDs and pointed out that a STANAG was in
preparation. Unfortunately, another word (and position)
was presented by the authors ¢f the next paper.

12. Symbology for Head-up and Head-down
Applications for Highly Agile Fighter Aircraft - to
improve spatial awareness, trajectory control, and
unusual attitude recovery FUCHS, W H.,
FISCHER, G., PHILIPP, H. (GE)

The authors of this paper offered an alternative HUD
format, called the Arc Segment Attitude Reference
{ASAR), to the pitch-ladder display proposed by Mr.
Hall in the previous paper. The ASAR is vastly
different from the display described by Mr. Hall and, yet,
according to the authors, pilots found both 1o be great
improvements in spatial awareness in simulations and

in flight to current displays. What does this mean? The
optimum display design is not unique? Which is the
most logical and intuitive? Should the ASAR replace
the pitch bars as the standard format or is there yet
another even more ingenious display waiting to be
devised? The authors claim that flight tests
demonstrated pilots were able to recover from unusual
(and unexpected) attitudes without failures using the
ASAR, while, with the pitch-ladder display, they often
hesitated before taking corrective action or took incorrect
actions initially. Iconsider that a display that enables a
pilot to invariably and immediately take the correct
action to recover from an unexpected attitude is a very
compelling demonstration of its effectiveness in

providing spatial awareness.

13. Virtual Interface Applications for Airborne Weapon
Systems HOWARD, E. (U.S.)

The author used Virtual Interface (VI) technology to
refer to “head-coupled displays and controls, perspective
and stereoscopic displays, electronic associates, etc.”
and the term VI o “establish the notion that the PVI
design is intended 1o be natural, seamless, and
intuitive.” She noted that VI technology offers several
unique advantages for displaying data, but that its
current capabilities limit its applicability to fighter
cockpits.

I should like to point out that VI technology is certainly
not new. It is so mature thzt you can buy it from
Nintendo. The supercockpit that the U.S. Air Force
spent many years developing over a decade ago, was
based on a virtual helmet-mounted display. It failed
mostly because we were unable to determine exactly
what to put in that display not because of any foreseen
fundamental liniitations on the technology itself. The
issue is not whether the technology can be developed,
but rather of how and where to use it; at the moment, it
is a solution looking for a problem. The author
proposed a problem in the form of a “novel display
concept” called the All-aspect Head Aiming (AHA)
display for use in an “embedded simulation.”

[ have two difficulties with the author’s proposai. For
one, it is not obvious to me that the particular display
concept makes use of advantages of VI that the author
articulated so well, other than possibly a wide ficld of
view, which I do not censider to be an advantage unique
to V1. Ieven failed to appreciate how this display
demonstrated fully the exploitation of the particular
characteristics of human peripheral vision. For the
other, I must have misunderstood the author’s use of the
term “embedded simulation.” 1 understand the
expression to mean the provision of capabilities within
the system design with which the actual system can be
used as a simulator (usually for training) by linking it
10 a computer that simulates the rest of the world during
a mission. Certainly, there is great potential for use of
V1in an embedded simulation when it is part of the
actusl sysiem. We seem to be far from that state. On
the other hand, V! has application to, and is being used
in, ground-based, man-ui-the-loop simulators exploiting
many of its uniquc advantages.




I would have preferred to hear more discussion by the
author on how to use the advantages of VI and on the
potential it offers for enhancing situational awareness.

15. Head-steered Sensor Flight Test Results and
Imgphications LYDICK, L. (U.S.)

This was an excellent presentation on & program to
develop and evaluate head-steered FLIR/HMD night-
attack system integrated with fire control, navigation,
communication and display system for the close-air-
support mission. In my opinion, this was a very
successful engineering accomplishment that
demonstrated some valuable lessons for the future
similar displays that will be developed. For one, we
leamed that monocular display produces biocular rivalry;
something the Apache pilots have known for some

" 1e, but have been reluctant to admit. For another, I
was surprised o hear that 2 20 mis delay in the head-
driven visual system v:as just barely acceptable when
most mari-in-the-loop stimi;!ators are content to accept
up to 50 ms. It is also inieresting, albeit not so
surprising, to note the several occurrences of vertigo,
particularly on first flights, the reports of high levels of
fatigue, and the indications of anxiety. From a human
factors perspective, it would be zxtremely interesting to
understand the apparent orienting influence of the
system and the failure of the pilots to admit to any
sensation of detachment as reported by the author. Both
of these could be important to future similar systems
such as, for example, the ¢ahanced/synthetic vision
systems contemplated fer future commercial transports.

16. The Quest for an Integrated Flying Helmet
KARAVIS, A, & JARRETT, D.N. (UK))

1 am concerned that this quest is driven by a desire to
explore the limits of available technologies rather than
by a well-defined and human-centered design
requirement. The authors state that the helmet must
incorporate, from e initial design stage, functionally
integrated protecticn, life support, communication
facilities, vision enhsacement, weapon aiming, and
flight-display functioas provided that “these are shown
1o be necessary and operationally useful.” 1 find no fault
with this opinion except to encourage consideration first
of the necessity and utility of each element from the
user’s perspective,

The authors say “It remains for the helmet designer io
be constrained by the physical limitations of the human
frame. He must be aware of new concerns such as
active noise reductior, NBC and automaiic mask
tensioning. His design must take into accouni
supportability, maintainability and reliability.
Paramount are the safety considerations of the design.”
These are all fine, but 1 wish that the authors had also
recognized the need {or the heimat designer to consider
the perceptual and cognitive limitations of the pilot,
particularly if they should find it useful to incorporate
commun:cation facilities, vision enhancement, weapon
aiming, and flight-display functions. The authors point
out that the addition of extra componenis compromises
basic ergonomic qualities. I point out that attractive
features such as vision enhancement, display and control
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functions will invariably compromise basic
psychological qualities.

The authors say “Genuine integration is VITAL,” and 1
wholeheartedly agree provided they include human
perceptual and cognitive limitations in the integration.
The anthors are encouraged to review the considerations
expressed in paper #18 of the next session titled
“Oculomotor Responses and Virtual Image Displays.”

Session IV - Human Capabilities and
Limitations

I was particularly pleased with the AMP's participation
in arranging this session.

The authors of the papers in this session addressed some
of the concems that I have already expressed above. The
problem remains that much of the understanding about
human psychological and psychophysiological
capabilities and limitations described by these authors
has not yet found its way into ths designs of the
technology-driven systems described in the other
sessions.

17. The Physiological Limitations of Man in the High-
G Environment: Implications for Cockpit Design
GREEN, N.D.C. (UK.)

This was a paper with which 1 have absolutely no
argument. It represents the proper approach to
considering human limitations in aircraft design, and
presents it in an admirable fashion. In this case, the
author addresses the implications of the physiological
limitations of the pilot to high accelerations on an
aircraft’s mancuverability---certainly a fundamental
consideration of fighter aircraft performance. 1 would
like the developers and designers of the systems we
heard about at this meeting to take note and leam a
iesson from: this, becausce the same approach needs to be
taken with regard to the implications of psychological
limitations on displays and controls, automation, and
advisory systems. Some of these concepts, such as
helmet-mounted displays, will also encounter
physiologica! limitations. For example, acceleration
effects on peripheral vision could negate one of the
benefits of the helmet-mounted display even if the pilot
does not lose consciousness. Of course, the added
weight of the helmet is a prime concern. Pressure
breathing with G loads will interfere with voice
communication systems that have been proposed. At
least, the designers need o take account of the
understandings provided in this and the next three papers
and to cooperate closcly with the human iactors
community.

18. Oculomotor Responses and Virtual Image Displays
EDGAR, NEARY, CPAIG (UK.)

This was an excellent presentation on some the basic
physiological and psychological characteristics of the
human visual system that have important implications
for virtual-image disnlays such as are commonly used
on HUDs and HMDs with regard (o safety as well as
effectivencss. For example, it may be easier for the user
to eye track a target if it lics 1n a different depth plane
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from the background. This means that it may be
beneficial to alter the disparity between the images of
the target and the background presented to each eye on
an HMD. This characteristic might also reduce tracking
performance with a monocular HMD, especially during
air-to-ground operations.

HUDs and HMDs, as currently designed, may have
adverse effect on the pilot’s ability to maintain
accommodation appropriately. Virtual imagery can
precipitate lapses of accommodation; the outside world
could appear further away than it is and could become
blurred with consequent serious operational safety
implications. Inappropriate accommodation can also
influence depth perception.

The potential effects are sufficiently serious and robust
to give designers ample cause to consider them in
designing virtual-image devices, including those being
considered for enhanced vision systeins for commercial
transports.

19. Human Capabilities and Limitations in Situation
Awareness ENDSLEY M.R. & BOLSTAD, C.A.
(USs)

This is another of my highly recommended readings for
cockpit designers. The authors presented an excellent
exposition of many of the concems about human
cognitive capabilities and limitations that must be
considered when designing systems that are intended to
help the human user. Whereas the previous two papers
of this session were concerned with things that are
largely physiologizal, this paper was concerned with
things that are cognitive and their implications for
situationa! awareness (SA). For example, humans have
a limited pool of attention. their perceptions are
influenced by the expectations, their attention span
narrows undzr high workload and stress, and they tend to
focus on those things that they believe to be the most
important even though they could be wrong.

The authors reported the results of an experiment that
showed significant individual differences among
experienced pilots in their abilities to maintain
situational awarencss. They postulated that these
differences could be correlated with six basic skills;
namely, spatial abilitics, attention abilities, memory,
pereeption, logical/analytical skills, and personality.
Their tests of this hypothesis produced inconclusive and
somewhat confusing results. They blame this on ihe
limited sample size using only experienced pilots, the
constraint to a single type of mission, and examination
of only a single component of SA. 1 suggest that therc
may be a more fundamental explanation for the results.
Many of the skills or qualitics that make one pilot more
expert at maintaining SA than another are noy available
to introspection, and, consequently, extremely difficuit
to 1dentify and to evaluate. Experts cannot tell you why
they are expearts, and psychologists have written many
books on the subject of what makes an expert without
arriving at CoONsCnsus.

One of the cautions from the authors to sysiem

designers is to make cenain that “key pieces of
information have not been iradvertentiy eliminated.” Of

course, 1 agree with this excellent advice, but I want to
carry this a bit further. Mostly, the pilot is there to
cope with the unexpected. How can we know, in
advance, which piece of data will contribute to the key
information he will need, and whether he should have
been kept aware of that all along? Also, as the authors
correctly state “The pilot needs to be able to respond to
not only the immediate crisis, but to look ahead to what
is coming up---to possible situations that are forming.”
What information (or what data) does he need to-be able
to do this?

20. Operator and Automation Capability Analysis -
Picking the right team TAYLOR, R. (UK.)

In my opinion, this was certainly among the best papers
presented at this symposium from the aspect of
technical content. The author preseated what I consider
to be the right perspective on this entire problem arca
with the statement “The notion of man and machine
working as an intelligent, co-operative team is
considered by many as being central to the application
of Al technology. The introduction of team concepts
provides a broader framework for thinking about human-

marhine rooneration.”

I agree that the coordinated activity when a team of
individuals is required to perform a complex task is the
appropriate model on which to base a design philosophy
for human-machine collaboration. I suggest that we
might structure such a philosophy on the bases of the
relevant empirical work on human-to-human interaction
during cooperative problem solving, and to relate the
characteristics required of effective and valued human
members of the team to the design requirements of the
non-human member. While this is the proper
philosophy, it appeared that the author failed to
understand the full implication of his statement.

The domain of applications of antomation being
considered covers the range of human involvement with
machines between systems that are operated entirely
under direct maiual control and those that arc
completely automatic and are transparent to the uscr.

All such systems require humans and machines to
interact dynamically in a complementary manner
because the human and the machine must each
contribute a share of the information needed to define the
true state of the world; and/or the human and the
machine must cach contribute a portion of the actions
needed 1o achieve the mutually desired state of the world.

As suggested by the author of this paper, designers of
such systems must think in terms of the performance of
a total system (a team) coniposed of human and nor-
human entities. The mutual influences among these
cntities constityte interactions. The system performance
is concerned with optimizing the interactions; not the
individual behaviors of the componeais. The machine-
design philosophy must be based on 2 concept of
building a human-complementary, human-interactive
system. Human-centered design is not solely for the
purpose of preserving the flexibility and authority of the
human as suggested by the author. It is 10 provide a
total system design that takes into account the human's
capabilitics and limitations so that he i, enabled to
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contribute his share, whatever that may be, to fulfilling
the objectives and coping with every situation. In this
philosophy of sharing, the competition for, and the
allocation of, tasks between men and machines becoms
meaningless. “Huiman-centered design” and “Function
allocation” are contradictory concepts.

Moreover, so long as the human is assigned
responsibility for all the critical decisions, the system
hardware must not make it difficult for the human to
assume these responsibilities. In this case, the
objectives of a human-centered design should be to
support humans te achieve the operational vbjectives for
which they are respcasible. The human role maost be
treated as central and the machine must be used to assist
the human in achieving his goals rather than to supplant
him.

The problem that interferes with the communication of
information and understanding fundamental to this team
concept is analogous to that of establishing
communication between two persons oi different
cultures. Humans come from a “culture” that is totally
different from that of the non-human “intelligence.”
Differences in the processes of problem solving and
decision making are deeply rooted in the respective
traditions and culiures of humans and machines.
Machines do not sense data, process it, solve problems,
make decisions, leamn from experience, or take actions
the way humans do. Machine logic is not the same as
human logic. In fact, not everything that humans do is
completely logical. It is easy to accept that a non-
human “ntelligence” cannot be expected to understand a
human, It is equally true, even if not so obvious, that a
human cannot be expected to understand a non-human
“intelligence.” A team of humans becomes effective in
a particular domain only after they have shared common
knowledge and experience about the state of the world
and meaningful activities in the context of that domain.
A partnership between the human and the machine must
be built on mutual understanding and trust. The
machinc must have the ability to anticipate its human-
partner’s actions. The human must be able to anticipaie
and understand these machine anticipations in order to
work cooperatively. Furthermore, if the humen has an
incorrect image of the machine’s model of the werld, he
may not be able to fit comrectly any conclusions of the
machine into his image regardless of the degree of
sophistication of ¢xplanations. The human may need to
be able to ask the machine “Did you krow about this
when you suggesied that?” in order o decide whether to
accept or reject a proposal. Similarly, the machine may
need to be able 1o ask the human this same sort of
question, and interpret the response correctly in the
coniext of its own perceptions. The arrows on the
block diagram that the author presented for the sysiem
aathority concepts of co-operative functioning should
aim in both directions. Bi-directionality of
communication has boen shown to be a very strong
influcnce for effective human-human teamwork,

The author catled for systems that the user can trust o
act autonomously. | maintain that the user must also
be able to trust the machine's advice and information
and to trust it to share appropriaicly in executing agreed
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upon decisions for action, just as he might another
human member of his team.,

21. Cognitive Interface Considerations for Intelligent
Cockpits EGGLESTONE, R. (US.)

In many respects, this presentation complemented the
previous one. It was a rather philosophical discussion
of the cockpit architecture appropriate ic the notion of
an intelligent cockpit.

If the cockpit has cognitive capabilities as proposed by
the author then a human-machine joint cognitive system
implies a productive relationship between the knowledge
of the machine and that of the human in which the
different points of view are integrated in the decision
process. Regrcttably, the profound consequences of this
implication on the system zichitecture were not
discussed by the author.

Of course, a system ia which kuman users can override
the machine partner, as currently required, compromises
the goal of developing truly cooperative human-machine
systems. The human may not always be the most
competent decision maker, and the correct perception of
the state of the world may only reside with the machine
member of the team. Someday, we may consider the
case when the numar is no longer the sole supplier of
the initiative, the direction, the integration, and the
standards. We may accept that the safest and most
efficient system is one that inccrporates considerable
duplication or interchangeability of functions among its
human and non-hurman crew members and thus benefits
from the strengths of both.

In the meantime, current detegations of authority to the
human member of the team o not change the
requirement for true and effective dialog during the
decision-making process, and the author indeed
recognized this in his cogritive design requirement
calling for effective cognitive-level transactions with the
user. However. I believe that this means there must be
commonalty of the cognitive processes in the two
members. Significantly, the author noted the
difficulues of dealing with the ambiguities of anaphoric
references and elliptical expressions something which
seldom causes problems of understanding between
members of an expericnced human tcam with commorn
cultural backgrounds.

In the author’s architecture, the intelligent cockpit
totally obscures the system from the user by interposing
its own interpretation of events prior to their display and
by interposing its own interpretations of the pilot’s
response prior to their implementation. The phiiosophy
of the intelligent cockpit may have some value o the
engineer as a construct, but 1 fear it obfuscates the true
mtention of human-centered design.

22, Ergonomic Developiment of Digital Map Displays
MARTEL, AP, VASSIE, CK., & WARD, G.A.
(UK)

This presentation was largely concerned with design of
the display format; i.e., with things like choices of
icons, color, font, size, the use of luminance or
chrominance contrast, shape, and edges. (Things that
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might be treated best by commercial artists.) Such
features can be very important to recognition, but may
have very little to do with understanding and with the
efficiency of transfer of information. Recognition of,
say, a letter is not a cognitive skill (at least, beyond the
age of about 5), it is a psychomotor skill. The
understanding of the letter (or more properly groups of
fetters ) is the cognitive part of the process, and,
whereas recognition may be very fast, interpretation,
assimilation with other display composents, and
understanding are the time-consuming parts of the
process and the concemns for cognitive workload. This
paper was an interesting, but certainly not the most
important consideration of digitai-map-display design
from a human factors pesspective.

Session V - Design and Evaluation of
Integrated Systems

In most cases of the systems described at this
symposium, the evaluations of their integrated designs
must be determined by the effectiveness of the
cooperation among the human elements and the machine
clements in arriving at a decision and in taking the
appropriate action in all possible situations.

The power of an integrated human-machine system
resides in the system design that makes the most
effective integration of the characteristics of all of its
components. Automated systems must be designed
with an awareness of, and as complements to, the
cognitive and motivational inclinations of the human
users. Just as in a team composed entirely of human
performers, proficiency of the individual entitics of a
human-machine system does not assure proficient and
effective team or system performance. Cooperation
entails information transfer which is inherently an
interactive process. We will never achieve effective
cooperatior: between human and machine as long as we
continue to design the machine without integrating the
perceptual 25id cognitive limitations and capabilities of
the human. In an analogy with the artificial heart
program, the introduction of machine intelligence ina
given system can fail (and has failed) because we do not
understand the rejection mechanisms of the human.

In my opinion, the presentations in this session did not
address the fundamental aspect of evaluating adequately
the potential for human factors problems in the designs
or in their evaluation procedures. Does the system
support the humaa in fulfilling his responsibilities
under even totally unexpected situations when he is
likely to be required to act with ingenuity under extreme
stress? Is the system able to continue to help the pilot
if he chooses 1o act unpredictably (which may be the
winning straie,*y)?

23, Sysiem Automation and Pilot Vehick Interface for
Unconstrained Low-altitude Night Auack
CHURCH, T.O. & BENNETT, W.S. (U.S.)

Tius was a demonstration of the sbsolutely marvelous
capabilities that are achicvable with competent
enginecring and integration of available technologies.
My concem with this presentation was the absence of
any consideration for what the pilot is expected to do (or

be able to do) should he encounter an unexpected
situation or a system failure or an incomprehensible
display while engaged in a low-altitude, night attack. I
have no doubt that this marvelous system will indeed
wark as advertised in all the nominal scenarios for
which it was designed. But, in the highly disorganized
and unpredictable environment of the batile-ficld
engagement, it is very likely to encounter a set of
inconceivable circumstances. What then?

24, Evaluation Automatique de Combats Aériens
Fondée sur les Intervalles Caractéristiques (Computer
Assisted Evaluation for Air Close Combat Based on
Time Interval Characteristics) POUTIGNAT, Ph. &
FONTENILLES, H. de (FR)

The authors described an interesting concept for a
training tool whose value to training has yet to be
demonstrated. It is intended to help instructors and
pilots in training for air combat by providing them with
an interactive simulation. ‘The use of time-interval
characteristics simply enables the computer to provide
fast diagnosis of errors from a tactics rule base or of
alternative maneuvers that stay within the prescribed
performance criteria. The rules and criteria are based, in
part, on interrogation of experts and, in part, on
analyses of expert performance in an air combat man-in-
the-loop simulator. It is not possible to predict whether
this concept will enhance pilot training, although there
is some limited evidence that the use of well-designed
video games have benefited pilot training. The idea is
worth a controlled study of its value.

25. Evaluation on the Flight Simulator of an
Experimental System to Support the Pilot During
Air-to-air Engagements (NATO CONFIDENTIAL
paper -UNCLASSIFIED Title) ASPERTI, C. (IT)

The author presented some very interesting results of an
evaluation of an autopilot to assist a pilot with a gun
attack on an adversary aircraft. This is another example
of a2 mission in which the pilot needs help. It is
extremely difficult, requiring the pilot’s full attention,
16 bring the pipper on the target and to stabilize it long
enough for cffective gun fire. The autopilot design met
its requirements sad, apparently, did its job very well---
certainly much better than the pilot was able to do on
his own (although, in faimess to the pilot, the author
admitted that the pipper was not well designed for
manual tracking). The interesting point was that the
autopilot plus pilot had less aim-point error in clevation
and better firing possibilities than did the autopilot
alone even though the added controi inpuis by the pilot
were quite small. The author said he thought this was
because the pilot was able to predict better than the
autopilot when the target maneuvered in an
unpredictable manner. Also significant was the
comment from the pilot that he felt he was controlling
the attack. [ belicve this a very important feature of a
well-designed man-machine system. If the human is
assigned ultimate authority and responsibility, then he
must fecl that ke is in control at all times. He cannot
simply be taken along for the ride.




26. An Assign-and-Forget ¥eapon System for
Helicopters (NATO CONFIDENTIAL paper
-UNCLASSIFIED Title) ECKERT, E. &
MATTISEK, A. (GE)

At the present time, there are many probleras with the
guns mounted on Helicopters for air combat that
interfere with their effective use and impact safety of
flight. A part of the solution to an assign-and-forget
weapon system for helicopters is a new recoil-free,
urret-mounted gun.

It seems to me that this subsystem fits within the
requircments that permit total agionomy. When the
task environment is satisfactorily predictatle and a priori
controllable, when the machine has acceptable
reliability, and when the activities necessary for the task
are iterative and demand consistent performance, a
machine can, and should, perform the task without
continyous human involvement. The nominal
operation of such subsysiems can be made transparent to
the human, Subsystems that fall inio this category, for
example, arc the automated yaw damper on all
commercial aircraft, and the autematic ©-hoke in the
antomobile. These sysiems are nearly completely
automatic, except that they must be designed to allow
graceful intervention by the human operator in the rare
emergencies, (for example, in this case, suppose the
pilot suddeniy discovers the target is a friend and not a
foe) and for maintenance. {An important area for human
factors engineering rescarch that has been neglected is
how to design a cornplex automatic system to facilitate
its being backed up manuaily.)

1t scems to me that, once the target is detected and
assigned, the pilovgunner would be quite content to
lcave the task to the autoraated weapon. Even I have
difficuity finding a potential human factors problem
with this concept, except, possibly, the one mentioned
by a member of the audience; namely, a potential
momentary confusion to the gunrer after lockon when
the FLIR tracker decouples from the helmet sighi.

7. Intégration de 1'équipage dans les modes de tir du
Tigre et du Gerfaut (Integration of the Crew in Tiger
and Gerfaut Flying Modes) (INATO RESTRICTED
paper - UNCLASSIFIED Title) DESTELLE, D.
{FR)

The author described an architecture for muit-mission
capabilies. As far as | could ascertain from the
presentation, the only consideration for human factors
was that pilots were members of the Cockpit Working
Group which, the authcr said, was a body for making
high-level decisions of design concepts and of budgey;
hardly what I would consider a terribly loud voice for the
man in the man-machine system. 1t was also Gifficalt
for me 1o detearmine from the paper the validity of the
cvaluation process by which the man-machine interface
was “oplimized.”

28. Flight Evaluation of a Computer Aided Low-altitude
Helicopter Flight Guidance: System SWENSON,
HN., JONES, R.D. & CLARK, R, (US,;
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A computer develops a tree structure of possible paths,
iogically prunes the tree, and then presents the best
trajectory to the pilot as a “pathway in the sky” (not
rotably different from the “tunnel in the sky” display
proposed several years ago). An inteiesting idea was the
display of a phantom aircraft that helps the pilot follow
the path by pursuit tracking; probably a good way to
help the pilot visualize his futare flight path.

In this system, as in many of the others, I cannot
evaluate how easy it is for the pilot to act unpredictably
and continue to get the help he needs. It could be a
problem for him to look down into the cockpit to reset
the system for 2 new pathway while maintaining close
clearance above rough terrain. Such problems may be
exacerbated by the monocular display that is currently
being used (see paper #18).

An interesting peint that was made in this presentation
was in answer {0 & question from the audience as to
whether the author perceived differences between the
ground-based simulation and flight. The speaker stated
that the performance limitations the pilot will accept in
the simuiator are much greater than those that are
acceptable in flight---a point to be noted well by those
who rely too heavily on simulation for validating
cencepts. This poses a dilemma because, mostly, we
are concerned with performance limitations at the fringes
of the flight envelope where we tend to do our
explorations in the simulator rather than in flight. The
author also noted that the vibration levels in flight were
significantly worse than in the simulator and, when
combined with the helmeat-mounted display, were very
fatiguing.

29. Requirements for Pilot Assistance in a Thrust-
vectoring Combat Aircraft HOWARD E. &
BITTEN, R.E. {U.S))

Thrust vectoring combined with post-stall mancuver
capability offers a significant potential edge in agility
over conventonal fighter aircraft. (See also paper #3.)
This has been indicated in both man-in-the-loop
simulation and in {light. However, comparison between
man-in-the-loop simulations and digitally controlled
simulations reported by the author appear to show that
tnan is not capable of exploiting this edge 10 the fullest,
or, at least, as well as ihe computer. The question then
was why the diffccence between the human and the
digital pilots, and what can we do io help the human
v"ilize better the capabilitics offered by this new aircraft?
The author suggested that this difference was duc 1o the
digital pilot being more proficient, being able w apply
what it knows consistentiy, and having beticr awarencss
O the situation because it has instantancous access 0
all of the needed data so that it can make optimal use of
cven the bricfest opportuaities 1o initiate and exccute an
attack. The author, therefore, propesad 1 improve the
human pilot's proficiency through betier waining, and to
provide new displays for improved spatial and tactical
situation awareness. | suggest that a subset of these
propesals should include the recogrition that the digital
pilot was designed (6 use the data as it was generated to
produce the information it needed. On the other hand,
we have no coatrel over the human design, and the data
display format, while it is compatible with the
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capabilities of the digital pilot, may not be compatible
with the human needs for extracting information
expeditiously. This situation bears some similarity to
the comment made by the author of paper #25 in which
he admitted that the pilot may have been penalized by
having a pipper that (while good for autupilot operation)
had not been designed for manual tracking. If we
understood the capabilities of the human pilot as well as
we do the digital pilot, we should be able to design data
inputs to be compatible with the requirements of each.

An interesting comment sifered by the author was that
she believed the human with proper help will eventually
be superior to the digital pilot. Although I believe this
is true, I do not understand why the author would say
this when she claimed that the digital pilot was able to
consistently and perfectly use the full advantage offered
by the aircraft’s mancuverability. Could it be that the
human might have an edge if he vzere able to exploit the
available capabilities not only as well but with
ingenuity, when the opportunity presented itself?

The author also commented that pilots are notably
inconsistent in what they say they want in data display
and format. If so, how were all those other authors able
to claim the “optimum pilot-vehicle interface™?

30. Design Considerations for Night, Air-to-Surface
Attack Capability on a Dual Role Fighter HALE,
R.A,, CHINOJJ., NIEMYER, L.L,, JADIX, JR.
&LIGHTNER, BE. (US.)

This presentation described a very well-done engineering
effort to produce an affordable integration and retrofit of
available technologies; but, it had little, if anything, to
do with assuring a good man-machine interface.

31. Overview of Cockpit Technology Development and
Rescarch Programs for Improvement of the Man-
Machinc Interface (Review of the AGARD AVP
Symposium Madrid May 1992) PUPERS,E.W.,
TIMMERS, HA.T. & URLINGS, PJM. (NE)

1 understood the presenter to say that the sub-title of this
AVP symposium was “Advanced Aircraft Interfaces: the
Machine Side of the Man-machine interfacc.” 1t was
intended that that meeting should not conflict with the
present symposium, but the presenter said this was an
antificial scparation, and it is always necessary 1o
consider both sides in arcas such as assisting situation
AWAreness.

[ have few comments on this excellent review of the
AVP symposium except to note a couple of interesting
poinis that the presenter made. He said there was some
consensus that the cockpit of the year 2020 would be a
self-contained, encapsulated spheroid embedded in the
aircraft or elsewhere. if you remove pilet, where does
he go? Can he exploit opportunities and exercise
ingenuity from that position? How can he use his own
perception of the situation if his only source of data is
through the machine? Why should we believe that the
machine will consistently perceive every situation

perfocily?

Once again we heard a plea to make use of Fitts’ list of
comparative attributes of man and machine, and the need

to allocate responsibilities in accordance with those
attribuies. 1 can only repeat the opinion I have already
stated several times. Allocation of functions has never 3
succeeded as a design philosophy, it is inconsistent with

human-centered design, teamwork, and dynamic

interaction o share command and control as needed.

Round Table - Combat Automation:
Prospects and Limitations

One of the two chairpersons from each of the five
sessions convened in a round-table discussion irt which
each presented a statement summarizing key points of
each session (except Session I) and expressed some
personal opinions on the issues raised. (The following
are my personal interpretations of what was said, and
my own comments appear parenthetically.)

SESSION II: Professor Onken said that his comments
would overlap into presentations made in other session.
He felt that the main messages that came from the
presentation in Session II were 1) that the capability to
provide aid in real time has now been demonstrated, and
2) that the needs exist for aiding the pilot in all aspects
of his job. He believed that there remained the most
fundamental need to understand the requirements of and
to provide appropriate support for the management of
dialogue between man and m chine.

Professor Onken said that, ; - providing support to the
pilot, the easiest part was in assisting the execution of a
decided action. (Like the assign-and-forget weapon
system). He felt that planning is a bit more difficult
but doable. (Certainly, this is true of advance mission
planning, but I am not certain that automated re-
planning during the course of a mission is, and. if it is,
I am not certain that it is advisable.)

Professor Onken stated (and I certainly agree) that the
crucial difficulty is assisting the pilot to be completely
and correctly aware of his situation at all times. He
raised another aspect of this problem that had not been
addressed during the meeting; namely that the pilot
himself (i.c., his physical and mental condition, his
behavioral characteristics, his intentions, ¢ic.) is pirt of
the current state of the world. (How do we measure
these and factor them into the machine’s perception of
the situation?)

Although the machine exceeds human capabilitics in
many respects, it siill lacks human perceptuad
capability (which may be an important contribution 10
cstablishing the true situation). 1t may, therefore, be
necessary to arrive at consensus on the situation, and
this will require dialogue and efficient infonmation flow
between man and machine (things we do not yet know
how to do).

SESSION I11: Mr. Agnecsens pointed out the two main
themes of Session 111: 1) descriptions of dev:lopments
of new display concepts that may be new approaches but
have yet to demonstrate acceptance, and 2) papers
describing enginecring activitics of integrating available
technologies. (Mostly, 1 agree with this perception, and
find, regrettably, that in this area of situation awarceness,
which Professor Onken pointed out to be the most
¢ntical and difficult, the presentations were. 10 a large
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extent, technology driven with only rare indications of
concerns for harmonizing system designs with human
capabilities.)

SESSION IV: Dr. Davies summarized the papers in
Session IV. She noted, particularly, the importance of
appreciating the potential visual problems with HUDs
and HMDs described in paper #12. Although HUDs and
HMDs have been around for along time, it is a bit
disturbing to discover potentially critical problems at
this late date.

She reminded the audience of the important message in
paper #13 that use of known human-factors principles in
designs could possibly lead to improvements of system
performance without relying on more automation. She
felt that paper #22 demonstrated the merit of this
message, and showed the danger of not considering the
system as a whole, including the human.

Dr. Davies believed that paper #20 presented a very
powerful message by pointing out the differences in
trust among members of an expenienced human-human
team and a human-machine system, and the importance
of considering teaming between human and machine.
Paper #21 supported paper #20 by pointing out the necd
1o understand the cognitive interface and account for
human adaptive behavior

A member of the audience wondered if the concept of
paper #21 might be used to give some insight into crew
sizing. He suggested that there needs to be rescarch on
the allocation of functions between man and man as
well as between man and machine.

Another member of the audience said there needed to be
morc information on the human physiological systems
for, say, developing integrated heimets that are gjection
safe.

A member of the audience noted that paper #17 was
concemcd with physiological limitations of men, and
wondered about the data base for women with respect o
tolerance to g-loads. Dr. Davies noted that while
women are known to be somewhat less tolerant to a
given gradient, the gradients are less because women
tcnd (o be shorter and lighter.

Dr. Davies also stated the need to find a way to make
the pilot more comfortable in his cockpit even under
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high-g loads, and that, in general, there needs 1o be more
attention paid to basic comfort.

(These were good comments made by Dr. Davies ang by
members of the audience, and worthy of further
consideration by both researchers and system

developers.)

SESSION V: Dr. van den Brock expressed the opinion
that the objective should be to automate as much as
possible. He felt that this approach could have
significant affect on the data that need to be displayed.
It would then be possible to reduce the data 1o the pilot
to only those essenti~' to his monitoring the automatic
system. Dr. van den Broek suggested that the pilot
needs only to monitor just to “make sure that
everything is going right” and, if anything goes wrong,
he can intervene. (When a user monitors the operation
of a machine, it is so that the user may take over full
contro] efficiently, effectively, and comrectly if required.
In order to be able to do that, the user must know not
only what the sitvation is at the moment he takes
control, but also how the machine got itself into that
condition so that he is able to diagnose the problem,
predict the potential future states, make the appropriate
decision, and take the correct action. Considering that
we are attempting to cope with a sitnation which was
never taken into account in the design of the machine,
what information will the user need, and what data must
be presented for him (o extract that information in time?
Notice in this scenario, I have not included the special
case of the battle-ficld engagement in which the
human’s life may depend upon his ability to grasp a
momentary opportunity presenited by his adversary and
take advantage of a totally unexpected maneuver (o win
the day. What automated system with only the human
monitor aboard can do that? Until the potential lethality
becomes totally unacceptable, the military will never
give up the edge that spontaneous human ingenuity can
produce.)

The Program Co-Chair, Dr. Ramage closed the round
table with the summary statement that technologies to
automate higher levels of responsibility are being
developed, the function of the pilot in the military
aircraft will continue to change with these increasing
capabilities to automate, and it will continue to be
cssential harmonize the pilot-vehicle interactions.

OVERALL EVALUATION AND CONCLUSIONS

This symposium program offered an excelient cross-
section of laboratory and field research and technology
development on several of the most important aspects of
the probiem of designing advanced systems with
assurance of the robust performance of the man-machine
system. It is apparent from this and other recent
conferences that a substantial number of people, ina
large number of places, are decply concemed about the
cffective intzgration of humans and complex systems.
The problem of designing for shared command and
control among dispersed agents some of which may be
human pervades many arcas and is not limited to
acrospace systems. | was particularly plezscd with the
inclusicn w this symposium of Session IV on Human

Capabilitics and Limitations, which, very likely,
represents the {1 1 ime that human factors have been
considered at the . 1y stages of concept development. |
was, however, ab* usappoinied in the balance between
the voices represenu:. . the man and those representing
the machine. Even though most of the authors
professed to having a human-centered design, or Uk
opimum man-machine inierface, few had any solid
cvidence to suppost their contention. Proving that the
system performs what it was designed to do is not
enough. Ensuring that the man-machire system can
still perform safely ang effectively in a totaliy
unpredicted and unpredictable situation: is essential.
Human factors problems are encounacred in the off-
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nominal operations; never in the nominal situations for
which the system was designed.

One dzy, the intelligence of a computer may rival that
of the human brain. One day, we may learn how to
couple human brains and computing machines in truly
cooperative partnerships. For the foreseeable future,
however, we must continue to rely on human
inteiligence, judgment, flexibility, creativity, and
imagination in dealing witli unexpected events, while
complementing these with machine capabilities for
logic, speed, persistence, consistency, and exactitude.

We will need to leamn how to integrate humans with
machines to an extent far beyond our current
understandings. Our experience with automation in
aviatior: convinces me that current design philosophies
based, largely, on allocation of functions and on the
assumption of human adaptability will not produce the
machines required to perform the future missions with
assurance of safe and reliable system performance. We
will need to adopt a philosophy of design that views the
performance of the to:al system composed of hyman as
well as non-human entitics. 'We need (0 be able (0
address human factors issues during the concepiual
design stages of missions and systems; well before the
problems are discovered during man-in-the-loop
simulation, flight test, or operations when the
consequences and their repair can be terribly costly.

We have only just begun to develop the human-
performance models we need in order to identify
potential human-factors problcins during conceptual
design. Much research remains to understand the

perceptual and cognitive functions, informational
requirements, and the mechanisms of communication
adequately to model human interaction with highly
automated subsystems. Research is needed that
transcends the boundaries between the physical,
psycbological, and social sciences.

Dr. Malcolm, in his address to the AGARD Conference
on “Information Management and Decision Making in
Advanced Airborne Weapon Systems” titled “The
Challenge of th2 Transparent Interface™ (Ref. 3)
expressed well the objective of research on man-machine
systems in the following statement: “To achieve the
goal of the appropriate division of labour, we must set
out to systematiically discover what are the components
of mindware that allow us to make such decisions. We
must also discover how the establishment of mindset
makes use of those components to produce a trained
mind. As the inter-relationships between mindware and
mindset become apparent, the method fer providing the
most efficient training will emerge. At the same time
the preseniation formats of the hardware will have o
present its information in formats which are analogous
to the symbols used in the mind for perception and
cognition. In parallel with this, new methods for
permitting the aircrew o control the vehicle and present
it with their decisions will start to emerge...... The
result of such an integration of mindware, hardware, and
mindset will be an interface between man and machine
which appears to be ‘transparent’. The interaction
between the two will be so intimate that ihey will be
functionally connected and, to an observer, it will be
very difficult to discern where one leaves off and the
other begirs.”

RECOMMENDATIONS

Our inadequate understanding of the compiex problems
associated with the design of human-centered, partial
automation in modem airbome weapon syst~ms and in
commercial and military transports has reac...d a critical
stage. It is limiting our ability to make full and
effective use of new technological capabilities.
AGARD, and, in particular, the four Technical Pancls
sponsoring this meeting, are urged to continue to camry
this message o the acrospace community by convening
conferences such as this that bring together
representatives of the human operator as well as of the
aircraft design, its guidance and control, and its displays.
The enormity of the human factors problems to be
solved must be clearly and carefully enunciated-—a role
for which AGARD is particularly well suited. Tt
conference was an imporiant step toward developing a
common agreement on our goal.

Our current situation cries out for cooperative rescarch
as there docs not exist in any one nation sufficient
resources in cither expertise or money 1o solve these
problems in a reasonable time. Unforumately, I sec, as
yet, ditde evidence of any coordinated effort in this
direction. I feel a sense of wgency, because while we
are still struggling with the scienice o understand the
underlying problems, the engincering comtiunity is
spending a great deal of money building solutions.

The following specific recommendations for research are
not significantly different from those made by the
Committee on Homan Factors of the National Rescarch
Council already in 1987. (Ref. 7) Six years later and
there is still no significant move in any of our nations
to support these proposals.

RECOMMENDATION 1: Design and support an
aggressive program leading to the understanding of
human crew functioning and intcractions, tcamwork
skills, cooperative problem solving, cooperative
decision making, and productivity under stressful
conditions, including continual and intermittent
exposures to multiple physiological and psychological
stressors.  An enderstanding of “tcamwork™ is not only
important w developing the proper techniques for
selection, training, and organization of human crews,
but is also essential to development of design guidelines
for complex, automated (and, possibly, leaming)
systems with which humans will need to cooperate.

RECOMMENDATION 2: Design and support an
aggressive rescarch program keading to the cventual
development of human-performance engincering models
that are able 1o incorporate results of the research
conducted in response to Recommendation | above.
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It has become quite clear that there is great potential
value 10 having human performance models of sufficient
validity to use for relative evaluations during
preliminary and concepinal design. We need to be able
to have some indication early in the design process of
potential human factors problems. For this, we will
rely on simulations using human-performance models to
examine the contributions of the human and the
machine to total system performance.

Simulation is the most promising approach for
investigating the behavior of complex systems during
conceptual and preliminary design.  However, to make
effective use of simulation dwring conceptual design of
human-machine systems, we need a model of the human
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activities, a model of the tasks to be accomplished and
of the role that the human plays in accomplishing those
tasks, and a model of the human capabilities,
limitations, and needs to play that role.

The capability to model, structure, and analyze the
human components of complex and interactive man-

.. machine systems, has not kept pace with the current -

capability to develop advanced technology systems with
which the human must interact. Computational
modeling of human perception and cognition will enable
us to describe the complementary contributions of
human and machine to a system in order to be able to
address human factors issves during the conceptual
design stages of missions and systems.
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KEYNOTE ADDRESS

COMBAT AUTOMATION FOR AIRBORNE WEAPON SYSTEMS:
MAN/MACHINE INTERFACE TRENDS AND TECHNOLOGIES

by

Air Vice Marshal I. MacFadyen, RAF
ACDS OR (Air)
Main Building -~ Room 3212
Whitehall
London SW1 2HB
United Kingdom

I would like to thank the Chairman,
Commandant Mouhamad(FAF) (Moo-ham-add),
for the opportunity to give this keynote address to
the AGARD Joinr Flight Mechanics and Guidance
and Control Panels symposium and to start off
your week’s deliberations. May I say that it gives
me an enormous satisfaction to play a small part
in an organisation which provides a unique
structure for international cooperation in
aerospace research and development. Indeed, as
the oldest scientific and technical organisation
within NATO, you have a record to be proud of in
your goal to disseminate aerospace technology
within the NATO alliance. On that score, I was
very pleased to note that at the recent AGARD
Avionics panel in Madrid, one of my staff
Squadron Leader Tim Southam gave a joint
presentation with the DRA at Farnborough on the
RAF’s Integrated Helmet Technology Demonstrator
Programme.

What 1 would like to try and do, in the
few minutes that | have available, is to try and
point your minds to some of the operational
drivers that must be properly addressed if the
"end-user” - in othe- words the aircrew - are to do
their job in an efficient and effective way. | am
the 'Man’ in your 'Man Machine’ interface.

The primary aim of all aircrew is to put
weapons on the target and reduce the degree of
air vehicle management. This applies to the air to
air or ground attack environments. The pilot in
the loop is more flexible and tactical in a rapidly
changing scenario but his limitations are
dependant upon his ability to look out of the
cockpit. We must explore ways in which we
might assist his natural instinctive and intuitive
qualities of being unpredictable, and provide ways
of maintaining his Situational Awareness in a fast
changing battle scenario. His job is invariably
part of a co-operative team relying on external
data to prosecute an attack.

There is a strange contradiction in our
man-machine combination. One part - the
machine - obeys laws and can be explained by
formulea. The other part - man - follows few such
laws, indeed he can be most unpredictable. He is
sometimes illogical full of prejudices, likes and
dislikes; they come in different shapes and sizes
and their performance defies reliable
measurement. If God did indeed create man, in
his own image, then he was certainly not a
qualified engineer.

I would like to spend a few moments
highlighting the theme of the symposium. A well
integrated aircraft sv-tem must reconciie multiple,
and potentially conflicting, data sources relative to
the tactical situation and aircraft state. Raw
sensor inputs would be enough to swamp our
inadequate human operator. The information may
have to be processed and {ed to him in 'Brain
sized’ chunks of digestable information to provide
the pilot with the information he needs, when he
needs it. Future manned fighter systems must
also be capable of providing automated command
guidance and when appropriate ground collision
avoidance cues, AQA/G limiting cues, etc.
Additionally future systems must also correctly
harmonize the automatic functions consistent with
the pilot’s intention and tactical situation.

In trying to come to some conclusions on
these thoughts, this symposium will address
changing and possible future operational
scenarios, advanced technology concepts and this
application, and the experimental work which we
hope will lead to an effective Man Machine
Interface (MMI) for future combat aircraft.

With all the recent dramatic changes in
the world order, it is now even more difficult than
ever to predict the scenario of the next conflict
which, in any case is becoming increasingly
difficult to define. We now talk about risks and
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the operational environment; the risk to NATO
interests in any particular scenario. A key part of
future operations, as in the Gulf War, will be the
gaining of air superiority and supremacy over the
battlefield; without that supremacy, other
operations will always be vulnerable and we are
likely to suffer unacceptable casualties. All the
studies that we have done on future fighter ac
indicate that the demands cn the next generation
of such machines will require unprecedented
levels of agility, performance and lethality,
combined with flexibility and adaptability. I say
that because we now have, at our fingertips,
sophisticated technologies from the electronics
industries of both East and West combined in a
new open marketplace. Things are not quite as
simple as under the old "Cold War" scenarios
where we were hopeful of having superior
sophisticated weaponry.

Recent advances in the technology of
automating the rate of data transfer between
aircraft has offered significant potential for
improving overall SA and thus mission
effectiveness.  The development of advanced
cockpit displays, combined with the fusion of
tactical information, have paved the way for new
operational capabilities and weapon employment
tactics. Harnessing these innovative technologies
is critically dependent upon establishing an
effective and intuitive MML

So how are we to manage the avionic
data in a modern cockpit?

The rapid developments in avionics and
the associated processing power now available in
aircraft have produced cockpit systems which can
quickly saturate the crew with information. As
successive new coribat aircraft have been
introduced into service, so the quantity and
complexity of avionics systems has progressively
increased. On the other hand, man's information
processing capacity has remained constant at a
few bits of information per second. This must be
augmented if the manned fighter is going to Be
effective in the high threat environment of the
late 1990’s. Only by understanding man’s
capabilities and limitations will it be possible to
design integrated avionics systems which match
man's requirements and result in an effective
man-machine combination.

Today's combat aircraft systems direct
many channels of information into the cockpit but
the pilot remains the same single channel device
that he has always been. It is now essential to
"manage” the flow of information to the pilot to
enable him to be provided with the relevant data,

in a readily understandable form, at the
appropriate time. It has not yet proven possible
to automate the decision making and combat
capabilities of the man in the cockpit. Therefore
the requirement to manage data to the pilot is
driven by the need to support that man. In this
context, the presentation of accurate situational
data at the right time in an appropriate format is
a significant challenge.

Future aircrew aids, such as the UK's
mission management aid, will only be viable if the
information flow between the avionics systems
and the aircrew can be suitably managed. This
will involve close analysis of the pilot’s task and
the identification of those tasks which can be
carried out better by man or machine. Human
factors, as well as the careful study of feedback
mechanisms, must be carefully embodied in both
directions across the MMI to achieve satisfactory
results. Further these problems need to be
validated by simulation prior to any flight trials if
we are to obtain optimum results.

I have elaborated these because, in the
past, attempts to solve these problems in front-line
aircraft have too often adopted a piecemeal
approach, and the result has been limited success.
Consequently, aircrew themselves have been
forced to make up for the shortcomings of avionic
integration. Lessons from the Gulf War have re-
emphasised that this approach can lead to the
failure of the man/machine interface, or the
failure of rnissions, with sometimes fatal
consequences.

Thus, by paying great attention to the
management of the information flow between
aircrew and their avionic systems, it will be
possible to optimise the ability of aircrew to do
their job effectively in future combat aircraft.

What then are the main areas that need
attention?

Not only has the aumber of systems in
aircraft been rising over the years but the
complexity of individual systems has also been
increasing. To offset this trend and to attempt to
reduce the correspondingly high crew workloads,
increasing use has been made of automation.

However, most systems have been
developed separately and integrated at too late to
stage in the development cycle. Thus it often
appears that the application of automation has
been applied in a random way and not as an
integral component of the man-machine system.
Rarely are the relative merits of the man and the
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machine compared in order to indicate which
tasks should be allocated to the man and which to
the machine. Fitts, an eminent American
psychologist, as long ago as 1950, listed a number
of qualities which are performed best by man and
best by machine, yer little of his philosophy
appears thus far to have been implemented in
military cockpits.

Man'’s evolutionaryprocess has resulted in
him having a transmission rates of only a few
bits/second. Whereas there is almost no limit to
the information transmission rate for which a
machine can be designed. Thus, where man has
a usable channel capacity of petween 2 and 25
bits/second, modern machines possess
transmissior rates in excess of 500
Megabits/second. There is therefore clearly a
huge mismatch between man, and the handling
capacities of modern cockpit information systems.

Although man can be considered as a
multi-sensor device, the link between his sensors
and central processor, his brain, is such that it
can generally only accept one sensor at a time by
time-sharing. Further emotion rather than logic
will often dictate the order in which responses are
made. Some form of mission management aid
will be required to filter the information and to
schedule it in a timely and appropriate way. This,
together with man’s limited transmission capacity,
merely reiiaforces the maxim that too much
information degrades crew performance. Only by
carefully matching the information sources to
man's processing and channel capacities can the
optimum man-machine system be prcduced.

A word on safety - important not only
because are aircraft very expensive these days, but
also because aircrew are often irreplaceable -
certainly in the short term. Thus whilst the
design of a fighter aircraft must be optimised for
war-time performance, the issue of aircraft safety
must also be of prime consideration. There ure
complex trade-offs to be performed in achieving
acceptable levels of both parameters, recognising
that enhancement of one may compromise the
other.

A relatively high proportion (typically
40%) of combat aircraft losses are attributed to
"aircrew error”. This sometimes appears to be a
convenient catch-all for accidents caused by
inadequate training, ill-defined operating
procedures, or even bad design of the cockpit
interface which itself only exacerbates the
problem during a high-stress situation. The
insidious nature of system induced aircrew error
is worthy of closer examination.

1 suggest that the issue of safety within
the cockpit is therefore much more than mere
consideration of the physical aspects of the MMI,
where well established procedures already exist
for analysis of the hazards of both hardware and
software. More needs to be done than a review of
the likelinood of aircrew error, although this is
difficult enough in itself. There is, however, an
overlap between these two areas where the
interaction of the man with the machine is more
important than the interface itself. It may be
unrealistic to hope for this interaction as being
error-free; but it is imponant that the required
interaction is as error-tolerant as can be made
possible. Safety assessments of this nature are
their in infancy with no widely available methods
or procedures for carrying them out, but in EFA
we have adopted a robust approach to the
development of an efficient MM, and I would
now like to turn to this in more detail.

The concept of human-electronic co-
operation in the cockpit is synonymous with that
of a team. Whether or not the team members
interact effectively will rely largely upon the
pilot’s acceptance of his electronic team-mate.
Many pilots look towards the future of such co-
operation with some concerns.

A particular area of concern is the issue of
pilot trust and acceptance of his electronic team-
mate. A strategy of automating nearly all a pilot’s
tasks, which it is technically feasible, will
compromise a pilot’s ability to decisively influence
events and is consequently unlikely to provide a
design acceptable to aircrew. A first defence
against this can be achieved by developing a
closer liaison between aiicrew and the system
designer.  There is one real problem here - and
that is opinion. If you ask 12 pilots a question,
you are quite likely to get 12 answers, such is the
complexity of the oroblem. Thus, aircrew opinion
will need to be backed up by actual trials in the
air, or in simulators ard the like.

The division of tasks and the level of
interaction chosen will be dependent on the task
being performed. The development of a team
approach, as well as a knowledge of what each
part of the team is doing is critical to maintain
SA. Most aircrew would agree that the quality of
the MMI of automated systems is critical to
aircrew acceptance of such systems. [t is
frequently an aircrew complaint that there is
already too much information displayed in the
cockpit during periods of high workload,
particularly in single-seat aircraft. The
proliferation of sensor and weapon aiming systems
will only serve to exacerbate this problein.
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Certainly, the mission and prioritisation of the
information in single-seat aircraft such as EFA is
a task that cannot be exclusively carried out by
the pilot.

During such periods of high workload, it
would therefore be most advantageous if an
automated system could prioritise information but
it must only present the essential information that
is flight critical. Since the pilot has only a single-
channe] decision centre, there is no point in
presenting him- with the need for decisions on
more than one action at a time. At the same
time, pilots will want the assurance that all is well
with the information that is not being presented
to him. It is better to have, as in EFA, 3 screens
that can be compartmentalised and managed
successfully, than a large wrap around screen that
becomes unmanageable.

Let me now try and draw together a few
thoughts and conclusions. It will come as no
surprise to you that man is relatively poor at
handling information and is easily overloaded.
Information from systems and sensors needs
increasingly to be processed, filtered and
presented to aircrew only at the appropriate time.
Some form of mission management aid that
automates the functions that man is poor at doing
is vital. However, despite man’s limitations, he
has attributes which cannot yet be reproduced by
artificial intelligence. It is essential, therefore to
allocate the various component mission functions
to either the man or machine, the decision
depending upon which can do the job best at the
fime.

EFA will benefit greatly as a potent
weapon system from the structured approach
taken to both cockpit and system design. By
virtue of this approach and the hamessing of
appropriate human factors expertise, methods and
tools, the EFA cockpit promises to be a flexible
workplace that allows efficient, reliable and safe
human operation with a manageable pilot
workload.

In the light of the current EFA experience,
the following conclusions can perhaps be drawn:

Optimisation of the weapon system design
can only be realised if a common approach is

taken to the interpretation and implementation of
the customer requirement in all design areas.
This is nowhere more important than at the
design stage of the integration of system and
cockpit functions.

A structured approach is therefore
required to the design of a modern combat
aircraft that considers the hardware, software and
human together. This is vital if we are to obtain
enhanced weapon system performance whilst
containing the overall aircrew workload.

Structured system design methods, and
mission and task analysis, must therefore be a
cohesive part of an integrated set of aircrew tools.
The RAF is committed to the development of an
integrated design procesr that allows all the
attendant benefits to be realised.

Overall, there is no question that
automation which relieves aircrew of tasks during
critical periods of high workload, as well as help
in carrying out mundane and routine tasks, would
be greatly welcomed by ali aircrew. Whilst there
is a degree of mistrust and scepticism concerning
the integrity and reliability of automated systems,
the development of such systems is
enthusiastically supported as they are seen as the
only means by which single-seat pilots especially
will be able to cope with the likely workioad of
future aircraft systems.

The ultimate acceptance of such highly
automated systems will only be achieved when the
'folklore’ of trustworthiness generated by reliable
systems is passed on to a generation of pilots who
have no previous experience of such systems.

Finally, 1 think 1 should stress that pilot
opinions are just that - they may be wrong! They
always differ and their opinions will probably
change. However, do remember that ultimately
pilot opinion will determine whether or not the
human and electronic team members together
really do enhance the operational capability of our
aircraft, no matter how well you scientists think
it works in the laboratory.

1 look forward to a most interesting
symposiw:n and would now like to hand over to
the first sessian chairmen. Thank you.
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Sensor Input.

"Graceful degradation”.

Wide range. some outside
human senses.
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X-31 DEMONSTRATION OF INTEGRATED FLIGHT AND PROPULSION CONTROL
FOR EFFECTIVE COMBAT AT EXTREME ANGLES OF ATTACK

Lt Col Michael S. Francis
DARPA/ASTO

3701 North Falrfax Drive

Arlington, Virglnia 22203

E. DeVere Henderson, SRS Technologles
Erwin Kunz, Messersehmitt-Bolkow-Blohm (MBB)
Sid Powers, Rockwell International, North American Alrcraft
Helmut Richter, German Ministry of Defense (GMOD)

INTRODUCTION

From its inception, the X-31 Enhanced Fighter Maneuverability
(EFM) Program has been both countercuitural and controversial
initsapproach tomodermn air combat. Predicatedon thenotionthat
an agile maneuvering capability beyond the “stall boundary”
would give a modem fighter a significant advantage in close-in
combat, the program’s fundamental basis seemed to ignore two
major tenets of aerial warfare as itevolvedin the 1980's. First, the
basic premise appeared to violate the widely accepted ‘sustained
energy maneuverability’ philosophy which emanated from the
post Vietnam era. Second, the program’s fundamental presump-
tionof a close-in combat arena was inconsistent with the vision of
alegion of stealth advocates - a vision which emphasized beyond-
visual-range (BVR) cumbat employing long range weapons a!-
most exclusively. Despite this departure from the prevailing
view, the continuing march of vehicle and weapons technologies,
coupled with the increasingly diverse vet still capable threat
sugges! that the capabilities being pioneered in the X-31 Program
might yet prove significant for future generations of combat
aircraft.

To appreciate the importance of the X-31 program and its resulit,
itis helpful to understand its origins as well as its role in the post
cold war era. The EFM Program was born at the height of East-
West tensions during the late 1970's and early 1980’s. The west
European defense scenario prevalent throughout those years
assumed a numerically superior and technologically form:dable
enemy operating in arelatively compresscd theatre of operations.
The need for visual identification of the threat coupled with
revolutionary advances in electronic warfare technology seemed
to ensure that the air battle would ultimately collapse to ciose-in
conditions.

At the same time, newly emcrging weapons capabilities sug-
gested a significant change to the tactics employed in air combat.
Weapons such as the all aspect missile and fuselage-aimed, high
performance gun would dictate that the traditional tailchase form
of dogfight might be replaced by a much shorter duration encoun-
ter where the aircraft with the first shot would likely win the
engagement.

Prompted by these concerns and with West German government
encouragement, Messerschmitt-Rolkow-Blohm began invest-
gating ways (o cope with this threat. As their studies progressed,
the ¢ ncept of dynamic, post stall maneuvering evolved as a
promising technique to defeata ‘conventional’ adversary inclose-
in air combat. The hypothesized capability proved extremely
effective as verified by the results of literally thousands of

simulations - both digital and manned. In fact, these early combat
simulation results were key in providing the motivation to con-
duct the program. (See References 1 - 5). The statistical results
have been replicated on numerous occasions in other simulation
exercises which employed various configurations. (Reference 6).

Although the development of these revolutionary tactics repre-
sented a significant accomplishment, the development of an air
vehicle which could actually achieve this form of dynamic, post
stall flight provided a challenge of a much greater magnitude.
Although the once impenetrable stall boundary had been occa-
sionally breached by modem high performance aircraft, it still
represented a major obstacle in combat operational capability. 1f
an aircraft were to routinely exploit this unforgiving regime of
flight, several new technologies would have to be merged to
provide the measure of control effectiveness and responsiveness
required for this demanding new application. The adventof thrust
vectoring technology for airbreathing engine systems, coupled
with the ability to integrate aerodynamic and propulsion controls
would provide the necessary stimuli to consider the possibility of
flight in this regime, free from the negative consequences of
instability and departure normally associated with this arena.

Further studies of the benefits of thrust vectoring coupled with a
high angle-of-attack (AoA) capability uncovered some additional
potential benefits to be expected for such an zircraft. These
include:

*  Post Stall Maneuvering

*  Enhanced Agility

*  Roll Coupled Fuselage Aiming
*  Steep Descents

+  Enhanced Deceleration

+  Enhanced Negative g Capability

This set of enhancements was given the collective name of
Enhanced Fighter Maneuverability, or EFM.

After several years of conceptual and operationally-criented
studies and the formation of the Rockwell International-MBB
team, the X-31 Enhanced Fighter Maneuverability Program was
formally initiated in late 1985. It was challenged with four major
goals which have not changed over time:

1) Provide arapid demonstration of the high agility maneuver-
ing concepts derived from post stall related technologies;
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2) Investigate the tactical benefits of these technologies, espe-
cially in the close-in air-to-air combat arena;

3) Develop design requirements and a data base for future
applications; and,

4) Validate a low cost international prototyping concept.

The focus of the X-31 Program is as appropriate today as it was at
its inception over a decade ago. Despite the gains made in low
observables technology, the evolving balance in that technology
suggests that close-in combat will again emerge as a significant
factorindetermining the outcome of the air warin future conflicts.
Moreover, the X-31's unique technologies afford an even greater
opportunity for improving flight performance and efficiency.
Viewed as an alternative to conventional aerodynamically-driven
force and moment generation, thrust vectoring capability of the
type employed in the X-31 may prove useful in the stabilization
and trim of vehicles at much higher speeds. The exploitation of
vectoring in this manner offers the promise of significantly
smaller ancillary aerodynamic surfaces, along with concomitant
reductions in weight and aerodynamic drag.

DESIGN EVOLUTION

With asolid basis and rationale provided by the numerous combat
simulations, the program's architects understood the charzcteris-
tics which their hypothesized vehicle would have to possess. The
program’s philosophy called for a demonstrator design which
could not only perfonn controlled flight and dynamic maneuvers
at high angles of attack, but one which could also be employed to
assess the tactical benefits of the embedded technologies, i.e., a
rue operational surrogate. In thatregard, the vehicle must possess
a highly integrated 'pilot friendly’ aerodynamic and propulsion
flightcontrolsystem in which complex control interactions would
be transparent to the pilot. Itmust be able to fly into and out of the
post stall regime with impunity, and it must have high thrust-to-
weight to provide the necessary deceleration and acceleration
capability to getin and out of post stall rapidly. Thrust vectoring
itself would be implemented by means of scveral “paddles”™
positioned about the circumference of the nozzle exhaust region
and deflected into the exhaust plume to vector the thrust.

The flight vehicle concept evolved from early Rockwell and MBB
studies which led to a new aircraft design which made extensive
use of cxisting subsystems. Farly configuration experiments in
the NASA-Langley Research Center wind tunnels deinonstrated
controlled flight at angles of attack up to 88 degrees.

The basic design of the airframe was generated on the Rockwell
Computer-Aided Design (CAD) system. Fabrication was aided
by using Computer-Aided Manufacturing (CAM}integratedinan
experimental, ‘skunk works' environment. This approach, ad-
vanced for its time, led to better *fit’ and fewer problems than with
uny prior program on which the team members had worked.

{t was recognized at the outset that producing a new low cost
air{rame in order to demonstrate the EFM tactical ad vantages was
a significant challenge. During Phases I and I the design and
fabrication philosophy was worked out among the decision mak-
ers in Rockwell, MBB and the two governments. While there
were no secret methods of reducing costs, the program adopted a

set of approaches and rigidly held to them. The firstprinciple was
to focus the effort on just what was important. Under this
philosophy, it was decided to provide the X-31A with only modest
supersonic capability, since the principal focus of the program
was the subsonic maneuvering arena. A maximum Mach number
of approximately 1.3 was deemed sufficient to prove that the
atrcraft could fly and maneuver supersonically.

A major decision was to instrument the aircraft only for proof of
load carrying capability and for defining the tactical maneuvering
environment. Many sensors normally incorporated into experi-
mental and operational aircraft were deleted. This approach
turned out to be sufficient for opening the conventional flight
envelope and for defining the state of the maneuvering aircraft.
However, it was not sufficient as an engineering tool for investi-
gating other anomalies such as, for example, vertical tail buffet.
(Vertical tail buffet has not been a problem so farin this flight test
program. )

The extensive use of existing proven subsystems removed many
of the requirements for their flight qualification. As a result, a
smaller engineering staff was required than that normally em-
ployed on a new design. However, this approach involved the
acceptance of some weight penalties.

In the design process, the approach was to “doit once.” Eliminat-
ing many design iteration loops resulted in shortened develop-
ment time and decreased costs, but this came at the expense of
some undefinea weight growth and a less than optimum structure.
Howe ver, the resulting aircraft is fully capable of performing its
intended tasks. In paralle] with the single pass approach, generous
design and safety margins were used in order to reduce the
requirement for additional models and tests. For example, in
collaboration with the Rockwell flutter group, the flutter “q”
margin was increased from the standard 32% to 44%. Asaresult,
no flutter model test was required. In addition to being a cost
driver, such model tests are frequently pacing items in the devel-
opment cycle. Flight test results to date show that the structure is
sufficiently stiff and that there is no concern about wing or tail
flutter.

The results of severai early studies indicated that some 2,200
pounds of fuel were required for the X-31 to fly its primary
mission profile - a short {lycut and retum, coupled with several
air-to-airengagements, of which five minutes totai time would be
spent under full afterburner conditions. An additional 1,100
pounds of fuel sllowed the aircraft to fly out 100 nautical miles to
conduct the air-to-air combat and retum. This was chosen as the
design fuel load. As the X-31A design matured and a better
estimate of the actual weight became available, an empty equip-
ment hay immediately forward of the single fucl tank was incor-
porated into the tank. The result was a total fuel luad of approxi-
mately 4,000 pounds, an amount slightly more than that available
on the X-29. Additional information regarding the design and
development of the X-31 may be found in References 7 - 11,

THE X-31 AIRCRAFT

The X-31 Ais asingle seat, single engine, high performance flight
demonstrator (Figure 1). The aircraft consists of a slender
fuselage containing an F404 turbofan engine fed by a belly-
mounted inlet, a cambered and twisted wing mounted on the
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bottom of tbe fuselage, a small and aerodynamically decoupled
canard forward of the cockpit, a single vertical tail, and its most
distinguishing feature - three externally supported thrust vector-
ing paddles mounted on the aftmost bulkhead. The aircraft bas a
wing span of 23.8 feet and a length of 43.2 feet. The maximum
takeoff gross weightis 16,200 1b., of which approximately 4.000
pounds are fuel.

Figure 1. The X-31 Aircraft

The fuselage contains the flight test instrumentation, the cockpit,
the engine inlet and duct, the single cell fueltank, the F404 engtne,
the hydraulic and electrical systems, the airframe mounted acces-
sory drive (AMAD), the flight control computers, and the landing
gear. The air data boom is mounted on the underside of the aircraft
to counteract effects of this appendage on the lateral-directional
characteristics of the aircraftinthe poststallregime. Twoseparate
angle-of-attack sensing vanes are fitted to the nose boom. Only
onc yaw vane is employed, but it drives two separate transducers.
Both the angle of attack and angle of yaw are primary inputs to the
flight control system. The inlet leading edge is deflectable to 26
degrees down in order to minimize airflow distortion at high
angles of atiack.

The wing is fabricated from aluminum substructure and graphite
composite upper and lower skins. No fuel is carried in the wing.
Only hydraulic lines and electric leads are passed through the
wing. The wing has two-section leading and trailing edge flaps.
The leading edge flaps are deployed as a function of angle of
attack to improve lateral directional stability at high values of
alpba. The inner and outer section deflections are synchronized
through a rotary gear train, and are driven by a rotary bydraulic
actuator located at the base of the wing root. Each of the trailing
edge flaps is dnven by separate electro-bydraulic actuators. The
inner and outer flaps are synchronized through the flight control
software. Maximum trailing edge flap deflection is 30 degrees.

The canard consists of left and right panels mounted on a common
sbaft. Two electro-hydraulic actuators, synchronized by the flight
control system, are used to deflect the canard panels. Canard
deflection angles range from -70 degrees (leading edge down) to
420 degrees.
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The rudder mounted at the trailing edge of the single vertical tail
is diiven by two actuators mounted at its base. A spin recover
parachute mortar is located within a housing at the base of the
vertical tail. A foam plastic panel is used to close out the spin
recovery parachute compartment. To operate, the mortar fires the
parachute packet directly through this foam panel.

The landing gear is basically that of an F-16, with slightly
modif.ed oleopneumatic shock absorber. The main landing gear
wheels are from a Cessna Citation, with tires from a Vought A-7
nose gear. Anti-skid brakes from an F-16 are mated with the
Citation wheels. Thenose gear is a stock F-16 nose landing gear.

The thrust vectoring system consists of three carbon-carbon vanes
attached to the aft fuselage structure, each coated with silicon
carbide in high temperature regions. These vanes are positioned
symmetrically about the engine circumference with vane #1
located just below the vertical tail in the symmetry plane. Each
vane is driven by a separate actuator. The three actuators are
connected to a single hydraulic system (bydraulic simplex), but
driven by two flight control computers (electrical duplex). In the
event of bydraulic or electrical failure, all three vanes are deacti-
vated and go into a free floating mode. The maximum deflection
of all three vanes is 26 degrees into the jet plume. Vanes #2 and
#3 located on the lower half of the fuselage are usable as speed
brakes with a maximum outward deflection of 60 degrees. Vane
#1 is limited 7 degrees outward deflection due to its proximity to
the spin chute release path.

The X-31A cockpit is entirzly conventional, with many principal
elements taken from the F-18, including a standard F-18 canopy
and windscreen which the X-31 structure was designed to accom-
modate. This resulted in a simple yet effective cockpit layout
which does not require a significant amount of training for
military pilots.

An actual F-18 instrument panel structure was used in the aircraft
(Figure 2). Some modifications were made to accept a small
amount of specialized equipment. The panel is dominated by the
HUD in its upper center. A digital data panel mounted on the left
side of the panel was acquired from an F-18. Control buttons, not
all of which were activated on the X-31, surround this panel. The
right panel contains a standby airspeed indicator, an analog
altimeter and a sensitive angle-of-attack indicator. Slightly below
this panel is an electrically driven tun and bank indicator.

Mounted on a panel just beneath the HUD are the controls for the
flight control system. A two pole switch is used to switch in the
spin recovery logic should the aircraft depart. Push buttonsonthe
same line provide means of calling in the takeoff and landing
settings for the flight controls and to enable/disable the thrust
vectoring vanes.

Below this are the selection buttons for the various modes of the
flight control systems. BASIC is the normal mode. Rl is a
reversionary mode used when the inertial measurement unit
(IMU) fails to provide the angle of attack and angle of yaw values.
Another mode, R2, is called up when the data from the angle of
attack and yaw vanes are lost. A third mode, R3 provides a fixed
gain setting to allow successful recovery of the aircraft should
both the IMU and serodynamic data be lost. Just above this set of
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Figure 2. X-31 Instrument Panel

pushbuttons isa R3 gaincontrol button. High gains are needed for
landing; low for high speed flight. These are pilot-selectable.

The HUD display provides the pilot with the necessary heading,
attitude. speed, altitude and angle-of-attack information. Mach
number, altitude, airspeed, and rate of climb are presented digi-
tally also. Ladders are used to show the current angles of attack
and aircraft load factor in addition to the standard aircraft pitch
attitude ladder.

‘The stick in the X-31 was mounted on a conventional two axis
support system. The F-18 control stick was used but was fitted
withan AV-8 stick grip. This stick grip was aslight modification
of the F-18 grip but with additional control bultons more appro-
priate to the X-31. Because the X-31 is a fly-by-wire aircraft, no
natural mechanical feedback loops were available for the pilot’s
controls. Accordingly. the stick was (itted with longitudinal and
lateral “bungee™ cords to provide necessary feedback.

1. should also be noted that a 26% scale, unpowered drop model
of the X-31 configuration which is dynamically faithful to the full
scale vehicle was also constructed. Built by NASA-Langley
researchers under DARPA sponsorship, this research platform
was designed (o replicate all aerodynamic control combinations
and ascertain the purely acrodynamic stability characteristics of
the configuration at high angles of attack. This subscale aircraft
continues to serve as a “‘pathfinder” for the manned flight test
program.

INTEGRATED FLIGHT PROPULSION CONTROL
SYSTEM

Vehicle control of the X-31 aircraft is achieved through pilot
“commanded,” computer-implemented flight control laws which
select the appropriate mix of control effectors to match the desired
flight condition. This mix may involve any of a multitude of
combinations of aerodynamic surfaces, i.e., wing leading and
trailing edge flaps (inboard or outboard) and canard, as well as the
position of the three thrust vector vanes. Engine throttle control
is maintained as a separate, independent pilot selectable function.
The system is automated to the extent that the control effector
combination commanded is generally transparent to the pilot.

After assessing several flight control system options, adigital fly-
by-wite multivariable feedback system was chosen because it
afforded the greatest flexibility for configurational change in an
experimental aircraft such as the X-31. Although a classical
quadruplex hardware concept was proposed early in design,
budget and schedule constraints dictated a somewhat different
approach based on three dedicated flight control computers and a
fourth computer to serve as a so-called “tic breaker”. Figure 3
illustrates th2 concept and ancillary components. This new FCS
hardware architecture required the development of a complex
redundancy management concepl. In order to fulfill the “fail-
safe” requirements, some of the redundancy management logic
functions had to be integrated into the control law structure,
increasing the control law design effort considerably. Loss of
essential feedback signals could only be compensated by

P R AR 2 o PPETTHTP TATEY, (LA e

ot s e e




reconfiguration of the basic control mode, which led to the
implementation of degraded (reversionary) control modes de-
scribed previously.

Control Law Structure

The architecture of the X-31A flight control laws is based on a
linear feedback matrix K and the nonlinear forward paths f, and
fy (See Figure 4). Tte main characteristic of this architecture is
the difference equation between the feedback signals and the
command value for all feedback signals. For all feedback signals
an associated command signal must be calculated from the pilot
input, Thus the actuator command vector s the sumof the steady
state command vector (trimmed surface deflections) and the
feedback difference vector multiplied by the feedback gain matrix
(K). Thisma  wasdetermined using alinearized aircraft model
divided into longitudinal and lateral segments. The resulting
formulation yields fourth order difference equation models.

The feedback matrix was mathematically calculated using opti-
mal control theory. The principal task for the designer was the
definition of the weighting matrices which, in turn, influences
optimization of the feedback matrix K. Stability and handling
analyses were then carried out with the full high order system.
When this check showed unsatisfactory results, the weighting
matrices were modified and the whole procedure repeated.

2-5

This simplified model could lead to a higher order system with
reduced stability and/or degraded handling qualities. Therefore,
to improve flying qualities and stability further, additional ele-
ments were integrated into the forward command paths and
feedback loops, the control architecture’s two major components.
These elements include inertia coupling compensation, gyro-
scopic coupling compensation, gravity effect compensation, feed-
back error integration, washout filters, command scaling algo-
rithms, command filters, phase advance filters, and rate limiters.
Notch fiiters were also installed in some of the signal paths to
preclude structural coupling effects.

Inthe flight path (wind) axes reference system, the forces in y- and
z-direction consist just of the centripetal force and gravity. These
forces are used to calculate the flight path rate command signals.
The body axes commands are transformed into flight path axes.
With the dependency of these rates on gravity, additional mo-
ments due to aerodynamic damping appear in the exact equation.
The compensation of these moments was neglected. The time
differential of the gravity components leads to angular accelera-
tions. These moments are compensated by feedforward com-
mands.

Gyroscopic moments are dependent on the square of the angular
rates and are, therefore, not considered in the linearized model. At
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high angular rates, these moments cannot be neglected. Without
compensation, these moments would lead to unacceptably large
deviations, and the aircraft reaction would lag its actual dynamic
behavior. Introductionof integral feedback was observedto help,
but it also introduced overshoot. An improved solution was a
feedforward compensation acting instantly (just lagged by sen-
sors and actuation dynamics) against the disturbances. The smail
remaining deviations due to model uncertainties are now con-
trolled by feedback loops.

The principal source of control implementation by the pilot is
through the center-mounted stick. In fact, in the post-stall flight
regime, the rudder pedal function is disabled so that the stick
provides the only means of pilot feedback to the aircraft control
system. Figure 5 shows the longitudinal stick force as a function
of stick deflection. Note the break in the force curve. A detent
at this position provides the pilot with a tactile cue to indicate that
he has reached the end of the conventional control stick move-
ment. Additional stick deflection requires enabling of the post
stall maneuvering portion of the control laws. In order to enter
poststall flight, a post-stallenable button mustbe depressed by the
pilot. and all the other post stall requirements must be met. The
paddle switch on the front of the control stick provides an
immediate method for returning to the basic (or conventional)
flight control mode.

Atlow dynamic pressures, each pitch stick position commands a
specific angle of attack, whereas at high dynamic pressure a
specific load factor is commanded. The switchoverbetween these
two command systems is at the flight condition were 30° angle of

u=Ke(y-y )+u,

E—w—hfu r—c—?:—-HA/CLT—)

p =Pilot Input

u =Actuator Input Vector

u =Steady State Actuator Command Vector
y =Feedback Sensor Vector

Yo =Steady State Command Vector

K =Feedback Gain Matrix

Figure 4. Flight Control Law Architecture
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Figure 5. Stick Force Characteristics
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attack results in the maximum load factor {7.2 g's). This occurs
at approximately 380 pounds per square foot (psf), or approxi-
mately 320 KCAS. This command characteristic was employed
atlow dynamic pressures because of the desire to precisely control
angle of attack within the post-stall envelope. An integration of
error of the commanded signal forces the aircraft to the com-
manded value. Poststall flightis only possible if the aircraftis in
the low dynamic pressure angle-of-attack command regime. The
maximum angle of attack is currently limited to 70 degrees.

The angle of attack commanded by the stick movement is dis-
played in Figure 6a. The maximum pitch stick deflection range is
4.5inch aft and 3 inch forward. With full forward stick, an angle
of attack between -5 degrees and -8 degrees (depending on flight
condition) is commanded at low dynamic pressure, while the
same position commands -2.4 g’s at high dynamic pressure.
Three inch aftstick position corresponds to +30 degrees AoA and
+7.2 g's, at and above corner speed. The maximum stabilized
angle of attack, +70 degrees, is commanded with full aft stick (4.5
inch).

Roll stick deflection results in a roll rate command around the
velocity vector (see Figure 6b). A quadratic characteristicis used
to get low sensitivity around the neutral stick position and suffi-
cient roll rate for full command. The maximum roll rate is scaled
with flight condition such that the available control power will be
used as much as possible for steady state roll, with enough left for
stabilization and departure prevention. Additionally, a roll com-
mand acceleration limit is included to prevent actuator rate
saturation. This limit is a function of dynamic pressure for low
angle of attack and a function of thrust at post stal} fiight condi-
tions.

The maximum roll rate command values were calculated consid-
ering aileron and rudder effectiveness, thrust vectoring capabili-
ties and structural load limits. They are stored in the flight control
computers as functions of Mach number, altitude and angle of
attack. To avoid surface rate saturation during rapid stick inputs,
the roll rate command is rate limited depending on flightcondition
and power setting.

(a) AoA Command

70 7
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5 7 PST-CMD
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i o
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Stick Position (in)

—

! () Roll Command
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In the directional axis, the sideslip command characteristic is
designed to improve lateral directional control, to minimize
uncommanded steady-state sideslip angle, and to improve turn
coordination. The scaling of the sideslip command characteristic
is dependenton true airspeed, AoA and roll stick deflection. Yaw
pedal deflection results in a sideslip command, which varies
between 12° at low dynamic pressure and 5° at high dynamic
pressure. At higher angles of attack, the yaw (“beta”) command
is blended out, so that all available control power can be used for
rolling (roll priority).

Trim capabilities have been implemented about all three axes.
The trim values are added to the forward command signals. In the
longitudinal axis, the direct link path defines the steady state
canard and trailing edge flap positions dependent on the com-
manded angle of attack. Since two control surfaces are available
(canard and trailing edge flaps), pitching moments generated by
trailing edge flap deflections can be compensated by canard
deflections. Two trim schedules, one for “take off and landing”
and one for “cruise”, have been implemented. The “cruise” trim
scheduleis optimized for minimum drag atlow angleof attack and
lateral/directional stability at high angle of attack. The tim
schedule for take off and landing is optimized for lift to reduce
take off and landing speed. In the longitudinal axis, thrust
vectoring is notused for trim since sufficient serodynamic control
power is available.

In the lateral/directional axes, direct links are provided from botk
the roll rate command, and the sideslip command to the trailing
edge flaps (differential), rudder and thrust vectoring actuators.
The direct link commands correspond to the deflections calcu-
lated for steady state flight conditions. The direct-link yawing
moment is fed to the aerodynamic rudder at angle of attack up to
30°. Athigher angles, the rudder becomes ineffective. Therefore
the direct-link is designed to blend in thrust vectoring so that it
provides the full autherity in yaw at at angles of attack above 45
degrees.

System stability and dynamic characteristics are determined by
the feedhack loops. In the X-31's multi-vanable feedback sys-
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Figure 6. Stick Command Characteristics
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tem, each feedback error signal, i.e. difference between sensed
and commanded signal, is multiplied by individual gains corre-
sponding to the control effectors integrated in the control loop. In
the longitudinal axis, angle of attack and pitch rate are feedback
signals. The corresponding errorsignals are fed to canard, trailing
edge flaps (symmetrical) and thrust vectoring actuators. In the
lateral/directional axes, sideslip angle (beta), roll rate and yaw rate
are feedback signals. The corresponding error signals are fed to
aileron (differential trailing edge flaps), rudder, and thrust vector-
ing. The gains are dependent on Mach number, altitude and,
where necessary, on angle of attack.

Thrust Vectoring Command Distribution

The longitudinal and lateral/directional flight control systems
command effective thrust deflections in the pitch and yaw direc-
tions respectively. These have to be transformed into the associ-
ated vane actuator commands. Stored thrust vectoring tables
(based on full scale and model tests) are used to calculate the vane
deflections in two steps. First the . lume boundary vane position
15 calculated, then the thrust deflection vane commands are
superimposed. Flight control software limits vane deflection
toward the exhaust jet to 26 degrees to preclude mechanical
interference betweenthe vanes. When thrust vectoring is switched
off, vane 2 and vane 3 may be used as speedbrakes. The thrust
vector command distribution matrix is graphically depicted in
IFigure 7.

The thrust vectoring system can be switched on and off by pilot
sclection. In case of a failure, thrust vectoring is automatically
“blended” out. This blending is implemented in the flight control
software in a way that permits the aerodynamic surfaces to receive
additional commands which produce the same overall moments
as with thrust vectoring.

As long as suffic.ent acrodynamic control power is available,
there is no difference in the moments generated with and without
thrust vectoring. This occurs over the whole conventional flight
envelope and is also true for the pitch axis even in the post stall
regime.  In all cases, the linear handling qualities are nearly
unchanged with thrust vectoring on or off.

In case of a thrust vecior system failure in post stall flight, the
available acrodynamic yawing morment is insufficient. To keep
sileslip as low as possible, the rudder as well as the differential
flap command are blended out during recovery to low angle of
attack. Due to the reduced control power, the roll performance is
also reduced with thrust vectoring off. The lower overall control
power and the reduced relative actuator moment rate significantly
reduce vehicle agility in this condition.

‘The control law structure does not change with the introduction of
the post stall {or PST) mode. Oaly the breakpoints in gain tables
and angle-of -attack dependent scaling are extended W the larger
angle-ol-attack range. Flying into the post stall regime is only
possible if all of the PST prerequisites are fulfilled. namely,

»  BASIC mode in operation,

*  Thrust vectoring selected,

*  Within the PST flight envelope,

*  Engine RPM at or above Mil Power (89%),

e Aliitude greater than 10,000 feet, und

*  No FCS failure detected.

To prevent the pilot from unintentional PST entries, the detent
mentionedearlier wasintroduced. Similarly, if one or moreofthe
prerequisites is not fulfilled or in case of a failure, the angle of
attack is automatically reduced to 30 degrees, the upper limit of
the conventional flight conditions envelope.

FLIGHT TEST PROGRAM

The three major segments of the flight test program are: 1)
conventional envelope definition; 2) post-stall envelope expan-
sion; 3) tactical evaluation.

The first of these segments was conducted with two objectives in
mind, First, since the X-31 was a new design, it was important to
demonstrateits performance, reliability and overall flight worthi-
ness. Second, a comprehensive examination of the conventional
(below stall) flight regime was necessary to permit the mock
comnbat exercises to be flown as part of the tactical evaluation.
This first flight test segment was essentially completed in the fall
of 19