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Theme

The complexity of the modern battle scenario is demanding better situational awareness for the pilot/crew. The advent of laser
weapons capable of blinding a pilot or crew member requires that such radiation should not reach the pilot. This dictates that
windowless or severely restricted visibility cockpit concepts be used. Emerging technologies, properly applied, offer potential
solutions to answer these conflicting issues.

The present interface between the pilot/crew and the aircraft is evolving to more sophisticated displays represented on a variety
of media including CRTS, flat panels, and helmet mounted displays augmented by multi-function switches and voice. The
application of these technologies presents both opportunities and special requirements. These requirements include the
development and integration of a variety of concepts to enhance the situational awareness while reducing the laser threat.

The exploration of these concepts, their integration in various combinations, and their potential to enhance mission capability
was the central theme of this Symposium.

Theme

La complexité croissante des scénarios de combat modernes exige une meilleure perception de la situation pour ie pilote ou
I'équipage. L'apparition d'armes laser capables d'aveugler le pilote ou un autre membre de I'équipage exige que de tels
rayonnements n'atteignent pas le pilote. Ceci impose le recours a des concepts d’habitacles sans vitre ou 2 visibilité trés réduite.
Les technologies récentes, si elles sont appliquées correctement peuvent fournir des solutions pour répondre a ces questions
contradictoires.

Les équipements d'interface entre I'équipage et I'avion évoluent vers des systemes complets plus perfectionnés avec affichage de
symboles, présenté sur divers équipements tels que les écrans cathodiques, les écrans plats et les visualisations montés sur le
casque augmentes de sélecteurs multifonctions et de commandes vocales. Si la mise en ceuvre de ces technologies présente des
opportunités, elle pose aussi des besoins spécifiques. Ces besoins comprennent le développement et l'intégration de différents
concepts pour rehausser la perception de la situation tout en réduisant la menace laser.

L'examen de ces concepts, leur intégration selon différentes configurations, et leur potentiel pour I'amélioration de la capacité
opérationnelle, constituaient le theme de ce symposium.
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TECHNICAL EVALUATION REPORT

by

Dr. Geoffrey H. Hunt
lately of the Defence Research Agency

RAE

Farnborough, Hants, GU14 6TD
United Kingdom.

INTRODUCTION

A Symposium of the AGARD Avionics Panel was held
in Madrid, Spain, on May 18 to May 21 1992. The
subject of the symposium was "Advanced Aircraft
Interfaces: The Machine Side of the Man Machine
Interface". The Programme Chairman for the meeting was
Mr. William E. Howell of NASA.

THEME OF THE SYMPOSIUM

The complexity of the modem battle scenario is
demanding more of the pilot/crew in the aircraft and their
need for better situational awareness is progressively
increasing. Furthermore, the advent of laser weapons
capable of blinding a pilot or crew member is demanding
that concepts be used which preclude such radiation
reaching the pilot. This requirement dictates that
windowless or severely restricted visibility cockpit
concepts be used; however the need still exists for
complete visitility in all directions and wavelengths, to
avoid or engage hostile forces. Emerging technologies,
properly applied, offer potential solutions to these issues
including retrofit of existing weapons systems to meet the
changing requirements.

The present interface between the pilot/crew and the
aircraft is evolving to more sophisticated full colour,
abstract displays presented on a varicty of media
including CRT’s, flat panels and helmet-mounted
displays. The pilot’s inputs will still include standard
buttons and switches but will be augmented by multi-
function switches and possibly voice. The application of
this technology presents both opportunities and special
requirements. These requirements include the
development and integration of a variety of concepts such
as CRT Displays, Flat Panel Colour Displays. Helmet
Mounted Displays (including hclmet optical gcomelry).
Head Up Displays. Night Vision Goggles. Integrated
Displays (Visual. IR. Computer-generated symbology).
Voice [/O, Multi-Function Display and Input Devices.
and Target Acquisition and Aiming Devices.

The exploration of these concepts. their integration in
various combinations, and their potential to cnhance
mission capability were the central theme of the
Symposium.

GENERAL DESCRIPTION

The programme consisted of thirty-two papers, divided into
seven sessions. Preceding these was a keynote address which
provided an excellent introduction to the later, more detailed,
papers. Discussion was invited after each paper, but no
period was allocated for general or round-table discussions.

TECHNICAL EVALUATION
Session 1 - Defining Concepts and Design Issues

In this first session it would have been useful had a
framework been set for the subsequent sessions. In fact two
of the papers provided this in part. C.G.Burge (Paper 3) gave
a top-down analysis of the problems in military aircraft man-
machine interfaces and listed nine categories which required
research, and S.P.Williams (Paper 2) gave a series of
examples of cockpit equipments which are being investigated
for use in future civil transport aircraft. However, neither
author made clear the relationship between the interface
design requirements and the characteristics of the avionics or
weapons systems with which they were to be integrated.

Professor Bosman (Paper 1) described the characteristics of
the human eye and gave some particularly pertinent
observations on the scan patterns when reading text or
numerals as compared with those when looking at complex
scenes; these are of obvious importance when considering
display layouts for use at times of high workload. It would
have been interesting if the information given on
monochrome displays had been extended to colour since
almost all displays in modern aircraft are now multi-coloured.

Paper 4 by J.Struck was a description of alternative computer
system arrangements for generation of information in a
graphical form, an important part of the design of display
interfaces. It did not provide any information about the
benefits or trade-offs of the altemative designs.

Paper S. which was presented in the absence of the authors
by L.Dopping-Hepenstal, reported on a questionnaire survey
of selected British Aerospace pilots concerning the
automation of airborne systems. Ten distinct categories of
pilot-machine interface were defined, ranging from the pilot
performing the entire activity to the system autonomously
performing the action. Opinions generally favoured increased
usc of automation. with pilots wanting to be informed of the
elfects of faults upon the capability of the aircraft rather than
the technical diagnosis of specific types of fault. Direct
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intervention into the operation of the flight control system
was declared unacceptable.

Session II - Maintenance for Advanced Cockpit
Systems

Session II consisted of only two papers. The subject of
the session is an important one since it is clearly
necessary to ensure that cockpit equipments have
adequate availability, reliability and integrity compatible
with their role as the link between the aircrew and all the
aircraft systems. However it is not apparent that there
need be any difference between the maintenance of
cockpit systems, which are very largely computer-based,
and that of other computer-based onboard equipment.
This was confirmed by the two presented papers.

Paper 6. presented by J.A.Collins, was particularly
interesting in describing the evolution of a new method
of improving maintenance methodology by implanting
devices into avionics equipment that would measure and
record physical parameters that were judged to affect the
failure rates of the equipment into which they had been
implanted, for example temperature and shock. Using the
outputs from these sensors, together with a model of the
predicted failure pattern, it is hoped that many BIT-
detected failures which cause system cut-out can be
confirmed as soft failures and hence allow system restart.

Paper 7. presented by W.Wurster, described a
conventional computer-aided maintenance system which
was claimed to be particularly useful during the
development phase.

Session III - Panoramic and Virtual Cockpits

Advances in both computer and display technology are
bringing closer to reality the concept of the "Virtual
World" in which a human operator using all of his input
and output mechanisms can believe himself to be in a
real world which responds correctly to any action which
he cares to make even though this world has actually
been created artificially. As applied to aireraft., Virtual
Cockpits are usually taken to mean cockpits in which the
pilot’s visual scene. including both the outside world and
the instrument panel. are created and displayed
artificially. while aural and touch sensors are also fed
from computers through suitable transducers. Paper 8,
presented by W.L.Martin, described a USAF development
programme in this area. The absence of any detailed
engineering data, such as the resolution obtainable from
the displays, or any results of trials, significantly reduced
the value of the paper and made it impossible to assess
whether the concept is likely to become an effective and
useful interface in the forseeable future.

Paper 9. presented by D.G.Hopper. described another
USAF programme, this one concerned with simulator
trials of a very large centrally-mounted head-down
display. The display was used to provide better
situational awareness for a pilot in air-to-air combat than
that used in the standard F-15. Significantly improved
kill ratios were claimed.

Paper 10, by P.Larroque and R.Joannes, also described a
development programme leading up to simulator trials, in
this case of low-level penetration flights in poor weather
or at night. The technique used was to create a synthetic
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display of the outide world, based on a data base created
from reconnaissance and map information. The results from
the first series of trials were encouraging, with positive pilot
acceptance, and this will lead to further phases which will
include studies of integrity and of combining the images from
onboard sensors with the synthetically-created data.

Session 1V - Helmet Mounted Displays

Session IV was the biggest of the Symposium with 7 papers,
although one (Paper 14) was not presented. This reflects the
continuing interest in helmet-mounted displays as an R&D
topic in spite of the persistant difficully in finding
engineering solutions to the intrinsic problems of mounting
wide-angle. high-resolution displays on a helmet in such a
way that the overall helmet design is compatible with all the
safety and usability criteria for military aircraft use.

The use of diffractive optics is one way of finding an
acceptable solution to the problem of providing wide field of
view displays close to the pilot's cyes. Paper 11, presented
by G. de Vos, gave an account of the design trade-offs and
explained that the need to reduce weight required that relay
optical elements should be minimised and hence that the
holographic elements should not be far off-axis. A novel
design of visor hologram was described which reduces
chromatic aberration.

Paper 12. given by S. Williams, provided guidelines on the
possible application of stereoscopic helmet-mounted displays
to a number of different types of aircraft operation. The
most clear-cut advantages were found in the precision hover
of rotorcraft; for other operations such as a tracking task and
a curved approach to landing, the gain in performance was
found to be significantly less.

J.P.Cursollé gave paper 13 on the subject of applications of
helmet-mounted displays to the operation of combat aircraft
at night and in all weather. The pilot’s nced for “"contact”
flying was explained as well as the essential characteristics
of a helmet-mounted dislay appropriate for this type of
operation.

Paper 15, which was presented by A.Karavis and T.Southam,
described the MOD(UK) programme which is attempting to
develop a fully-engineered helmet which will meet a design
specification appropriate to a high performance combat
aircraft. The helmet will carry a binocular wide-angle display
and a pointing pickoff, as well as the normal fittings such as
facemask. The detailed specification was presented, which
has been derived from earlier MOD experience of flying non-
integrated helmet-mounted displays.

Paper 16, by J.P.Foley, descibed optical techniques which can
be used to provide protection to the pilot’s eyes against
damage resulting from flashes and lasers. A good analysis
was given of the available technologies, both passive and
acuve.

W.E.Howecll presented Paper 17 which gave an assessment of
the use of synthetic vision for the approach and landing of
civil transport aircraft.  He described trials carried out by
NASA in a Boeing 737 aircraft in which the landing
accuracy was found to be approximately equivalent to that
obtained with normal vision. Although the experiments were
principally directed to the use of synthetic vision on future
spacecraft, the results have significance for military aircraft
as well.




Session V - Voice Technology

Voice forms a natural means of man-to-man
communication which has always been extensively used
in military aircraft. and experiments have been conducted
for several years 1o develop the technology for use in
both man-machine and machine-man roles. Session V
comprised five papers which gave a reasonable overview
of the curret state-of-the-art in this arca.

Paper 18 by Professor N.Ince gave a good introductory
review of speech coding. compression and recognition, of
which only synthesis and recognition can really be
considered man-machine interface techniques.  For
synthesis. a high probability of successful operation is
now available from relatively checap off-the-shelf
equipment. Voice recognition is much more difficult, and
hence most systems have to accept severe limitations
such as reduced vocabulary and speaker dependance.
Even with these limitations there is less than 100%
probability of correct recognition which implies that for
most applications supplementary verification will be
necessary.

Paper 19 by F.Hollevoet concentrated on voice
recognition and gave a description of the recognition
process in a typical system. It provided a useful
reinforcement of many of the points made in Paper 18.

Paper 20, presented by B.Barbier. gave a description of
some preliminary experiments to study possibilities for
future cockpit layouts. They explored the possibility of
using multiple inputs from the pilot such as eye
movement, voice input. and hand and head position
transducers. Unfortunately. the results of the experiments
were not given.

Paper 21 was given by M.M.Taylor. and provided 1
description of the psychological background to
communication including the use of voice as the
comumunication medium in a man-machine control loop.
The author developed a rather philosophical discussion of
the principles of man-machine interface and the sharing
of control between pilot and aircraft system.

C.Gulli presented paper 22 which gave an account of an
experimental programme on voice recognition exploring
the effects on recognition performance of influences such
as cockpit noise. g-loading and oxygen mask.
Experiments carried out in a centrifuge showed that the
recognition performance should not be affected by g-
loads if proper compensation is provided: this is
encouraging as acceleration effects are often quoted as a
major problem. A good presentation of the experimental
results was given. The author expressed optimism about
future possibilities while emphasising tiie necessity for
more research.

Session VI - System Design Concepts and Tools

Session VI was principally concerned with the
methodology of the design and development of the man-
machine interface. but inevitably several of the papers
also discussed some of the broader issues conceming the
relationship between the interface and the total
aircraft/aircrew system. Perhaps because of these wider
systems implications. the discussions following each
paper were noticeably more lively than they had been in

earlier sessions.

Paper 23 by F.Amogida discussed the reduction of pilot
workload in cr.tical phases of a combat mission by the
mechanism of transierring work to earlier phases of the
flight. He advocated more use of airborne mission planning
and its proper correlation with pre-flight mission planning.
This was an important paper in recognising that ma..-machine
interface problems are profoundly affectd by the design of
the complete system.

Paper 24 by E.Lovesey was largely devoted to a historical
perspective on cockpit design problems. Its main interest was
that it was one of the very few papers in the symposium
which even mentioned the aircrew problems in large
multicrew aircraft and the need to consider the internal
distribution of inlormation and of tasking.

Paper 25 by C.R.Ovenden described some investigations of
cockpit warning systems for use in civil transport aircraft, but
having implications for military aircraft as well. The
intentis a1 is to develop diagnostic systems which would
monitor the health of aircraft equipments and systems and be
able to advise the crew on corrective action which should be
taken in advance of total failures. This very desirable
objective can only be achieved by the development of models
of system behaviour which take into account failure trends
and hence appears likely to be most applicable to mechanical
systems such as engines. No information was provided on
how far the work has progressed.

Paper 26 was presented by L.Dopping-Heponstal and
described the design process udopted for the cockpit and
systems of the Eurofighter. The process featured a very
structured approach in which the information flow and the
crew workload during a small number of well-defined
missions were analysed in detail. The methodology provided
for a lot of analysis and work-station testing before
commencing mock-up trials.

C.Weber (Paper 27) described a cockpit design and
development too! which had been used in the development of
the "Tiger” helicopter. By contrast with the methc ' togy
described in paper 26, it appeared that this was based on the
use of a mock-up right from the start of the design process.
A good description was given of the experimental resuits
obtained. which included both performance analysis and
aircrew opinion ratings.

Paper 28 by M.P.Kibbe was a description of the use of
automatic target recognition systems in aircraft and their
acceptability by aircrew. It was stated that, for various
reasons, automatic systems require aircrew back-up, and that
to make this effective the crew need 10 have trust in the
system and to be informed of the source of the recognition
data. The experiments for both identification and recognition
of ships were described; the results were not clear-cut and
depend on the reliability of the performa "¢ of the automatic
recognisers.

Session VII - Device Technologie-

It was rather surprising that only four papers were presented
in the Device Technologies Session. of which only the first
two could reasonably e described as papers about devices.
This is perhaps a retlection of a growing awareness that most
of the man challenges in the man-machine interface are
concerned with the total system rather than the interface
devices themselves, Nevertheless there is little doubt t.at the
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performance of interface devices, particularly displays,
are cwrently -~ limiting factor in overall system
performance, and t'.« the colour CRT's wach are
predominantly used have many undesirable features.

Both Paper 29 (presented vy J.C.Wright) and Paper 30
(presented by F.deLauzun) described colour liguid-crystal
displays. Several advantages were claimed over CRT's,
including weight. depth. reliability and ease of
maintenance. In spite of problems in obtaining good
luminous efficiency. paper 29 claimed that contrast ratio
in bright sunlight was better than for CRT’s. Possibilities
for the future included fault-tolerant and autostereoscopic
displays.

Paper 31 by C.K.Lam described the possible use of
intelligent controllers to optimise the characteristics of
automatic target cuers. The target model is carried in a
target correlator and fuzzy logic is used for controlling
filter and parameter choices. No results were given.

Paper 32 by H.Hellmuth provided another statement of
the man-machine interface problem, in this case in the
context of helicopter operation. Equipment becoming
available was described. and the use of liquid crystal
displays was advocated.

General Comments

The evaluation of each of the sessions given above does
not provide an overall assessment of how well tne
objectives of the Symposium were met. and it is the
purpose of this section of the report to provide this
additional overview.

It should first be noted that the discussions. limited
though they were, did not reveal any significant
disagreements on the nature of the problems facing the
designers of military aircraft cockpits and interfaces. It
was generally agreed that these problems were primaiily
related to the excessive workload which was experienced
by combat aircrew which modern avionics systems had
done little to alleviate (and some would claim had
actually exacerbated). There was also a general consensus
on the range of solutions available (or likely to become
available) to designers and on the methodology required
to apply them.

It was also quite clear that the topic and theme of the
symposium were generally regarded as very pertinent.
though the limitation to the machine side of the man-
machine interface was regarded by some as a rather
artificial constraint, even though a subsequent AGARD
symposium was scheduled to cover the other side.

The enuphasis of the symposium was quite clearly on two
main topics. The first of these was concerned with the
overall problem of aircrew management of a highly
automated avionics system and the interface implications
thereof. There seemed to be a lack of clear understanding
by many of the authors of the distinction between
needing better interfaces to reduce the workload
associated with current types of avionics system and
needing new interfaces to reflect the new types of data
flow which are necessary for more automated systems
which are themselves intended to reduce workload. In
this context it was very surprising that no papers werc
given on the interface aspects of the three programmes
specifically intended to provide workload-reducing
tackup to the crews of single-seat combat aircraft, viz the

USA’s Pilot Associate, France's Copilote Electronique or the
UK’s Mission Management Aid. It should also be remarked
that the crew workload in a combat or strike aircraft and the
optimum design of the corresponding man-machine interface
are highly dependant on the characteristics of the weapons
being used. yet none of the papers discussed the trends in
weapons systems (e.g. their capability for target seeking) and
the implications of these for the aircrew.

The second main topic was concerned with the Visual
element of the interface, i.e. on displays. Of the 32 papers,
no fewer than 13 were directly addressed to this topic. Such
heavy emphasis is understandable since the visual channel is
the one which has the ability to convey to the aircrew much
more information than any of the others. However it has to
be said that other important interfaces, particularly those
concerned with commands from the crew to the machine,
were hardly mentioned.

There was also an overemphasis on the problems of the
interface in single-seat combat aircraft which, although
understandable in terms of the magnitude of the problems
involved. resulted in almost total neglect of multicrew
aircraft. [t would certainly have been interesting to have had
one or two papers on the man machine interface issues in
AEW and ASW aircraft and helicopters.

One final comment should be made as part of the technical
evaluation. Very few papers gave a description of Research
and Development programmes whereas these should surely
form the core of any AGARD Symposium. Too many papers
were concemned with concepts and possibilities, and although
such papers are valuable in their own way, they are no
substitute for the hard facts which are contained in a well-
written account of work carried out in an R&D Laboratory.

Taken as a whole, the 31 papers which were presented at the
Symposium gave to the participants a good picture of the
way in which this important technological area is perceived
by the experts working in the field. No major technological
breakthroughs were described. but rather a steady advance in
several areas which, taken together, show some possibilities
for overcoming many of the inherent difficulties of the man-
machine interface in aircraft. Evaluared against the theme of
the . ymposium, the objectives were very largely met and the
proceedings should stand as a useful record of the state-of-
the-art as it curreatly exists and a pointer to the way in which
the interface technology is likely to evolve in the future.

THE ORGANISATION OF THE SYMPOSIUM

The symposium was held in an excellent conference hall,
well able 1o accomodate all the 135 participants, and the
projection facilities and simultaneous translation were also
very good. The only significant canse for criticism was the
fact that less than half of the papers presented were available
in written form. even though many of the authors
acknowledged that the wrilten papers contained much
material that was not included in the oral presentation. The
absense of pre-prints which could be studied in advance may
also have contributed to the lack of wort*>'vhile discussion
following many of the presentations.




WELCOME ADDRESS

EXCMO Snr.
D. GONZALO RODRIGUEZ MARTIN-GRANIZO
ALMIRANTE
JEFE DEL ESTADO MAYOR DE LA DEFENSA
c/Vitruvio N. 1
28006 MADRID
Spain

Chairman of the Avionics Panel, Symposium
Participants, Ladies and Gentlemen,

As Chief of Spanish Defence Staff and subsequently, as
Member of the NATO Military Committee, I feel
particularly delighted to welcome you to my country and
chair this opening ceremony of the scientific sessions
that you wil! hold throughout the week, organized by this
important Panel of AGARD.

This is the second time that I have had the honor to open
an AGARD Symposium. My first opportunity was in
Seville, about one year ago. when the Flight Mechanics
Panel of AGARD held a Symposium.

This year, AGARD (founded in 1952 by that
unforgettable Scientist, Professor Theodor VON
KARMAN), celebrates its fortieth anniversary.
Throughout these years AGARD has been and continues
to be an extraordinary forum for international cooperation
in which scientists of NATO Countries can exchange
experiences and work together in scientific meetings on
subjects of common interest in the aerospace ficld and
related disciplines.

We can say that AGARD is today one of the most useful
NATO Agencies. Spanish participation in AGARD
activities has follow an increasing role. The number of
Spanish professionals taking an active part in these
activities is growing, either as Panel Members, or
Members in Working Groups, or Authors. At the same
time we are increasing the raie at which we host
AGARD activities. In 1992. for example, we shall hold
here, besides this Symposium, two Lecture Series,
organized by the Aerospace Medicine Panel and
Guidance Control Panel. This does not consider the
various consultants missions and Working Group
Meetings affiliated with Spain,

I want to take advantage of this occasion to thank
General BAUTISTA for his outstanding work for
AGARD for the 4 past years. Up until his recent
retirement he served as s Spanish National Delegate to
AGARD. At the same time 1 would like 10 congratulate
General GUITART, nominated as new National Delegate,
who I know, will continue this fostering cooperation
mission, with enthusiastic dedjcation.

Changes in the World's political situation, especially the
changes in the former Soviet Union, the abolishment of

Warsaw Pact, and the political status in the communist
Eastern Europe Countries, the reunification of Germany,
etc. have caused a somewhat relaxed military posture
that, in spite of persistent small conflicts and areas of
latent crisis, has driven NATO and its Member Nations
to a decrease in their military commitment and budgets.

We hope, that these budget cuts will not affect AGARD
resources and therefore AGARD activities. Research and
Development in the aerospace field has a beneficial
impact in many other areas of science and technology.

The results of these advances in technology are only
realized in a long range evaluation. R & D efforts
cannot be slowed as cuts in these areas can cause long
range problems.

The subject of the Symposium to be opened today is
"Advanced Aircraft Interfaces: The Machine Side of the
man-Machine Interface. This is not easily translated in
Spanish but we could say : El Lado Maquina en la
Tecnologia de la Relacion Hombre-Maquina en los
Nuevos Aviones.

The extreme interest of this subject is focused in the
growing complexity of the modern Air-Land Battle. This
places a large workload on the pilot and crew of combat
aircraft. Nevertheless, new technologies, offer potential
solutions to most problems resulting from these increased
workloads.

The 32 papers to be presented here appear to be to be
extremely promising and attest to the high professional

qualities of the lecturers.

I am sure that this meeting will result in a most
profitable event for everyone.

I want to transmit my best wishes for a successful
meeting and also a very pleasant stay in Madrid.

Ladies, Gentlemen, welcome to this Symposium..

Thank you.
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28100 Madrid -Spain-

Chairman, ladies and gentlemen,

It is a great pleasure and honour to be given the
opportunity to address this distinguished attendance
to the AGARD Symposium on Advanced Aircraft
Man Machine Interfaces, with emphasis on the
machine side of the interface.

This is the first Symposium of the Avionics Panel
in Spain, and it happens in a year that Spaniards
have come to think as a Wonder Year, since we
have Universal Expo in Sevilla, we have the
Olympics and Madrid is the Cultural Capital of
Europe.

It is indeed a honour because I believe Aircraft
Man Machine Interfacing is one of the most
important and creative challenges, of technology
today. I have to say that not everybody in the
aerospace industry gives adequate regard to this
topic, and some think that falls within the
superfluous good-to-have items brought around
with the requirement for computers. [ am sure this
views are rapidly disappearing.

What is one of the fundamental problems associated
with airborme man-machine interfaces?

The modern high performance military aircraft or
helicopter is the result of very fast development,
instated by the actual or estimated threat of
potential adversaries. It is now the basic element of
a very sophisticated weapon system in the hands of
the pilot, with tremendous firepower, very fast and
agile.

The pilot, as a human being, is a marvel of
physical adaptation to walking on two feet at low
speeds, on the surface of the earth, mostly in

daylight. Over centuries he has been a hunter, and
his vision, audition, smelling, and kinestesic senses
have evolved to make him effective and also to
allow his self protection, in the natural hunting
environment.

The skills to survive in our highly competitive
world, be it at war or in peace, are determined by
evolution of his mental abilities and not his physical
or strictly sensory qualities.

We can, and do, struggle to analyze and understand
how humans behave, perceive, learn and perform
missions or tasks. We can conceive training
processes but we cannot change natural limits.

So the fundamental problem is to adapt the aircraft
system so that it provides a viable interface to the
real pilot under the extremely varying environments
in which he has to perform, including night or day,
adverse weather effects, and extreme mission
requirements and threat intensity, with acceptable
levels of safety and mission success.

This problem has received in the last 15 years
increasing attention and this Symposium and others
that have taken place, and are to be held by
AGARD in the next future, show this.

It is, perhaps, not peculiar to aircraft, but the
distinctive characteristic of the fast timing give it a
difierent dimension.

It is moreover a reality that the problem remains
unsolved and some review of the facts about
military aircraft non-combat losses in recent crises
and exercises show the urgency and the extent of
the effort to be done, if present day military
aircraft are to cope with Air Staff mission
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specifications. (Note that modern commercial
aircraft losses should add to the concerns).

When we compare the incidents and accidents
derived from structural, engine or avionics failures
with those generated by human errors or Human
Factors failures, the picture is really a grey one for
the contribution of this technology to safety and
efficiency.

I want to recall a statement of the Lt. Cnel
Simonsen of the RDAF at the AGARD Lecture on
Visual Effects of the High Performance Cockpit:
"We have probably not seen one single type of
aircraft without at least one major human factors
design deficiency”.

So let me say as a first remark that the subject of
the conference during these days is a very acute
problem and a very important one in terms of life
risk and mission success.

* The workload problem.

But is it really so complex a problem?? Is it not
just ergonomics and space allocation in the
cockpit?? Our answer is the subject has indeed
great complexity.

The military relevance of aircraft weapon systems
make them the target of an impressive
concentration of ground and air threats. The
pressure for more and more sophisticated weapon
system features and capabilities, reflect ultimately
in pressure on the pilot performance, as operator of
the aircraft and the system.

This typically results in tasks of the pilot that
combine

- Tactical Decision Making and Tactical
Situation Assessment, obviously at combat
speeds and in three dimensions,
continuous tactical planning and replanning
and action execution.

- Sensor management, Sensor Selection, and
data assesment and weighting.

- Vigilance and Search; Detection,
Recognition, Identification of expected or
unexpected targets or threats or events.

- Monitoring the aircraft systems for proper
functioning.

- Control, either mediated or direct, of the
aircraft, and weapons.

- Communications with formation or

command.

Depending on the mission and mission phase this
workload is or can be largely incompatible with
pilot performance capabilities, and leads to
potential break down specially when coupled with
adverse sensory conditions, physical stress and
spatial disorientation.

What can be done ?? It is clear that basic elements
of the solution are Cockpit automation and Pilot
computer aiding in order to relieve some of this
workload, in new aircraft designs but also in older
aircraft, through modemization, if the actual
environment in which they are used was not
considered in their design.

The underlying Man-machine interface technology
is just emerging today with major improvement

underway at Systern, Subsystem and Device
Levels, which will be mentioned later.

* The human side of the Interface.

But let us not forget that we are talking interfacing.
We need to think for some minutes about the other
side of the interface!.

All the improvements have to be derived, in any
case, from an understanding of human_skilled
behavior and how it is organized in pilot
performance.

From a System point of view the human operator
has Sensors such as Visual and Auditive, effectors
such as Voice or Hand, and a Information
Processor where mental behavior is provided.

The Human Information Processor can be
represented simplistically as structured around a
large, relatively slow access, long term memory,
and three processing elements: a Perceptual
Processor, a Motor Processor, and a cognitive
Processor, all working, on a fast access and small
size short term memory that is the working
memory, which is linked under cognitive processor
control to long term memory, this working memory
being linked under perceptive processor control to
Sensors.




The processors have a characteristic time on the
order to 100 msec, and working memory has a
typical volatility period of about half minute.

The Sensor and Processor model allows us to
rationalize on the basic known facts that human
operator activity is limited by physical sensor
configuration (visual, auditory, tactile) and
processing capability, data set size and throughput,
but within those limit has multitask capability.

Skill acquisition and execution is the basic tool of
man adaptation to the increasingly demanding tasks
that he is requested to perform, and allows fast and
efficient reaction.

It is more difficult to model in a simple way the
role of skill acquisition and how skilled
performance is actually executed, but it can be
visualized as a very efficient way to retrieve or
access large pieces of information such as data,
procedures, or methods from long term memory by
using associative mechanisms generated by
experience and training.

Skilled Human operators are capable of handling
complex tasks.

For example in the case of a continuous control
tasks, when the order of the system to be controlled
is high and the characteristic frequencies are too
high, the skilled operator generates a virtual
reduced order model that he is able to control
within the processing throughput limits and
generally achieves stable control with reduced
accuracy.

In sequential tasks when working memory
requirements are excessive he skilled operator tends
to break down the whole task in unit tasks so that,
the memory requirements can be fulfilled.

Unit task decomposition is at the very root of the
skill adquision cycle. Just remember how people
used to perform by hand arithmetic divisions by
breaking down the total task (the full number to be
divided) in smaller ones and writing down the
intermediate results so that the next step could be
done. If you visualize this example you realize the
conditions for unit task decomposition that are

. Working Memory Capacity for each step.

. Information Horizons
Data: What you see is what you need.
Method: What to do each step.
Task: What boundaries, input and output
. Error Control.

Skill acquisition provides for the evolution of
human mental behaviour through its skill
dimension.

At its origin there is the pure problem -solving
behavior characteristic of new/ improve situations
where man makes trial and error steps in order to
achieve a goal that he has set. With experience and
training he travels along this dimension gaining
skill, that is, developing strategy, methodology, and
ultimately memory. Depending on the task nature,
environment, and timing and memory requirements
extreme skill can be developed with automaticity or
the behavior remains a problem-solving one, or
what is the most usual case, the task is broken
down into several subtasks falling each one into
either category.

Problem-Solving behaviour even if slow is what
makes man’s contribution essential.

Having said all that about the other side of the man
machine interface, what is it possible to do on the
machine side to reduce multiple task workload?

I would say actions can be categorized into task
design "optimization for sharing” and pure
automation.

* Task design.

About task design four clear directions should be
pointed.

First is task resource demands reduction by
improving those task characteristics that are most
resource demanding, like for example:

Sensory
Visual clutter and display resolution
Readability of symbology.
Auditory display clarity.
Auditory display noise.
Tactile smoothness and feedback.
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Processing
Memory retention duration and size.
Phonetic and semantic confusability.
Response Frequency and Complexity.
Degree of choice.

Motor
Stimulations-Response Incompability.
Error intolerance and accuracy
requirement.

Overall
Controlled system order and bandwidth.
Control gain.
Tolerable delay

A second element is to facilitate task parallel
processing by using for concurrent tasks, wherever
possible, separate channels at the sensory,
processing and motor stages. Therefore task design
should take advantage of shareability of

Peripheral modes

Auditory vs. Visual Perception

Voice vs. Manual Control
Encoding

Verbal vs. Spatial Encoding
Processing

Perceptual Cognitive vs.
Perceptual Motor.

Third is task synergy and integration.

Synergy can be exploited at sensory, and
control levels by concentrating visual
inputs that may have to be perceived
concurrently like for example is done with
target and own aircraft data in helmet
mounted displays.

In this case display information of various
origins in a way that leads to integrated
processing can be very effective load
reduction device.

Finally one of the most effective task design
techniques is to define and appropriately support
task decomposition into unit tasks.

* Cockpit automation.

In the cockpit we find initially three different kinds
of automation: Control Automation such as
autopilots and flight Management Systems;
Detection Automation including topics like Sensor
fusion but also alert and warning generation; and
Decision and Assessment_Automation that includes
decision aiding, situation assessment and diagnosis.

The problem of replacing human performance
versus assisting, and how, the human operator is a
difficult one.

Generally speaking if we look at the continuous
dimension of problem-solving/skilled behavior or
knowledge based versus rule based performance it
is clear that an activity that human can perform
based on pure skill can be automated. There are
little number of those at the higher levels of
complexity and interactivity, typical of the
unpredictable combat environment but clearly
progress has been done, and there is still ample
room for additional automation.

On the other hand automated systems can become
complex and therefore complicated to set up and
operate without critical risk of error. So in many
cases automation is to be partial, for certain
subtasks of a whole, and therefore requires abstract
man machine interaction.

Such interaction has been implemented through the
ubiquitous use of the CRT screens and
multifunction displays, and will probably extend
into "Big picture” and helmet mounted displays,
with possibly increasing use of voice-auditory
commands and inputs.

Whatever the physical interaction medium, the type
and format of the symbology, either verbal or
spatial, remains a key issue associated with
decluttering, scheduling, and the difficult topic of
supervisory control acceptance by the pilot.

* Adaptive Automation.

A word should be said about Adaptive Automation
and Interfacing, dealing with system in which the
degree of automation is tailored to he varying needs
of the pilot or human operator.

Do we know what the pilot thinks or needs?.
Adaptation to the individual requires to identify the
cognitive state of the human and devise at every
point in time what he needs; and supply that help,




and only that. For instance analyzing eye fixation
can give information on what the pilot has
remarked and allow to supply related information.

Adaptation to the situation or the external
circumstance requires to identify such situation and
provide the type of automation and information
display that is best suited for it. This is increasingly
being used through automatic moding and context
detection.

System Instability and system failure recovery are
areas to research and solve.

* Conclusion.

As conclusion, man with all his physical and
functional limitations, with error making and
disorientation tendencies, with attention failures and
sensory and psychological inadaptation is the one
necessary piece of the military aircraft and the key
to its combat superiority.

Task design and automation should always be
directed towards aiding such limitations and
allowing maximum use of his capabilities.

I have tried to introduce some key topics of the
subject and I hope, ladies an gentlemen, that you
have an interesting symposium and a nice stay in
Madrid.
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ENGINEERING THE VISIBILITY OF SMALL FEATURES ON ELECTRONIC FLIGHT DISPLAYS

Faculty of Electrical Engineering, Computer Vision Laboratory,
University of Twente, P.0. Box 217, 7500 AE Enschede, Netherlands.

Keywords: electronic displays, flight imagery, visibility.

SUMMARY

The applications and limitations of high
resclution afforded by modern display
technologies are discussed, in relation to
the properties of the human visual system;
and how much ’engineering’ may become
possible early in the design phase by the
use of model(s) of the ’visual system -
technology interface’ (VSTI). Display
technology models provide good predictions
of the distributions of luminance, color
and contrast under specified driving and
environmental conditions. Coupled to
suitable vision models, estimates of
visibility of pattern details can be made.

In VSTI models, the beholder of the imagery
is regarded as a detector responding to
displayed patterns with ’yes’, 'no’ or even
be allowed fuzzy and false responses. Some
conclusions are given concerning design of
pattern detalls in imagery, given the
characteristics of the display and of the
observer.

LIST OF SYMBOLS AND ABBREVIATIONS

A apparent area of observed object

B brightness

AB  brightness interval

C- contrast ratio: foreground luminance

L_ over background luminance L

D area of (eye) pupil

L luminance, luminous flux per solid
angle and per surface area [nit]

AL luminance difference

n modulation index

P pitch of display elements

P active area in % of display element

c

t

v

x

b

standard deviation of distribution
time, time duration
visibility

»y spatial variables at the display face

CRT cathode ray tube

del display element

EL electro luminescence

JND just noticeable difference

LC  1liquid crystal

LED 1light emitting diode

MMI  man machine interface

pel plcture element (also pixel)

PSF point spread function

VSTI visual system - technology interface
2-D varlables extending in 2 dimensions

1 INTRODUCTION

The combination of digital electronics and
new display technologlies offer programmable
high resolution, color display devices:
Head Down, Head Up, Helmet Mounted, Wide
Field of View, Super Imposed, etcetera.
Power consumption is very moderate; weight
low compared to the performance; thermal
and electromagnetic radiation passable.
Advanced graphics and image processing
software afford new creative opportunities
in imagery design, with strong appeal to
man’s inborn cognitive abilities.

Fast perception of information (in contrast

to raw data) is the issue.
We now see more 'natural’ coding in the
man-machine-interface (MMI): improved
matching of the 'problem data’ formats to
the style of human 'inner representation’
(geometries and contrasts with very good
cognitive characteristics, identifiers
such as generally valid geometry rules,
color, positions, pattern labels); and by
'fooling the eye’ through adaption of the
spatial and metrical features of stimuli
(like the OCR font was designed for
machine vision) to the operative states
of the ’parameters’ of the vision system,
induced by the existing environmental
conditions.

Fast and reliable acquisition of image data
at low probablilities of confusion requires
that the brain be presented with 'adequate’
pattern stimuli. Important is visibility v,
here defined as the probability that the
eye receives sufficient luminous energies
to send 'adequate’ signals to the brain.
Factors involved are: luminance L and
integration time t; pupil diameter D;
apparent size A of the object and local
spatial contrast distribution C (x,y} to
exceed thresholds of seeing. °

Low visibility takes time.

How fine should be the displayed ’artwork’?
Consider rather intelligent machines able
to calculate the success probabilities of
a cholce of operations, in the order of
their priorities; and advising the pilot
accordingly. It is conceivable that the
messages of such a machine do not need
very high resolution, in contrast to
imagery in the current situation where
all the intelligence is concentrated in
the pilot. Thus, expensive machine
*intelligence’ can probably be traded for
the considerable cost of (often only
locally required) high resolution in
large surface area displays.

For the time being the driving forces in

display R&D are towards large, adaptive,

large contrast range, color displays with
high resolution.

Good visibllity is required for both the
"written" features of a symbol and for the
"empty" or "nonwritten" spaces in between.
Easily confused lmage features share
similarity factors (both cognitive and
psychophysical) with the desired feature.
It depends on the distances in the feature
space whether false responses, i.e. pattern
confusions, occur. Optimal use of cognition
is a matter of image design, not of display
technology. Therefore, our analysis is
restricted to high probability of detection
and, to keep matters relatively simple, to
the effect of brightness only.

Complicated images are formed by local
combinations of elementary patterns which,
in turn, are made up of dels.

Gray levels are used for several reasons:




- to attract attention or, inversely, to
normalize brightness of differing colors;

- to fool the eye into seelng smooth lines,
sub-del edge displacements and varying
line thickness;

- to normalize the perception of subtle
pattern features.

But in many cases the combined requirements
on contrast and luminance ranges (gray
levels, dimming; good visibility under all
circumstances, little glare, no blinding)
often are difficult to satisfy, unless the
imagery Is designed for robustness.
The inverse solution would be to control
visibility by excluding changes in VSTI
conditions, like in the windowless
cockplit. Then, and even at moderate cost,
every refinement is possible in visual
transfer of information (but also
necessary!): and large panel area and
high resolution and a wide color gamut.

Perceived image quality is nelther assured
by global technical specifications of the
display technology or the specific product,
nor by general ergonomic considerations
applied in the design phase of the display.
In particular, the visibility of displayed
patterns depends on geometries, on very
local contrast and color differences and on
the adaptation state of the eye.

In terms of detector models: sufficient
changes in local brightness and color to be
detected with high probability, e.g. >99 %.
Low probability of confusion needs adequate
visibility of the individual features.
Therefore, it is necessary to study the
factors determining visibility of local
pattern details. In table I the factors in
some way affecting visiblility are marked.
In this paper the focus is on: average
brightness, line separation, stroke width,
active area and blur.

TABLE I: VISIBILITY FACTORS

~ Del active area

- Del-to-del luminance contrast
- Quantisation; contouring

- Brightness ripple

- Whole image vibration

- Line jumping due to interlace
- Del-to-del color contrast

- Separation gap width

- Del/gap luminance and color contrast
- Line spacing

- Stroke width

- Symbol area

- Intra-symbol area

- Symbol spacing

- Reflections

- Average luminance

- Dimmability

- Adaptation state of the eye

- Dwell time of fixation (short/gaze)
- Flicker (global and local)

- Blur

~ Nolse

- Shading

- Task dependent factors
2 BRIGHTNESS
2.1 From luminance contrast to brightness
Brightness B, not luminance L, determines

the quality of perception. The definition
of visibility v can be redefined as the

e e A

probability that the accumulated photon
fluxes in the pattern spatial distribution
L(x,y), received during a given time
interval t (dwell time of 1 fixation, see
figure 1), produce brightness changes AB in
the resulting brightness distribution
B(x,y) sufficiently strong to to enable
interpretation by the brain.

Fig. 1) Example of visual scanning of text:
fixations (dwell time > 0.25 s) and
saccades in between (< 3 rad/s)

The number of photons raining on the retina
depends on the variables A,L,D,t. The
brightness changes AB are modeled by two
separable functions: AB = f(A,L,D,t).g(C )
with 0< f(A,L,D,t) <1. T
The target apparenf area determines not
only the number of photons exiting from the
surface, but also the contrast loss due to
point spreading in the optical part of the
eye (smearing, reduces the number of
photons at the axis of viewing). This loss
is partly restored by neural action in the
retinal tissue. Thus the spatial brightness
distribution AB(x,y) of the pattern results
from its luminance distribution L(x,y) by a
mapping in early visual processing.

Perceived sensation of luminous contrast is
rated by counting the number of threshold
brightness increments (JNDs, for which by
definition AB = 1) which fit in the
interval AB associated with the luminous
contrast.
The JND is measured e.g. as a 50 % response
probability to the luminance change. This
response level is also chosen for the
*visibility’ v(AB= 1) (threshold of seeing).
Blackwell (1946), measuring the JND using
disc shaped targets, found that the
threshold visual contrast AL/L = 0.0027
over wide ranges of disc diameters and
luminance, in agreement with Weber's law:
AL/L 1s constant. Systematic departure is
experienced at small target area, low
light conditions, short exposure.
Weber’s law suggests a logarithmic function
coupling brightness to luminance; regional

AB = 370.1n Cr.f(A.Lb,D,t). (2.1)
2.2 Visibility

Visibility v is a saturating function: the
wide range of the brightness interval scale
is non-linearly mapped onto a visibility
range of 0 < v < 1.

For long (many eye PSFs involved) edges,
separating two uniform fields, this mapping
can be modelled by the error function:

u

erf u = 2/vVn [ exp (-t?).dt.
0




Remembering that the visibility at AB = 1}
equals 50 %, the model for the visibility v
assoclated with brightness interval 4B is:

v = erf (0.48 Int|AB|) (2.2)

For AB = 3 JND, v already attains 0.96.
Figure 2 combines the variables luminance,
brightness and visibility. Depicted are:

’ +

brightnes

Cumulative
intervals ABI

T ¥
L ¢} 0.5 1

I3 b
¢—— Luminance L of Visibility v —

observed areas

Fig. 2) Mapping of luminance contrast via
brightness intervals into probabi
11ty of seeing that contrast

- To each increment AB = 1 JND corresponds
a ratio AL/L (Weber's law), provided the
average luminance is sufficlent (photopic
range, not photon nolse-limited).

- The 'zero’ of the brightness/visibility
function shifts to the brightness level
corresponding with the background
luminance L .

The parameters object area,pupil size and

dwell time in f(A,L ,D,t) are omitted;

likewlse the 'adaptation state of the eye’.

But for small obJects (local regions in the
image, e.g. small discs, triangles, bars)
the threshold ratio AL/L_ is not invariant;
on top of the effect of received photon
energies it is also a function of the
geometry because of locally operating
'lateral inhibition’, a neural contrast
enhancement process on the receptor
outputs.

In complicated patterns (such as in flight
symbology and text) the perceived local
contrast thus depends on size/area of the
patterns/features, visibility analysis must
be based on (2-D) brightness distribution
calculations, using an engineering model of
vision describing early visual processing
in the eve.

Therefore the statement by Galves & Brun
(1976), that for visibility assurance at
least 7 IJNDs are required (AB > 7 threshold
brightness increments: C > 1.02) is not
sufficiently precise. AlSo 1t is not valid
at the very low end of the photonic range
Into the scotopic range where every photon
counts (should be counted by the receptors
in the retina); where nature invokes energy
preserving additional processes.

The appearance of the images presented by
display devices also depends on the chosen
technology; consequently the visibility of
pattern details also. We arrive at the

computation structure of figure 3. The
remainder of the paper focuses on the third
part: the vision model.

2.3 A vision model

The eye is modeled as an early visual
processor, responding to local contrasts by
corresponding numbers of equal brightness

stored Image ¢=—=Miggion
Conditioning ¢=—=Flight data
image System «=——=A/C Systems

Selected parameters of:

Display Symbology Vision
materials size luminous states
geometries features optical responses

drive signals colours neural responses

HEt b

L=» Technology model |— Vision model F»
L L

Fig. 3) Modeling the visibility of images
displayed in a specified technology

increments allowed to also produce false
responses. In fligure 4, one possible
engineering model is depicted (Bakker and
Bosman, 1988).
It is composed of:
~an optical part, representing the eye
optical system, accounting for aberration
of the lens, pupll diffraction and scatter
in the mess of nerve bundles and blood
vessels just in front of the retina; the
result being smearing of the input image.
-a detector part, representing the eye
neural system which resolves the smeared
illuminance distribution at the retina
into 'sharp’ brightness signals sent to
the brain, taking account of photon noise
and neural noise.

center
input PUpil processing +I
——1 lens (z
image | scatter local —'
surround
processing

signal to [brightness
— to
brain visibility

Fig. 4) The blockdiagram of the vision
model

The detector part consists of two branches,
with different smearing properties (center
with low smearing, surround with strong
smearing); both perform a log operation.
All 'Point Spread Functions’ (PSFs)
involved are not invariant but depend on
internal states and environmental luminous
conditions.

Note that the log operation followed by
subtraction of the two 2-D images yields a
brightness interval 2-D distribaetion
proportional to the luminance contrast
ratio distribution; while simultaneously
performing enhancement because the (wide)
skirt of the optical PSF 1s removed by the
lower branch PSF (known in image processing
by the name ’unsharp masking’, in vision
literature as ’'lateral inhibition’.
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Photons avallable in a point source are
distributed by a PSF to fill its entire
volume (Westheimer G. & Campbell F.W.
1962), thereby lowering peak response
considerably. For the eye optical PSFop its
peak magnitude is attenuated 70 times with
respect to absence of smearing.

A large area stimulus 1s composed of many
points, their overlapping responses add
their photon catches to produce a uniform
response close to unity.

The responses of the eye optical system
(transfer function from object to retina)
to several pattern primitives are depicted
in figure S.

Fig. S) responses at the retina (receptor
level) of the eye optical system
a) a point source (PSFop);
b) a lineplece, very thin, with length S
times the width of PSFop;

c) a long line; and

d) square stimulus of 5x5 widths of PSFop.
(Note the differences in peak magnitude)

The spatial response of the total model to
a point stimulus (eye PSF) (Blommaert and
Roufs, 1981) is depicted in figure 6c),
along with the PSFs of the foreground path
(6a) and the background path (6b) (neural
pooling PSFs located in the detector part
of the model). This response is taken to be
valid in the center of the foveal region
(foveola).

Flg. 6): Point Spread Functions in the
vision model, see text

A small target, like an alphanumeric
character of 6 mm high seen at 0.7 m, has a
viewing angle of 30 minutes, well within
the size of the foveola where the retinal
resolution remains about invariant. The
operation of the model (optical smearing,
lateral inhibition and mapping from
luminance to brightness) is demonstrated
in figure 7, showing the letter A’ as it
appears on an electro-luminescnce display
and the perception of brightness.
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Fig. 7) Mapping luminance into brightness
by the vision model.

Towards the periphery the PSF aequivalent
cross section increases (Koenderink & van
Doorn, 1978). In figure 8 the gradual loss
of sharpness (and contrast) (one fixation)
in peripheral view is demonstrated. By
taking several fixations across the image
the brain builds up a total sharp picture.
Moreover, memory from previous (almost
identical) views are thought to reduce the
required number of fixations.

Fig. 8) Loss of sharpness away from the
point of regard.

2.4 Quantitative examples

For non noise-limited conditions (luminance
> 10 nit) the combined effect of variations
in luminance, fixation time and pupil
diameter is small. The response in number
of JNDs can be approximated by

AB % 370.1n Cr.f(A), (2.3)

with f(A) a function of e.g. the area and
shape of the stimulus. One obtains AB ~ 7
JND (= 100 % reliable detection) for large
area objects (f(A) ~ 1) at a C of 1.02.
BUT, for small stimuli like a short bar,
i.e. a linear array of 5 display elements
(figure Sb) at the (high) resolution of 12
dels/mm, the eye PSFop attenuates the input
contrast ratio of 1.02 to 1.0026 at the
retina; its brightness interval AB equal to
1 UND! Fine detail is barely visible. Such
an image looks ghostly. In figure 9 the
visibility is plotted of the 5x1 bar as
function of display element size.

It is clear that, at higher resolutions or
in finer artwork, the display must be
driven harder (more contrast required).

To see also points (i.e. very small dels)
reliably, the contrast ratio must be
C=1+70x0.02=1.4"

Ih gray scale images these considerations
are valid at all (local) background levels;
thus without ’'fooling the eye’, gray scales
should have contrast ratio intervals of
minimally 1.4, in agreement with earlier
evidence (Carel 1965).
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Fig. 9) Visibility versus size of the
display element in um for a bar
5 dels long and 1 del wide.
Viewing distance: 0.7 m;
Contrast ratio: 1.02; 2
background luminance: 100 cd.mm .

This leads to excessively large luminance
ranges (> 250, in addition to the required
dimmability range). Again compensation can
be found either in driving the display
elements adaptively, or in special designs
of ’'small’ feature areas while retaining
full resolution to preserve image quality.

Decreasing the viewing distance increases
angular size, which diminishes optical
attenuation, thereby increasing contrast at
the retina. Moreover, at higher luminances
more photons partake in the stimulation
process so that the neural PSF control can
decrease the aequivalent cross section
resulting In a crisper picture.
The desire to augment the visibility of
very small features relates to the reason
why people tend to bend forward and/or to
operate emissive displays at higher
luminances.

In radiant stimuli with strokes made up of
several dels, visibility is much higher due
to 2-D merging of PSF responses. Assuming
ample contrast (AB s~ 25 IND) The effect of
stroke width is depicted in figure 10,
consistent with (Reger & Snyder & Farley,
1989) for 9x12 matrix blocks or better.

At reduced angular symbol height, the
smallest intra-symbol spaces (in ’a’ and
'8’ ) with area < 2’ experience loss of
visibility. The same happens when stroke
width increases at constant character
height, implying that the curve of figure 8
mirrors at thicker stroke widths.

At positive contrast effects of PSF merging
is detrimental for very thin darker strokes
and for intra-symbol spaces. contrast of
the whole symbol suffers, not only certain
features.

1 T ’

0.8
0.6]
0.4 o
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0

o

=T T ~T T

0 100 200 300 — sw

Fig. 10) Visibility v versus stroke width
sw in pm. Viewing distance 0.7 m

Some Avionics displays use light emitting
dlodes, providing very thin lines at high
brightness. That the visibility of very
small gaps in LED arrays is high, is

-5

calculated as shown in figure 11, which
depicts the required brightness in JND as
function of gap width. Consequently, from
the visibility angle, character height can
be quite small.

T required AB (JNDs)
1004 o
804
604
404 °
204 °
o
0 T T T T
a 50 100 150 200

line separation [um] ——

Fig. 11) Threshold brightness of gaps
0.7 m viewing distance

3 LOCAL BRIGHTNESS MODULATION; EFFECT
OF ACTIVE AREA OF THE DISPLAY ELEMENT

3.1 Modulation of pattern features

At lower resolutions the individual display
elements remain visible, causing modulation
of the pattern features shown in figure 12.
The subtraction operation in the model of
figure 4 is responsible for ’lateral
inhibition’ producing ’'Mach bands’ (the
trough around the peak in figure 6c). In
figures 12 & 13 its effect on a complicated
shape are depicted.

g
22

S

DA

s

N

>

Fig. 12) Response of low resolution display
with separation gaps between the
display elements. Delpitch = 500 um.

Consequently (see also figure 7):

A) ’small’ square display elements seem
rounded instead of square; separation
gaps widen at the intersections
increasing their visibility.

B) with uniformly driven display elements,
the ones with few neighbours (e.g. the
upper del of the letter ’'A’) are seen at
increased brightness, thus seem larger
than the ones surrounded by many
neighbours;

C) the inhibitory lateral action produces
also local contrast augmentation around
the features of the pattern.

To calculate the modulation index, it is
necessary to use the 2-D vision model. By
the same means it is possible to design
reduction of image-dependent unwanted
modulation, using gray level blurring
techniques discussed in section 4 below.
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Fig. 13) a) the 3-D luminance distribution
of a symbol A at the face of a EL
display with separation gaps of
1/3 of the pitch;

b) the corresponding brightness
distribution of the same symbol,
obtained by the model, when the
symbol height is 4.5 mm viewed at
a distance of 0.7 m.

A reasonable model to estimate modulation
contrast in the brightness pattern of

ad jacent dels of a line in a main direction
of the display 1s the expression:

ne’ P(p+c)2+ no’
m = exp {— > (5.1)

(l-P)(pﬂr)2 (p+¢)2+ no
the modulation index m= (Bp—B')/(BP+B.);
Bp: peak brightness, B': saddle brightness

o the s.d. of the eye PSF.
A plot of m as function of p/o with
parameter P is depicted in figure 14.

l.m ] o o
Tm o ] x x
0. 84 x
(4]
0.64 P=1 *
N NP=05
0.4 °
x
0.2
o x /P=0
0 ¥ 1 L 1 L 1 ¥ |
0 2 4 6 —— p/o

Fig.14) Effect of pitch, active area and
eye PSF on brightness modulation

3.2 The effective area of a display element

The ANSI standard for Human Factors
Engineering of Visual Display Terminal
Workstations states that the minimum
permissable active area or fill factor in

flat

5% .

that
with

panel displays be 30 %, preferred is
From the foregoing it is obvious
resulting brightness modulation varies
del size and pitch. The recommendation

thus is not sufficient in itself; some
functlon of both the number of elements in
the character matrix and the active area
per del should be considered.

The resulting brightness modulation then
depends on the adaptation state of the eye.
One may specify a fixed ’standard’ eye PSF
or use the brightness model to calculate
the resulting modulation. Based on the
assumptions of the model, under good
viewing conditions the modulation seems
secondary as it hardly affects visibility;
only deep modulations are thought to have

effect but this should be verified.

Active del area convolves with the eye PSF,
producing a modified PSF with effective
area about equal to the sum of both. E.g.
like in figure 12, with del pitch of 2’ and
eye PSF with effective area of 1.5’ solid
angle, the 45 % active del area results in
a PSF with effective area of 3.4’ solid
angle. The modulation contrast is clearly
visible in the brightness pattern of dels
in a line in a main direction of the
display. With 75 % active del area the
resulting effective area becomes 4.5,
larger than the pitch squared (overlap).
For that reason modulation contrast is only
visible in oblique lines.

These considerations determine the required
resolution for uniformity of brightness.

Fig. 15) Iso-brightness contours at
a) 1 JND -outer/dashed,
b) 3 JIJND -inner dashed and
c) 7 IJND -solld line.
Geometry of figure 12,
Cr: 1.4; Lb: 100 nit.

Fig. 16) Display iso-brightness contours:
a) electroluminescence,
b) twisted nematic LC, backlighted

The effects can be studied by plotting
iso-brightness contours as shown in figure
15. The contour at 3 JND of 15b) determines
the perceived contour of the symbol. Note
modulation due to insufficient merging of
PSFs.

Annoying? Who knows.

Figure 16 shows the iso-brightness contour
families of symbols and background (7 JND)
on two commercial displays.

4 EFFECT OF BLUR

Blurring (spatial low pass filtering)
occurs through smearing of the designed
image with a point spread function situated
either inside or outside the eye. Examples
of ’inside’ blurring are given in figures 6
and 8. It also occurs (much stronger) in
neural pooling of receptor ocutputs at low
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light levels when necessary to 1ift the
total photon catch to exceed the neural
noise threshold. 'Outside’ optical blurring
occurs unwillingly at the screen of a CRT
or in display cover layers and antiglare
filters, or on purpose by electronic and/or
algorithmlic means.

Blur causes additlonal gray levels.
Unwanted blur is most bothersome in sharp
turns of lines; and it narrows intra-symbol
spacing, where it should be avoided.
Hamerly & Dvorak (1981) pointed out that
edge gradient softening by 0.4’ in normal
print causes the experience of bold print.

In low to medium resolution quantised
displays blur can actually improve the
perception. In figure 17 two approaches are
shown: a) by 2-D linear interpolation
(Bosman & Umbach, 1982), b) by adding

extra graylevels in the direction of the
line (image dependent 1-D interpolation,
Negroponte, 1980).

a) b)
Fig. 17) Removal of '’ jaggles’ by
a) 2-D linear interpolation
b) 1-D interp. along the line.

suggesting a resolution of 0.5°. But the
circular symmetric eye PSF with effective
area of 1.5’ solid angle attenuates fine
2-D detall. The cut-off in resolution
(single fixation) can be expected at abnut
2’ per del (2.2 dels/mm at 0.78 m viewing
distance). At higher resolutions wider 2-D
excurslions and/or higher contrasts are
necessary to be perceived in the same time
slot. Correlations between gray levels of
display elements in patterns are image
dependent and must be Individually defined
in each symbol matrix.

Such intended 'blur’ operations, being
nonlinear, can be determined with the aid
of the calculated spatial brightness
distribution, or determined in interactive
exper iments.

5 CONCLUSION

Visibility limitations occur in early
visual processing and are very local. The
usual display specifications involving
several degrees of viewing (!) describe
only global characteristics; they cannot
predict perceived symbol display quality.
Such parameters elther must be measured by
ergonomic experiments or can, with limited
accuracy, be predicted by an englineering
model cf vision as argued in this paper.
Judged by the results of our research, the
parameters currently used to define display
standards (technology and lmagery) are less
suitable to enforce display quality in the
sense of good perception.
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HUMAN FACTORS PROBLEMS FOR AIRCREW-AIRCRAFT INTERFACES:
WHERE SHOULD WE FOCUS OUR EFFORTS?
Judith H. Lind
Carol G. Bu:ge
Aircraft Weapons Integration Department
Naval Air Warfare Center Weapons Division
China Lake, California 93555-6001

1. SUMMARY

This paper identifies and discusses 28 problem areas where
human factors engineers lack the information needed for
development of crewstations for advanced military fighter
and attack aircraft. Emphasis of this paper is on naval air
missions projected during the early 21st century against land
and sea-surface targets. The 28 problem areas are based on
the functions that the crews must carry out for successful
mission accomplishment. Human capabilities and limitations
documented in the human factors literature tha’ elate to
these aircrew functions have been used to define the
problen: areas. The goal is to ensure that aircrew
performance will be satisfactory for anticipated air missions.

The 28 problem areas are grouped into nine human factors
problem categories. For each category, the human factors
knowledge and man-machine interface engineering
capabilities that should be extended during this decade are
noted. The human factors problem categories are (1)
physical and physiological stress, (2) vigilance and aircrew
alerting, (3) individual differences, (4) information
integration, (5) visual displays for various missions, (6)
mission management, (7) decision support, (8) automation,
and (9) system design and evaluation.

2. BACKGROUND

2.1 Air Warfare in the 21st Century

Constrained and limited-objective warfare has received
renewed interest in the past few years, as the dangers of
global war have diminished. Both friendly and potentially
hostile forces now own numerous kinds of weapons systems
that are pearly identical, making positive identification
critical prior to air attack. Greater importance is being given
10 precision targeting and weapon placement that will
minimize civilian injuries and collateral damage when
responding to aggressor and terrorist threats and attacks.

These new requirements place great burdens on the military
aircrews who must make the final decisions about weapon
release. Improved crewstations and advanced aircrew-
aircraft interfaces of various types have been suggested as
solutions to the workload and decision-making problems of
military aviators, to minimize errors and to improve reaction
time.

Proposcd advancements in crewstation display techniques
include helmet-mounted displays, three-dimensional voice
and other auditory advisories, large flat panel systems,
virtual dispiays, and data fusion for integrated display
formats. System control improvements also are proposed:

advanced multifunction switches, hands-on-throttle-and-
stick controls, voice commands, ctc. Intelligent decision aids
and expert systems have been offered as answers, along with
automation of whatever can be automated.

2.2 Solutions Versus Problems

It is important to note that the crews >f advanced aircraft
rarely will interact directly with the aircraft and its weapons
systems. Instead, they will interact with computers that in
turn control the aircraft systems. That is, the crews will serve
as supervisory controllers of the systems (Ref. 1). Therein
lies the promise of improving crew performance for the
missions of the 21st century, and also the potential for
disaster if the human-computer interfaces are poorly
designed.

So far most of the emphasis has been on seeking isolated,
piecemeal solutions for the advanced aircraft’s crews,
without first taking a systematic overall look at what the
problems really are. What human limitations really matter
and actually will result in failed missions? What technologies
are we proposing as solutions simply because they are
feasible—whether or not they address :he most important
problems? An overview is needed, to put the various
proposed solutions into perspective, to consider how
proposed advances might fit together or interact, and to aid
in setting priorities for the technologies that should be
pursued. Important human factors issues and problems
should be identified, before crewstation designs are
solidified.

3. PURPOSE AND APPROACH

The purpose of this study has been to propose a set of
human factors engineering issues specifically related to
advanced fighter aircraft that should be addressed during
this decade. Based on the kinds of naval air missions that
can be anticipated early in the 21st century and on standard
advanced aircraft systems and components with which
aircrews interact, the top-level functions that the crew must
carry out have been identified. The crew's basic information
and control requirements related to these functions also
were identified.

Previously documented human factors books, reports and
articles on human capabilities and limitations were
reviewed. Those capabilities and limitations related to the
aircrew’s functions arid information and controt
requirements were noted. Based on the resulting lists,
potential problem areas that might affect mission
accomplishment have been identified.




4 MULTI-ROLE ADVANCED FIGHTER AIRCRAFT
Replacements for many of today’s attack and fighter aircraft
will be necessary in the next few y 2ars, as current systems
become unable to meet new requirements. Next-generation
tactical aircraft often are referred to as advanced fighters,
emphasizing the difficult air-to-air combat missions they are
expected to carry out. But reduced expenditures for military
systems require that most new military aircraft be equipped
to serve in several air warfare roles. Air superiority,
surveillance, and attack roles all must be considered for new
naval tactical aircraft (Fig. 1).

A naval advanced aircraft’s air superiority fighter function
requires that the aircrew be able to engage one or more
airborne targets over land or sea, obtain information about
the targets necessary for fire control, and direct one or more
missiles <0 intercept the targets. Targets will inciude
adversary bombers and fighters that can be engaged either
(1) beyond visual range with long-range or medium-range
radar-guided weapons or (2) within visual range using heat-
secking missiles or an aircraft gun. For both situations, it is
important that the aircrew have sensors and displayed
sensor information designed to meet human perceptual and
cognitive needs so the crew will detect the adversary first
and launch weapons first.

Beyond-visual-range fighter engagements usually are part of
outer air bastle missions. These engagements require
avionics that can assist the aircrew with weapon setup,
targeting, and fire control tasks. Although timeliness is not
as critical as with some other advanced fighter functions,
decision making is especially difficult under beyond-visual-
range circumstances, since information usually is uncertain.

Within-visual-range fighter engagements are expected to
predominate in most low intensity conflict and constrained
and limited-objective warfare scenarios, especially during
strike escort missions. It should be noted that short-range
engagements impose extremely stringent requirements on
the aircrew. Careful system design will be required to

minimize aircrew response times and the chances of
operator errors during the extreme time-related stress of
such engagements.

In its surveillance role, the advanced fighter aircrew must be
able to search for, detect, assess, and use a datalink to
report on an attack consisting of one or more air threats
(potential targets), during the outer air bastle. Again, this
function may be performed under either beyond-visual-
range or within-visual-range conditions, depending on the
scenario, rules of engagement, and nature of the threats. In
the surveillance role, the aircrew may be required to spend
many hours in the air in vigilance tasks: searching for targets
and evaluating the combat situation. Aircrew fatigue will e
a major problem while carrying out this advanced fighter
function.

An attack role also must b: anticipated for the naval
advanced fighter aircraft and its crew, which must be
prepared o carry out Iand or sea strike missions when
necessaiy. The U.S. Navy’s F/A-18 Hornet aircraft was
designed for this dual role from its inception. Several U.S.
Navy and Air Force aircraft, originally designed simply as
fighters, in recent years have been reconfigured (or
reconfiguration plans have been proposed) to handle
attacks on surface targets as well. These include the F-14, F-
15, and F-16 aircraft. Mission timing and route keeping, task
management, and decision making are especially important
for the attack role.

S.  ADVANCED AIRCRAFT TECHNOLOGIES

The term advanced fighter technologies as used here relates
to those aircraft systems and capabilities needed so that the
aircrew can carry out the advanced fighter missions
satisfactorily. At least eight such technologies have
significant human factors engineering implications, as
identified in Fig. 2 and discussed in the following sections.
That is, whether aircrews can reliably carry out the various
functions required for each system will be affected by
certain basic human capabilities and limitations that have
been identified by various researchers.

Alr
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Figure 1. Roles, Tactical Operations, and Areas of Operation for a Naval Advanced Fighter.
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Figure 2. Advanced Fighter Technologies with Significant Human Factors Implications.

What are the functions that the crew of advanced naval
aircraft must carry out? A detailed listing of the specific
functions related to each of the eight kinds of systems
discussed below is beyond the scope of this paper. However,
a simple top-level description of crew functions is useful for
understanding the kinds of human limitations and
capabilities that are important for air missions. Fig. 3
provides an overview of those functions and of the crew’s
related information and control requirements.

The human capabilities and limitations that are listed for
each advanced fighter technology are of course not unique
to that specific technology area. Many of the factors actually
will influence human performance with several of the
advanced fighter systems. However, to avoid redundancy,
each factor is listed only once, under the system that may be
the most affected by that capability or limitation.

5.1 Avionics and Fire Control System Architecture

For this study, avionics and fire control system architecture is
defined as the top level hardware and software design that
combines the all the subsystems and components that make
up the advanced fighter aircraft’s avionics and fire control
systems. That is, the architecture consists of the
interconnections, relationships, and organization of the
subsystems that together form an advanced fighter aircraft.
Avionics and fire control system architectures should
provide top-level integration of all crewstation systems, and
also must be compatible with the aircraft, missile systems,
and aircrew performance capabilities.

Various studies have noted human capabilitics and
limitations that may be affected by avionics and fire control
system architectures. These capabilities and limitations
include the following.

1. Mental models. Humans learn and operate systems
significantly more efficiently and effectively if they have
useful mental models or “pictures” of how the system
operates and about the effects their own control actions
have (Ref. 2). Thus the overall system architecture should
be describable in terms easily comprehended by naval pilots
and other crew members (Ref. 3).

2. Memory limitations and “situational awareness.”
Humans generally can retain only five to nine items or
“chunks” of data in immediate, short-term memory at one
time (Ref. 4). When busy or under stress, humans perform
much worse than this; they have difficulty operating on
more than a single idea at a time. In essence, they exhibit a
form of mental “tunnel vision.” Provision should be
included to ensure that the aircrews know what mission
tasks have been completed, and will remember and perform
all remaining required tasks, even under the most difficult
circumstances. This includes resuming system control
following recovery from g-induced loss of consciousness
(GLOC).

3.  Decision-making. In the beyond-visual-range fighter
role, the aircrew must evaluate uncertain information
provided by the data fusion system, then determine whether
to engage long-range targets. Decision-making assistance
will be needed as part of system architecture to optimize the
crew’s performance of this task (Ref. 5).

4.  Time stress. In the within-visual-range fighter role, the
aircrew must process information, make correct decisions,
and complete appropriate responses with extreme rapidity.
Pilots restrict their “sampling” of information to what they
perceive as “most important”—and are not always right
(Ref. 2). System architecture should include intuitivc
information display and adaptive automation (Ref. 6) of
some control functions for this fighter role.
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. Alrcrew function: Premission and midmission planning.

Required information: Mission plans and status.
Required controls: Mission planning and plan
modification controls.

Alrcrew function: Understand system components and

component integration.

Required information: Online documentation about
aircraft systems, mission, and tactics,

Required controls: Controls to request system architecture
and status information.

Alrcrew function: Understand integrated information and

Integration systems.

Required Information: Integrated data from all compatible
sources.

Required controls: Information output display optimization
controls.

Alrcrew function: Top-level system control.

Required Information: (a) Status of supervisory control of
all systems. (b) Top-level status of all systems.

Required controls: Top-level moding controls.

Alrcrew function: Monitor and interpret aircraft status

information and make decisions.

Required information: Aircraft attitude, altitude, speed,
energy and power, force due to gravity, location,
direction of flight, fuel status.

Required controls: information output optimization
controls.

Alrcrew function: Control the aircraft.

Required information: Current and projected status of
aircraft systoms.

Required controls: Controls for attitude, altitude, airspeed,
direction of flight.

Alrcrew function: Monitor and interpret onboard system

status and mission status information and make decisions.

Required information: Control and display requirements,
setup, mode, and status information.

Required controls: information output optimization
controls.

Alrcrew function: Manage onboard systems.

Required information: Requirements, settings, modes,
and status of all systems.

Required controls: System setting and mode optimization
controls.

Alrcrew function: Monitor and interpret system-provided

information and make decisions.

Required information: (a) Current setup, mode, and status
information for all systems. (b) Mission and tactics
information related to each system. (c) Data. provided by
sach onboard system.

Required controls: System output optimization controls.

Alrcrew function: Recognize and overcome system

problems.

Required information: Warnings about system problems.

Required controls: Controls for recovery from system
probiems.

Figure 3. Top-Level Listing of Aircrew Functions and
Information and Control Requirements.

S.  Vigilance and fatigue. In its surveillance role, the
aircrew will be required to spend many hours seeking and
evaluating potential targets. System moding and display
formats should be optimized to yield satisfactory target
acquisition performance. System architectures should
support the pilot’s needs for stimulation and interesting
tasks, critical for maintenance of a vigilant state (Ref. 7).

6.  Task management. In the attack role, target
acquisition and precise completion of tactical maneuvers
requires system architecture that includes intelligent
decision support (Ref. 5) and adaptive automation (Ref. 6)
of some control functions.

Several more general considerations also should be
considered during development of avionics system
architectures for advanced fighters. These considerations
include the following.

1. Systems approach. From the aircrew’s perspective, all
components of an advanced fighter are part of a single
system: the aircraft. For satisfactory crew performance, the
aircraft and all its subsystems must incorporate a single,
consistent control and display philosophy (Ref. 8). That is,
display formats, abbreviations and acronyms, symbol
meanings, information display techniques, control
assignments and operations, procedures, and relative
degrees of automation should be consistent throughout

(Ref. 6).

2. Layered interface. Over time, aircrews with various
levels of sophistication will use the advanced fighter system.
The architecture should provide novice users with a menu-
driven interface, but permit experienced users to circumvent
the menus and give direct commands to the system for rapid
operation (Ref. 9). “Deep windowing” is bad; people get
lost when they must navigate through numerous menu
levels.

3.  Separation of user interface code. The architecture
should be designed to separate the programs and code that
determine specific display and control operations (the user
interface) from the programs that actually operaie the
systems. This is important to facilitate rapid and inexpensive
improvements in the user interface, as aircrew personnel
evaluate the system and propose changes (Ref. 10).

4.  Logical command and option ordering. Commands
and options should form logical and consistent sets. The
command functions and the names given to commands
should be predictable by the aircrew operators (Ref. 8).

5.  Minimal aircrew operations. System control actions
carried out the by the aircrew must be simple, logical, and
consistent, yet flexible enough that the aircrew may tailor
the order in which actions are completed both to the
mission and for personal preferences.

6.  No “garden pathing. ” Under no circumstances should
the architecture allow the aircrew to continue data entry or
other system operations after an entry has resulted in an
error condition that will nullify the entire procedure. Error
checking should be continuous. The aircrew should be




notified immediately if a disallowed action has been taken,
for immediate correction without loss of other operator
inputs (Ref. 9).

7.  Onme-time data entry. Under no circumstances shouid
the aircrew be required to enter the same data more than

once. All systems requiring data should be able to access a
single source and obtain whatever is needed from a single

(usually premission) aircrew-entered data file (Ref. 8).

8.  System response time. Aircrew commands, menu
selections, and data entry actions must be acknowledged
rapidly; delays should not exceed 0.2 second (Ref. 11). If
the aircrew must make a real-time response, the systems
must provide a satisfactory answer in the available time,
with solution quality improving monotonically with time
(Ref. 12).

9.  Aircrew trust. The advanced fighter system
architecture should ensure that all aircrew-delegated,
mission-critical functions are performed reliably by the
systems to which they are delegated (Ref. 9). The systems
should recommend intelligent options, and exercise the level
of autonomy conferred by the aircrew. The aircrew remains
the ultimate source of mission priorities and a vital source of
status and sitvntion information.

52 Aircraft Systems

For this study, aircraft systems are defined as those used by
the aircrew for monitoring and controlling aircraft flight.
These systems include the mission and aircraft computers;
engines; aircraft control surfaces; fuel systems; and
monitoring systems related to attitude, altitude, airspeed,
and direction of flight. Aircraft systems should provide the
required airspeeds, fuel capacities, and other performance
and operational capabilities needed for various operational
roles, yet be compatible with avionics and fire control
systems, with missile system payloads, and with aircrew
capabilities.

Human capabilities and limitations related to aircraft system
functions are discussed below.

1.  Spatial disorientation and vertigo. Various flight
conditions, including the use of night vision goggles (NVGs)
can result in the aircrew becoming disoriented regarding
their position or orientation with respect to the earth (Ref.
13, 14). Virtually all pilots experience this at some time
(Ref. 15). Aircraft systems should be designed to minimize
procedures that result in disorientation, to aid in recovery
from unusual attitudes, and to provide ground proximity
warnings.

2. Continuous control. Continuous closed-loop control
tasks required for aircraft flight control and navigation are
extremely demanding for the aircrew (Ref. 16). These tasks
form a workload baseline on which other, noncontinuous
aircrew tasks build. Thus workload minimization should
begin with making basic flight control procedures as simple
and intuitive as possible. Careful automation and the use of
artificial intelligence techniques should be considered.
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3.  Gtinduced loss of consciousness. Increasing aircraft
speed, acceleration, and turning abilities beyond those
tolerated by humans is definitely counterproductive.
Crewstation design should minimize the probability that the
aircrew will suffer degraded visual acuity, reduced ability to
do mental processing, and GLOC (Ref. 17). When
conditions warrant, the ability should be provided for the
aircrew to turn some critical functions and procedures over
to automated systems. In some situations, the ability of
aircraft systems to sense that the crew has been
incapacitated will be necessary so that automatic control can
be initiated.

4.  Eye damage. The human visual system is extremely
delicate and subject to temporary or permanent damage
from brilliant flashes and frcm lasers. Some instantaneous
procedure (such as making the helmet visor or canopy
opaque) should be provided to protect aircrew eyes from
such dangers.

53 Control and Display Systems

For this study, control and display systems in the crewstation
are those devices used by the aircrew (1) to give commands
to the aircraft and its systems (usually indirectly, through a
computer system), and (2) to obtain information from the
aircraft and its systems (again, usually with a computer
system serving as intermediary). Crewstation control and
display systems should enabie the aircrew to perform
control actions and to obtain information as needed to
manage the aircraft and weapons systems. Task assistance
systems are needed, including various aircrew-selected levels
of automation as appropriate for the operational situation.
Decision-aiding systems also are required, possibly including
expert systems.

Aircraft control systems include the traditional throttle and
control stick, plus a selection of pushbuttons, toggle
switches, and joysticks located on the throttie and stick (the
“hands-on-throttie-and-stick” or HOTAS control
rhilosophy). Some control operations are provided via
dedicated switches (e.g., weapon jettison and “Master Arm”
selections). However, as aircrew functions have proliferated,
multipurpose controls are used where practical to minimize
crewstation crowding and clutter. Multipurpose
pushbuttons often are integral to muitifunction displays, so
that part of the display surface can be used to label the
switches with their current functions. Other multipurpose
pushbuttons are part of control systems that include a 10-
digit keypad for entry of latitude/iongitude, range, and other
numeric data.

Aircraft display systems rely increasingly on presenting
critical information “head up” so the aircrew does not have
to look down into the cockpit and search for needed data.
The head-up display (HUD) currently is the primary device
in this category, providing flight, navigation, and targeting
data when the pilot is looking forward through his
windscreen. However, advanced fighter display concepts
also should include helmet-mounted displays (HMDs) that
can provide similar data wherever the pilot is looking (Ref.
18). Since clutter and the danger of distractions prevent




displaying more than the minimum critical information head
up, “head down” multifunction displays also are needed to
provide detailed information about aircraft, weapon, target,
and threat status. Crewstation research also includes
concepts such as the “big picture” cockpit where a single flat
panel or high-resolution TV display fills the main
instrument panel and replaces all the individual display
devices with integrated presentation of information as it is
required (Ref. 19). “Virtual cockpits” generated using
HMDs or hologram technology to present “controls and
displays in the air” also are being explored (Ref. 20).

Consideration of various modern crewstation control and
display concepts for advanced fighter applications is
important. However, the ability of the aircrew to perform all
mission-required tasks using many of these advanced
concepts is largely untested at present.

Human capabilities and limitations related to the operation
and use of controls and displays are discussed below.

1. Individual differences. Humans vary widely in their
cognitive, physiological, and physical requirements related
to the use of control and display systems. As a result, several
factors will strongly affect aircrew ability to carry out the
advanced fighter missions satisfactorily. These include the
individual’s (a) prior training and aircraft-related
experiences, (b) peripheral vision field size, (c) auditory
decrement at some frequencies due to noise exposure, (d)
ease of distraction, () ability to maintain a vigilant state, (f)
reaction to stress, (g) cerebral hemisphere preference
(whether he demonstrates primarily a spatial or verbal
orientation), (h) locus of control (internal or external
motivation), (i) risk aversiveness level, (j) willingness to yield
control to his systems, (k) decision response time, and (:,
control reaction time (Ref. 15). In the past, crewstation
designers have ignored individual differences. Controls and
displays have been optimized for the “average” or “median”
aircrew. It now is possible to design aircraft displays and
controls so that each crewmember can tailor to his personal
needs what he sees and hears and how he controls his
systems. For optimum aircrew performance of the advanced
fighter mission, this approach definitely should be
considered for advanced fighter development.

2. Empty field myopia and accommodation-convergence
micropsia. When looking at HUD and HMD symbols
against the sky, for some people the eye tends to focus at
about 2 feet out (even though HUDs and HMDs
supposedly are focused at infinity). This results in
misjudgments of the sizes of and distances to external
objects (such as other aircraft), when these come into view
(Ref. 21). These problems are aggravated by the use of
NVGs. Aircraft systems should be designed to minimize
visual illusions.

3. Head-up missions. Even with modern sensors, the
fighter role requires that the aircrew be able to focus
attention “out the window” during the heat of battle. The
importance of head-up displays and controls to satisfactory

mission accomplishment cannot be overemphasized. Thus
during design of the advanced fighter crewstation major
attention should be paid to optimum integration of head-up
and helmet-mounted displays, NVGs, and auditory cueing,
along with that data which still must be presented head
down. Control systems should rely strongly on voice
commands (Ref. 22) and on head- and eye-tracking devices;
requirements to use manual controls should be minimized.

4. Environmental protection gear. Aircrews operate
aircraft controls and view displays while tightly strapped into
an ejection seat and wearing restrictive clothing and gloves.
More recently, the crew also must be able to obtain system
information and to control all of their systems while
protected by cumbersome chemical and biological warfare
gear. All required aircrew personal gear should be
predefined and considered during development of the
crewstation, for satisfactory advanced fighter mission
accomplishment.

8.4 Navigation Systems

For this study, navigation systems are defined as equipment
used by the aircrew to monitor and control aircraft position
and direction of flight. These systems include inertial
navigation systems, compasses, digitized maps, and signals
from global positioning satellites. They also include
computer systems that store data related to the mission
plan, flight path, event timing, and tactics. Navigation
systems must be capable of navigating to any point by way of
a predetermined course, must provide position (latitude and
longitude) and velocity vector information continuously, and
must support cooperative engagements.

Human capabilities and limitations related to navigaiion
system functions are discussed below.

1. Ability to replan. When unexpected events result in
unforeseen situations, humans generally are very good at
reprioritizing and replanning to accommodate to the
situation. However, humans are not good at mental
cailculations or holding more than five to nine items in mind
at one time. Thus, the ability to replan a mission in the air if
required should be augmented by computer aids that can
assist with the required replanning tasks.

2. Decision making. Humans primarily reason from
examples, based on what has worked for them before and
what they can recall easily. They rarely can consider more
than three or four hypotheses at one time. They refuse to
give up a theory or model unless they have another with
which to replace it. They also reason using backward
chaining, choosing a goal or solution then seeking a way to
reach that goal (Ref. 23). Thus, when navigation to or from
the target area requires that the aircrew make decisions,
computer assistance should be provided (a) to propose the
most reasonable alternatives and hypotheses, (b) to help the
aircrew visualize these alternatives and objectively weigh
their pros and cons, and (c) to provide the sequence of steps
necessary to reach the solution or desired goal (Ref. 24).




5.5 Communications Systems

For this study, communications systems are defined as those
onboard systems used by the aircrew to communicate
between themselves and with surface, subsurface, ground-
based, and other airborne elements, including both manned
stations and automatic datalink facilities. Communications
systems must transmit and receive jam-free data
continuously to and from any of the force structure
clements employed in the specific tactical operations,
including voice, datalink, and missile command guidance
communications.

Human capabilities and limitations related to
communications and communication systems are discussed
below.

1. Information fusion. During the mission, the aircrew
must utilize real-time voice and datalinked information in
conjunction with intelligence, geographic, and cultural data
entered into the system during premission planning.
Humans have a tendency to give the greatest weight to
earlier data, using recent data primarily to seek
confirmation for that early data rather than to test it (Ref.
23). Techniques are needed to integrate data from real-time
communications systems with premission data, to provide
the aircrew with the best possible objective, unbiased “world
picture” as that picture changes dynamicaily.

2. Information uncertainty. Humans have a tendency to
treat all information as if it were equaily reliable. They
generally are not good at estimating probabilities, or at
weighing and comparing the relative “goodness” of data
from various sources. They are especially bad at combining
probabilities and at including a priori probabilities in their
mentat calcutations (Ref. 23). The advanced fighter systems
should provide the aircrew with assistance in evaluating the
level of certainty for information communicated from
various individual sources, plus the level of certainty for
integrated information from several sources.

5.6 Seansor Systems

For this study, sensor systems are defined as those onboard
avionics systems that provide real-time data to the aircrew
about targets and some kinds of threats. Sensors include
both passive and active systems. They may be based on
radar, television, infrared, radio and millimeter wave, and
other technologies. Sensor systems must be sensitive
enough to provide the characteristics of anticipated targets
in various operational electromagnetic and climatic
environments.

Human capabilities and limitations related to the use of
sensor systems are discussed below.

1. Monitoring and vigilance. The human generally is
easily distracted and is a very poor system monitor (Ref 15).
For satisfactory mission performance, some level of
automation probably will be needed for monitoring sensor
output for prespecified events that occur infrequently and
unexpectedly, so that the aircrew can be alerted.
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2. Memal processing of information. A great deal of
research has been done on the best ways to display both
sensor images and computer-generated formats based on
sensor outputs, for satisfactory aircrew understanding and
performance. Appropriate handbooks, sets of guidelines,
and related materials should be used in design of the
advanced fighter sensor output displays to ensure that
symbols and formats are used which have been tested and
evaluated (Ref. 8).

3. Operational decision making. If sensor image quality is
uncertain, the aircrew will have a hard time deciding
whether to trust what is displayed. Providing an associated
image quality metric that indicates the current relative
“goodness” of sensor output will result in better targeting
decisions.

5.7. Targeting Systems

For this study, targeting systems are defined as those
onboard sensor and computer systems that assist the
aircrew in detecting, identifying (friendly, unknown, hostile),
classifying (specific target type), and designating airborne,
surface, and ground targets. The classification abilities of
onboard targeting systems may be enhanced by computer-
based premission data related to anticipated targets and
various characteristics of these targets, and by up-to-date
datalinked information from other airborne platforms and
from surface assets. It should be noted that basic target
aircrew functions related to targeting system control and
information interpretation are similar to those required for
the use of aircraft sensor systems in general. Target
detection and classification systems must detect, identify,
and classify targets at maximum surveillance and
engagement acquisition ranges.

Human capabilities and limitations related to targeting
systems are discussed below.

1. Information gathering. During decision making,
humans tend to seck far more information than they can
easily absorb, especially if decisions are hard or outcomes
expensive (as is the case during target classification) (Ref.
25). As information is gathered, humans become more
confident in their decisions, but not necessarily more correct
in their decisions (Ref. 23).

2. Anchored judgments. While considering alternatives,
undue weighting is given to early evidence, which anchors
the judgment at a starting value (Ref. 26). Then humans
tend to seek (and usually find) additional information that
confirms the decision or chosen course of action, rather
than to test it; they exhibit “cognitive tunnel vision” (Ref.
25). This is especially true under conditions of high stress
and workload such as when deciding whether an object is to
be attacked. Humans will not abandon a hypothesis or
theory (no matter how bad) unless they have another with
which to replace it (Ref. 23).

3. Limited consideration of sources and alternatives.
Limitations of human attention and working memory make
it impossible to integrate information simultaneously from
more than a few sources (Ref. 25). This limitation can affect




whether an adversary is identified in time for first launch of
an air-to-air missile. In addition, during decision making
humans tend to focus on a few critical attributes at a time,
and consider only the two to four alternatives or options
that rank highest on those particular attributes (Ref. 23).

4.  Conservative judgments. Humans generally are “risk
aversive” and exhibit a central tendency of odds; extreme
values are not given as much confidence as might be
optimum for reliably determining the nature of a possible

target (Ref. 25).

$.8. Weapons Interface and Control Systems

For this study, weapons interface and control systems are
defined as those onboard systems used for weapon carriage,
to initialize and prepare weapons for release, and to control
inflight weapons. Computer systems required for specific
weapons also are included in this definition. Weapons
interface and control systems must be capable of carrying all
required weapons and of programming and controlling
those weapons during carriage and in flight.

Human capabilities and limitations related to weapons
interface and control systems are discussed below.

1.  Top-level weapon moding. Humans are especially
error prone when required to complete a number of
detailed procedures under time stress (Ref. 27). To
minimize this effect, the weapons systems should self-
initialize to near-optimum states for a given mission and
mission phase. For example, one-switch selection of “air-to-
air mode” should configure the stores management systems
for air combat.

2. Adaptive automation. Weapon delivery is workioad
intensive, and automation of some functions will be
necessary. Automation levels can be adapted to the mission
and situation in three ways: () through fixed automation
levels, predetermined by the aircraft development team,
that are considered appropriate for a given mission phase,
task, and situation; (b) via aircrew selection and tailoring of
task automation levels prior to each mission, to suit personal
styles (Ref. 28); and (c) through the use of expert systems
or neural network systems that determine the aircrew’s
“intent” based on the current situation, and select
appropriate automation levels (Ref. 29). The proper use
and mix of these techniques will be important for aircrew
performance.

3. Remote vehicle control. Aircrew datalink control of an
inflight missile is similar to control of any remotely-piloted
vehicle. Design of such systems so that human performance
will be satisfactory is not easy, especially for the terminal
phase of weapon delivery. Existing guidelines should be
heeded (Ref. 11).

5.9. Electronic Warfare Systems

For this study, electronic warfare (EW) systems are defined
as those onboard systems related to electromagnetic (radio
frequency and electro-optic) signal exploitation and
clectronic warfare technologies. These include electronic
surveillance devices; radar warning receivers; signal
repeaters and jammers; expendable countermeasures stores
such as chaff, flares, and minijammers; and missile detection
systems. It shoukd be noted that basic aircrew functions
related to EW system control and information
interpretation are similar to those required for the use of
aircraft sensor systems in general. EW systems must detect,
analyze, and assess all electromagnetic signals to determine
bearing, category, and number of emitters; provide
automatic and/or manual control for management of
offensive and defensive EW capabilities; and support
targeting and missile system fire control functions.

Human capabilities and limitations related to EW systems
are discussed below.

1. Information interpretation. In high-stress situations
such as the presence of missile threats (and especially when
a missile-in-the-air alert has been received), human mental
functioning is undependabie. Displayed information should
rely on simple, intuitive diagrams, rather than words or
other information presentation modes that require
interpretation. Information should be provided in the form
of commands—directing the crew precisely what to do, and
when to do it (Ref. 15).

2. Memory fallibility. Short-term or working memory is
seriously hampered by stress. The ability of the aircrew to
recall required procedures cannot be depended on. Cues
should be provided to help the crew recognize necessary
sequential actions.

3.  Visual system overload. The aircrew must keep track
of a great deal of information needed for satisfactory
situation assessment while trying to complete a mission
under high-threat conditions. Most of this information
usually is received visually. Humans are capable of
processing more information if it is received using several
sensory systems (e.g., both visual and auditory signals) and if
the modality of the signal is compatible with normal mental
processing of the particular type of information (e.g., spatial
or verbal) (Ref. 25). Ways to reduce visual overload should
be sought, with consideration of substituting auditory signals
to represent appropriate kinds of information.

4.  Conrol of self-protect equipment. To reduce workload
and the necessity of making decisions, aircrews should have
the option of commanding automatic signal jamming and/or
the dispensing of countermeasures when appropriate. They
also must be able to countermand such automation and
assume manual control as desired. As with the visual




system, the aircrew’s manual control abilities are near their
limits. Techniques are needed to permit system control
using other modalities, including voice commands and
commands given via head or eye movements.

6. HUMAN FACTORS PROBLEM AREAS

While a list of aviation-related human capabilities and
limitations is interesting, it is not especially useful in laying
out needed research programs related to aircrew-aircraft
interfaces. Where precisely should we focus our efforts? To
answer this question, the 40-odd items listed above have
been reviewed, organized, and consolidated into 28 problem
areas related to human factors engineering. These are areas
where human factors engineers currently lack some of the
information essential for development of crewstations for
advanced military fighter and attack aircraft. What is
needed (at least in part) to solve each of the problems also
has been identified and is documented below.

The 28 human factors issues can be separated into nine
categories, as shown in Fig. 4. Several of these categories
were included in the FY-1991 U.S. Department of Defense
Critical Technologies Plan (Ref. 30). The DoD’s report
documents 20 technologies considered to be the most
important to ensuring the long-term qualitative superiority
of United States weapons systems. These critical
technologies include (1) machine intelligence and robotics,
(2) simulation and modeling, (3) signal processing, and (4)
data fusion.

6.1 Physical and Physiological Stress.

1.  Problem: Environmental protection gear. Needed:
Gear that protects from biological and chemical agents
without interfering with aircrew tasks.

2. Problem: G-induced loss of consciousness. Needed:
(a) Techniques for automatically determining when GLOC
is impending. (b) Techniques for displaying "GLOC
impending” warning to a dazed aviator. (c) Automatic
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aircraft control during GLOC episodes. (d) Techniques for
informing the crew of system status and returning control
when consciousness is regained.

3.  Problem: Laser and flash protection. Needed:
Techniques for providing eye protection that do not
interfere with mission tasks.

6.2 Vigilance and Aircrew Alerting

4.  Problem: “Situational awareness.” Needed: Research
to demonstrate techniques and procedures that result in
satisfactory awareness and assessment of aircraft and
mission status.

5.  Problem: Vigilance. Needed: (a) Techniques for
monitoring vigilance and alerting the crew when vigilance
drops. (b) Techniques for directing the aircrew to take
specific emergency actions. (¢) Techniques for automating
critical monitoring tasks without reducing aircrew vigilance
levels. (d) Techniques for maintaining vigilance levels on
long missions.

6.  Problem: Recovery from unusual attitudes. Needed:
Research on sensory modalities and display techniques for
alerting the pilot and advising how to return to a safe flight
envelope.

7.  Problem: Ground praxmity warnings. Needed:
Techniques for immediate, intuitive display of aircraft data
that will minimize chances of flight into terrain.

8.  Problem: First detection and launch. Needed:
Equipment and procedures for acquiring air adversaries at
maximum range and alerting the crew for effective weapon
launch.

6.3 Iundividual Differences

9.  Problem: Sensory perception. Needed: (a) Research on
performance differences with various information
presentation modalities and formats, as a function of the
individual and situation. (b) Techniques for aircrew tailoring

Human Factors Problem Categories

1. Physical & 4. Information
Physiological integration
Stress
cre

7. seecis:rc')n 3( System
PpPo! Design
Evaiuations
2. llance 5. Visual 8. Automation
& Akcrew Displays
Alerting
h\;gri_ous
issions
3. individual 6. Mission
Differences Management

Figure 4. Categories of Problems for Advanced Fighter Aircrews Related to Human Factors.
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of display modalities and formats (both premission and
midmission), as needs and conditions vary.

10. Problem: Mental processing. Needed: Techniques to
ensure that crewstation equipment and mission procedures
are consistent with aircrew expectations and mental models.

11. Problem: Response and conirol. Needed: Techniques
for aircrew tailoring of controls and operating procedures
(both premission and midmission), as needs and conditions
vary.

6.4 Information Integration

12. Problem: Integrated information databases. Needed:
(a) Techniques to permit viewing of either integrated,
single-source, or multi-source (crew-selected) data, as
desired. (b) Procedures and guidelines for weighting data
according to uncertainty levels prior to integration. (c)
Techniques that advise the aircrew of the sources of data
and that permit the crew to evaluate the "goodness" of both
integrated and unintegrated data. (d) Techniques that resuit
in common, consistent symbois and formats that are
intuitively understandable, regardless of the information
SOurce or sources.

13. Problem: Auditory integrated information displays.
Needed: Research on the best uses for auditory displays,
best types of auditory signals for various purposes, and most
effective vocal frequencies, words, and phrases for verbal
displays, under all mission conditions.

14.  Problem: Visual integrated information displays.
Needed: Procedures and guidelines for design of visual
formats presented on various display surfaces (HUDs,
HMDs, etc.), for satisfactory perception and understanding
of and responses to integrated data under all mission
conditions.

15. Problem: Display of uncertain information. Needed:
Techniques for displaying uncertain information for
intuitive understanding by the aircrew.

6.8 Visual Displays for Various Missions

16.  Problem: Air superiority missions. Needed: (a)
Research on HUD and HMD information dispfay to
minimize vertigo and disorientation, and to counteract
target distance and size illusions. (b) Research on HMD
formats that can be used effectively during air combat
missions.

17.  Problem: Surveillance and attack missions. Needed:
(a) Techniques for effectivelv partitioning and integrating
head-up and head-down information. (b) Techniques for
effective display of target location, offset aimpoint, and
weapon release-point information. (¢} Research on
minimizing vertigo, disorientation, and illusions when NVGs
are used. (d) Techniques for display of information on
NVGs so it is cognitively compatible with other displayed
information.

6.6 Mission Management
18. Problem: Mission status. Needed: (a) Techniques to
provide meaningful combinations of target area, target, and

weapon information. (b) Techniques to provide tactics-
related information and requirements developed during
mission planning. (c) Techniques to remind the crew of
preplanned task sequences and timing, status with respect to
the plans, and uncompleted critical tasks. (d) Techniques
for displaying planned versus actual aircraft and mission
data and status. (¢) Equipment and techniques for quick
and easy partial or total replanning of the mission during the

19. Problem: System status. Needed: Techniques to
inform the crew of available system modes, current system
status, and system interrelationships, and to alert the crew
to system problems.

20. Problem: System control. Needed: (a) Alternate
techniques for system control, including voice commands,
body positioning, head or eye movements, and brain activity,
and determination of the kinds of tasks for which each
technique is satisfactory. (b) Research on the maximum
quantity and optimum kinds of controls for HOTAS
operations. (¢) Techniques for simple control of sensor
setup parameters for optimum imagery. (d) Techniques and
procedures for simple designation and undesignation of air
and surface targets. (¢) Techniques for optimum display of
datalinked information from inflight weapons, and optimum
techniques for controlling weapons in flight.

6.7 Decision Support

21. Problem: Decision support techniques. Needed: (a)
Research to determine and prioritize the aircrew tasks for
which aiding is needed, and the conditions under which aids
will be used. (b) Research on the best decision support
technique for each kind of task. (¢) Research on the best
aiding medium and aid development technique for each
kind of aid. (d) Research on the most appropriate user
interface for each decision support system. (€) Techniques
to help operators integrate information from a variety of
sources, overcome typical human cognitive biases, and
consider and weigh all reasonable alternatives when making
decisions.

22. Problem: Decision aid usefulness. Needed:
Techniques to ensure that aids can be trusted, can operate
in real time, and can justify their options and selections for
the aircrew.

6.8 Automation

23. Problem: What to automate. Needed: (a) Procedures
and guidelines that define tedious or difficult advanced
fighter tasks that are suitable for automation. (b)
Procedures cnd guidelines to determine the optimum
automation level and technique for each candidate task.

24. Problem: Adaptive automation. Needed: (a) Resecarch
to determine the optimum kind and level of adaptive
automation for various purposes. (b) Research to develop
adaptive automation technologies. (c) Research to develop
aircrew procedures for use of adaptive automation systems.
(d) Research to determine appropriate display formats and




control configurations for use with adaptive automation
systems.

25. Problem: Overriding auwtomation. Needed: Techniques
for overriding automated systems intuitively and rapidly in
emergencies.

6.9 System Design and Evaluations

26. Problem: Specifications and statements of work.
Needed: Procedures and guidelines to ensure that advanced
fighter specifications and statements of work require
contractor estimates, demonstrations, and evaluations of
satisfactory aircrew performance early enough to affect
designs.

27. Problem: How 1o test. }ieeded: (a) Procedures and
guidelines for optimum allocation of mission functions
among aircrew personnel and between the aircrew and
aircraft systems. (b) Procedures and guidelines to determine
that crewstation equipment is optimum for the missions. (c)
Procedures and guidelines to determine that crewstation
equipment layout is optimum for the missions. (d)
Pracedures and guidelines to ensure that required aircrew
operations and tasks can be completed in accordance with
mission requirements.

28. Problem: How to evaluate. Needed: (a) Procedures,
techniques, and tools to specify what will be satisfactory
levels of aircrew performance. (b) Procedures, techniques,
and tools to evaluate whether the contractor’s designs will
meet specified levels of aircrew performance.

7. CONCLUSIONS AND RECOMMENDATIONS
The 28 human factors problem areas discussed above may
provide a near-term basis for setting some of our human
factors research and development priorities related to the
aircrew-aircraft interface. It should be noted that these
problems are not listed in priority order. Although each type
of problem is critical to the aircrew in some mananer, further
analysis is needed to determine (1) how relatively important
this problem area is to mission success, (2) the extent of
work needed to address each problem, and (3) the order in
which the problem areas shouid be addressed for greatest
efficiency and effectiveness.

The picture is not entirely gloomy. A great deal already is
widely known and well understood about how to optimize
human performance under various conditions. Some of that
information has been included in this paper, as it applies
specifically to design of aircrew-aircraft interfaces for
advanced fighters. Much more is documented in widely
available books, reports, and articles.

The above-noted 28 problem areas probably cannot afl be
satisfactorily addressed in this decade. However, thoughtful
collection of new information and appropriate use of
existing human factors knowledge will significantly increase
the chances that advanced aircrew-aircraft interfaces will be
satisfactory and that aircrews will be abie to carry out
constrained and limited objective naval air missions needed
in the early 21st century.
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1. INTRODUCTION

Modern cockpit designs require new modular
architectures for MISSION and IMAGE-
MANAGEMENT with regards to hardware and
software aspects.

The main task (see figure: 1) is the collection of
aircraft specific data using the appropriate DATA
MANAGEMENT, the transformation of such data to
graphical images with the appropriate LOGICAL
IMAGE MANAGEMENT, the generation of physical
graphical images on several image devices by
PHYSICAL IMAGE MANAGEMENT and the
conversion and combination/mixing of physical
graphical data with the data, created by external video
sensors using VIDEO MANAGEMENT. Finally the
video-data has to be presented on several devices, like
HEAD DOWN-, HEAD UP and HELMET
MOUNTED DISPLAYS.

The main goal for us as basic system supplier is to
give the application programmer an abstract high-
level interface for all these functions. This is to be
done and is specially supported by the program
language Ada, which is the required language for
military and civil aircraft applications.

The system described herein was developed for the
german experimental helicopter program AVT and
two special applications for the X31A experimental
aircraft.

2. SYSTEM ARCHITECTURE

The system architecture (see figure: 2) consists of
several modules connected to a system bus, which
actually is the VMEbus. For future aspects this could
also be the Plbus or the SAFEbus, or a high speed
serial data busses which not has been defined. The
system bus ensure the intermodule communication
and must support multiprocessing as well as direct
memory access (DMA) and fast interrupt capability.

The basic architecture connects all modules via a
global system bus. These modules are data interfaces,
central processing units, memory modules, graphic

processing modules and video mixing and video
conversion modules.

In complex systems with just one system bus, this
one bus could be the bottle neck. Because of this a
complex system may require more than just one
system bus. To overcome this problem we’ve
designed several bus structures.

2.1. Single Bus architecture

When the data transfer rate and the interrupt load of
the system are below a specific value, a single bus
structure, where all modules are connected to one bus,
will be sufficient (see figure: 3).

2.2. Separate Bus architecture

In this solution, some modules can be connected to an
additional bus to shift the data-transfer load from the
system bus to this additional bus. We are usiag the
VSBbus in addition to the VMEbus. That VSBbus is
connected parallel to the VMEbus over the same
P1/P2 connector (see figure: 4).

A good solution could be in connecting CPUs to
special data or graphic processing devices, which
require a more complex device handling and
interaction.

2.3. Splitted Bus

This solution cuts the global system bus in halves,
connected via a DPR memory interface. This memory
can be handled from both sides under the same
address and supports the interprocessor
communication with read-modify-write capability.
Two CPUs communicating on one bus side, do this in
the same way as on both sides over the DPR memory
interface. They don’t recognize the difference. The
system can grow up to the double bus load with the
same communication facility (see figure: 5).

2.4. Mixed-Bus architecture
The mixed bus structure is a mixture of the

SEPARATE and the SPLITTED bus structure and
combines their advantages.
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3. SYSTEM COMPONENTS
3.1. Interfaces

The main goal here is to collect all the data from
different links and make it available to the system.
This has to be done by local device intelligence to
minimize the handling overhead for the system (see
figure: 6). Because of the history of aircraft
manufacturing, many different data links exist.

For future aspects the collection of data of different
links and the transformation to one modem link (e.
ARINC-629) could be implemented in separate
cabinets.

3.1.1. Serial interfaces

Serial links, such as RS232, RS§422, synchronous or
asynchronous are to be handled with local device
intelligence to form single data items into complete
data sets and make them available to the system.
Because the devices generate an interrupt for each
single data item, a local CPU is required to decrease
the interrupt load on the global system bus.

3.1.2. Parallel

The main goal here is to start and stop processes
connected to single inputs and produce single outputs.
This has to be done by interrupt generation on input
value changes, asynchronous reads and simple writes.

3.1.3. Mil-1553 interfaces

When operating as a bus-controller a local
intelligence, which supports several synchronous data
frames with predefined error handling is required. For
the system a synchronous and an asynchronous data
interface are required. The asynchronous data
interface and the emor exceptions have ‘to be
implemented via interrupts to support short latency
and determinisms.

When operating as a remote-terminal the device
handling is more simple and will be covered by the
devices available on the market. Local intelligence is
only required when special synchronous data handling
is required.

3.1.4. Arinc-429 interfaces

Synchronous reads are supported by interrupts and
asynchronous reads are supported by a memory
driven interface. Writing data are supported by special
FIFO-buffers, where the data can be filled in at the
maximum bus-speed by the system.

3.1.5. Arinc-629 interfaces

Synchronous reads are supported by interrupts and
asynchronous reads are supported by a memory
driven interface. Writing data is supported with
special page-buffers, where the data can be filled with
bus-speed by the system. The data transfer, the
protocol and the framing are supported directly by the
hardware.

The use of a special cabinet, to collect data from
different data links and to convert it into one high
speed-bus like ARINC-629 will result in a reduction
the number of interfaces to just one ( dual or triple
redundant) ARINC-629 interface within this system.

3.2. Central processing modules

Two major solutions are available: CISC and RISC.
The reduced instruction set processors are designed
for more computing power than complex instruction
set processors. However, the CISC designers try to
stay in the race by issuing the same computing
power, as in the RISC market. In the area of 20
MIPS, CISC and RISC CPUs are available ( e.
68040, 80486, 88k, sparc ). The next RISC generation
of about 100 MIPS is available ( a.c. 88110 ) and we
are waiting for the CISC answer (see figure: 7).

However, there is another point in this discussion
which is important for aircraft processing systems.
The RISC code requires 2 to 3 times more memory
than the CISC code. Our decision in this discussion
was to stay with the CISC processors, as long as they
have the same range of computing power as the RISC
processors. Because of the higher memory
requirements in the RISC area, we will switch over
when this solution brings much more computing
power then the CISC solution. This could be done by
placing up to 4 RISC processors, each performing
100 MIPS, on one board (e. 4 * 88110).




For our system, both CISC and RISC solutions are
available.

3.3. Global memory modules

The global system memory is required for inter
processor communication and for storing the
processor code.

3.3.1. Communication memory module

This memory module supports the interprocessor
communication. This has to be done by working with
read-modify-write cycles. This memory could be
realized by an additional memory board, or by
exporting local cpu memory to the global system bus.

3.3.2. Recourse memory module

This memory module stores the system code for all
processors and is realized by special EEPROM
devices. With power-on each CPU loads its code
from that memory into its local memory and executes
it. Executing the code direct from this kind of devices
is not effective because of the longer access times.
Because of the online programmability of this
memory, software updates in the system lifetime are
very easy.

3.4. Graphic processors modules

Graphic processors must have special local
intelligence to wansform graphical commands to
screen oriented objects. Because of more growing
graphical power in 2D- and 3D aspects we decided on
a general purpose architecture (Texas 34020).
Graphical transformations are specially supported with
a highspeed ( 20 MFLOPS ) floatingpoint processor,
which can act fully parallel to the drawing functions.
We adapted this architectwre for :tcaltime graphics
with a double buffering concept and an intelligent
color lookup table (CLUT), which also support
hardware blinking and overlay techniques. The
graphic processor is coupled via a dual ported RAM
to the system bus. This supports an asynchronous,
highspeed interface with fast update rates (see figure:
8).

3.5. Video and image conversion modules

Because the external video sensors ( FLIR, LLLTV
etc.) have often line standards, which are different
from those of the displays, a conversion to the display
line standard is required. Basically we see two
different kinds of conversion.

3.5.1. Video conversion modules

This is a simple solution (see figure: 9) for
linestandard conversion. For example in the AVT
program we convert the 4:3 CCIR interlace video
signals to the 1:1 50 Hz. none interlace standards of
the displays. The interlace signal is interpolated in
realtime with just one line duration delay. We support
thereby realtime scrolling of a 1:1 window in the 4:3
area.

3.5.2. Image conversion modules

If the conversion (see figure: 10) requires more
intelligence, this has to be done by putting the
incoming video into a framebuffer, transforming that
information to another framebuffer and reading this
second framebuffer at the outcoming video line
standard. This transformation has to support functions
like translation, scaling, panning, rotation, zooming,
scrolling and so on. This works with a minimum
delay of one frame.

3.6. Video Mixing

The video-mixing module mixes video signals of the
same line standard in an analog way. Priority and
additive mixing are supported.

3.7. Displays
3.7.1. HDD

In applications for realtime graphics there are some
problems with the existing displays on the market.
Shadowmask displays have problems with vibration
due to the mechanical construction of the
shadowmask and are limited in brightness. The
existing LCD displays are slower in image changes
due to the physical switching time of the transistors.

Because of these reasons we propose the beam index
technology (see figure: 11). In displays, using this
technology, the phosphor is arranged in vertical
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stripes, in a sequence of RGB on the screenm,
separated by small black stripes, for contrast
cnhancement. There is no shadow mask which
absorbs 80% of the beam energy, so the whole energy
is concentrated to the phosphor stripes, which means
much more brightness on the screen. The resolution is
512 by 512 wiple (RGB) on a § by S inch display.
Because there is no shadow mask, this display has no
problems with vibration.

3.7.2. iMD

Un the X31A programme we developed a binocular
HMD with a total field--of-view of 100 by 40 degrees
with a high resolution of 2000 by 800 pixel
(monochrome). The distortion of the optical system is
corrected with an digital deflection correction within
the displays. This ensures a linear screen area with a
constant angle/pixel format. The 1 inch monochrome
tubes, which feed the optical part, produce high
brightness and resolution.

4. SYSTEM SOFTWARE

The basic system software is designed fully in Ada.
This gives the application programmer a high-level,
abstract, easy-to-use interface to all system functions.
Because the highlevel Ada interrupts require a task-
entry with context switching on every interrupt, low
level interrupts are used within the drivers. This
brings short interrupt latency and maximum
performance.

In addition to the normal device handling, the graphic
processing parts require a more abstract interface. We
provide here an interface, where the user defines a
virtual screen for every image format (see figure: 12).
In that virtual screen the user define the
transformation from the aircraft data to the graphical
objects in Ada. This virtual screen can be assigned at
runtime very easy to a physical display, by a simple
Ada command. If the same screen format is to be
shown on different displays, the transformation
algorithms are shared and the display-file is just
copied to more graphic processing units, which
increases the overall performance (see figure: 13).

This graphic development can be done on a
workstation prior to the availability of the final target

system. Several displays are emulated in a X-window
environment with exactly the same Ada interface and
graphic functions as for that system. So the graphic
development can be done on a workstation network
with many workplaces, before going to the final
hardware (see figure 14).

5. SYSTEM PERFORMANCE

The Ada compilers, which are available today, have
the same performance as C compilers due to the
sequential part of the language. The performance per
CPU has just increased from 3.5(68020/30) to 20
MIPS(68040). This means that the PAH2 BCSG
benchmarks are now faster by factor of 7 then those
on the 68020/30 CPU.

Besides the synchronous rendezvous mechanisms in
Ada, an asynchronous task-to-task communication via
mailboxes with semaphores is required. This function
is not yet defined in the language and the realization
of this in Ada is much too slow. So an realtime
operating system has to supply this. The same
problem arises with multiprocessor communication.
The realtime mother clock quantization in the Ada
operating system is now decreased from 20 msec
(68030) to less than 2 msec (68040). This results in a
finer resolution in task scheduling and
synchronization (see figure: 15).

6. DEVELOPEMENTENVIRONMENT

First we started with the Telesoft Ada Compiler
combined with the Ready-Systems Operating system
ARTX. Because this solution is no longer supported,
we have now switched over to the Telesoft-Ada-
Compiler combined with the PSOS-M operating
system. In addition to ARTX, PSOS-M supports the
same task to task comm’:nication interface for single
and multiprocessing and is an object oriented kernel.
This makes it easy for the application programmer to
shift tasks from one processor to another without
changing the communication to other processes.

The cross and host development tools are available on
UNIX workstations (see figure: 16). We use cadres
teamwork tools SA/RT for the system analysis phase
to build the system requirements model. From this we
construct the system architecture model which
represents one possible architecture to fulfil the




requirements. In the design phase we work with cadre
teamwork Ada, which supports the Ada structure
graphs (ASG), defined by Buhr, to construct the
software design. From these Ada structure graphs we
generate the Ada Source Frame Code. This Ada
Frame Code is finally filled with the appropriate Ada
statements and then transfered to the Ada-Compiler.

7. APPLICATION EXAMPLES
7.1. AVT

The AVT program is an experimental helicopter
programme, unsing a modified BK117, on which
flexible, generic avionics have to be installed. The
main goal is to build generic instances of this
avionics to support specified missions. MBB will do
the experimental flights, ESG is developing the
operational Ada flight program and we, the
Telefunken System Technik have developed the
hardware and basic system software for the image and
mission computing system. This system contains
several interfaces: serial, parallel, ARINC-429, MIL-
1553, three intelligent graphic processing units with
video conversion and mixing, driven by three CPUs.

7.2 X31A-HMTAS

This system, the Helmet-Mounted-Target-Acquisition-
System, is designed for flight simulation. It contains
a binocular HMD (100 by 40 degree), a line of sight
locator (LOSL) and an Image Management System.
This system receives the position of the simulated
aircraft, the position of a target aircraft, the line of
sight of the pilot and transforms this information in
order to display a target wireframe image with 100
3D points, connected via 300 3D-vectors, in realtime
(60 Hz.) update rate to the HMD.

73. X31A-HDD

One aspect of the X31A programme is to produce a
new 3D flight path display with a 3D globe-like
object (defined by MBB) to support the pilot in the
post stall (low speed, high pitch) range of the X31A
aircraft. This is dorie by our Image Management
System which transforms the aircraft data in realtime
into a 3D graphical object on a special 5 by 5 inch
Beam Index Color-Display.
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Abstract

The concept of human-electronic
co-operation in the cockpit is synonymous
with that of a team. Whether or not

team members interact effectively will
rely largely upon the pilot’'s acceptance
of his electronic team mate. This paper
reports on the attitudes of eight British
Aerospace test pilots towards the future
of such co-operation. Particular emphasis
ig laid upon the factors of system
function, task allocation and trust.
Pilots opinions are examined against a
schema of 'Operational Relationships',
recently proposed in the literature,

1 INTRODUCTION

The purpose of this paper is to address
the issues of trust and acceptance in
cockpit human/electronic teamwork. There
is a legitimate concern that the strategy
of automating all of the pilot tasks
which it is technically feasible to
automate is unlikely to provide the
optimum design for the future human -
electronic aircrew team (eg. Hollister
1986). A first defence against this can
be achieved by developing a close liaison
between the system designer and the

pilot population. This should help in
the identification of those tasks whose
automation would, in the opinion of
aircrew, be most beneficial and thus

enhance the likelihood of pilot acceptance.

British Aerospace (Military Aircraft)
Limited employ a number of pilots to
perform test flying on aircraft such as
the Harrier, Hawk and Tornado Aircraft.
These pilots have many years of fast jet
experience in the Royal Air Force or
Royal Navy, Fleet Air Arm as well as in
other NATO forces.
offers BAe an opportunity to gather
opinions and gauge initial reactions to
the specific and general acceptability
of automation.

Questionnaires and structured interviews
were used to elicit the views of eight
BAe test pilots regarding the functions
and philosophies that should drive the
integration of automated, semi-automated
and human-electroni co-operative
technologies in the cockpit. The pilots
had a total of 31400 hours of fast jet
flying experience (Details are given in
Section 1.1). During these interviews
reference was made to the concept of
Operational Relationships (OR) as
described by Krobusek, Boys and Palko
(1988). 1In this schema ten distinct
categories of Operational Relationship

are defined. These range from OR'A', where

the pilot performs the activity, to
OR'G'3, where the system may perform the
action autonomously. All 10 are listed

This pool of experience
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below in Table 1, and were used after the
interviews to categorise responses. During
the interviews the concepts were used to
prompt the pilots to consider the
possibilities and potential for cockpit
automation. Throughout this paper

opinions are related to this schema.

'OPERATIONAL RELATIONSHIP'
TABLE

TABLE 1 SUMMARY

OR'A' - The
OR'B' - The
activity is
system,
OR'C' - The system may remind the pilot

if the pilot asks or has authorised such.
OR'D' - The system may remind the pilot
OR'E' - The system may prompt the pilot
(with unrequested information).

OR'F' - The system has been given authority
to perform function, but with pilot

consent.

OR'G' - The system may perform an action
only if various conditions are met.

OR'G'1 - The system may perform the action
but must concurrently notify the pilot.
OR'G'2 - The system may perform the action,
but must notify the pilot when first
convenient for the pilot.

OR'G'3 ~ The system may autonomously perform
the action.

pilot performs the activity
(relatively straightforward)
performed automatically by the

The interview techniques required pilots to
iteratively address specific elements and
aspects of the piloting task, the aircraft's
systems and it's operational role. This
provided a flexible structure within which
pilots could consider existing automnation
requirements as well as future possibilities.
Four general areas were addressed, these
were (i) the management of the aircraft
systems, (ii) situation assessment, (iii)
tactics and (iv) the man machine interface.

1.1 PILOT EXPERIENCE

Details of the fast jet flying experience
of the eight pilots interviewed are given in
Table 2 below.

Table 2 Approximate Pilot Logs
PILOT YOURS

4700
3500
3000
3500
4000
3500
4200

WD WN -
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Aircraft flown include:

Tornado (IDS/ADV)
Jaguar

Hunter

Jet Provost

Hawk

EAP

Harrier (+Sea)
Fl16

Phantom

2. MANAGEMENT OF AIRCRAFT SYSTEMS
2.1 Engines

In general the pilots welcomed engine
automation, although they could not easily
envisage the potential for automation
beyond the fully digital engine controls
current in GRS Harrier or proposed for EFA.
Nonetheiess, further automation would be
welcomed if it maximised opportunities

for the pilot to assimilate higher level
information by reducing engine system
distractors. Particular emphasis was laid
upon the desirability of the system
performing all pre-flight checks and start-
up procedures as there is considerable
pressure upon the pilot at this stage in

a mission, especially if 'scrambled'. At
this stage in a mission pilots wished to
only be alerted only if a significant
system failure was detected (OR'G'1)
believing that self-correcting systems
should self-correct autonomously (OR'B').
Following a system failure it was
suggested that details relating to the
performance penalty of that failure

would be required as the pilot may

decide to fly in spite of the failure.
Thus pilots welcomed decision aiding but
did not wish the system to take a
FLY/NO-FLY decision.

In general pilots believed that the aim
of engine automation should be to provide
'care-free' handling particularly during
peiiods of high mental workload as
experienced in low level flight and
during emergencies or combat situations.
This could only be achieved if the

system was of a sufficiently high
integrity to engender a high level of
trust.

2.2 Fuel and Hydraulic Systems

Current fuel sysetm automation is
considered to be at a fairly high level,
although past experience has shown the
importance of a 'transparent' system
that enables the pilot to confidently
assume control of the system in the
event of a failure. Pilot opinion was
entirely in favour of further hydraulic
automation, although there was
disagreement concerning the OR that
should govern these procedures (ranging
over OR'F';OR'G' & OR'G'1). Pilots stated
that they would w'sh to sanction (OR'F')
any procedure that would aff:ct aircraft
performance (eg. moving fuel may affect
centre of gravity),

1 'Significant' in this context refers to
factors that will affect flight performance

or operational ‘WM#

It was suggested that pilots should not
have to bother themselves with fuel or
hydraulic system operations, although

high level information was essenticl

(eg. range, kg. left, undercarriage status)

It was recognised that the requirement for
information and sanctioning may be part of
the process of developing trust in an
automated system.

2.3 Battle Damage, Faults, Malfunctions

In general, pilots did not want to be
informed of the technical diagnosis of
specific types of battle damage, fault or
general malfunction. Rather, under these
conditions they wanted the system to
reconfigure following OR'G'3 with the
qualification that should operational
capabilities or flight performance be
affected the system should immediately
inform the pilot of these new parameters.
Again this is an example of the need for
decision aiding requirements to parallel
those of automation.

2.4 Avionics

Automation of navigation systems, which
involve many routine tasks, was believed

to be a sensible goal although cautionary
reference was made to the integration of
early automated Inertial Navigation systems
which were found to increase vather than
reduce workload due to their poor reliability
Although opinion differed upon the level of
autonomy (LOA), see also Krobusek, Boys and
Palko (op cit.) at which specific navigation
and other avionic systems should be set,
there was general agreement that automated
system functions should remain hidden until
a pre-defined point at which the system
would request authorisation tn continue,
thus in effect proposing a variant of CR'F',
The point was reiterated that if a function
could be automated with high reliability

and the effect of this automation had no
effect upon the aircraft's performance

then the fact of that automation should
remain hidden from the pilot. However as
recommended by Krobusek, Boys and Palko

(op cit.) it was agreed that such events

be recorded for later, in-flight perusal.
This appears to support a special case

of OR 'B', but with the qualification that
such events be recorded in case they impact
upon cther factors later in a mission.

3 SITUATION ASSESSMENT
3.1 Automated Sensor Management

All pilots agreed that an automated sensor
manager that presented an accurate tactical
'picture' was required, but were sceptical
about how accurate such a system could be
due to the number of variables that must be
considered and the often stated requirement
to retain flexibility. Although such
flexibility may be achieved by pre-settinag
the "goals' of a sensor managecr's LOA

(eg. be stealthy until x etc) pilots were
in general unwilling to accept the concept
of L'sOA at a more complex level than that
of sophisticated tactical decision aider

or mission management aid. Overall the
concept of L'sOA as interpreted by pilots
at the highest level of authority did not
extend to that of dynamic re-allocation of
function.




The highest acceptable level was perceived
to be that of pre-flight presets of the
functions that would be performed by the
pilot and by the system., The consensus
appeared to be that L'sOA would not

(and should not) be reconfigurable in
flight. This view appeared to be driven

by the realisation that dynamic
re-allocation of function and in-flight

LOA resets would occur during high

workload periods and potentially contribute
to confusion during highly inopportune
phases of a mission. It seems likely that
the most useful arrangement of pilot-system
cn-operation (LOA) will be predictable
because it will be necessary to reduce

the occurrence of varjiations in this
relationship during periods when the

pilot is integrating the tactical
significance of many external variables.

Pilots did agree that a high integrity
automated sensor suite would be extremely
useful and afford a significant combat
advantage for the pilot. Recent
developments such as auto-scan centering
and auto-scan volume, as used in radar
target acquisition, have been
enthusiastically received due to the
accompanying large reductions in
workload. Although pilots believed
that automated sensor management and
sensor correlation were priorities,
were concerned about the integrity
of such a system. Pilots suggested that
trust and confidence in such a system
could only be brought about through
repeated trials in which the auto-sensor's
'picture’' was found to be more accurate
than that which the pilot had developed
from the usual sensor sources. It was
suggested that it would be essential to
attach confidence levels to the fused

and correlated output of such systems.
Thus sensed information could be presented
in a form such as "I'm 70% sure this is

a Flanker™, Given these integrity and
probability pre-conditions, pilots
believed that they would accept sensor
management, correlation and fusion at
OR'G'3.

they

3.2 Automated Defensive Systems (DAS)

Defensive aids systems automation was
generally considered a good idea,
although pilots were concerned that the
system could easily be spoofed (tricked
into making an error of commission, a
false identification of a threat). To
cope with this eventuality most pilots
believed that an OR'G'l level would be
required but also mentioned that the
need to regularly monitor the system

to detect spoofing might increase
workload. As with most systems manual
override was considered essential.

All pilots were unanimously opposed to the
concept that the DAS should be linked

to the flight control system (FCS) such
that automated missile 'Break’ procedures
could be undertaken without forewarning.
Although several rationales were provided,
(including those of system error,
spoof/annoyance factors and the potential
for physical injury) opposition to this
proposal was sufficiently strong to
suggest that automated FCS intervention
‘'went against the grain' at a fundamental
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level, Missile 'Break' related automation
was acceptable only at OR'E' (eg. BREAK
PORT).

4 TACTICS

There was little agreement concerning the
usefulness of automated tactics systenms
(ATS) but all felt that tactics would be
the most complex pilot tasks to automate
due to the inherent dynamic and flexible
nature of combat. As discussed previously,
pilots appeared reluctant or unwilling to
conceive of a tactical level of human-
electronic co-operation that exceeded that
of sophisticated decision aid. Interestingly
the point was made that a capability to
vary tactical L'sOA (on the ground) may be
useful as a pilot training aid for less
experienced pilots, although it was stated
that the logic and reasoning employed by
the system must be very clear. Pilots

felt that the optimum role for ATS would

be the computation of target engagement
paths, missile release zones and paths of
egress, Most pilots believed that these
functions should operate at OR'E' levels,
although some pilots felt that they may
wish to allow the system to carry out the
engagement through sanctioning system
control of the FCS (OR'F'). All pilots
agree that regardless of the OR covering
target engagement the pilot must perform
the weapons release task himself (OR'A').
One pilot could see the full potential for
this type of automation stating that

should the pilot delegate target engagement
procedures to the automated system, this
would -

"....allow one aircraft to almost have
the capability of two, as the pilot will
be able to cover against threats and check
systems just as a second crew member would
do.™

There was a general feeling amongst the
pilots that although they could imagine
the potential role of an ATS decision aid
they would have difficulty trusting the
validity of these displays or indeed the
information upon which they were based.

A typical comment concerned the auto-
detection of a SAM site, it was believed
that pilot's would wonder (a) is it really
a SAM site? (b) has the site run out of
missiles? (c) is it just illuminating
(spoofing) with it's radar? Pilots felt
on the whole that they would be reluctant
to trust suca a system or the data upon
which it made its decisions. Two general
accompanying comments were made these
were that:

(1) The most useful tactical decision
aiding would be the identification of
targets (Automated sensor management )
together with details of target performance
capabilities together with own optimum
engagement parameters (eg. intercept

speed and course).

(2) The tactical automation 'nightmare’ is
that the automated aircraft provides lots
of clear tactical information to the pilot,
but that this information is wrong because
the system is being spoofed.
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5 MAN MACHINE INTERFACE (MMI)

All pilots agreed that the MMI of automated
systems would be critical to aircrew
acceptance of such systems. A major
concern was that the pilot should be
presented with an unambiguous display of
‘'who' was in control of 'what'., There was
also concern that the pilot's desire to be
told what the system was doing (OR'G'1)

or to sanction automated actions (OR'F')
might actually increase his workload.

It was unanimously agreed that there is
already too much displayed information in
the cockpit for the pilot to reliably
intake at periods of high workload and
that the proliferation of sensor and
weapon aiming systems will exacerbate

this problem, particularly in single seat
aircraft. Consequently an MMI priority

is to reduce the amount of information
presented in the cockpit by concentrating
on the fused and correlated 'high level’
information to be presented to the pilot
(eg. "port flap hydraulic failure" or
"port flap stuck at 15 degrees" is less
useful than starboard roll reduced to
*¥%"etc). Thus the pilot should immediately
be aware only of the fact and the
implications of significant changes within
or outside his aircraft. The significance
of an event will require clarification
through further research, nonetheless
significance appears related to the impact
of events upon operational performance
tactics and safety.

Most pilots agreed that during periods of
high workload it would be extremely
advantageous if an automated system could
prioritise information and present this at
a time when this would not be distracting.
This is similar to a special case of
OR'G'2 in which the concept of 'performing
an action' is changed to 'gathering
information', rendering the nature of the
human-electronic interaction closer to
that of human co-operation rather than a
simple shift of the locus of executive
control.

6 GENERAL ISSUES

A number of general issues emerged from
the interviews that have bearing upon
the integration of the human-electronic
team and the pilots ability to speculate
upon such a relationship.

6.1 Operational Relationships

The concept of OR's was easily understood
by all pilots, although the pilots varied
in the level of the OR they were prepared
to allocate to human-electronic teamwork.
This in itself may support the concept

of 'Pilot Tailoring' a process which
would essentially customise a piloi's
individual LOA requirements. It was
suggested that the ten OR's proposed by
Krobusek, Boys and Palko (op cit.) could
in fact be simplified for the purposes

of gauging rilot opinion to:

a) The system does it always (OR'B','G'3)

b) The system does it sometimes (OR'G')

c¢) The system does it and tell the pilot
(either then or later) (OR'G'1,'G'2)

d) The system asks the pilot to be allowed
to do it (OR'F')

T « € SN - T 17 ¥ L e

e) The pilot does it (OR A)

Those OR's omitted from the original schema
(OR 'C','D',"E') appear qualitatively
different from the rest and as such may be
better suited to a schema describing levels
of decision aiding.

6.2 Levels of Autonomy

In general, pilots had some difficulty
imagining functional models of LOA concepts.
There existed a general resistance to the
concept that human-electronic team
co-operation could be redefined whilst
in-flight. Although the concept of

'pilot tailoring’' was welcomed it was
believed unlikely that these parameters
would be re-tailored' between missions due
to the sheer complexity of remembering
another set of variables. A point made
throughout all the interviews was that
reducing the complexity of aircraft
systems must be the goal of automation.
Pilots added that they may well not
interact with systems that added
significant complexity to their task even
if those systems could buy an operational
advantage. Although Krobusek, Boys and
Palko (op cit.) argue that the end product
of integrating an LOA approach within
automated aircraft systems would buy a
"very dynamic range of performance" for the
system, pilots appear more concerned

that they should understand exactly what
the performance characteristics of all
their aircraft systems will be throughout
an entire mission, an assumption that does
not allow for a wide range of in-flight
variations to the co-operative
human-electronic team relationship. The
LOA concept did receive support from some
pilots who suggested that it would provide
a useful training and combat aid for the
inexperienced pilot.

7 CONCLUSION

Overall, the pilots welcomed automation

that would relieve them of tasks during
periods of high critical workload and of
carrying out mundane and routine monitoring
tasks. Whilst there is a degree of mistrust
and scepticism concerning the integrity and
reliability of future automated systems,

the development of such systems are
enthusiastically supported as they are

seen as the only means by which the pilot
will be able to cope with the workload
demands anticipated from forthcoming
aircraft systems. However, it appears that
and effect of this underlying mistrust is
that most of the pilots interviewed wish

to be presented with information on at

least some aspects c¢f the automated

decision making processes, a requirement
which might actually increase the workload
associated with a given task. Interestingly,
the pilots opinions were similar to those

in the sample reported by Taylor (1988)

in venturing that trust in automated svstems
would not actually develop through the
presentation of premises and hypotheses

upon which automated decisions had been made
but that an individual's trust would develop
when the system repeatedly 'got it more
right' than the pilot. Ultimate acceptance
of highly automated systems would be
achieved only when the "folklore' of
trustworthiness generated by reliable
systems is passed onto the next generation




Many pilots expressed a strong concern
that automation will be introduced
without fully taking into account

the tasks that the pilot performs
resulting in a system that will not be
used or liked.

The sample of pilots interviewed in this
survey was relatively small and hence
their opinions should not be considered
representative of the pilot population
as a whole, Their experience and
backgrounds may have tended to encourage
a greater caution and apprehension of
automation concepts than would be found
amongst those pilots who are currently
joining squadrors.

Finally, it should be recognised that
pilot opinions are just that, they may
be wrong, they undoubtedly differ and
they will probably change. However,
utimately pilot opinion will determine
whether or not the human-electronic
team members really do work together
as a team.

References

Boy,G.A 1990 Intelligent Assistant Systems: An Artifical Intelligence Approach to
Detecting Performance Degradation and Pilot Incapacitation. In Press - AGARD/NATO
Symposiur on Safety Network to Detect Performance Degradation and Pilot Incapacitation
Tours, FF.

Hollister, W.M. 1986 (Editor) Improved Guidence and Control Automation at the
Man-Machine Interface, AGARD Advisory Report No.228 (AGARD-AR-228)

McNeese, M.D.; Warren,R.; Wiidsin, B.K. 1985 Cockpit Automation Technology: A Further
Look. Proc Hum Fac Soc, 29th AM.

Krobusek, R.D; Boys, R.M; Palko, K.D. 1988 Levels of Autonomy in a Tactical Electronic
Crewmember. Proc 1st - The Human-Electronic Crew: Can they Work Together? 19-22nd
Sept, Ingolstadt.

Taylor, R.M. 1988 Trust and Awareness in Human-Electronic Crew Teamwork Proc lst -
The Human-Electronic Crew : Can they Work Together? 19-22nd Sept, Ingolstadt.

5-5




6-1

TIME STRESS MEASUREMENT DEVICES FOR ENHANCEMENT OF
ONBOARD BIT PERFORMANCE
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Griffiss AFB NY 13441-5700

SUMMARY

An important aspect of a pilots situational awareness is the need
for accurate real time information on the operational status of all
aircraft systems. False and intermittent indications have been a
problem with many of the built-in-test (BIT) functions in aircraft
systems. These indications result in Retest OK (RTOK) and
Cannot Duplicate (CND) maintenance events when the aircraft
returns. These types of events account for 35% to 65% of the
indicated faults in many Air Force avionics systems. Any false
indications put an unnecessary and potentially fatal burden on the
pilot during the operational scenario and also consume
significant maintenance resources.

Many of these false alarms and intermittent status indications are
related to the environmental conditions present at the time of the
indication. Time Stress Measurement Device (TSMD) technology
offers a means of providing this crucial environmental
information to the system’s BIT. TSMDs are digital
environmental measurement and recording devices in a
microelectronic package which can be embedded into a system at
the time of manufacture or on a refrofit basis. The information
collected and provided by the TSMD can be provided in real time
for the on-board BIT to try and discriminate between transient
system performance anomalies and hard failures. Thus, only
accurate performance status information is reported to the pilot.
The paper describes the background of TSMD development,
current state-of-the-art in TSMD hardware and software, current
spplications which address the enhancement of on-board BIT
performance and future thrusts in the TSMD area.

BACKGROUND

The magnitude and duration of environmental and electrical
stresses play an important role in the useful lifetime and failure of
electronics/avionics. Both the magnitude and duration of the
stresses affect the performance and failures of the equipment.
Some of the major stress sources which have been either
identified or postulated as contributors to performance changes
and failure are thermal cycling, thermal soaks, vibration, shock,
humidity, corrosion and the amount of energy dissipated in the
equipment. The effect of these stresses produces changes and
damage in the parts, interconnections and physical structure of
equipment which leads to failure or altered performance.

Current parameters which are used as a measure of reliability such
as Mean-Time-Between-Failures (MTBF) are measured in terms
such as calendar time, operating cycles, etc. Thus, when failures
occur we are capturing only the effect of stresses on the equipment
and not the actual stress history which the equipment was exposed
to and caused it to fail. The TSMD is the measurement and
recording instrument for the key stress parameters of the
equipment of interest.

A TSMD is an integrated sensor package which measures and
digitally records selected environmental or electrical conditions
which are present at the sensor input. The stored data can be
subsequently retrieved for use and analysis in the maintenance and
diagnostic process. A block diagram of a generalized TSMD is

shown in Figure 1. The data flow through a generalized TSMD
starts with the analog signal output of the various sensors being
fed into any necessary signal conditioning circuitry and then the
signal is digitized in an analog to digital converter. The output of
the A/D converter then goes to the controller (microprocessor)
for any necessary manipulation or compression and then is stored
in nonvolatile memory. A real time clock is used to provide a
timing input to the controller and a data port to the controller is
used as a user interface for retrieval of stored data and for
programming the TSMD.

DRISCUSSION
TSMD Module Development

Beginning in Fiscal Year (FY) 86, the development of a TSMD
module was begun by Rome Laboratory. This contractual
program with Honeywell was jointly funded by RL and the
Productivity Reliability, Availability, Maintainability (PRAM)
and Generic Integrated Maintenance and Diagnostics Systems
(GIMADS) Program Offices of the Air Force's Aeronautical
Systems Division at Wright-Patterson AFB OH. A TSMD module
using off-the-shelf components was designed, developed and
qualified for use in a flight data collection program utilizing A-10
and A-7 aircraft. The module, which was approximately 3 cm x
8 cm x 16 cm, measured and recorded parameters for temperature,
vibration/shock, relative humidity, prime power voltage and
corrosion. The TSMD module was cable connected to a battery
pack utilizing sealed lead acid cells which furnished power for
continuous TSMD operation and recording. The data from the
TSMD module was removed through a serial port which was used
to drive a RS-232 interface through a small adapter box into a
handheld computer.

Internally, the TSMD circuitry is divided into a sensor/analog
circuit card assembly (CCA) and a digital CCA. The TSMD module
was designed to sample the environment through use of a suite of
sensors consisting of a thermocouple, humidity sensor,
corrodible resistor, a single axis accelerometer and rectifier.

Excursions of the avionics environment beyond user defined
limits for humidity, vibration/shock, and aircraft power were
recorded in memory "bins”. The TSMD measured accumulated
vibration exposure above two field adjustable thresholds in each
of four different frequency bands between 10 and 2000Hz. The
number of shock events greater than a field adjustable threshold
were recorded. The accumulated exposure time above a field
adjustable threshold for relative humidity was also recorded. The
aircraft prime power voltage was monitored and accumulated
exposure time for both high and low voltage conditions beyond
predefined limits were recorded.

During each day, any excursion of a set parameter beyond its
prescribed limit caused the corresponding bin to be incremented.
At the end of the day, each bin contained the number of times the
limit was exceeded for the day. The bin counts were saved and
then cleared to start the next days collection.
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FIGURE 1

TSMD BLOCK DIAGRAM

Temperature data was sampled every fifteen seconds and recorded.
Also, a log of power on and off events is included in the
temperature file. In this way, a complete record of the temperature
profile seen by the TSMD was recreated during data analysis.
However, because the memory space required to store a
temperature point each fifteen seconds was prohibitive, the data
was compressed to reduce the data storage memory size
requirement. The compressed data takes the form of best fitting
ramps and lines to the individual data points. Resolution of the

compressed temperature data was approximately +/- 2.5°C.

Sensing of corrosive atmosphere was provided by a detector
consisting of two mild steel strips. One strip had a protective
coating and served as a reference while the other was exposed to
the atmosphere and exhibited an increase in resistance to indicate
the relative amount of corrosion.

The realization of this development was the installation of ten of
the TSMD modules in five A-10 aircraft and five A-7 aircraft (Ref
1). This was the first time that a device of this type has been used
to collect data on operational aircraft during normal sorties.
Collection of data of this type prior to the use of a TSMD usually
required much larger instrumentation and a dedicated aircraft for
testing. A typical temperature profile for a day including two
sorties is shown in Figure 2. The actual flight times from the
squadrons records are added to the graph to provide a comparison
with the power on time.

Micro TSMD

A natural progression from the module was to an integratec unit
the size of a microelectronic package. RL began development of
a Micro TSMD in FY88. IITRI-Honeywell and Westinghouse
competed in a design definition phase (Phase I) for development
of a hybrid device which would be self-contained (including
sensors) to provide temperature, vibration, shock, and voltage
monitoring. This led to a full-scale development phase (Phase II)
of the Micro TSMD. The Micro TSMD development is being

sponsored by the Air Force Reliability and Maintainability
Technology Insertion Program (RAMTIP). IITRI-Honeywell is
under contract to complete the design of the Phase I Micro
TSMD. The Micro TSMD is suitable for mounting on a circuit
card in an LRU. The first insertion of the Micro TSMD will occur
in systems supported by Warner-Robins Air Logistics Center
(WR-ALC) Robins AFB GA.

The Micro TSMD is physically a 1" x 2" flatpack with leads on 50
mil centers. Power consumption is about 100 milliwatts while
powered from the host (recording data). When host power is
unavailable, recording activity is determined by the availability
of a button-cell battery. With a battery present, the real-time
clock is maintained and mechanical shocks are recorded. The
recording of mechanical shocks is useful for determining if units
were mishandled during shipping or installation of the host card.

Retrieving stored data is accomplished by an RS-232 link to a
debrief computer (laptop model). The data will be transferred to
disk and analysis can take place at the depot or other maintenance
level in the logistics process. Programming options and
parameters can be changed while communicating with the TSMD.
The TSMD can also be reset by the debrief computer.

The Micro TSMD is a hybrid device. It contains two hybrid
substrates, a digital hybrid and an analog hybrid. The digital
hybrid contains a 87C51 CPU, EEPROM memory, a real-time
clock, A/D converter, crystals to support the clocks, and glue
logic.

The analog hybrid contains the temperature sensor, a
piezoelectric accelerometer, the transient monitoring circuit,
differential amplifiers, voltage regulation, a power on/off
detection circuit, and voltage monitoring circuits. The vibration
sensor provides a transfer function which will reduce aliasing of
the sampled signal. Further filtering of the vibration signal is
contained within the analog hybrid.
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FIGURE 2

TSMD STRESS PROFILE FOR A-7

The sensors and given digital hardware allow recording of
parameters with the range and resolution shown in Figure 3.
Software programmable options allow these parameters to be
recorded in many ways.

. TEMPERATURE: -55°C to 125°C
RANGE, 1°C RESOLUTION

. VIBRATION: +/- 3 Gs MAXIMUM,
20-2,000 Hz PASSBAND, -24dB,
OCTAVE ANTIALIASING FILTERING

. SHOCK: 3.0 G POSITIVE
THRESHOLD, -3.0 G NEGATIVE
THRESHOLD, IMS duration, + 25 Gs
MAXIMUM SCALE

. DC VOLTAGE: 0-10 V RANGE, 10
mV RESOLUTION

. VOLTAGE TRANSIENTS: 17 V AND
40 V POSITIVE THRESHOLDS, 4 V
NEGATIVE THRESHOLD, 1
MICROSECOND MINIMUM
TRANSIENT DURATION

FIGURE 3
MICRO TSMD SENSING PERFORMANCE SUMMARY

The Micro TSMD software is designed to make efficient use of the
available memory for storage of recent data collected and
historical daia. Also, the software will allow the user to change
threshold limits, tolerance regions, sampling rates, memory
allocation, time stamp resolution, and maintenance text data.
Examples are shown in Figure 4.

. TIME-LINE DATA ROLL OVER

. TEMPERATURE SAMPLING PERIOD

. TEMPERATURE AND VOLTAGE
RECORDING TOLERANCE

. VOLTAGE DEAD BAND

. VIBRATION SPECTRUM SCALE

. INTERNAL OR EXTERNAL SENSORS

. CLOCK BATTERY AND SHOCK
BATTERY

. TIME-LINE DATA FILE ALLOCATION

FIGURE 4

SOFTWARE OPTIONS
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The program which controls the Micro TSMD is approximately
36K x 8 long. Par of the program, 16K x 8 is stored in the
87C51 EPROM with the remainder stored in the EEPROM.
Scratch-pad memory built into the 87C51 is used for many
purposes. The main thrust is to use the CMOS scratch-pad ram for
frequently changing data (sampled signals, flags, variables, etc.)
while using the EEPROM to store processed data. This technique
is used to reduce the write cycles to the EEPROM since EEPROM
has a wear out proportional to the number of write cycles.

The user may want to emphasize one environmental parameter
recording more than others. As part of the setup, the user can
define how memory "files” are used to customize the Micro TSMD
for stress data recording. A file is a 2K x 8 segment of EEPROM
memory. The main types of files are maintenance text, stress data
recording, peak event record and post record analysis.

Stress data recording consists of temperature, voltage, shock and
voltage transient recording. The number of files allocated for
each of these data types may be specified by the user depending
on his requirements and limited only by the amount of memory in
the Micro TSMD.

Peak events are recorded in a file and stored with a time stamp.
The number of peak events which can be recorded in a file depends
upon the resolution of the time stamp specified by the user.

A Fast Fourier Transform is performed on the vibration data
immediately. Records of time at overall RMS levels and time at
gZ/Hz levels are retained. Temperature stress data is reduced to
total time on temperature, temperature cycles, and temperature
ramps for both rise and fall.

Information in a stress data file is also analyzed to gather
information from it that would be useful to the user. Analysis on
that data to reduce it to a final form will free up memory and allow
subsequent stress data to be recorded over older data without
losing the stress history. The types of post record analysis
include temperature and voltage.

Voitage measurements are recorded in two tables. One holds total
time at voltage (5.0 volts nominal). A second table holds the
number of on-time durations.

A capability exists in the Micro TSMD to accommodate remote
sensors. This flexibility allows the user to add enhanced sensors
as they become available. Additionally, spare analog-to-digital
channels are brought out to pins which allow user defined signals
to be processed by the Micro TSMD. (Ref 2)

Smart BIT

Concurrently with the development of TSMD technology, Rome
Laboratory has been investigating enhanced techniques for
incorporation into a system's BIT for reducing the number of false
removals. These investigations have been carried out under the
title “"Smart BIT". Smart BIT is best thought of as an adjunct to
the actual functional test, but it could easily be integrated into a
singular BIT function. Current BIT technology often places
100% confidence on the results of a test, even though these
results could be biased by the behavior of other units or
temporarily influenced by transient environmental conditions.
Incorporation of an N-out-of-M filter can improve the condition
to some degree, yet even it can be easily misled. Smart BIT goes
beyond these simplistic approaches to include a more robust
reasoning process that looks for information in the pattern of
faults and incorporates knowledge of time, the environment, and
other information outside of the functional realm of BIT. The
principal techniques identified for which software was developed

and demonstrated were Information Enhanced BIT, Improved
Decision Rule BIT, Temporal Monitoring BIT and Adaptive BIT.

For Information Enhanced BIT, decisions are based on
information internal to the unit under test (UUT) as well as other
external sources. These could be environmental monitors or
information concerning the operational mode of the platform or
the health of other systems. Improved Decision Rule BIT
incorporates a structure suggestive of an expert system format to
increase the robustness of the BIT decision process.

Temporal Monitoring BIT uses Markov modeling techniques
combined with a finite state machine representation of unit health
to monitor performance over time. Adaptive BIT makes use of
two general learning paradigms: k-nearest neighbor and neural
network back propagation. In both cases, the BIT report in
question is plotted into an n-space defined by the various
parameters of interest, such as vibration, GO/NO-GO, airspeed,
duration of failure, etc.

An important item to note is that no Smart BIT technique may
suffice for a given equipment selection. Careful attention must be
made regarding the proper selection, prioritization and
integration of Smart BIT techniques based on a sound
understanding of the BIT and mission needs of the unit-under-test
to which they are being applied and to the specific tailoring of
the techniques to that application.

Research has been done to define the degree to which TSMD and
Smart BIT need to share information and to identify pertinent
characteristics of that data to be retained in memory. Itis
apparent that TSMD data should be available at three levels of
temporal resolution: uncompressed in the temporal vicinity of a
possible failure for use by onboard BIT, compressed for duration
of a mission, and statistically characterized for equipment and
missions to be used in long-term trend analysis.

A scenario for the operation and use of TSMD and Smart BIT
technology can be postulated. During a mission the TSMD
portion is continually recording stress profiles in a wraparound
fashion, replacing old data with ore recent measurements, the
older values being data compressed and stored in long-term
memory. The TSMD will also detect specific stress profiles that
could damage equipment and note their occurrences in the long
term memory. When stress data is needed by either Smart BIT or
maintenance equipment, this information is retrieved from the
long term memory.

When a failure condition is detected by the smart BIT, the TSMD
is asked to return relevant stress data. Depending on the
criticality of the system to the mission and flight safety, the
Smart BIT will continue to analyze both the functional test data
stream and the TSMD output. If necessary, this process may be
performed off-line while a spare unit is switched in place of the
one in question. If a decision is made to declare a unit faulty,
information relevant to that decision process will be stored local
to that unit's nonvolatile memory for access later by other
maintenance processes. (Ref 3)

Fault Logging Using Micro TSMD

The next step in the field validation of TSMD for enhancement of
onboard BIT performance is being accomplished under the Rome
Laboratory program “Fault Logging Using Micro TSMD".
Westinghouse is the contractor for this program which got
underway in June 1991 and is scheduled to be completed in
December 1993. The objective of this program is to adapt a
Micro TSMD type design to log environmental stress data at the
time of occurrence of a fault in a selected system Line Replaceable
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Unit (LRU) and demonstrate these capabilities in a flight data
colle