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# Photorefractive Properties of Doped BaTiO₃ and SBN

## Abstract

Several novel photorefractive scattering processes were studied. Isotropic scattering of a single intense pump beam was observed and modeled. Numerical calculations, performed using material parameters consistent with the previous experiments, yielded scattering cross sections in excellent agreement with the observations. Anisotropic scattering of a single extraordinary polarized beam into conical rings of light was also observed. Using a phase matching condition and the electrooptic tensor symmetry properties of BaTiO₃, the scattering process of the inner ring was uniquely determined. A model which describes the formation of the outer ring was also proposed.
Abstract

Photorefractive materials are an important class of electrooptic materials used in a wide variety of nonlinear optical devices. Although recent theories explaining the photorefractive charge transport properties of these materials have been relatively successful, the origin of the charge centers is unknown. Also, there are several anomalous effects observed in BaTiO₃ which indicate that the charge transport models are incomplete.

In this investigation, photo-induced absorption, and isotropic and anisotropic photorefractive gratings were used to study the photo-induced charge transport properties of BaTiO₃ in an attempt to identify the photorefractive species. Previous models and experiments on BaTiO₃ have not taken into account the effects of photo-induced absorption in studying photorefractive gratings. Also, most of this early work concentrated on the isotropic nature of these gratings to determine the material properties. The experiments and analyses presented here extend these techniques, both theoretically and experimentally, to include photo-induced absorption and anisotropic photorefractive gratings.

The photo-induced absorption experiments presented here represent evidence for the existence of a distribution of localized trapping states in the band gap of BaTiO₃. The intensity dependence of the photo-induced absorption correlates well with the intensity dependences of the trap density and recombination time, quantities which until now were assumed to be constants.

Several novel photorefractive scattering processes were also studied. Isotropic scattering of a single intense pump beam was observed and modeled. Numerical calculations, performed using material parameters consistent with the previous experiments, yielded scattering cross sections in excellent agreement with the observations. Anisotropic scattering of a single extraordinary polarized beam into conical rings of light was also observed. Using a phase matching condition and the electrooptic tensor symmetry properties of BaTiO₃, the scattering process of the inner ring was uniquely determined. A model which describes the formation of the outer ring was also proposed.

Anisotropic scattering into higher orders were observed. To derive approximate solutions for the higher order gratings a perturbation technique was used to modify the transport equations. The measurements were found to be well described by the model. Finally, a new anisotropic four-wave mixing configuration was demonstrated. It was shown that amplified reflection could be performed without phase conjugation.
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1 Introduction

1.1 The Photorefractive Effect

The wide spread proliferation of laser technology and the growing interest in nonlinear optics during the early sixties, led to an intensive search for new optical materials. This early research was primarily concerned with parametric wave-mixing, such as frequency doubling,\textsuperscript{1,2} and parametric amplification.\textsuperscript{3,4} Since these processes required a variety of phase matching conditions, many birefringent crystals, such as ammonium dihydrogen phosphate (ADP),\textsuperscript{5} potassium dihydrogen phosphate (KDP),\textsuperscript{6} and barium sodium niobate Ba\textsubscript{2}NaNb\textsubscript{5}O\textsubscript{15},\textsuperscript{7} were examined. Unfortunately, the high optical intensities required for optical parametric processes were also a source of optical damage.\textsuperscript{8}

In LiNbO\textsubscript{3} and LiTaO\textsubscript{3}, this damage was manifest as distortions in the refractive index along the path of the beam,\textsuperscript{8} which could be reversed by heating the crystal, or by flooding it uniformly with light. This damage was also found to be a function of total energy incident on the crystal. That is, short exposure times and high intensities gave the same effect as long exposure times and low intensities. The ability of the crystal to integrate the optical power indicated that some type of microscopic transport process could be involved. Since the refractive index damage was photo-induced, the term photorefractive was coined.

In a similar phenomenon, known as the photochromic effect, the optical absorption could be changed by the application of light. This change in the absorption was shown to be the result of photo-induced charge transfer between impurity ions in the crystal.\textsuperscript{9,10} Since different valence states of the ions had different absorption spectra, spatially varying intensity patterns generated spatially varying absorption centers in the crystal. An extension of this model was used by Chen\textsuperscript{11} to explain the optical damage seen in LiNbO\textsubscript{3}.

In Chen's model, Fig. 1, charge trapped in defects or impurities in the band gap, is photoexcited in the high intensity regions of the crystal. The liberated carriers then migrate to the dark regions of the crystal, resulting in a redistribution of charge with the same spatial variation as the incident light. This redistributed charge has an associated space charge field which, in noncentrosymmetric crystals, induces a change in the refractive index through the linear electrooptic effect. Since the symmetry requirement for phase matching is the same as that for the electrooptic effect, no inversion symmetry, many materials of possible use in parametric wave mixing were found to be subject to photorefractive damage. Some of the materials found to be photorefractive include ferroelectric BaTiO\textsubscript{3},\textsuperscript{12} Sr\textsubscript{2}Ba\textsubscript{1-x}Nb\textsubscript{2}O\textsubscript{6} (SBN),\textsuperscript{13} Ba\textsubscript{2}NaNb\textsubscript{5}O\textsubscript{15},\textsuperscript{14} and KNbO\textsubscript{3},\textsuperscript{15} non-ferroelectric Bi\textsubscript{12}SiO\textsubscript{20} (BSO),\textsuperscript{16} and GaAs,\textsuperscript{17} and organic polymers.\textsuperscript{18} Also certain PLZT ceramics,\textsuperscript{19,20} which possess only a second order (Kerr) electrooptic effect, have been found to be photorefractive.
Figure 1: Basic mechanism of the photorefractive effect. Photoexcited electrons are redistributed, resulting in a space-charge field which modulates the refractive index through the electrooptic effect.

Chen was the first to devise the standard experiment for studying the photorefractive effect. He realized that the refractive index variations could be used to store phase holograms in the crystal. In his experiment, the interference fringes of two coherent plane waves intersecting in the crystal, produced a pure phase grating through the photorefractive effect. This enables characterization of the effect in a crystal by measuring the diffraction efficiency of a light induced grating. In one experiment, more than 100 gratings were recorded in a LiNbO$_3$ crystal.

Since this early work, the photorefractive effect has been used in a large number of nonlinear optical applications. The most widely known of these is optical phase conjugation. This will be discussed in Chapter 6. Other applications include; image subtraction, associative holographic memories, phase-locking of lasers, and optical bistability. While many of these applications have shown great promise in the optical signal processing field, it is a promise which has so far been fruitless, since these applications are confined to relatively few research laboratories. Some of the reasons photorefractive materials have not been successfully integrated into useful devices are (1) a lack of a clear understanding of the photorefractive centers and their role in the photorefractive process, and (2) several anomalous photorefractive scattering processes that tend to degrade device performance. Other considerations are more in the nature of engineering problems such as the requirements of stability.
and coherence needed for holography.

Identification of the photorefractive species in LiNbO₃ was attempted in the early seventies by Peterson et al. Their method was to combine a number of techniques such as electron spin resonance, oxidation and reduction, and optical absorption to correlate the affects of selected doping on the photorefractive properties. They measured the diffraction efficiency of undoped crystals and crystals doped with 450 ppm Fe. The diffraction efficiency of the doped crystals was found to be two orders of magnitude larger than the undoped crystals. After annealing in a reduced oxygen partial pressure the diffraction efficiency of all the crystals was smaller than that of the as-grown or air-annealed crystals.

Their ESR measurements indicated that the dominant valence state of the iron in the as grown crystal was Fe⁺³. Since the reduced crystals showed both a decrease in the diffraction efficiency and a decrease in the Fe⁺³ ESR signal, they concluded that the predominant photorefractive species in LiNbO₃ was Fe⁺³. Unfortunately, most of the early photorefractive work did not include light-induced grating erasure and although there has been some work on the erasure rate kinetics, the intensity dependence of the erasure rate has not been reported. Therefore, it is not known if the decay rate of LiNbO₃ exhibits a sublinear intensity response. Also, photo-induced absorption effects were not reported.

The first attempts to determine the photorefractive species in BaTiO₃ were only recently attempted by Klein and Schwartz. Their research was patterned after that of Peterson et al. with the exception that they used beam coupling to characterize the photorefractive effect. Chemical analyses of the crystals showed
that iron was the predominant impurity in their commercial samples, although other transition metal impurities were also present. These iron concentrations also seemed to correlate to the Fe$^{+3}$ ESR signals from the samples. Since the beam coupling results showed a linear correlation to the iron concentration, they concluded that iron was also the dominant photorefractive species in BaTiO$_3$. Their data showed a four-fold increase in the trap density for only a two-fold increase in the iron concentration Fig. 2.

This result however, is in direct conflict with the results of Schunemann et al. and the work presented in this thesis. The origin of this conflict is not completely understood, however the crystals used in this work were grown from purified materials and systematically doped with varying amounts of iron, constituting a better control group.

Ducharme and Feinberg conducted oxidation reduction experiments on similar commercially available samples of BaTiO$_3$. They found that the dominant carrier, which was holes in as grown and oxidized crystals, could be converted to electrons after reduction at 650$^\circ$C at a partial pressure of $10^{-6}$ atm. The sublinear intensity dependence of the decay rate usually observed for BaTiO$_3$ was observed for their as grown and oxidized crystals. However, the crystals which had been converted to n type exhibited a linear intensity dependence for the decay rate.
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2 Barium Titanate: Physical Properties and Crystal Growth

The electrical and optical properties of Barium titanate have been studied intensively over the past forty years with much of this work performed at the MIT Laboratory for Insulation Research. This section primarily serves to give background on the material properties of BaTiO$_3$ relevant to the photorefractive effect.

2.1 Physical Properties

Above 130 °C, barium titanate exists in the cubic perovskite structure, ABO$_3$, shown in Fig. 2.1. In this structure, the Ti$^{4+}$ ions (B), are at the center of six O$^{2-}$ ions forming regular octahedrons. The octahedrons are connected at the corners with Ba$^{2+}$ ions, (A), occupying holes in this framework. Each Ba$^{2+}$ ion is surrounded by twelve equidistant O$^{2-}$ ions.

As the temperature is lowered below 130 °C, BaTiO$_3$ experiences three first order ferroelectric phase transitions. At 130 °C the unit cell becomes distorted along a [100] direction and the crystal symmetry reduces to tetragonal 4mm. It is believed that the Ti and O ions move to new equilibrium positions in opposite directions [see Fig. 4] resulting in a net polarization. This model was shown to fit neutron and x-ray diffraction data with the barium ions not contributing to the polarization. Since this shift can occur in any one of six directions, cooling through the Curie temperature causes simultaneous nucleation of multiple domain structures in the crystal.

The first order electrooptic effect has it’s origin in the quadratic electrooptic effect. To understand this consider the cubic structure of BaTiO$_3$ above 130 °C. In this phase the refractive index is isotropic. However, if we apply an electric field to the crystal we can induce birefringence through the quadratic electrooptic effect

\[ \Delta \left( \frac{1}{n^2} \right) \propto P^2. \] \hspace{1cm} (1)

In this case the polarization P is the result of the applied field E.

Now consider the same BaTiO$_3$ crystal below 130 °C. In this tetragonal phase there is a spontaneous polarization $P_s$ and from Eq. 1 we expect that the crystal should be naturally birefringent. When an electric field E is applied to the crystal the net polarization P is composed of both the spontaneous polarization $P_s$ and the polarization due to applied fields $P_E$. From Eq. 1 we see that the change in the refractive index now has several terms with

\[ \Delta \left( \frac{1}{n^2} \right) \propto P_s^2 + P_E^2 + P_s P_E. \] \hspace{1cm} (2)
Figure 3: Perfect perovskite structure showing (a) the unit cell centered around the Ti$^{4+}$ ion, and (b) the TiO$_6$ octahedra surrounding the Ba$^{+2}$ ion. (After Ref. 1).
As stated, the natural birefringence is due to the spontaneous polarization \( P_s \), with \( n_o - n_e \propto P_s^2 \). For small applied fields we can neglect the \( P_s^2 \) term. This leaves the cross term which is known as the first order electrooptic effect. Taking into account the tensoral properties of the crystal, the electrooptic effect can be written as

\[
\Delta n_{ij} = -\frac{n_i^3}{2} r_{ijk} E_k
\]

where \( r_{ijk} \) is known as the electrooptic tensor. Using the symmetry properties of the tetragonal phase 4mm, the allowed tensor elements are \( r_{131} = r_{311} = r_{232} = r_{322}, r_{113} = r_{223} \), and \( r_{333} \).

The two remaining phase transitions are found to be very destructive. Below 5 °C, the unit cell distorts to mm orthorombic symmetry with the spontaneous polarization along the [110] directions. Finally, below -90 °C, the spontaneous polarization is along the [111] direction with 3m trigonal symmetry.

The room temperature tetragonal phase is the one of interest to most optics researchers since its both ferroelectric and electrooptic with only a only a slight elongation of the unit cell in the polar direction.

### 2.2 Crystal Growth and Preparation

At present, the best technique of growing single crystalline BaTiO\(_3\) is the top-seeded solution growth technique developed at the MIT Crystal Physics and Optical Electronics Laboratory. In this method, a solution of BaO and TiO\(_2\) is prepared using
the phase diagram shown in Fig. 6(a). A composition of 66%TiO₂ and 34%BaO is found to give the widest growth range. The furnace, Fig. 2.2, is heated by silicon carbide heating elements and the thermal gradients are kept low by insulating fire bricks. The temperature is raised to approximately 1400 °C and a [100] seed of BaTiO₃ is introduced into the furnace above the melt. After equilibrium is reached, the seed is introduced into the melt. To initiate growth, the temperature is slowly lowered at approximately 0.4 °C/hr. After 5 to 10 hours, the seed is pulled from the melt at a rate of 0.2 to 1.0 mm/hr. After about 60 hours of pulling, the crystal is removed from the melt and the furnace slowly cooled to room temperature.

Because of the large differences in the size of Ba and Ti ions, doping is expected to be highly site selective. For instance, the transition metals are all similar in radius to the Ti ion, while the rare earth ions are closer in radius to the Ba ion. Therefore Fe⁺³ would be expected to be incorporated in the lattice at the Ti⁺⁴ site, while Ce would probably reside in the Ba site.

The first attempt at doping was made on crystals grown from a melt containing reagent grade TiO₂ and BaCO₃. These crystals were light green in color before doping. The addition of 20 ppm Cr to the melt, \(0.66[(1-x)\text{TiO}_2+x\text{Cr}_2\text{O}_3]+0.34\text{BaO}\), resulted in crystals which were very dark red in color. Although these were not useful for the normal photorefractive studies, the strong beam fanning discussed in Chapter 6 was first seen in these crystals.

The second doping attempt was made on crystals known as nominally pure, that is, they were grown from a melt containing relatively pure TiO₂ and reagent grade BaCO₃. Crystals of this type are the same as those reported in the literature. These crystals were found to have a light yellow-orange color. The addition of 20 ppm Ce to the melt, \([0.66\text{TiO}_2+0.34(1-x)\text{BaO}+0.34(x)\text{CeO}_2]\), resulted in moderately dark red samples. Strong beam fanning was observed in the Ce doped samples and photorefractive characterization was again hindered.

The third attempt at doping was performed by Peter Schunemann on a melt containing TiO₂ which he purified through a distillation process and BaCO₃ purified by David Gabbe through a solvent extraction processes. The undoped crystals showed very little absorption in the visible. The doped crystals were prepared by substituting Fe for Ti in the melt \([0.66(1-x)\text{TiO}_2+0.66(x/2)\text{Fe}_2\text{O}_3+0.34\text{BaO}\] where \(x\) is the doping level. The melt doping levels were 50 ppm, 500 ppm, and 1000 ppm. The color of the as-grown doped samples varied from light yellow for the 50 ppm to brown for the 1000 ppm. The visible absorption in 50 ppm and 500 ppm crystals was small enough to allow photorefractive characterization.

Crystal growth from a BaTiO₃ Ba₂O₄ melt [see Fig. 6(b)] was also attempted. This has the potential of increasing the growth range and lowering the growth temperature. In this case only one growth run was attempted. The composition used was \([0.4\text{Ba}_2\text{O}_3+0.6\text{TiO}_2+\text{BaO}\] and the resulting seeding temperature was 1287°. This melt seemed to be extremely viscous and the resulting crystal was simply a mass of dendritic growth. However, recently crystals have been successfully grown
Figure 5: Schematic diagram of a typical furnace used for top-seeded solution growth of oxide crystals. (After Ref. 4).
Figure 6: (a) The BaO-TiO$_2$ phase diagram and (b) the BaB$_2$O$_4$-BaTiO$_3$ phase diagram. (After Refs. 6 and 7)

As a final note, a weighing error by the author lead to a melt with approximately a 50/50 BaO/TiO$_2$ ratio. This resulted in a crystal which was extremely cracked and very unsymmetric. X-ray diffraction data taken by David Gabbe showed this crystal to have a hexagonal structure as expected by the phase diagram Fig. 6(a).

Since the Curie point is around 130 °C, crystals cut from the boules are found to have twinning of 90° domains as shown in Fig. 7. These crystals are cut along [100] directions and polished first with 20 micron grit and then 3 micron diamond paste. The domains are eliminated by two methods. First the samples are subjected to hydrostatic pressure alternately along two perpendicular axes to eliminate the twinning. After each cycle the crystal must be repolished due to surface changes which can result in cracking if the poling were continued. This mechanical poling removes the 90° domains leaving only the domains which are 180° apart. These are aligned by heating the crystal near or above the Curie temperature, applying an electric field of approximately 1000 V/cm, and then slowly cooling the sample back to room temperature. Figure 8(a) shows the typical domain structure of an unpolled crystal placed between cross polarizers. Figure 8(b) shows the same crystal after mechanical and electrical poling with the c-axis parallel to the page and the long axis of the crystal. The size difference is due to the successive repolishing of the crystal during the poling cycles.
Figure 7: Domain twinning in BaTiO$_3$. The arrows denote the polar axis (After Ref. 1).

Figure 8: Photographs of a BaTiO$_3$ crystal (a) unpoled and (b) poled. The crystal was placed between crossed polarizers and in (b) the c-axis is parallel to the page.
Three samples doped with 50 ppm, 500 ppm, and 1000 ppm Fe were electroded on the c faces, placed in a quartz tube and annealed at 800 °C in an argon atmosphere with 100 ppm oxygen (10^{-4} atm) for 36 hours. The samples were then quenched to 175 °C by moving the quartz tube to another furnace at 175 °C. A poling field was then applied and the temperature slowly lowered to room temperature at a rate of approximately 5 °C/hour. \textsuperscript{9,8}
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3 Role of Iron Centers in the Photorefractive Effect in Barium Titanate
Role of iron centers in the photorefractive effect in barium titanate
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Crystal Physics and Optical Electronics Laboratory, Massachusetts Institute of Technology, Cambridge, Massachusetts 02139
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Variably valent iron impurities have been suggested as the source of photorefractive charge carriers in BaTiO $\text{\textsubscript{3}}$. High-purity BaTiO $\text{\textsubscript{3}}$ crystals were grown with transition-metal impurity levels below the 10$^{-7}$ cm$^{-1}$ baseline estimated for photorefractivity. Iron-doped crystals were grown with concentrations of 5, 50, 250, 500, 750, and 1000 parts in 10$^6$ of iron. Changes in iron valence monitored by optical absorption in the $P_0$ range 1-10$^{-4}$ atm were found to be consistent with a defect-chemical model indicating Fe$^{2+}$ and Fe$^{3+}$ to be the stable valence states in this range. Photorefractive characterization of high-purity BaTiO$\text{\textsubscript{3}}$ suggests that variably valent iron ions are not the dominant photorefractive species in these crystals, whereas the role of iron centers in doped crystals is complicated by large absorption losses.

INTRODUCTION

BaTiO$\text{\textsubscript{3}}$ is of particular interest among photorefractive materials because it has demonstrated the highest four-wave mixing reflectivities (greater than a factor of 20) by virtue of its large electro-optic coefficients. Despite the promise of barium titanate for applications involving phase conjugation and optical information processing, the centers responsible for the photorefractive effect in this material have not been conclusively identified, and this lack of understanding hinders the control and optimization of its nonlinear-optical and photorefractive properties.

The basic physics of the photorefractive effect is currently well understood: (1) When the material is nonuniformly illuminated, carriers (electrons or holes) are optically excited from energy levels (donors or acceptors) in the band gap; (2) the excited carriers migrate by diffusion and drift and are retrapped and reexcited until they reach the less bright regions of the material; (3) this redistribution of charge creates internal electric fields that modulate the refractive index of the material through the electro-optic effect. The exact identity of the photorefractive sources and traps, however, remains unclear for BaTiO$\text{\textsubscript{3}}$.

Previous efforts to isolate the photorefractive centers in BaTiO$\text{\textsubscript{3}}$ have focused mainly on nominally undoped crystals from a single commercial source. Klein and Schwartz determined the impurity concentrations in a series of such crystals by chemical analysis and noted a general increase in the photorefractive trap density, Fe$^{3+}$ electron paramagnetic resonance (EPR) signal, and absorption coefficient with increasing iron content over a narrow concentration range [50-150 parts in 10$^6$ (ppm)]. On the basis of their observations and similar results reported for LiNbO$\text{\textsubscript{3}},$ Klein and Schwartz concluded that Fe$^{3+}$ and Fe$^{2+}$ are the sources and "traps, respectively, of photorefractive carriers when the carriers are holes (and vice versa for electrons)." Reduction of the same crystals ($P_0 = 10^{-6}-10^{-12}$ atm) yielded increases in photorefractive speed and a change in carrier sign from positive to negative. These were explained by a model based on variations in the Fe$^{3+}$/Fe$^{2+}$ ratio. Ducharme and Feinberg$^{11}$ reported the effects of oxidation and reduction at 650°C on nominally undoped crystals and also noted a change in photorefractive carrier sign, which, in their crystal, corresponded to a minimum in trap density near 0.5 atm. These results led them to conclude that oxygen vacancies (or impurity-oxygen vacancy complexes) were the photorefractive donors of negative charge.

The only reported study of the photorefractive properties of intentionally doped BaTiO$\text{\textsubscript{3}}$ is the recent work of Godfrey et al.$^{12}$ They measured the maximum diffraction efficiency, writing speed, and electro-optic coefficients in a series of crystals doped with a wide range of Fe concentrations (undoped to 2500 ppm). They reported that all measured parameters were highest in the 750-ppm Fe-doped crystal, with the diffraction efficiency increasing by a factor of 1000 over that of the undoped crystal. A major shortcoming of this work, however, is that the measured crystals were neither electrically nor mechanically poled, and the measurements that were performed are particularly sensitive to the presence of 90° and 180° domains. In fact, their reported investigations of the crystal-domain structure (performed using a unique optical topography approach) indicated a low degree of poling and notable variation among crystals.

The goal of this research was to gain more insight into the role of Fe centers, if any, in the photorefractive process in BaTiO$\text{\textsubscript{3}}$ by controlling the concentration and valence states of the Fe in a series of crystals and by correlating the results with measured optical and photorefractive properties. Our approach is based on the popular theory$^1$ that variably valent transition-metal ions, in particular divalent and trivalent Fe impurities, are the species responsible for photorefractive charge carriers in BaTiO$\text{\textsubscript{3}}$.

Our strategy for evaluating the effects of such centers on the photorefractive behavior of BaTiO$\text{\textsubscript{3}}$ was fourfold. Because it has been estimated that the density of charge carriers involved in the photorefractive effect is of the order of 10$^{-7}$ cm$^{-3},^{13}$ the first goal of this research was to prepare high-purity single crystals with transition-metal and divalent
impurity levels below this level. The second goal of this work was to grow a series of Fe-doped BaTiO₃ single crystals with low background impurity levels by systematically doping the melt from which the above-mentioned high-purity crystals were grown. Third, we employed a defect-chemical approach to control the Fe valence through thermal oxidation and reduction treatments. Finally, these variations in Fe concentration and valence were correlated with general trends in the photorefractive behavior of the crystals as characterized by saturation diffraction efficiency, light-induced grating erasure rate, and two-beam coupling measurements. Preliminary results of this study were recently presented.

HIGH-PURITY BARIUM TITANATE SYNTHESIS

Purification of Starting Materials
A major effort in this research was devoted to the synthesis of high-purity starting materials because titanium dioxide and barium carbonate feed materials are not commercially available with impurity levels below the nominal concentration of 10¹⁰/cm³, as is apparently required for photorefractivity.

The TiO₂ feed material was prepared by the hydrolysis of titanium isopropoxide, Ti(OCH₃)₄, according to the reaction

\[ \text{Ti(OCH₃)₄} + 3\text{H₂O} \rightarrow \text{TiO}_2 \cdot \text{H₂O} + 4\text{CH₃OH} \]

The titanium alkoxide precursor (Stauffer Chemical Company) was first purified by a reduced-pressure fractional distillation. This purification technique was based on the observation that titanium isopropoxide has a much lower boiling point than the isopropoxides of other transition-metal impurities. A 600 mm × 12.5 mm vacuum-jacketed distilling column packed with 1/8-in. (0.32-cm) glass helices provided ~15-20 theoretical plates. Purification was qualitatively evidenced by the transformation of the alkoxide from deep yellow to water clear in color, leaving a dark-brown liquid and metal particulates in the still pot. The collected distillate was removed under a dry-nitrogen atmosphere and was reacted with a dilute solution of deionized water and semiconductor-grade isopropyl alcohol (Malinkrodt) to form hydrated TiO₂ powder, which was then vacuum dried in the same vessel. A flow chart for the process is shown in Fig. 1a.

Barium carbonate was formed by reaction of a purified aqueous solution of BaCl₂ and urea. (NH₂)₂CO with CO₂ in a pressurized vessel. Reagent-grade BaCl₂ and urea were dissolved in water, filtered, and purified by solvent extraction. In the solvent extraction process the aqueous solution was intimately mixed with a dense immiscible liquid phase (chloroform) that contained an extracting or chelating agent (diethylammonium diethyldithiocarbaminate), which readily forms complexes with a large number of metal ions. These metal complexes segregated to the dense chloroform phase, where their presence was indicated by a bright-yellow or green color, and were subsequently removed by using a separatory funnel. The extraction process was repeated for several solution pH values until the extracting phase was colorless. After extraction, the purified solution was filtered and reacted under CO₂ pressure (1.03 × 10⁵ Pa, ~80°C) to form crystalline BaCO₃, which was centrifuged, washed, and dried. A flow chart for the entire process, carried out in a class 100 clean room, is shown in Fig. 1b.
Single-Crystal Growth

High-purity BaTiO₃ single crystals were grown by the top-seeded solution growth (TSSG) technique. Extreme care was exercised to minimize furnace contamination of the purified feed materials. The growth furnace was rebricked with new lining materials, new SiC heating elements were used, and the platinum crucible was kept covered while the closing bricks were lowered in place. Crystal growth was within the polished samples. These boundaries ran diagonally with new lining materials, new SiC heating elements were paper lap. The presence of 90° domains in the polished samples was clearly indicated by sharp planar boundaries within the polished samples. These boundaries ran diagonally across the predominantly a faces, as shown in Fig. 3. These domain walls, in fact, served to identify the a faces, whereas the c direction was indicated by a characteristic color pattern when viewed between crossed polarizers.

Single-domain samples were achieved by a combination of mechanical and electrical poling. Uniaxial stresses of 10.1 × 10⁶ to 20.7 × 10⁶ Pa applied along an a axis were generally sufficient to remove all visible 90° domain walls. During application of the stress, performed by using a pressurized piston, the 90° domain walls visible in the unstressed a faces were clearly removed. This migration would create surface steps on faces along which the ends of the domain-wall boundaries moved. The moving domain walls would eventually get hung up on these surface steps so that the crystal needed to be repolished before poling could continue. After sufficient iterations, all 90° domain walls could be removed, although a cloudiness visible in crossed polarizers often revealed the presence of residual 90° domains. These were removed by applying an electric field of 1000 V/cm in an oil bath near or above the Curie temperature (133°C). Nickel electrodes were polished to optical flatness to ensure good electrical contact.

Optical Sample Preparation

Crystals were cut along [100] planes, as determined by the backreflection Laue method, and faces were ground to near parallel with 20-μm SiC. Cut and ground cubes were then polished by hand with 3-μm diamond paste on a lightly oil-finished paper lap. The presence of 90° domains in the polished samples was clearly indicated by sharp planar boundaries within the polished samples. These boundaries ran diagonally across the predominantly a faces, as shown in Fig. 3. These domain walls, in fact, served to identify the a faces, whereas the c direction was indicated by a characteristic color pattern when viewed between crossed polarizers.

Single-domain samples were achieved by a combination of mechanical and electrical poling. Uniaxial stresses of 10.1 × 10⁶ to 20.7 × 10⁶ Pa applied along an a axis were generally sufficient to remove all visible 90° domain walls. During application of the stress, performed by using a pressurized piston, the 90° domain walls visible in the unstressed a faces were clearly removed. This migration would create surface steps on faces along which the ends of the domain-wall boundaries moved. The moving domain walls would eventually get hung up on these surface steps so that the crystal needed to be repolished before poling could continue. After sufficient iterations, all 90° domain walls could be removed, although a cloudiness visible in crossed polarizers often revealed the presence of residual 90° domains. These were removed by applying an electric field of 1000 V/cm in an oil bath near or above the Curie temperature (133°C). Nickel electrodes were polished to optical flatness to ensure good electrical contact.

Table 1. Spark-Source Mass Spectrographic Analysis of Reagent Precursors, Purified Feed Materials, and Resulting BaTiO₃ Single Crystals

<table>
<thead>
<tr>
<th>Element</th>
<th>TiO₂ (Unpurified)</th>
<th>TiO₂ (Purified)</th>
<th>BaCl₂ (Unpurified)</th>
<th>Urea (Unpurified)</th>
<th>BaCO₃ (Purified)</th>
<th>BaTiO₃</th>
</tr>
</thead>
<tbody>
<tr>
<td>Li⁺</td>
<td>0.5</td>
<td>0</td>
<td>2</td>
<td>0.2</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>B⁺</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>Na⁺</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>Mg⁺</td>
<td>2</td>
<td>5</td>
<td>2</td>
<td>2</td>
<td>0.5</td>
<td>1</td>
</tr>
<tr>
<td>Al⁺</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>10</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>P⁺</td>
<td>0.1</td>
<td>0.03</td>
<td>0.2</td>
<td>0.1</td>
<td>0</td>
<td>0.05</td>
</tr>
<tr>
<td>S⁻</td>
<td>&lt;2</td>
<td>&lt;2</td>
<td>&lt;2</td>
<td>&lt;2</td>
<td>0</td>
<td>&lt;2</td>
</tr>
<tr>
<td>Cl⁻</td>
<td>10</td>
<td>4</td>
<td>Major</td>
<td>2</td>
<td>150</td>
<td>10</td>
</tr>
<tr>
<td>K⁺</td>
<td>2</td>
<td>2</td>
<td>≤0.2</td>
<td>0.1</td>
<td>2</td>
<td>≤0.1</td>
</tr>
<tr>
<td>Ca⁺</td>
<td>3</td>
<td>5</td>
<td>1</td>
<td>250</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Cr³⁺</td>
<td>≤0.06</td>
<td>≤0.02</td>
<td>≤0.02</td>
<td>0.05</td>
<td>≤0.02</td>
<td>≤0.02</td>
</tr>
<tr>
<td>Mn²⁺</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.04</td>
<td>0.04</td>
<td>0.04</td>
</tr>
<tr>
<td>Fe³⁺</td>
<td>2</td>
<td>0.5</td>
<td>0.3</td>
<td>0.2</td>
<td>1</td>
<td>0.3</td>
</tr>
<tr>
<td>Ni²⁺</td>
<td>0.3</td>
<td>0.1</td>
<td>0.1</td>
<td>≤0.04</td>
<td>0.04</td>
<td>0.04</td>
</tr>
<tr>
<td>Cu²⁺</td>
<td>0.1</td>
<td>≤0.02</td>
<td>≤0.02</td>
<td>0.06</td>
<td>0.06</td>
<td></td>
</tr>
<tr>
<td>Zn⁺</td>
<td>≤0.1</td>
<td>≤0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td></td>
</tr>
<tr>
<td>As⁺</td>
<td>0.5</td>
<td>0.5</td>
<td>0.05</td>
<td>0.1</td>
<td>0.1</td>
<td></td>
</tr>
<tr>
<td>Sr⁺</td>
<td>0.3</td>
<td>2</td>
<td>0.04</td>
<td>0.04</td>
<td>0.04</td>
<td></td>
</tr>
<tr>
<td>Zr⁺</td>
<td>0.1</td>
<td>≤0.04</td>
<td>≤0.04</td>
<td>0.04</td>
<td>0.04</td>
<td></td>
</tr>
<tr>
<td>Nb⁺</td>
<td>0.03</td>
<td>≤0.06</td>
<td>≤0.06</td>
<td>0.06</td>
<td>0.06</td>
<td></td>
</tr>
<tr>
<td>La³⁺</td>
<td>≤0.02</td>
<td>≤0.02</td>
<td>≤0.02</td>
<td>≤0.02</td>
<td>≤0.02</td>
<td></td>
</tr>
<tr>
<td>Ce³⁺</td>
<td>≤0.02</td>
<td>≤0.02</td>
<td>≤0.02</td>
<td>≤0.02</td>
<td>≤0.02</td>
<td></td>
</tr>
<tr>
<td>Pr⁴⁺</td>
<td>≤0.02</td>
<td>≤0.02</td>
<td>≤0.02</td>
<td>≤0.02</td>
<td>≤0.02</td>
<td></td>
</tr>
<tr>
<td>Nd⁵⁺</td>
<td>≤0.02</td>
<td>≤0.02</td>
<td>≤0.02</td>
<td>≤0.02</td>
<td>≤0.02</td>
<td></td>
</tr>
<tr>
<td>Pb²⁺</td>
<td>≤0.04</td>
<td>≤0.04</td>
<td>≤0.04</td>
<td>≤0.04</td>
<td>≤0.04</td>
<td></td>
</tr>
</tbody>
</table>

1. Quantities are given in parts per million atoms.
2. Sr⁺, Ca⁺, Sr⁺, Zr⁺, and Pb²⁺ are adventitious impurities.
contact, and voltage was applied slowly (10 V/min) to reduce the tendency toward surface cracking at the positive electrode, which sometimes occurs during rapid domain reorientation.

Critical factors in achieving poled BaTiO samples proved to be (1) having a good polish so that moving domain walls would not hang up on surface flaws, (2) using multiple iterations during mechanical polishing to avoid stressing and cracking, and (3) having stress-free single crystals. Residual stresses from cooling through the phase transition during crystal growth or stresses induced during mechanical polishing and poling could sometimes prevent complete mechanical poling and would often cause severe cracking during electrical poling.

**Evaluation of Sample Purity**

A combination of spark-source mass spectrometry (Northern Analytical Laboratory, Amherst, New Hampshire), UV spectrophotometry, and optical-absorption spectroscopy were used to confirm the impurity concentration levels in the starting materials, the purified feed, and the resulting high-purity BaTiO single crystals. The results of spark-source mass spectrometry are listed in Table 2 and indicate a segregation coefficient near unity. This value for the segregation coefficient is somewhat higher than that reported by Godfrey et al. for TSSG BaTiO. Their Fe concentrations, however, were substantially higher than those used in this study, and the few data points at lower concentrations do suggest values approaching unity.

**SYSTEMATIC IRON DOPING**

To investigate systematically the effects of Fe concentration on the photorefractive properties of BaTiO, crystals were grown from melt compositions containing 5, 50, 250, 500, 750, and 1000 ppm of Fe. Doping was accomplished by substituting FeO for TiO₂ in the above-mentioned high-purity melt according to the proportion 34% BaCO₃ + 66% [1 - x]TiO₂ + (x/2)Fe₂O₃, where x is the doping level in parts in 10⁵ (atomic). The Fe concentration, therefore, refers to the ratio Fe/Ti in the melt. The actual Fe concentrations in the resulting crystals were confirmed by chemical analysis. Atomic absorption analysis (Northern Analytical Laboratories) was conducted on the doped BaTiO samples, which were dissolved by fusing with lithium tetraborate. The results are listed in Table 2 and indicate a segregation coefficient near unity. This value for the segregation coefficient is somewhat higher than that reported by Godfrey et al. for TSSG BaTiO. Their Fe concentrations, however, were substantially higher than those used in this study, and the few data points at lower concentrations do suggest values approaching unity.

Single-domain optical samples of the Fe-doped crystals were prepared using the procedures described above for the case of high-purity crystals. Two notable differences in behavior, however, were observed during the electrical-poling procedure. First, crystals containing 500, 750, and 1000 ppm Fe concentration levels in the few data points at lower concentrations do suggest values approaching unity.
color band was defined by a sharp boundary parallel to the evaluating the possible role of these centers in the photore-
color band during application of the applied field (1000 ppm of Fe were found to develop an unusual bright-yellow Defect Chemistry of transition-metal-doped SrTiO₃ in the temperature range of and elevated temperatures, oxygen vacancies are created optical evaluation, concentrations of poling (1-5-2.5 h), thereby leaving a region large enough for dynamic defect model presented below, which permits the phenomenon was apparently observed by Godefroy et al. and prevented them from electrically poling their samples. Fortunately, in these experiments the color front advanced only 1 or 2 mm into the crystal in the times required for electrical poling (1.5-2.5 h), thereby leaving a region large enough for optical evaluation. Electrocoloration phenomena were previously reported in both BaTiO₃ (Refs. 23 and 24) and SrTiO₃.25 Blanc and Staebler25 noted that the application of dc electric fields to transition-metal-doped SrTiO₃ in the temperature range of ~100-325°C resulted in the appearance of colored regions characteristic of oxidized material at the positive electrode and reduced material at the negative electrode. Their results were consistent with a simple model based on the drift of doubly ionized oxygen vacancies under the influence of the applied field, which caused oxidation and reduction of stationary transition-metal ions near the positive and negative electrodes, respectively. This effect was observed for all transition metals studied: Fe, Ni, Co, and Mo. Assuming that the same phenomenon occurs in our heavily doped BaTiO₃:Fe samples, we applied their analysis to our results to obtain an approximate value for the mobility of oxygen vacancies, \( \mu \), in BaTiO₃, obtained by
\[
dx/dt = \mu V/x,
\]
where \( dx/dt \) is the rate of the color boundary movement, \( x \) is the width of the untransformed region, and \( V \) is the applied voltage. This yielded a \( \mu \) value of \( \sim 3 \times 10^{-6} \text{ cm}^2/\text{V sec} \) at \( \sim 128^\circ \text{C} \), which compares favorably with the \( 1.5 \times 10^{-6} \text{ cm}^2/\text{V sec} \) obtained by Blanc and Staebler25 for SrTiO₃ at 200°C.

The second effect of added Fe, which was noted during electrical poling, was a slight decrease in the Curie temperature evidenced by visual observation of the tetragonal to cubic phase transition. More-accurate Curie temperature measurements were performed using capacitance techniques on thin (100) slabs cut from high-purity, 50-, 500-, and 1000-ppm Fe-doped samples. These samples were equilibrated at 800°C in oxygen partial pressures of \( 1 \times 10^{-7} \) and \( 1 \times 10^{-4} \text{ atm} \), and in each case they were subsequently quenched to \( \sim 175^\circ \text{C} \) and slowly cooled to \( \sim 125^\circ \text{C} \) while the ac capacitance (100 kHz) was monitored. In each case the phase change was marked by a sudden plunge in the relative dielectric constant from \( \sim 12,000 \) in the cubic phase to \( \sim 2,000 \) after the transition. The results indicated that the Curie temperature dropped approximately \( \sim 2^\circ \text{C} \) per 1000 ppm of Fe, in close agreement with the value of \( \sim 2^\circ \text{C}/\text{mol} \) reported by Hagemann and Ihrig.26 Annealing in the oxygen partial pressure range indicated above had no significant effect on \( T_c \), however, which is in agreement with the results of previous workers26 as well as those of Worchler et al.27 but is in sharp contrast with the results of Ducharme and Feinberg,28 who noted a 6°C drop in \( T_c \) for annealing in argon as compared with oxygen.

**CONTROL OF IRON VALENCE**

**Defect Chemistry of BaTiO₃:Fe**

The understanding and control of the various valence states of Fe and their relative concentrations is clearly critical to evaluating the possible role of these centers in the photorefractive process in BaTiO₃. The defect chemistry of BaTiO₃ has been extensively studied by high-temperature electrical conductivity, thermogravimetry, Moessbauer spectroscopy, and EPR. The work of Hagemann and co-workers29,30 on Fe-doped BaTiO₃ yielded the thermodynamic defect model presented below, which permits the concentrations of Fe⁺⁺, Fe⁺⁺⁺, and Fe⁺⁺⁺ to be determined as a function of oxygen partial pressure, temperature, and total Fe doping level. When BaTiO₃ is treated at low oxygen partial pressures and elevated temperatures, oxygen vacancies are created and balanced by the generation of mobile electrons according to the reaction
\[
o_{\text{red}} = \frac{1}{2} \text{O}_2 + V_0^{2+} + 2e^-.
\]
with an equilibrium constant for reduction given by
\[
K_n = [V_0^{2+}]^{n}P_{O_2}^{-1/2} = K_n^* \exp(-\Delta H_n^*/kT),
\]
where \( n \) is the electron concentration and \( \Delta H_n^* \) is the standard enthalpy of reduction associated with the formation of doubly ionized oxygen vacancies. The notation is that of Kroger and Vink,46 where the cross, dot, and slash superscripts correspond to neutral, positive, and negative effective charges, respectively. The electroneutrality condition in this regime is simply
\[
2[V_0] = n,
\]
where the atmosphere-controlled oxygen-vacancy concentration is much greater than the total Fe concentration.

At higher oxygen partial pressures, however, the oxygen-vacancy concentration becomes fixed by the total Fe concentration, depending on the stable valence state(s) present. For every two Fe⁺⁺⁺ ions reduced to Fe⁺⁺, one oxygen vacancy is formed, whereas for every Fe⁺⁺ ion formed, one oxygen vacancy is generated. Consequently the condition of charge balance requires that
\[
[Fe_{\text{v}}^{2+}] = 2[V_0]
\]
when trivalent and tetravalent iron are present or
\[
[Fe_{\text{v}}^{2+}] + 2[Fe_{\text{v}}^{3+}] = 2[V_0]
\]
at lower \( P_o \) where both Fe⁺⁺ and Fe⁺⁺⁺ are present and are

### Table 2. Chemical Analysis of Fe-Doped BaTiO₃ Single Crystals

<table>
<thead>
<tr>
<th>Sample Number</th>
<th>Iron Doping Level in Melt (ppm)</th>
<th>Iron Level in Crystal Analyzed (ppm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1434</td>
<td>0</td>
<td>0.3</td>
</tr>
<tr>
<td>1442</td>
<td>5</td>
<td>&lt;10</td>
</tr>
<tr>
<td>1446</td>
<td>50</td>
<td>49</td>
</tr>
<tr>
<td>1453</td>
<td>500</td>
<td>530</td>
</tr>
<tr>
<td>1457</td>
<td>750</td>
<td>731</td>
</tr>
<tr>
<td>1462</td>
<td>1000</td>
<td>980</td>
</tr>
</tbody>
</table>

* Results indicate a segregation coefficient near unity.
* Atomic absorption (Northern Analytical, Spark-source mass spectrometry (Northern Analytical).
represented by Fe\textsuperscript{T1-}, and Fe\textsuperscript{T2-}, respectively. The relevant ionization reactions are given by

\[ \text{Fe}_{\text{T1-}} = \text{Fe}_{\text{T1}} + \epsilon^- \]  

and

\[ \text{Fe}_{\text{T2-}} = \text{Fe}_{\text{T2}} + \epsilon^- \]  

These reactions have the corresponding mass-action relations\textsuperscript{14,15}

\[ \text{Fe}_{\text{T1}} \ln([\text{Fe}^+_{\text{T1}}]/\text{Fe}_{\text{T1}}) = K_{\text{Fe}^+_{\text{T1}}} = 1/2N_e \exp[-(E_e - E_{\text{Fe}^+_{\text{T1}}})/kT], \]  

\[ \text{Fe}_{\text{T2}} \ln([\text{Fe}^+_{\text{T2}}]/\text{Fe}_{\text{T2}}) = K_{\text{Fe}^+_{\text{T2}}} = 2N_e \exp[-(E_e - E_{\text{Fe}^+_{\text{T2}}})/kT], \]  

where \( N_e \) is the density of states in the conduction band (1.55 \times 10^{-2} \text{ cm}^{-3}), \( E_e \) is the band gap of BaTiO\textsubscript{3} (3.1 eV), and \( E_{\text{Fe}^+_{\text{T1}}} \) and \( E_{\text{Fe}^+_{\text{T2}}} \) are the energy levels of Fe\textsuperscript{2+} and Fe\textsuperscript{3+}, respectively, as measured from the top of the conduction band.

The concentration of Fe ions in a given valence state is related to the total Fe concentration through the mass-balance equation

\[ [\text{Fe}_{\text{T1}}]_{\text{tot}} = [\text{Fe}_{\text{T1}}] + [\text{Fe}_{\text{T1}}^-] \]  

and

\[ [\text{Fe}_{\text{T2}}]_{\text{tot}} = [\text{Fe}_{\text{T2}}] + [\text{Fe}_{\text{T2}}^-] \]  

for oxidizing and reducing conditions, respectively.

The equilibrium defect model represented by Eqs. (3)-(13) can be used to predict the relative concentration levels of Fe\textsuperscript{2+}, Fe\textsuperscript{3+}, and Fe\textsuperscript{4+} quantitatively for a given set of annealing conditions and doping levels if values for the equilibrium constants \( K_{\text{Fe}^+}, K_{\text{Fe}^+_{\text{T1}}}, \) and \( K_{\text{Fe}^+_{\text{T2}}} \) are known. The equilibrium constants were determined by thermogravimetric measurements,\textsuperscript{14,35} and high-temperature-electrical conductivity measurements,\textsuperscript{29-32} which give \( K_{\text{Fe}^+} \sim 3 \times 10^{-5} \text{ cm}^{-3} \text{ Pa}^{-1} \) and \( \Delta H_{\text{Fe}^+} \sim 9.6 \times 10^{-19} \text{ J} \). The ionization energies were determined using thermogravimetry and Mossbauer spectroscopy by Hagemann.\textsuperscript{35} These results yield values for \( E_{\text{Fe}^+_{\text{T1}}} \) and \( E_{\text{Fe}^+_{\text{T2}}} \) of 0.8 and 2.4 eV, respectively. These values inserted into Eqs. (6), (10), and (11) and combined with Eqs. (6) and (7) yield values for \([\text{Fe}^+_{\text{T1}}],[\text{Fe}^+_{\text{T2}}] \), and \([\text{Fe}^+_{\text{T1}}] \) as a function of oxygen partial pressure and temperature. Results of such calculations for an equilibrium temperature of 800°C and the total Fe concentrations relevant to this study (0.3, 50, 500, and 1000 ppm) are plotted in Fig. 6.

A number of important trends are illustrated in Fig. 6. For each Fe concentration labeled at the left of the figure, the three plateaus going from left to right correspond to saturation of the Fe ions in the divalent, trivalent, and tetravalent states, respectively, with increasing \( P_0 \). Note that Fe\textsuperscript{2+} and Fe\textsuperscript{3+} are the predominant species under the relatively oxidizing atmospheres encountered during crystal growth, whereas the Fe\textsuperscript{4+} concentration is extremely low (<10^15 cm^-3) even for the highest Fe concentration and lowest \( P_0 \) encountered in this study (1000 ppm of Fe, 10^-4 atm). The specific \( P_0 \)-dependent trends illustrated in Fig. 6 can be derived by combining Eqs. (4), (7), and (10) or Eqs. (4), (6), and (11) and differentiating with respect to \( \log P_0 \). Performing this analysis yields

\[ d \log [\text{Fe}^+]/d \log P_0 = -d \log [\text{Fe}^+]/d \log P_0 = 1/4 \]  

for low values of \( P_0 \), whereas at higher values of \( P_0 \),

\[ d \log [\text{Fe}^+]/d \log P_0 = 1/4 \]  

and

\[ d \log [\text{Fe}^+]/d \log P_0 = -1/6. \]  

Similar manipulation of these equations with respect to the total Fe concentration, \([\text{Fe}]_{\text{tot}}\), at a fixed \( P_0 \) yields

\[ d \log [\text{Fe}^+]/d \log [\text{Fe}]_{\text{tot}} = 1/2 \]  

and

\[ d \log [\text{Fe}^+]/d \log [\text{Fe}]_{\text{tot}} = 3/2. \]  

[Equations (14)-(16) apply to the regions in Fig. 6 where the concentration of a given valence state is changing and break down as saturation is approached.] Note from Eqs. (17) and (18) that the concentration of a given valence state does not increase linearly with Fe content as one might intuitively expect. It is also notable that the Fe\textsuperscript{4+} concentration increases rather rapidly with Fe content, as compared with Fe\textsuperscript{2+}.

The above defect model governs the changes in oxygen-vacancy concentration in addition to Fe valence. These are plotted in Fig. 7 as a function of oxygen partial pressure for the same conditions as those in Fig. 6. Note that the oxygen-vacancy concentration is fixed over a wide \( P_0 \) range by the Fe\textsuperscript{3+} concentration according to Eq. (6). At lower \( P_0 \) values, however, Eq. (5) dominates Eq. (7), and additional oxygen vacancies are charge compensated by conduction electrons, resulting in high electrical conductivity. Comparison with Fig. 6 reveals that this intrinsic compensation mechanism takes over before substantial Fe\textsuperscript{2+} can be formed. At high oxygen partial pressures, the oxygen-vacancy concentration reaches a plateau determined by the
level of background impurities, which in Fig. 7 is determined from the chemical analysis results in Table 1. An important consequence of the trends illustrated in Fig. 7 is that oxygen vacancies can be ruled out as the donors responsible for $P_{O_2}$-dependent changes in photorefractive properties because their concentration is fixed over a wide $P_{O_2}$ range by the presence of acceptor impurities or dopants.

Finally, although the above trends apply at room temperature, some care should be taken in applying the actual defect concentrations shown in Fig. 6 to crystals at $25^\circ C$. In the case of oxygen vacancies, rapidly quenching the samples from $800^\circ C$ effectively freezes in the high-temperature ionic defect structure so that the concentrations in Fig. 7 should still hold. The relative concentrations of $Fe^{3+}$, $Fe^{2+}$, and $Fe^{4+}$, however, depend on the degree of ionization of defects in the system, which is highly temperature dependent. On cooling, some deionization will occur, which, in the case of holes, will shift the curves in Fig. 6 to lower oxygen partial pressures, thus favoring the formation of higher oxidation states.

Optical Absorption Spectroscopy

The variations in $Fe$ valence governed by the above model were monitored by optical-absorption measurements based on the characteristic spectra of $Fe^{3+}$, $Fe^{2+}$, and $Fe^{4+}$ in $BaTiO_3$. Because no published absorption spectra were available for melt-grown $BaTiO_3:Fe$, results for $Fe$-doped $SrTiO_3$ (Ref. 35) served as a guide to the interpretation of our measured spectra. In $SrTiO_3:2300$ ppm Fe, $Fe^{4+}$ charge-transfer bands have been associated with an absorption peak and shoulder at 440 and 590 nm, respectively, in 860 nm on as-grown and annealed samples for light polarized parallel and perpendicular to the $c$ axis. Automatic background correction compensated for the effects of matched polarizers and a 4-mm circular beam mask. The absorption spectra of the high-purity sample and of those doped with 5, 50, 250, 500, 750, and 1000 ppm of $Fe$ were measured in the as-grown condition after mechanical poling, and the results are shown in Fig. 8. In each case the absorption coefficient $\alpha$ was calculated from the measured transmission $T$ according to

$$\alpha = \frac{2 \ln(1 - R) - \ln T}{d},$$  

where $d$ is the sample thickness and $R$ is the reflectance, which is related to the refractive index by

$$R = \frac{(n - 1)^2}{(n + 1)^2}.$$  

for the case of normal incidence. Correction for reflectance were made using Eq. (20) and the refractive-index data of Wemple et al. for $BaTiO_3$ as a function of wavelength and polarization.

In Fig. 8 the effect of $Fe$ doping on the absorption coefficient of as-grown crystals is clear. The data for $E//c$ and $E \perp c$ are given in Figs. 8(a) and 8(b), respectively. These spectra are characterized by a broad absorption band, extending throughout the visible to the band edge, which increases with increasing Fe content. In addition, the extended band edge appears to shift to higher wavelengths with increasing Fe concentration. The $E \perp c$ polarization shows the emergence of a well-defined shoulder at 620 nm for Fe levels greater than 500 ppm. The slight inconsistencies in the observed trends (i.e., the intersection of the 5- and 250-ppm data with the 50- and 500-ppm curves) were due to scattering from residual $90^\circ$ domain walls in the 5- and 250-

![Fig. 7. Calculated variations in oxygen-vacancy concentration versus $P_{O_2}$ for different Fe doping levels and background acceptor levels in Table 1.](image-url)

![Fig. 8. Measured optical-absorption spectra as a function of Fe doping for as-grown crystals after mechanical poling: (a) $E//c$, (b) $E \perp c$.](image-url)
Fig. 9. Effects of oxidation ($P_0 = 1 \text{ atm, } 800^\circ \text{C}$) and reduction ($P_{\text{red}} = 10^{-1} \text{ atm, } 800^\circ \text{C}$) on the absorption spectra of $\text{BaTiO}_3$: (a) high purity, (b) 50-ppm Fe, (c) 500-ppm Fe, (d) 1000-ppm Fe. The spectra were measured after annealing at $800^\circ \text{C}$ in oxygen (1 atm) and in 100 ppm of $\text{O}_2/\text{Ar}$ ($10^{-1}$ atm), respectively. Oxygen partial pressures were controlled by using premixed Ar/O$_2$ gases and were monitored by using a calcia-stabilized zirconia electrochemical oxygen sensor in series with the sample furnace.

Before annealing, the $c$ faces of the samples were painted with platinum paste, and the crystals were mounted between platinum sheet electrodes in adjacent spring-loaded sample holders. The crystals were heated slowly through the Curie temperature ($4-6^\circ \text{C/h}$) and then were heated to $800^\circ \text{C}$ in 1 h. Samples were annealed for equilibration time based on the bulk diffusion data of Wernicke [36 h] and subsequently quenched to just above $T$, (where the oxygen diffusivity is negligible) in order to freeze in the high-temperature defect structure. Quenching was performed by transferring the gas-sealed quartz-glass tube from the split-tube furnace used for annealing to an adjacent furnace maintained at $175^\circ \text{C}$. A field of 1000 V/cm was gradually applied, and the crystals were slowly cooled through the Curie temperature ($4-6^\circ \text{C/h}$) and then to room temperature before removing the field. This procedure eliminated the need for repoling after the high-temperature anneal.

The effects of oxidation (1 atm) and reduction ($10^{-1}$ atm) on pure, 50-, 500-, and 1000-ppm Fe-doped samples are shown in Fig. 9. Oxidation increased the height of the broad visible absorption band, turning the more heavily doped crystals a darker brown and the lightly doped crystals a slightly deeper yellow or amber. The effect of reduction was to reduce the height of the 620-nm band drastically, changing the heavily doped crystals from brown to yellow while leaving the high-purity crystal almost colorless.

An interpretation of Figs. 8 and 9 can be based on the
previous identification of charge-transfer bands in SrTiO₃ and on the observed Fe concentration and P₀₂-dependent trends. The broad absorption band in the visible would then correspond to an Fe⁺⁺ charge-transfer band, with the 620-nm (2.0-eV) shoulder corresponding to the 590-nm feature in SrTiO₃:Fe. The shoulder in BaTiO₃ is shifted to slightly longer wavelength because of the differences in the crystal field. The analog to the 440-nm peak in the SrTiO₃ spectrum occurs at absorbances out of the range of the spectrometer for the sample thicknesses used (3–4.5 mm) and probably explains the apparent shifts in the band edge with increasing Fe content.

Qualitatively, the interpretation above confirms well with the proposed defect model. In the as-grown condition the Fe ions are present in both trivalent and tetravalent states, and the relative concentration of Fe⁺⁺ increases with increasing Fe content. This manifests itself as a nonlinear increase in the 620-nm absorption peak with increasing Fe content, as observed in Fig. 8(b). When the crystals are oxidized, more of the Fe⁺⁺ is converted to Fe⁺⁺⁺, and vice versa, resulting in the trends seen in Fig. 9. It is also significant to note that no absorptions corresponding to Fe⁺⁺⁺ (825 nm in SrTiO₃) were observed even for the most reducing conditions investigated herein. This is consistent with the defect model’s prediction concerning the low concentration of Fe⁺⁺⁺ in these samples.

Quantitatively, the Fe concentration dependence and oxygen partial pressure dependence of the 620-nm absorption deviate somewhat from the Fe⁺⁺⁺ behavior predicted by the defect model, but the fit improves with increasing Fe content. Figure 10 shows that although the 620-nm absorption increases more gradually than predicted for Fe⁺⁺ at low Fe concentrations, the 3/2 slope predicted by Eq. (18) is closely followed in samples in which the 620-nm shoulder can be resolved (>500 ppm Fe). Similarly, the P₀₂ dependence of the 620-nm absorption coefficient plotted in Fig. 11 is low in lightly doped samples but approaches the 1/4 slope predicted for Fe⁺⁺⁺ [Eq. (15)] in the 500- and 1000-ppm Fe-doped samples.

PHOTOREFRACTIVE MEASUREMENTS

High-purity and Fe-doped BaTiO₃ crystals in the as-grown, oxidized, and reduced condition were characterized, using a variety of photorefractive techniques, and the observed trends were correlated with the variations in Fe concentration and valence described above. In all the experiments described below, an argon-ion laser operating in the TEM₀₀ mode was used to write gratings in the samples, and a He–Ne laser (λ = 633 nm) was used to generate the readout beam when required. All measurements were taken at room temperature (T = 295 K).

Saturation diffraction efficiency measurements provided a preliminary estimate of the relative magnitude of the photorefractive activity in the various samples. These measurements were applied to high-purity 50-, 500-, and 1000-ppm Fe-doped crystals in the as-grown condition and to samples from the same boules that were oxidized (P₀₂ = 1 atm) and subsequently reduced (P₀₂ = 10⁻⁴ atm). In these experiments gratings with a spacing of 2 μm (λ = 514.4 nm, 2θ = 14°; grating vector lying in the plane containing the c axis) were written in the samples, and the intensity of the diffracted readout beam was recorded as a function of time until saturation was reached. The results for the 500-ppm Fe-doped crystal are shown in Fig. 12 and indicate that the saturation diffracted-beam intensity dropped by almost a factor of 10 when the crystal was oxidized while increasing by a lesser degree when it was reduced. Similar results were obtained for the 50- and 1000-ppm samples.

Additional saturation diffraction efficiency measurements were performed on the as-grown and reduced samples in which the data were normalized with respect to the incident intensity (1 μW/cm²) of the 633-nm readout laser beam. The writing beams in this case were of wavelength 488 nm, with intensities I₁ = 17 μW/cm² and I₂ = 870 μW/cm², and were combined at an external angle, 2θ = 27°, by using the anisotropic configuration (grating vector K⊥c). The diffracted-beam intensities were measured by an EG&G photodiode. All samples were copolished to identical thicknesses of 4.5 mm ± 3% to permit direct comparison of the results, which are shown in Fig. 13 as a function of Fe concentration.

Two-beam-coupling measurements were used to determine the sign of the dominant carrier and the effective trap density for the pure as-grown and reduced crystals. In these experiments, the pump and signal beam (λ = 488 nm) were ordinary polarized with intensities of I₁ = 130 mW/cm² and I₂ = 180 μW/cm², respectively, thus keeping the modulation index m = 2(I₂/I₁)^1/2/(I₁ + I₂) small (m ≪ 1) for compatibility with the standard photorefractive models. Under these conditions the coupling gain Γ of the two beams is defined by the equation

$$\Gamma = \frac{\cos \theta}{l} \ln \left( \frac{I_{s}^{p}}{I_{s}^{ap}} \right),$$

where I_s^p and I_s^{ap} are the intensities of the signal beam with and without the pump beam, respectively; l is the crystal
The gain of Eq. (21) can be expressed as:

\[ \Gamma = \frac{4\pi \delta n}{m\lambda \cos(\theta)} \]  \hspace{1cm} (22)

where

\[ \delta n = \frac{n_s E_{1s} r_{11}}{2} \]  \hspace{1cm} (23)

and where \( n \) is the ordinary refractive index, \( r_{11} \) is the appropriate electro-optic coefficient, and \( E_{1s} \) is the steady-state space-charge field, which has the form:

\[ E_{1s} = \frac{\gamma(K) m k T}{1 + (K/K_0)^2} \]  \hspace{1cm} (24)

in which \( k \) is Boltzmann's constant, \( e \) is the electronic charge, and \( \gamma(K) \) represents the amount of electron-hole competition. The term \( K_0 \) is related to the effective trap density \( N_T \) by the equation:

\[ K_0^2 = \frac{e^2 N_T}{\epsilon_0 k T} \]  \hspace{1cm} (25)

where \( \epsilon_0 \) is the relative dielectric constant and \( \epsilon_0 \) is the permittivity of free space.

The beam-coupling data are plotted as a function of grating vector \( K \) in Fig. 14. From the direction of beam coupling it was determined that the charge carriers were positive for both the as-grown and reduced crystals. Fitting these data to the above equations, we find that \( \gamma(K) \) is fairly constant over the range of \( K \) values used (\( \theta = 2-40^\circ \)). Using a value of 150 for \( \epsilon_0 \), the dielectric constant associated with this crystal orientation,9 we find that the effective trap density is \( (2.9 \pm 0.4) \times 10^{16} \) cm\(^{-3}\) and \( (2.7 \pm 0.5) \times 10^{16} \) cm\(^{-3}\) for the as-grown and reduced crystal, respectively. Note that within the limits of error, reduction had no effect on the measured trap density of the high-purity crystals.

Light-induced grating erasure rate measurements were also used to confirm the effective trap densities in the pure samples. This technique was used previously to determine materials properties of Bi\(_2\)SiO\(_5\) (Ref. 42) and BaTiO\(_3\) (Ref. 13) and involves writing a grating in the crystal by using two coherent plane waves, removing the writing beams, and flooding the crystal with a uniform erase beam. The decay of the grating diffraction efficiency is simultaneously monitored with a low-power readout beam. When the modulation index of the fringe pattern and the absorption coefficient are small, the decay rate is given by the form of a single exponential and is related to the grating vector \( K \) through the expression:

\[ \tau = \frac{1}{2(C_h + C_d)} \left[ \frac{(e^2 N_T k T e^{-1})K^2}{1 + (L_s K)^2} \right] \]  \hspace{1cm} (26)

where \( C_h \) is the photoconductivity; \( C_d \) is the dark conductivity; \( N_T \) is the trap density as before; and the diffusion length \( L_s \) is given by \( L_s^2 = \mu RT/kT \), where \( \mu \) is the carrier mobility and \( kT \) is the recombination time.

The above experiments were performed for the case of anisotropic diffraction.41 The writing beams were of wavelength 488 nm, with intensities \( I_1 = 200 \) mW/cm\(^2\) and \( I_2 = 0.1 \) mW/cm\(^2\). The erase-beam intensity, \( I_E = 14 \) mW/cm\(^2\), was held constant throughout the experiment because decay rates in BaTiO\(_3\) usually exhibit a nonlinear intensity dependence. The readout-beam intensity was kept less than 1 \( \mu W/cm^2 \). This readout beam (\( \lambda = 633 \) nm) was chopped at a frequency of 1000 Hz, and the diffracted beam was synchronously detected using a photomultiplier tube and a lock-in amplifier. The output of the lock-in amplifier was fed to an AT&T 6300 computer equipped with a Data Translation acquisition board with the sampling rate set at 80 Hz. The grating decay data were least-squares fitted to a single exponential, and the decay rate, \( 1/\tau \), was calculated from the fit. The measurements were repeated as a function of grating vector by varying the writing-beam angles.

The decay rate as a function of the square of the grating vector for the range of \( K \) values used is shown in Fig. 15. When a value of 3600 is used for \( \epsilon_0 \)—the dielectric constant appropriate for this orientation—the theoretical fit gives trap density values of \((3.1 \pm 0.3) \times 10^{16} \) cm\(^{-3}\) and \((3.3 \pm 0.4) \times 10^{16} \) cm\(^{-3}\) for the high-purity as-grown and reduced crystals, respectively. These values are in good agreement with those obtained from the beam-coupling results.

![Fig. 14. Beam-coupling gain as a function of grating vector \( K \) of high-purity BaTiO\(_3\). The filled circles represent the as-grown crystal, the open circles represent the reduced crystal, and the solid curve is the theoretical fit.](image)

![Fig. 15. Light-induced grating decay rate as a function of the square of the grating vector squared for high-purity BaTiO\(_3\) in the as-grown (filled circles) and reduced (open circles) condition. Because the theoretical fits overlapped, only one curve is shown (solid curve).](image)
The intensity dependence of the light-induced decay time was also measured for the above high-purity crystals as well as for the 50- and 500-ppm Fe-doped crystals in the as-grown and reduced condition. These measurements were conducted at a grating spacing of $\lambda = 2.8$ μm, and the results are shown in Figs. 16(a) and 16(b) for the high-purity and doped crystals, respectively. These data show that, like the measured trap density, both the intensity dependence and the absolute decay time remained the same in the as-grown and reduced high-purity crystals. Note also that the addition of large amounts of Fe decreases the speed of the crystals and that this speed is further reduced and the intensity dependence altered by reduction.

**DISCUSSION AND CONCLUSIONS**

On the basis of the theoretical defect model for BaTiO₃:Fe and the observed optical-absorption spectra, it is apparent that Fe⁺⁺ and Fe⁺⁺⁺ are the dominant valence states of Fe present in our samples in the $P_0$ range investigated. Thus it is clear that the popular model in which Fe⁺⁺⁺ acts as the sources and traps of photorefractive charge carriers does not apply in this case and that trivalent and tetravalent Fe would be expected as the active photorefractive centers if Fe plays any role.

Despite the low levels of transition-metal impurities in our high-purity BaTiO₃ crystals, a relatively strong photorefractive effect was exhibited by these samples. In fact, the effective trap densities determined in the as-grown high-purity samples were of the order of $3 \times 10^{12}$ cm⁻³, which is comparable with those values reported for nominally undoped BaTiO₃ with 2 to 3 orders of magnitude higher impurity levels. Furthermore, when high-purity BaTiO₃ samples were reduced, the effective trap density, carrier sign, and speed were virtually unchanged. Because the defect model predicts that this degree of reduction should yield a nearly sevenfold increase in the concentration of Fe⁺⁺⁺, the observed photorefractive behavior of the high-purity crystals is inconsistent with a model in which Fe⁺⁺⁺ acts as the trap site for photorefractive carriers. It appears, therefore, that Fe is not the dominant photorefractive species in these high-purity BaTiO₃ crystals. Instead, these results suggest that the photorefractive traps are associated with a defect whose concentration is independent of oxygen partial pressure in the $P_0$ range 0.21-10⁻⁴ atm. Possibilities for such $P_0$-independent centers would include barium vacancies or oxygen vacancies (see Fig. 7), but these conjectures require further investigation.

Preliminary photorefractive characterization of Fe-doped BaTiO₃ indicated little change in the saturation diffraction efficiency of the as-grown crystals as a function of Fe content. Even the results for the reduced crystals, which displayed lower overall absorption and slightly higher efficiency, showed no systematic dependence on Fe concentration. The large range of Fe concentrations spanned by the data in Fig. 14, along with the associated variations in the Fe⁺⁺⁺/Fe⁺⁺⁺ ratio given by Eq. (18), offered no visible improvement in properties.

Although the above results seem to suggest that Fe centers are not responsible for the photorefractive effect in the doped crystals, it is important to note that the behavior of these samples was different from that of the high-purity crystals. Figure 16 indicates that reduction affected both the speed and the intensity dependence of the grating erasure process and that these varied as a function of Fe content as well. In addition, the observed decreases in saturation diffraction efficiency, which occurred on oxidation and reduction, respectively, are not inconsistent with a model involving Fe⁺⁺⁺ and Fe⁺⁺⁺ as the sources and traps of photorefractive charge carriers. The interpretation of these data is complicated, however, by a large $P_0$-independent absorption coefficient in the Fe-doped crystals. For example, the observed decrease in saturation diffraction efficiency on reduction may simply be due to increased absorption of the writing beams by nonphotorefractive processes.

To complicate the issue further, we have recently observed evidence of strong intensity-dependent absorption in the Fe-doped crystals as opposed to the high-purity sample, which showed none. These observations have inhibited the interpretation of beam-coupling and grating decay measurements on the Fe-doped crystals, which will be presented elsewhere in the near future. In addition, work is continuing to expand the characterization of the crystals used in this study to cover a wider oxygen partial pressure range in order to clarify the role of iron centers in the photorefractive process in BaTiO₃ further.
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Measurements of the steady-state photoinduced absorption $\Delta \alpha$ have been performed on single crystalline samples of pure and iron doped BaTiO₃. The results show that $\Delta \alpha$ has a sublinear intensity dependence, similar to that observed in photorefractive grating decay measurements.
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Determination of the origin of the centers responsible for the photorefractive effect in \( \text{BaTiO}_3 \) is complicated by the presence of several competing effects including stimulated photorefractive scattering (commonly known as beam fanning), \(^1,^2\) anisotropic scattering, \(^3,^4,^5\) and photoinduced absorption. \(^6-^10\) To better aid in modelling of these charge transport processes, experimental methods must be employed that effectively de-couple these competing effects.

The first measurements of the photoinduced absorption in \( \text{BaTiO}_3 \) were performed by Motes et al. \(^6-^8\) and Brost et al. \(^9\) More recently, Pierce et al. \(^10\) showed that absorption gratings could be produced in \( \text{BaTiO}_3 \) using a configuration that does not allow photorefractive beam coupling. Using this method, these authors were able to determine the trap density associated with the absorption gratings.

Iron has long been suspected as being the active photorefractive centers in \( \text{BaTiO}_3 \). Klein and Schwartz \(^11\) found a good correlation between the iron concentration and the photorefractive trap density in various commercial samples. Although these samples had several impurities that could be photorefractive centers, the strongest correlation was with the iron concentration. Godefroy et al. \(^12\) measured the diffraction efficiency in unpoled, iron-doped samples and found a peak near 750 ppm. Previously, the diffraction efficiency and photorefractive speed of iron doped \( \text{BaTiO}_3 \) samples were reported by Schunemann et al. \(^13\) More recently, we reported measurements of the photorefractive trap density in the iron doped samples using the light induced grating erasure technique. \(^14\) In this paper, we describe a method of measuring photoinduced absorption effects using a configuration which is free from photorefractive beam coupling, allowing accurate quantification of the photoinduced absorption, \( \Delta \alpha \).

The crystals used in our experiments were grown from a melt containing high-purity \( \text{BaCO}_3 \) and \( \text{TiO}_2 \) and extreme care was taken to minimize melt contamination by the furnace. Spark mass spectrographic analysis of the pure crystals showed less than 0.3 ppm iron (see Table for a list of the other impurities present). After growth of two high purity boules, several iron doped boules were grown from the same melt using the composition 0.34 \( \% \) \( \text{BaCO}_3 \) and 0.66 \( \% \) \([(1-x)\text{TiO}_2 + (x/2)\text{Fe}_2\text{O}_3]\) where \( x \) is the concentration in ppm. In these experiments 50 ppm, 500 ppm and 1000 ppm concentrations were used. Chemical analysis of these boules indicates a segregation coefficient near unity (see Table ). At least two samples
from each of these boules were cut along (100) planes and then mechanically and electrically poled. One sample was used as grown and the other annealed at 800 °C in a reducing oxygen partial pressure of 10⁻⁴ atmospheres. For a more complete description of the growth and preparation of these samples the reader is referred to Ref. 13.

Two problems associated with photoinduced absorption measurements are wave-mixing effects and nonuniform illumination along the path of the probe beam. Nonuniform photoinduced absorption along the path of the probe beam results when both the pump and probe beams pass through the center of the sample. This causes the intensity of the pump beam to change along the path of the probe beam. Calculation of Δα would require a detailed knowledge of the analytical equations describing the photoinduced absorption, which is the unknown being determined. Nonuniform illumination effects can be minimized by two simple changes. First, a small diameter probe beam, approximately 1 mm, is directed parallel to, and just below the crystal surface to be illuminated. Second, expanding the diameter of the pump beam so that it is much larger than the crystal to approximate uniform illumination.

The experimental setup shown in Fig. 1 minimizes these problems in several ways. Wave mixing effects are eliminated by: (1) using two separate lasers for the pump and probe beams and (2) intersecting the beams in the x-y plane of the crystal, which by symmetry forbids beam coupling of the writing beams in BaTiO₃. Using this setup, Δα is approximately constant along the path of the probe beam. Finally, the intensity of the probe beam is kept below 1 μW/cm² to minimize photoinduced absorption effects due to the probe beam. Under these conditions the photoinduced change in the absorption, measured by the probe beam, is given by:

\[ \Delta l = \frac{1}{L} \frac{l_{\text{without pump}} - l_{\text{with pump}}}{l_{\text{with pump}}} \]  

where L is the thickness of the crystal parallel to the probe beam, \( l_{\text{without pump}} \) is the transmitted probe beam intensity without the pump beam present, and \( l_{\text{with pump}} \) is the intensity of the probe beam with the pump beam present. For these experiments, the pump source was a 3-watt argon ion laser operating at 488 nm. The pump beam was expanded and collimated using two lenses and passed through a 1/2 wave plate and a polarizer before entering the crystal. The half wave plate allowed the intensity of the pump beam to be easily varied by simply rotating plate.
A second 100 mW air cooled argon ion laser operating at 488 nm was used for the probe beam. This beam was expanded and collimated to a diameter of approximately 5 cm and directed through a polarizer positioned in a rotator, followed by another polarizer aligned along the crystal axis, and finally through a 1 mm diameter aperture. The intensity of the probe beam was modulated at a frequency of 1000 Hz using an optical beam chopper, and synchronously detected using a photomultiplier tube and a lock-in amplifier. In all of these measurements the pump and probe beam polarizations were the same, that is, both parallel to the a axis (ordinary polarization) or c axis (extraordinary polarization). The change in the absorption was measured at various pump beam intensities for both ordinary and extraordinary polarization.

The results of these measurements are shown in Figs. 2 and 3. The change in the absorption for the pure as-grown crystal is not shown since there was none detected at the intensities used in this work. The rise time of the induced absorption was faster than the resolution of our detection system, which was a few milliseconds, while the dark decay time was on the order of 10-20 minutes. Because of this, the measurements started at the low pump intensities and proceeded to the high intensities. After a run, the crystal was allowed to return to the dark equilibrium conditions. As shown in the figures, the photoinduced absorption $\Delta \alpha$ increases nonlinearly with intensity for all the samples. However, since the experiment was designed to minimize intensity variations across the crystal surface, very high intensities were not achievable and we were unable to observe saturation.

As shown in Table 3, both the absorption and the change in the absorption were found to increase with iron content for a given polarization, pump beam intensity, and oxidation state. Also, for any particular dopant level, the absorption and the photoinduced absorption of the as grown sample was always larger than that of the reduced sample. The sublinear intensity behavior of the photoinduced absorption resembles that of the sublinear photoconductivity measured by Ducharme and Feinberg. The erasure rate of our as-grown samples was previously reported to increase sublinearly with intensity and therefore seem to correspond to the type B crystals discussed by Mahgereftreh. Since the intensity dependence of the photoinduced absorption and the photoconductivity are similar, it is likely that shallow levels, as described in the models of Mahgereftreh and Brost, play a role in the photoinduced absorption. If the shallow acceptor levels were the source of the photoinduced absorption,
then annealing a type B crystal in reducing atmospheres should result in partial filling of the shallow acceptor levels and thus a decrease in the photoinduced absorption. As shown in the figures and table 3, the crystals that were annealed in reduced oxygen partial pressures did show a decrease in the photoinduced absorption.

In conclusion, we have performed photoinduced absorption measurements on pure and Fe doped samples of BaTiO$_3$. Our results show that: (1) there is a photoinduced absorption effect that increases with the addition of iron, (2) the photoinduced absorption increases sublinearly with intensity, and (3) annealing the crystals in reduced oxygen partial pressures lowers the photoinduced absorption. At present it is not clear if the charge centers responsible for the photoinduced absorption are due to iron or if the charge compensating defects, such as oxygen vacancies or Fe-oxygen vacancy complexes are the cause. Further experiments, such as correlation of the EPR spectra with the photorefractive trap density and photoinduced absorption, would be needed to clarify the exact nature of the photorefractive centers.
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Tables

Table I: Spark-Source Mass Spectrographic Analysis of Undoped BaTiO$_3$. After Ref. (13)

<table>
<thead>
<tr>
<th>Element</th>
<th>Level (ppm) present in BaTiO$_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>B$^{3+}$</td>
<td>5</td>
</tr>
<tr>
<td>Na$^+$</td>
<td>$\leq$ 2</td>
</tr>
<tr>
<td>Mg$^{2+}$</td>
<td>2</td>
</tr>
<tr>
<td>Al$^{3+}$</td>
<td>0.5</td>
</tr>
<tr>
<td>Si$^{4+}$</td>
<td>4</td>
</tr>
<tr>
<td>P$^{5+}$</td>
<td>0.05</td>
</tr>
<tr>
<td>S$^{2-}$</td>
<td>$&lt; 2$</td>
</tr>
<tr>
<td>Cl$^-$</td>
<td>10</td>
</tr>
<tr>
<td>K$^+$</td>
<td>$\leq$ 0.1</td>
</tr>
<tr>
<td>Ca$^{2+}$</td>
<td>2</td>
</tr>
<tr>
<td>Cr$^{3+,2+}$</td>
<td>$\leq$ 0.02</td>
</tr>
<tr>
<td>Mn$^{2+,3+}$</td>
<td>$\leq$ 0.02</td>
</tr>
<tr>
<td>Fe$^{2+,3+}$</td>
<td>0.3</td>
</tr>
<tr>
<td>Ni$^{2+,3+}$</td>
<td>0.04</td>
</tr>
<tr>
<td>Cu$^{1+,2+}$</td>
<td></td>
</tr>
<tr>
<td>As$^{5+}$</td>
<td>0.1</td>
</tr>
<tr>
<td>Sr$^{2+}$</td>
<td>50</td>
</tr>
</tbody>
</table>

Table II: Chemical analysis of the BaTiO$_3$ samples. After Ref. (13)

$a$ Atomic absorption (Northern Analytical).

$b$ Spark-source mass spectrometry (Northern Analytical).

<table>
<thead>
<tr>
<th>Iron Doping Level added to the Melt (ppm)</th>
<th>Iron Level in BaTiO$_3$ Crystals Analysed (ppm)$^a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.3$^b$</td>
</tr>
<tr>
<td>50</td>
<td>49</td>
</tr>
<tr>
<td>500</td>
<td>530</td>
</tr>
<tr>
<td>1000</td>
<td>980</td>
</tr>
</tbody>
</table>
Table III: The absorption coefficient at 488 nm was measured using a Perkin-Elmer Lambda 9 double beam spectrometer. The photoinduced absorption data is given at a laser intensity of 0.5 W/cm². All of the data is for ordinary polarization.

<table>
<thead>
<tr>
<th>Fe Concentration</th>
<th>Absorption (cm⁻¹)</th>
<th>Δα (cm⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>As Grown</td>
<td>Reduced</td>
</tr>
<tr>
<td>Pure</td>
<td>0.53</td>
<td>0.47</td>
</tr>
<tr>
<td>50 ppm Fe</td>
<td>0.76</td>
<td>0.66</td>
</tr>
<tr>
<td>500 ppm Fe</td>
<td>1.73</td>
<td>0.63</td>
</tr>
<tr>
<td>1000 ppm Fe</td>
<td>-</td>
<td>1.23</td>
</tr>
</tbody>
</table>

1. Setup used to study photo-induced absorption.
2. The photo-induced absorption in BaTiO₃ plotted as a function of the pump beam intensity for (a) pure and (b) 50 ppm Fe.
3. The photo-induced absorption in BaTiO₃ plotted as a function of the pump beam intensity for (a) 500 ppm Fe and (b) 1000 ppm Fe.
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We have used the light-induced grating erasure technique to measure the photorefractive properties of pure and iron doped BaTiO$_3$. Our experiments were performed using an anisotropic configuration which forbids beam coupling and self-diffraction between the writing beams, resulting in plane parallel intensity fringes that do not change with time. This allowed direct measurement of the charge transport processes without any feedback on the grating due to wave-mixing processes. The results from these experiments show that the photorefractive parameters known as the trap density $N_{pr}$ and the mobility-recombination time product $\mu\tau_r$ vary with intensity and are not material constants.

I. INTRODUCTION

The photorefractive properties of BaTiO$_3$ and other photorefractive materials, have been studied by a number of researchers using a variety of optical techniques. Many of the experimental results are found to be described by the hopping model or the band transport model. One method for optical characterization of photorefractive materials is the light-induced grating erasure technique. Using this technique, Feinberg found that the grating spacing dependence of the photorefractive gratings in BaTiO$_3$ was well described by the models, and could be used to determine the photorefractive trap density $N_{pr}$. Mullin and Hellwarth performed similar experiments in Bi$_2$SiO$_5$ (BSO) and showed that the technique could also be used to determine the mobility recombination time product $\mu\tau_r$. However, Ducharme and Feinberg found that the photorefractive properties of BaTiO$_3$, determined from the light-induced grating decay rates of photorefractive gratings, varies nonlinearly with intensity. More recently, Brost et al. found that their beam coupling data showed that the photorefractive trap density in BaTiO$_3$ varied with intensity.

In this paper we report the results of light-induced grating erasure measurements on pure and Fe doped BaTiO$_3$ using anisotropic gratings that do not allow beam coupling or self-diffraction between the writing beams. The results show the photorefractive parameters known as the trap density $N_{pr}$ and the mobility recombination time product $\mu\tau_r$ vary with intensity.

II. THEORY

A. Photorefractive response time

Consider the band transport model of Kukhtarev in which there are donor and acceptor levels in the band gap of the crystal. For this example, we have chosen (1) the acceptor density to be larger than the donor density, $N_A > N_D$, and (2) the transport is dominated by hole conduction. If all the electrons from the donors are transferred to the acceptors, the density of unfilled acceptors is $N_A - N_D$. These unfilled acceptors are assumed to be available to be redistributed by the light among all the acceptor levels. If the applied intensity pattern is in the form of a sinusoidal fringe pattern

$$I(x) = I_0[1 + m \cos(Kx)],$$

where $m$, and $K$ is the spatial frequency of the fringes, the resulting charge distribution may also be sinusoidal. For this case, the charge transport solutions of Kukhtarev and Feinberg both predict an exponential response for the photorefractive gratings given by

$$\frac{1}{\tau} = \frac{\sigma_{ph}}{\epsilon} \left( \frac{1 + \frac{ekT}{e^2N_{pr}} K^2}{1 + \frac{\gamma \mu k_B T}{e} K^2} \right),$$

where

$$\sigma_{ph} = \frac{\mu [(s/h\nu)I_0 + \beta_f (N_A - N_D)]}{\gamma r N_D}$$

is the photorefractive trap density. The only intensity dependence in Eq. (2) is the photorefractive, given by Eq. (3), which is predicted to be linear in intensity. Also, Eqs. (4) and (5) give the mobility recombination time product and the photorefractive trap density as material constants.

B. Anisotropic diffraction

For the experiments reported here anisotropic gratings were used. That is the grating vector lies in the $x$-$y$ plane of
between the charge transport processes and the wave diffraction processes is eliminated, resulting in intensity fringes that are parallel planes and that do not change with time. Thus for very small modulation, $m \ll 1$, the solutions derived by Kukhtarev and Feinberg are very close to the actual experimental conditions. Since the feedback from the wave-mixing processes on the charge transport processes of grating formation has been eliminated, each can be studied independently. This is therefore an excellent configuration for the measurement of photorefractive parameters.

Equation (6) does allow anisotropic diffraction to occur for readout of this grating. In this instance, the effective susceptibility is

$$\chi_{\text{eff}} = (\hat{e}_1 \cdot \hat{e}_2) \left[ \hat{e}_R \cdot (-\hat{e}_0 \cdot \mathbf{E} \cdot \hat{R} \cdot \hat{e}_0) \cdot \hat{S} \right]. \quad (6)$$

where $\hat{e}_1$ and $\hat{e}_2$ are the polarization vectors of the writing beams, $\hat{e}_R$ and $\hat{e}_S$ are the polarization vectors of the readout and scattered beams respectively, $\hat{e}_0$ is the second rank optical dielectric tensor, $\hat{R}$ is the third rank electro-optic tensor, and $\mathbf{E}$ is the space charge field. If the two waves interfere in the $x$-$y$ plane of 4 mm symmetry BaTiO$_3$, as shown in Fig. 1(a), the effective susceptibility is zero when the polarizations of the writing beams are both ordinary or both extraordinary. In this case, the feedback between the charge transport processes and the wave diffraction processes is eliminated, resulting in intensity fringes that are parallel planes and that do not change with time. Thus for very small modulation, $m \ll 1$, the solutions derived by Kukhtarev and Feinberg are very close to the actual experimental conditions. Since the feedback from the wave-mixing processes on the charge transport processes of grating formation has been eliminated, each can be studied independently. This is therefore an excellent configuration for the measurement of photorefractive parameters.

Equation (6) does allow anisotropic diffraction to occur for readout of this grating. In this instance, the effective susceptibility is

$$\chi_{\text{eff}} = (\hat{e}_1 \cdot \hat{e}_2) [\hat{e}_R \cdot (-\hat{e}_0 \cdot \mathbf{E} \cdot \hat{R} \cdot \hat{e}_0) \cdot \hat{S}]. \quad (7)$$

where $\hat{e}_R$ and $\hat{e}_S$ are the polarization vectors of the readout and scattered beams. For a negative uniaxial crystal the phase matching angles for anisotropic diffraction as shown in Fig. 1(b) are given by:

$$\sin(\alpha_R) = \left[ n_0^2 - n_e^2 \left( \frac{\lambda_W}{\lambda_R} \right) - \frac{\lambda_R}{\lambda_W} \sin^2(\theta) \right], \quad (8)$$

and

$$\sin(\alpha_S) = \left[ n_0^2 - n_e^2 + \sin^2(\alpha_R) \right]^{1/2}. \quad (9)$$

where $\alpha_R$ and $\alpha_S$ are the angles outside the crystal of the extraordinary polarized readout beam and ordinary polarized scattered beam measured from the surface normal, $n_0$ and $n_e$ are the indices of refraction at the readout beam wavelength, $\theta$ is the angle of the writing beams with the surface normal, and $\lambda_W$ and $\lambda_R$ are the writing and readout beam wavelengths.

### III. EXPERIMENTAL METHODS

#### A. Light-induced grating erasure

The light-induced grating erasure technique involves writing a photorefractive grating in the crystal with two coherent plane waves, then removing the writing beams and flooding the crystal uniformly with an erase beam. The grating decay rate is simultaneously monitored with a low power (1 $\mu$W/cm$^2$) readout beam incident at the Bragg angle.

The optical setup used for the light-induced decay rate experiment is shown in Fig. 2. In this setup an argon ion laser was used for the writing beams and the erase beam. As shown in Fig. 2, a beam splitter labeled BS1 was placed just after the laser to produce two separate beams that were expanded and collimated using spatial filters. The beam reflected by BS1 was used as the erase beam. This beam was directed onto mirror M1 then through the center of the crystal mount with the line between M1 and the crystal mount defining the system axis. The intensity of the erase beam was varied using a rotating half wave plate followed by a polarizer. The beam transmitted through the beam splitter BS1 was directed through the second beam splitter BS to produce two writing beams. These beams were directed symmetrically about the system axis. Optical table rails were mounted parallel to the two writing beam paths with mirrors mounted on each rail to redirect the beams onto the crystal. The rails were calibrated to allow accurate angular measurements. The intensity of one of the writing
beams was varied using rotating polarizer followed by a fixed polarizer. This was necessary to ensure that the modulation index was small $m < 1$.

For BaTiO$_3$, phase matching for anisotropic diffraction is limited to an angular range of $3^\circ < \alpha < 20^\circ$ for 488 nm writing beams and 633 nm readout beams, where $\alpha$ is the incident angle of the readout beam outside of the crystal. We note here that extreme care must be taken so as not to confuse higher diffracted orders which are easily observed in the anisotropic configuration in BaTiO$_3$.$^{14}$ Also, we found that small shifts in the position of the erase beam in the crystal caused significant variations in the decay rates. Therefore, the crystal and the erase beam were not moved during the experiments.

A HeNe laser was used to readout the gratings (see Fig. 2). This beam was expanded using two lenses and the intensity was varied using a rotating polarizer followed by a fixed polarizer. The beam was directed along the optical rail by two mirrors and modulated by a beam chopper at a frequency of 1000 Hz. The readout beam angle could be varied by moving a mirror along the rail and redirecting the beam to the crystal. The diffracted beam was synchronously detected using a photomultiplier tube and a lock-in amplifier with the output of the lock-in captured by an AT&T 6300 computer equipped with a Data Translation data acquisition board. The sampling rate was set at 80 Hz and the grating decay rates were found to be well fitted by a single exponential. Also, a 633 nm interference filter was placed in front of the photomultiplier tube to eliminate bleaching from the argon laser.

A typical measurement was made as follows: First shutter S1 was opened and any gratings present in the crystal were erased. Shutter S1 was closed and shutter S2 opened allowing the writing beams to intersect in the crystal forming a photorefractive grating. This grating was monitored by measuring the diffraction of a HeNe beam incident upon the crystal at the Bragg angle. Eq. (8). When the diffraction efficiency reached saturation, shutter S2 was closed and simultaneously S1 opened, erasing the grating. After three or four decay times were measured, the angles of the writing beams were changed and the measurement repeated. After one complete scan of the angular range was finished, the erase beam intensity was increased and the measurement repeated. The writing beams, and the erase beam were ordinary polarized for all the measurements reported here.

B. Sample preparation

The crystals used in our experiments were grown from a melt containing high purity starting materials and extreme care was taken to minimize melt contamination by the furnace. After growth of two high purity boules, several iron doped boules were grown from this melt at the concentrations 50, 500, and 1000 ppm in the melt. Samples from each of these boules were cut along (100) planes and then mechanically and electrically poled. One sample from each doping concentration was annealed at 800°C in a reducing oxygen partial pressure or $10^{-5}$ atm. Another sample was prepared from a melt containing pure TiO$_2$ and reagent grade BaO. This sample will be referred to as nominally pure since it was grown from the type of feed materials commonly used in the growth of BaTiO$_3$. For a more complete description of the growth and preparation of these samples the reader is referred to Ref. 15. Beam coupling measurements indicate that all the crystals exhibited p type conduction.$^{16}$

IV. RESULTS AND DISCUSSION

The decay rate versus grating vector data was fitted to Eq. (2) for each erase beam intensity, and the parameters known as the photoconductivity $\sigma_{ph}$, the photorefractive trap density $N_{tr}$, and mobility recombination time product $\mu\tau_r$ were calculated from these fits. The results are plotted in Figs. 3, 4, and 5. The decay rate of the 1000 ppm crystals showed nonexponential behavior and was not suitable for this type of analysis.

The plots shown in Figs. 3 and 4 indicate that, for a given crystal, the trap density and the inverse of the mobility-recombination time product have very similar intensity dependencies. Since it is unlikely that the mobility is intensity dependent this would seem to indicate that the trap density is related to the recombination time as in Eqs. (4) and (5). This behavior was found for all the samples...
measured including the high purity sample and the nominally pure sample. The nonlinear intensity dependence of the photoconductivity, shown in Fig. 5, was found to be similar to that observed by Ducharme and Feinberg. 2

Intensity dependent trap densities can be explained by the normal models through trap depletions. However, it is not unreasonable to assume that the intensity dependent recombination time and trap density are in some way related to the nonlinear photoconductivity. Since the transport seems to be well fitted by a diffusion type photoconductivity, as evidenced by the grating spacing dependence, modification of the model to include the intensity dependent effects may be possible. One possibility is a model, proposed by Rose, in which there exists a distribution of levels in the band gap. 11 However, direct of Rose's model does not seem appropriate since it disagrees with temperature dependencies reported by Ducharme and Feinberg. 5

In conclusion, we have used the light-induced grating erasure technique to measure the intensity dependence of the photorefractive properties of pure and Fe doped BaTiO3. Our results show that direct interpretation of the photorefractive models would lead to an intensity dependent trap density and recombination time with a strong correlation between the two. Further experiments, such as accurate measurements of the temperature dependence over a wider range of intensities, are needed before a substantial modification of the photorefractive charge transport models can be accomplished.

16Beam coupling was measured in these samples by the authors and will be described in more detail in a future publication.
17A. Rose, Concepts in Photoconductivity and Allied Problems (Kneger, Huntington, NY, 1974).

FIG. 4. Intensity dependence of (A) the trap density and (B) the mobility recombination time product in reduced BaTiO3. The dashed lines are qualitative guides.

FIG. 5. Intensity dependence of the photoconductivity in (A) as grown BaTiO3 crystals and (B) reduced BaTiO3 crystals. The dashed lines are qualitative guides.
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A well-defined ring of anisotropically scattered light is observed when a linearly polarized laser beam is incident upon a birefringent photorefractive crystal such as BaTiO$_3$, LiNbO$_3$, and LiTaO$_3$. An analysis is presented that accurately predicts the cone angle, polarization, and the location of the discontinuities in these rings. Unlike the photovoltaic model proposed recently by others, the analysis presented herein is based on the standard photorefractive theory and is independent of the photovoltaic activity of the crystal. The analysis also illustrates the strict phase matching and electro-optic tensor symmetry constraints that must be satisfied in order to observe beam coupling and normal and anisotropic self-diffraction. Preliminary experimental results are presented for BaTiO$_3$ and LiNbO$_3$, and are found to be in excellent agreement with standard photorefractive theory.

INTRODUCTION

Anisotropic scattering of a linear, ordinary polarized laser beam into a conical ring of extraordinary polarized light was recently observed in LiTaO$_3$:Cu.$^1$ A theory based on the photovoltaic effect has been advanced to explain this phenomenon. It is claimed that the ring is a result of scattering from noisy dynamic gratings that are formed by photogalvanic currents in this material.$^1$

In contrast, we show that standard photorefractive theory can explain the cone angle, polarization, and the location of the discontinuities in the anisotropically scattered diverging rings of light that have been observed in BaTiO$_3$, and doped LiNbO$_3$ and LiTaO$_3$.

Standard photorefractive theory shows that (a) the configuration most often used for wave mixing in photorefractive materials (which we shall refer to as the standard configuration) does not give rise to anisotropic diffraction and that (b) the interaction geometry that gives rise to anisotropic gratings in birefringent crystals is such that the c axis does not lie in the plane containing the grating vector $K$ and the propagation vector $k_R$ of the readout beam. We shall refer to the specific configuration in which the c axis is perpendicular to $K$ and $k_R$ as the anisotropic configuration.

In the anisotropic configuration, we further show (1) that beam coupling and normal self-diffraction are forbidden in some crystals for certain polarizations of the writing beams and (2) that anisotropic self-diffraction of the writing beams can occur only for specific grating periods and specific write light polarization.

Finally, we report a set of preliminary experiments on BaTiO$_3$ and LiNbO$_3$:Fe that confirm that the rings are adequately described by the standard photorefractive theory. The standard model was previously employed to explain anisotropic diffraction from holographic gratings in LiNbO$_3$:Fe (Refs. 2-4) and BaTiO$_3$: but the conditions that permit grating formation without beam coupling and the observation of anisotropic scattering into ring segments were not reported.

THEORY

Consistent with standard photorefractive theory, we consider the holographic recording system shown in Fig. 1 in which two plane waves $\vec{E}_1(r,t)$ and $\vec{E}_2(r,t)$ with wave vectors $k_1$ and $k_2$ intersect in a photorefractive crystal. The steady-state plane wave fields are of the form

$$\vec{E}(r,t) = \hat{\alpha} A(r) \exp[i(K \cdot r - \omega t)] + \text{c.c.},$$

where $\hat{\alpha}$, $\omega$, and $\varphi$ are the wave amplitude, frequency, and polarization vector, respectively, of the beams. The intensity pattern of the interfering beams induces a space-charge electric field $E_u$ by the photorefractive effect with the same spatial variation as the fringe pattern. That is, ignoring the spatial dc bias, we have

$$E_u = E_u(r) \sum_i A_i \hat{A}_i \exp[i(K \cdot r + \varphi)] + \text{c.c.},$$

where $r$ is the position coordinate, $E = E \hat{K}$ is the dc component of the space-charge field,$^5,7$ $E_u = |A_1|^2 + |A_2|^2$, $K = k_2 - k_1$, $A_i$ is the grating vector of the fringe pattern, and $\varphi$ is the phase shift between the space-charge field and the intensity fringe pattern. The magnitude of $\varphi$ depends on the specific charge-migration processes in the crystal.$^5,7$ The change in the susceptibility induced by this space-charge field is given by

$$\Delta \chi = -\hat{\gamma} \cdot \hat{\gamma} E_u \cdot \hat{\gamma},$$

where $\hat{\gamma}$ is the third-rank electro-optic tensor and $\hat{\gamma}$ is the second-rank optical dielectric tensor. Using Eqs. (2) and (3), the change in the susceptibility can be written as

$$A_i \hat{A}_i \exp[i(K \cdot r + \varphi)] + \text{c.c.},$$

where

$$\Delta \chi = -\hat{\gamma} \cdot \hat{\gamma} E_u \cdot \hat{\gamma}.$$

Now consider readout of this phase grating by a plane...
wave of frequency $\omega_J$. Using the slowly varying field approximation, we can derive the following coupled-wave equations for the incident and diffracted readout beams (see Fig. 2):

$$\frac{\partial R}{\partial t} = -iK_0e^{i\omega_Jt}\left(\frac{A^*e^{-i\phi_2}}{I_0}\right)S,$$  \hspace{1cm} (6a)

$$\frac{\partial S}{\partial t} = -iK_0e^{-i\omega_Jt}\left(\frac{A^*e^{-i\phi_2}}{I_0}\right)R,$$  \hspace{1cm} (6b)

where $R$ and $S$ are the wave amplitudes of the incident and diffracted readout beams, respectively. Here, the coupling coefficients $\lambda_R$ and $\lambda_S$ are given by

$$\lambda_R = \frac{\pi x_{eff}}{\eta_R\lambda_R \cos \alpha_R}, \hspace{1cm} \lambda_S = \frac{\pi x_{eff}}{\eta_S\lambda_S \cos \alpha_S},$$  \hspace{1cm} (7)

where $\lambda_R = \lambda_S$ is the wavelength of the readout and the diffracted beams. $\eta_R, \eta_S, \alpha_R,$ and $\alpha_S$ are the indices of refraction and the internal angles of the incident and the diffracted readout beams, respectively, and the effective susceptibility $x_{eff}$ is given by

$$x_{eff} = (\hat{e}_1 \cdot \hat{e}_2)(\hat{e}_R \cdot \hat{e}_X \cdot \hat{e}_S),$$  \hspace{1cm} (8)

where $\hat{e}_1$ and $\hat{e}_2$ are the polarization vectors of the writing beams and $\hat{e}_R$ and $\hat{e}_S$ are the polarization vectors of the incident and diffracted readout beams, respectively. We have also assumed that the phase-matching condition

$$K = k_R - k_S$$  \hspace{1cm} (9)

is satisfied.

Therefore, in order for diffraction to be observed, generally two conditions must be simultaneously satisfied: (a) phase matching [Eq. (9)] and (b) $x_{eff}$ must be nonzero [Eq. (8)]. For the special case of anisotropic diffraction, the symmetry of the $\hat{e}_R$ tensor must be such that $x_{eff}$ is nonzero when $\hat{e}_R$ and $\hat{e}_S$ are orthogonal, and the refractive indices experienced by $k_R$ and $k_S$ must permit the phase-matching condition to be satisfied. It should be noted that beam coupling and self-diffraction are also described by $x_{eff}$. With the substitution $k = A, S = A_1, R = \hat{e}_R, \hat{e}_S = \hat{e}_S,$ and $\lambda_R = \lambda_S = \lambda$, in this case we get

$$x_{eff} = (\hat{e}_1 \cdot \hat{e}_2)(\hat{e}_R \cdot \hat{e}_X \cdot \hat{e}_S).$$  \hspace{1cm} (10)

Based on this special form of $x_{eff}$, it must be emphasized that with $(\hat{e}_1 \cdot \hat{e}_2) = \hat{e}_2 \cdot \hat{e}_X \cdot \hat{e}_S = 0$ it becomes possible to write an anisotropic grating that exhibits no isotropic self-diffraction or two-beam coupling between the writing beams $(\hat{e}_2 \cdot \hat{e}_X \cdot \hat{e}_1 = 0)$. Specific examples are given in the section that follows.

SYMMETRY PROPERTIES OF THE COUPLING COEFFICIENT

Standard Configuration

In the standard configuration, the $c$ axis is coplanar with both the grating vector and the wave vector of the readout beam. That is, the $c$ axis is parallel to the $z$ axis of the coordinate system, as shown in Fig. 2(a). The nonzero elements of the electro-optic tensor can be found in Ref. 9. Using these in Eq. (5), we find that $\delta_X$ for the standard configuration has the same form for the 4-mm, 2-mm, and 3-mm crystal classes. That is,

$$\delta_X = \begin{pmatrix} \delta_{X11} & \delta_{X12} & 0 \\ \delta_{X21} & \delta_{X22} & 0 \\ 0 & 0 & \delta_{X33} \end{pmatrix}.$$  \hspace{1cm} (11)

Since $\delta_{X11} = \delta_{X33} = \delta_{X33} = 0$, it follows from Eq. (8) that ordinary waves (z polarized) cannot couple to extraordinary waves (x,y polarized) and vice versa (i.e., anisotropic diffraction is forbidden). Since the diagonal elements of this tensor are nonzero, conventional-polarization isotropic beam coupling is allowed.

Anisotropic Configuration

In the anisotropic configuration, the $c$ axis is perpendicular to the plane containing the grating vector and the wave vector of the readout beam. That is, the $c$ axis is oriented along the $z$ axis of the coordinate system, as in Fig. 2(b). In this case $\delta_X$ has the following forms:

For 3-mm symmetry,

$$\delta_X = -E \cos \gamma \begin{pmatrix} -n_1r_{22} & -n_1r_{22} & n_1r_{22}r_{42} \\ -n_1r_{22} & n_1r_{22} & 0 \\ n_1r_{22} & 0 & 0 \end{pmatrix}.$$  \hspace{1cm} (12)

Fig. 2. Orientation of the c axis relative to the coordinate system of Fig. 1 for (a) the standard configuration and (b) the anisotropic configuration.
For 4-mm symmetry
\[ \delta \chi = -E_n^2 n_e^2 r_{42} \begin{pmatrix} 0 & 0 & \cos \gamma \\ 0 & 0 & \sin \gamma \end{pmatrix} r_{51} \begin{pmatrix} \cos \gamma & \sin \gamma & 0 \\ \cos \gamma & \sin \gamma & 0 \end{pmatrix} \] (13)

For 2-mm symmetry
\[ \delta \chi = -E_n^2 n_e^2 r_{42} \begin{pmatrix} 0 & 0 & \cos \gamma \\ 0 & 0 & \sin \gamma \end{pmatrix} r_{51} \begin{pmatrix} \cos \gamma & \sin \gamma & 0 \\ \cos \gamma & \sin \gamma & 0 \end{pmatrix} \] (14)

where \( n_e \) and \( n_o \) are the ordinary and extraordinary indices of refraction, respectively, and \( \gamma \) is the angle that the grating vector \( \mathbf{K} \) makes with the \( x \) axis. Since in each of these cases \( \delta \chi_{11}, \delta \chi_{12}, \delta \chi_{21} \), and \( \delta \chi_{22} \) are nonzero, it follows that for all three crystal classes anisotropic diffraction is allowed when the phase-matching condition [Eq. (9)] is satisfied. That is, diffraction of an ordinary wave (\( x-y \)-polarized) into an extraordinary wave (\( x-z \)-polarized) and vice versa is possible. However, since the elements along the main diagonal of the tensor are identically zero in the 4-mm and 2-mm crystals, coupling between the writing beams (ordinary or extraordinary polarizations) is forbidden. Additionally, since \( \delta \chi_{11} \) is the only diagonal element that is zero in 3-mm crystals [Eq. (12)], only coupling between extraordinary writing beams is forbidden in this case.

**Phase Matching**

To illustrate phase matching in an anisotropic photorefractive grating, we consider a grating formed in a negative birefringent \((n_e > n_o)\) uniaxial crystal using the anisotropic configuration of Fig. 2(b). For gratings written with two beams, each of which makes an external \( \theta \) with the \( y \) axis, the grating vector is given by
\[ \mathbf{K} = \frac{4\pi}{\lambda_w} \sin \theta \mathbf{x}. \] (15)

where \( \lambda_w \) is the wavelength of the beams.

From the phase-matching condition [Eq. (9)] it follows that diffraction of an extraordinary readout probe beam of wavelength \( \lambda_R \) into an ordinary beam is allowed in this crystal when
\[ \sin \alpha'_{R} = \left[ \frac{n_o^2 - n_e^2}{4 \sin \theta} \frac{\lambda_w}{\lambda_R} - \frac{\lambda_R}{\lambda_w} \sin \theta \right]. \] (16)

where \( \alpha'_{R} \) is the external angle of incidence of the readout probe beam measured from the \( y \) axis and \( n_0 \) and \( n_e \) are the indices of refraction of the crystal at \( \lambda_R \). Additionally, the external angle \( \alpha_{\pm} \) of the diffracted ordinary beam is given by
\[ \sin \alpha_{\pm} = \left[ n_o^2 - n_e^2 - \sin^2 \alpha'_{R} \right]^{1/2}. \] (17)

This phase-matching condition is also illustrated by the readout wave-vector diagram shown in Fig. 3(a). From reciprocity, an ordinary polarized probe beam incident upon the grating at an angle \( \alpha' \) can diffract into an extraordinary beam at an external angle \( \alpha'_{R} \). To describe positive birefringent crystals, one simply interchanges \( n_0 \) and \( n_e \) in Eqs. (16) and (17).

Equation (16) can also be used to describe anisotropic self-diffraction of an extraordinary beam into an ordinary beam and vice versa. With the substitution \( \lambda_R = \lambda_w \) and \( \alpha_R = \theta \), the external Bragg angle for anisotropic self-diffraction into a \(-1\) order and a \(+2\) order becomes
\[ \sin \theta_{\pm} = \left[ \frac{n_o^2 - n_e^2}{2} \right]^{1/2}. \] (18)

This indicates that only extraordinary beams can experience anisotropic self-diffraction in negative birefringent crystals by the standard photorefractive effect. This fact is confirmed by the wave-vector diagram of Fig. 3(b) that illustrates how the phase-matching condition is satisfied for anisotropic self-diffraction of extraordinary polarized beams in a negative uniaxial crystal.
extraordinary beams is allowed in BaTiO₃ when the phase-matching condition [Eq. (9)] is satisfied [see Eqs. (8), (13), and (18) and Fig. 3(b)]. For 488-nm writing beams \( n_e = 2.45 \) and \( n_o = 2.53 \), the Bragg angle calculated by using Eq. (18) for anisotropic self-diffraction into a \(-1\) and a \(+2\) order is 12.5°. Experimentally, both writing beams were observed to undergo anisotropic self-diffraction at an input Bragg angle of 12.5°, with a diffraction efficiency of approximately 25% in the \(-1\) order and less than 1% in the \(+2\) order. From Eq. (18), it follows that there would be no anisotropic self-diffraction in BaTiO₃ for ordinary polarized writing beams, and none was observed. Similar results for anisotropic self-diffraction into the \(-1\) order were reported recently by Kukhtarev et al.⁵

We have also observed anisotropic self-diffraction when one of the writing beams was an ordinary wave and the other was an extraordinary wave. In this case only the input extraordinary beam was observed to scatter weakly into a \(-1\) order. Since the Bragg angle was the same, 12.5°, and we measured a 1% depolarization in the transmitted beams, we conclude that both writing beams experience depolarization in the crystal, allowing them to interfere and write an anisotropic photorefractive grating.

The Rings
When a single extraordinary (\(c\)-polarized) laser beam was incident upon the front surface of the BaTiO₃ and LiNbO₃:Fe crystals, a well-defined diverging ring of scattered light polarized perpendicular to the \(c\) axis (ordinary beam) was observed, in each case, leaving the back face of the crystal. The intensity in the ring was found to be maximum in the direction perpendicular to the \(c\) axis and zero along the \(c\) axis, as shown in the photograph of Fig. 4 for the BaTiO₃ crystal. The ring generated by the LiNbO₃:Fe crystal was much weaker than that produced by the BaTiO₃ crystal. We believe that the rings are formed by diffraction of the incident beam from noisy anisotropic gratings that satisfy the phase-matching condition for diffraction into \(-1\)-order beams. These gratings are a subset of those produced through interference between light scattered from optical imperfections in the crystal and the incident beam.

As shown by the theory, anisotropic self-diffraction of extraordinary beams is allowed in BaTiO₃ when the phase-matching condition [Eq. (9)] is satisfied [see Eqs. (8), (13), and (18) and Fig. 3(b)]. For 488-nm writing beams \( n_e = 2.45 \) and \( n_o = 2.53 \), the Bragg angle calculated by using Eq. (18) for anisotropic self-diffraction into a \(-1\) and a \(+2\) order is 12.5°. Experimentally, both writing beams were observed to undergo anisotropic self-diffraction at an input Bragg angle of 12.5°, with a diffraction efficiency of approximately 25% in the \(-1\) order and less than 1% in the \(+2\) order. From Eq. (18), it follows that there would be no anisotropic self-diffraction in BaTiO₃ for ordinary polarized writing beams, and none was observed. Similar results for anisotropic self-diffraction into the \(-1\) order were reported recently by Kukhtarev et al.⁵

We have also observed anisotropic self-diffraction when one of the writing beams was an ordinary wave and the other was an extraordinary wave. In this case only the input extraordinary beam was observed to scatter weakly into a \(-1\) order. Since the Bragg angle was the same, 12.5°, and we measured a 1% depolarization in the transmitted beams, we conclude that both writing beams experience depolarization in the crystal, allowing them to interfere and write an anisotropic photorefractive grating.

The Rings
When a single extraordinary (\(c\)-polarized) laser beam was incident upon the front surface of the BaTiO₃ and LiNbO₃:Fe crystals, a well-defined diverging ring of scattered light polarized perpendicular to the \(c\) axis (ordinary beam) was observed, in each case, leaving the back face of the crystal. The intensity in the ring was found to be maximum in the direction perpendicular to the \(c\) axis and zero along the \(c\) axis, as shown in the photograph of Fig. 4 for the BaTiO₃ crystal. The ring generated by the LiNbO₃:Fe crystal was much weaker than that produced by the BaTiO₃ crystal. We believe that the rings are formed by diffraction of the incident beam from noisy anisotropic gratings that satisfy the phase-matching condition for diffraction into \(-1\)-order beams. These gratings are a subset of those produced through interference between light scattered from optical imperfections in the crystal and the incident beam.

As shown by the theory, anisotropic self-diffraction of
directions, but only two of the scattered beams \( k' \), lie at an angle \( 2\theta_{diff} \) such that the grating vector \( \mathbf{K} \) allows anisotropic self-diffraction of the incident beam into a \( -1 \)-order beam \( \mathbf{k} \). [Fig. 5(b)]. Following an analysis similar to that of Eq. (18), the external apex angle of the ring in the \( a-b \) plane is given by

\[
\sin \varphi = \left[ n_{\varphi}^2 - \left( \frac{3n_{\varphi}^2 + n_{\varphi}^2}{4n_{\varphi}} \right) \right]^{1/2}.
\]

(19)

For \( \text{BaTiO}_3 \) this equation leads to an apex angle \( 2\varphi \) of 50° for normally incident 488-nm light. This is in excellent agreement with the measured apex angle of 50.2°. Similarly, in \( \text{LiNbO}_3: \text{Fe} \) the calculated and measured angles of the ring in the \( a-b \) plane are 52° and 51°, respectively. In general, this type of phase matching is allowed in a ring around the photorefractive analysis presented herein consistently predicts the observed apex angle and the discontinuities in the ring of light scattered from these materials. In contrast, the photovoltaic effect does not consistently predict the obtained order, which (1977).
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In response to Odoulov's comment [Opt. Soc. Am. B 4, 1335 (1987)], we show that, for gratings established through the tensor photovoltaic effect, anisotropic scattering along the c axis in 3m crystals is not forbidden by symmetry.

In an earlier paper, Odoulov et al.1 reported on the observation of a single ring of anisotropically scattered light with an apex half-angle of 6.5° for a LiTaO₃ crystal that was pumped with a single ordinary polarized beam. A tensor photovoltaic model, which predicted an angle of 7.5°, was advanced in that paper. In our previous paper2 we proposed a photorefractive three-wave mixing interaction that explained the rings that we observed in BaTiO₃ and LiNbO₃ and it predicted an angle of 5.5° for LiTaO₃. Because (1) the measured cone angle in LiTaO₃ was equally close to the calculated photovoltaic and photorefractive values, and (2) the photovoltaic model does not accurately predict the apex angle of the rings that we observed in BaTiO₃ and LiNbO₃ or explain the nulls in the rings along the c axis, we concluded that the authors had not sufficiently proved that the single ring that they had observed in LiTaO₃ was due to the photovoltaic effect.

In light of their new data, which now show two rings, we agree that the ring that they originally observed may be due to the photovoltaic effect. However, our statement that the photovoltaic model, as presented in their paper, does not forbid anisotropic scattering along the c axis is correct, as is shown below.

A normal photorefractive grating is produced by a spatially varying intensity pattern that induces charge redistribution through diffusion. Because of the nature of this process, the space-charge field is directed along the grating vector. Using this constraint, it was shown in Ref. 2 that anisotropic diffraction along the c axis of 3m crystals is forbidden by symmetry for normal photorefractive gratings.

On the other hand, photovoltaic-induced gratings are produced by an asymmetry in the photoionization and recombination processes, which are in turn related to the spatial dependence of the ellipticity of the polarization of the optical field within the crystal.1 Consider two waves (ordinary and extraordinary), intersecting in the plane containing the c axis (see Fig. 1).

Let the ordinary-polarized pump wave

\[ E_p = A \exp[i(\mathbf{k} \cdot \mathbf{r} - \omega t)] + \text{c.c.} \]  

and the extraordinary scattered wave

\[ E_s = A \left[ \cos \theta - i \sin \theta \exp[i(\mathbf{k} \cdot \mathbf{r} - \omega t)] + \text{c.c.} \right. \]  

intersect in the crystal at an angle \( \theta \) in the plane containing the c axis, as shown. According to Refs. 1, 4, and 5, the associated photovoltaic currents are given by

\[ J = \beta \mathbf{E} \mathbf{E}^* \]  

where \( \beta \) are the photovoltaic tensor elements and \( \mathbf{E} \) and \( \mathbf{E}^* \) are the electric-field amplitudes of the light waves.

Based on the symmetry of the \( \beta \) tensor for 3m crystals (independent symmetric elements are \( J_{111}, J_{111}, J_{222}, \) and \( J_{111} \) and the antisymmetric elements are \( J_{111} \) and \( J_{111} \)), we see that spatially oscillating currents along the grating vector \( \mathbf{K} = \mathbf{k} - \mathbf{k} \) are forbidden for the geometry shown in Fig. 1. However, current \( J_1 \) perpendicular to the grating vector is not forbidden, as can be seen when Eqs. (1) and (2) are substituted into Eq. (3). Since the resulting space-charge field is given by \( \mathbf{E}_{\text{sc}} = J_1 \sigma, \) where \( \sigma \) is the photoconductivity, the photovoltaic model predicts a space-charge field that is directed along the x axis and spatially modulated in the y-z plane of Fig. 1. For 3m crystals, such a space-charge field would induce a change in susceptibility through the electrooptic effect that is given by

\[ \Delta \chi = -\epsilon_0 \epsilon_n \mathbf{E}_{\text{sc}} \]  

and has the form

\[ \Delta \chi = \begin{bmatrix} 0 & \Delta \chi_{12} & \Delta \chi_{13} \\ \Delta \chi_{12} & 0 & 0 \\ \Delta \chi_{13} & 0 & 0 \end{bmatrix} \]  

...
Fig. 2. Anisotropic scattering of a single extraordinary-polarized pump beam into two ordinary-polarized rings (with nulls) in a heavily doped \( \text{BaTiO}_3 \)-Fe crystal (1000 parts in 10 Fe in melt).

The symmetry of Eq. (5) shows that coupling between orthogonally polarized beams in the \( \gamma-z \) plane is allowed. The strength of this coupling is, of course, dependent on the photoconductivity and the magnitude of the photovoltaic and electro-optic tensor elements involved, but it is not forbidden by symmetry. Therefore, unlike in the standard photorefractive case, the photovoltaic space-charge fields for the configuration in Fig. 1 are perpendicular to the grating vector \( \mathbf{K} \) and can lead to anisotropic diffraction along the \( c \) axis.

In addition to the single ring (apex half-angle of 25.1°) that we reported earlier in Ref. 2 for an nominally undoped BaTiO\(_3\) crystal, we recently observed a second anisotropically scattered ring from a heavily doped BaTiO\(_3\)-Fe crystal (1000 parts in 10 Fe in melt). This second ring is much weaker than the first and contains two pairs of nulls located along the \( c \) and \( a \) axes, as shown in Fig. 2. This second ring satisfies the phase-matching equation

\[
2\mathbf{k}_p^* = \mathbf{k}_x^* + \mathbf{k}_z^* \tag{6}
\]

with a measured apex half-angle of 37.5°.

The authors are also with the Center for Materials Science and Engineering, Massachusetts Institute of Technology.
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High-order anisotropic diffraction and anisotropic self-diffraction in barium titanate (BaTiO$_3$), strontium barium niobate (Sr$_2$Ba$_{1-x}$Nb$_2$O$_6$, or SBN), and barium strontium potassium sodium niobate (Ba$_2$Sr$_x$K$_{1-x}$Na$_x$Nb$_2$O$_6$, or BSKNN) have been observed: up to fourth order in BaTiO$_3$ and SBN and up to fifth order in BSKNN. It is shown that the scattered beams arising from anisotropic self-diffraction are composed of multiple orders. To model anisotropic diffraction, high-order terms have been included in Kukhtarev’s solution of the transport equations for diffusion-dominated transport. Light-induced grating decay rates and diffraction efficiencies were measured as a function of grating vector and modulation index for the first three orders in BaTiO$_3$ and were found to be in good agreement with the model.

1. INTRODUCTION

Anisotropic photorefractive gratings$^{1,2}$ are characterized by the property that, under the proper phase-matching conditions, an ordinary polarized readout beam can diffract into an extraordinary polarized beam and vice versa. Holographic recording of anisotropic photorefractive gratings in electro-optic crystals has been studied extensively in recent years.$^{1-9}$ In the simplest case this involves gratings whose wave vectors lie in the plane perpendicular to the c axis.

The diffraction efficiencies and rise times of these gratings were used to determine the photoconductivities and diffusion lengths of these materials. Measurement of the phase-matching angles was used to determine the birefringence.$^{3}$ The signal-processing applications include such novel techniques as dynamic light deflection,$^4$ spatial light modulation,$^5$ wave-front inversion,$^5,7$ and, more recently, amplified reflection through anisotropic four-wave mixing.$^8$ Also, anisotropic scattering into conical rings of light was shown to be the result of anisotropic gratings written through interference between the incident pump beam and beams scattered in the crystal owing to optical inhomogeneities.$^9$ The angular dependence of this cone was used to determine the dispersion of the birefringence in KNbO$_3.$$^3$ In general, the polarization orthogonality of the readout and diffracted beams resulted in an improved signal-to-noise ratio, as pointed out by Stepanov et al.$^1$

Anisotropic diffraction into a second order was observed previously$^9$ in BaTiO$_3$ by using the configuration for anisotropic self-diffraction.$^{2,9}$ In this case extraordinary polarized writing beams intersect in the x-y plane of the crystal to form an anisotropic photorefractive grating. These writing beams simultaneously diffract into both a first and a second order. Modeling in this instance is complicated by the coupling of the two writing beams to the four diffracted beams.

In this paper we investigate high-order anisotropic diffraction in barium titanate (BaTiO$_3$), strontium barium niobate (Sr$_2$Ba$_{1-x}$Nb$_2$O$_6$, or SBN), and barium strontium potassium sodium niobate (Ba$_2$Sr$_x$K$_{1-x}$Na$_x$Nb$_2$O$_6$, or BSKNN), and we report the first observation of our knowledge, of anisotropic self-diffraction into orders higher than the second in these materials. We also show that the anisotropically scattered beams arising from anisotropic self-diffraction are composed of multiple orders. To model high-order anisotropic diffraction, we use a perturbation approach, similar to that used by Refregier et al.$^{10}$ for including high-order terms in the model of Kukhtarev et al.$^{11}$ Using this model, we derive (1) approximate solutions for the grating vector dependence of the second- and third-order light-induced grating decay rates and (2) the modulation index dependence of the diffraction efficiency of these orders. We have measured both of these characteristics for the first three orders in BaTiO$_3$ and have found reasonable fits to the model. We also report our measurements on anisotropic self-diffraction into orders as high as the fourth order in BaTiO$_3$ and the fifth order in BSKNN.

2. ANISOTROPIC DIFFRACTION

To review the coupling permitted for anisotropic gratings in 4-mm crystals, consider the grating formed by the intersection of two coherent ordinary polarized plane waves with amplitudes $A_1$ and $A_2$ and wave vectors $k_1$ and $k_2$ incident symmetrically about the y axis of a 4-mm crystal, as shown in Fig. 1(a). In this case the grating vector $K = k_1 - k_2$ is along the x axis of the crystal. The resulting interference fringes induce a sinusoidal distribution in the photogenerated carriers, which set up a space-charge field with the same spatial periodicity as the fringe pattern. This space charge then modulates the refractive index through the electro-optic effect.

Now consider readout of this grating, as in Fig. 1(b), by a steady-state plane-wave field of the form

$$A(r, t) = \hat{a}A(r)\exp[i(k \cdot r - \omega t)] + c.c.$$  

where $\hat{a}$ and $\omega$ are the polarization vector and the frequency, respectively. The coupled-wave equations governing diffraction are

$$\frac{\partial R}{\partial y} = -i\omega S,$$  

$$\frac{\partial S}{\partial y} = -i\omega R.$$
As shown previously,\(^9\) for this crystal orientation, ordinary polarized writing beams cannot self-diffract from such a grating \((\hat{e}_1 \cdot \hat{e}_X \cdot \hat{e}_2 = 0)\). In this case, the intensity fringe pattern in the crystal is uniform, assuming small absorption. Without this coupling the assumptions in the charge-transport models of Kukhtarev et al.\(^{11}\) and Feinberg et al.\(^{12}\) are more valid than for the case of strong beam coupling. Equations (2)-(7) also show that an ordinary polarized readout beam can diffract only into an extraordinary polarized beam for gratings produced as in Fig. 1(a).

The phase-matching condition required for observing anisotropic diffraction into high orders is illustrated in Fig. 2. As shown in Fig. 2(a), the readout beam can undergo first-order diffraction into an extraordinary polarized beam when the phase-matching condition \(K = k_1 - k_0\) is satisfied. However, as illustrated in Fig. 2(b), for a given grating vector \(K\) the phase-matching condition may be satisfied for higher orders of \(K\). This condition can be expressed as \(MK = K - K_0\), or as

\[
\sin(\alpha) = \frac{\lambda_W(n_0^2 - n_e^2)}{\lambda_M \sin \theta} - \frac{\lambda_M \sin \theta}{\lambda_W},
\]

where \(\alpha\) is the angle of the extraordinary beam outside the crystal; \(n_0\) and \(n_e\) are the ordinary and extraordinary indices of refraction, respectively, at the readout-beam wavelength; \(\lambda_W\) and \(\lambda_M\) are the writing- and readout-beam wavelengths, respectively; \(M\) is the diffracted order; and \(\theta\) is the writing-beam angle outside the crystal.

Because ordinary polarized writing beams in 4-mm crystals do not experience beam coupling for grating vectors in the \(x-y\) plane, these gratings fit closely the model of Kogelnik.\(^{13}\) Therefore the diffraction efficiency of \(M\)th order is given by

\[
\eta = \left| \frac{S(d)}{R(0)} \right|^2 = \sin^2[D/d],
\]

where

\[
|D|^2 = \frac{\pi^2(\hat{e}_1 \cdot \hat{e}_e)^2(\hat{e}_R \cdot \hat{e}_X \cdot \hat{e}_S)^2}{n_n n_e \cos \alpha},
\]

and

\[
\delta_X = -\hat{e} \cdot \hat{e} \cdot E_M \cdot \hat{e},
\]

where \(E_M\) is the \(M\)th-order space-charge field, \(d\) is the crystal thickness, \(n_n\) and \(n_e\) are the ordinary and extraordinary indices of the readout and scattered beams, respectively, \(\alpha\) and \(\alpha_e\) are the angles of propagation in the crystal, \(I_0 = I_1 + I_2\), and \(\lambda\) is the readout-beam wavelength.

### 3. LIGHT-INDUCED GRATING DYNAMICS

The equations used to describe the photorefractive response of a material are given by\(^{14}\)

\[
\frac{\partial n_e}{\partial t} = \frac{\partial N_D^*}{\partial t} + \frac{1}{e} \nabla J,
\]

\[
\frac{\partial N_D^*}{\partial t} = \left( \frac{\sigma}{h \nu} I + \beta \right) (N_D - N_D^*) - \gamma R n N_D^*.
\]

\[
J = e\mu n E_M + eD \nabla n.
\]
The fringe intensity distribution is given by the general solution of Eq. (26) is
d\text{E}_2 \over dt = \frac{A(K)\text{E}_1 - B(K)\text{E}_2}{\tau_2},

where

\[ I = J_1 \left[ 1 + \frac{m^2}{2} \exp(\text{Kx}) + \text{c.c.} \right]. \tag{16} \]

Hence the generation rate at any point in the grating is constant, assuming no charge depletion. We assume solutions of the form

\[ \text{N}_D^+ = \text{N}_D^- + \frac{1}{2}N_{D1}^+ \exp(\text{Kx}) + \text{c.c.}, \tag{17} \]

\[ n = n_0 + \frac{1}{2}[n_1 \exp(\text{Kx}) + \text{c.c.}], \tag{18} \]

\[ J = J_0 + \frac{1}{2}[J_1 \exp(\text{Kx}) + \text{c.c.}], \tag{19} \]

where \( N_{D+}, n_1, J_1, \) and \( E_1 \) are the modulated portion of the ionized donor density, free-electron density, current density, and space-charge field, respectively, and \( m = 2(e(I_1 - e(I_2)1^{1/2}(I_1 + I_2)). \) Then the decay rate of the first-order space-charge field is given by

\[ 1 \over \tau = \epsilon \left[ 1 + \frac{\text{kT}}{\text{N}_t(e_0)} \right] \tag{21} \]

where \( \text{N}_t = \text{N}_D^- + \text{N}_D^+ \).

To solve for the high-order harmonics of the grating we can use a perturbation approach \(^{10}\) by assuming high-order solutions of the form

\[ \text{N}_D^+ = \text{N}_D^0 + \frac{1}{2}N_{D1}^+ \exp(\text{Kx}) + \cdots \]

\[ + \frac{1}{2}N_{Dm}^+ \exp(M\text{Kx}) + \text{c.c.}, \tag{22} \]

\[ n = n_0 + \frac{1}{2}[n_1 \exp(\text{Kx}) + \cdots + n_m \exp(M\text{Kx}) + \text{c.c.}], \tag{23} \]

\[ J = J_0 + \frac{1}{2}[J_1 \exp(\text{Kx}) + \cdots + J_M \exp(M\text{Kx}) + \text{c.c.}], \tag{24} \]

\[ E_c = E_0 + \frac{1}{2}[E_1 \exp(\text{Kx}) + \cdots + E_M \exp(M\text{Kx}) + \text{c.c.}], \tag{25} \]

For a second-order perturbation, we (1) neglect orders in the harmonic solutions higher than the second order; (2) assume that the second-order space-charge field does not significantly affect the first-order space-charge field, that is, the first-order solution is still valid; and (3) neglect any gratings written by interference of high-order diffracted beams. Using these assumptions, we substitute Eqs. (22)-(25) into Eqs. (12)-(15) and group terms with \( \exp(2\text{Kx}) \). From this we find the time dependence of the second-order space-charge field to be

\[ d\text{E}_2 \over dt = \frac{A(K)\text{E}_1 - B(K)\text{E}_2}{\tau_2}, \tag{26} \]

where

\[ 1 \over \tau_2 = \epsilon \left[ 1 + \frac{\text{kT}}{\text{N}_t(e_0)} \right] \tag{27} \]

\[ A(K) \text{E}_1 + B(K) \text{E}_2, \]

\[ A(K) \text{E}_1 \text{E}_2, \]

\[ 1 \over \tau_3 = \epsilon \left[ 1 + \frac{\text{kT}}{\text{N}_t(e_0)} \right] \tag{30} \]

Now, because the complex function \( F \) contains terms such as \( \text{E}_1^2 \text{E}_2, \) \( \text{E}_1 \text{E}_2^2, \) \( \text{E}_1^3, \) \( \text{E}_2 \text{E}_1^2, \) we use from Eq. (29) that the third-order space-charge field is proportional to \( m^3 \). It is interesting to note that when the decay rates of the three orders are single exponentials, the decay times have the same form: the first order is a function of \( K, \) the second order is a function of \( 2K, \) and the third order is a function of \( 3K. \)

BaTiO₃, SBN, and BSKNN crystals were cut along the (100) axis, polished to optical quality, and poled to obtain approximately single-domain material. In particular, the BaTiO₃ crystal was grown from a melt containing high-purity BaO and TiO₂, with extra precautions taken to minimize melt contamination from the furnace.

High-order diffraction efficiencies and decay rates of anisotropic diffraction were measured for the high-purity sample of BaTiO₃ up to third order. The writing and erase beams all originated from an argon-ion laser (Coherent Innova 70) operating in the TEM₂₀ mode with \( \lambda = 488 \text{ nm} \).
The readout beam (λ = 633 nm) was chopped at a frequency of 1000 Hz, and the diffracted beam was synchronously detected by using a photomultiplier tube and a lock-in amplifier. The output of the lock-in amplifier was fed to an AT&T 0.1-1000 Hz, and the diffracted beam was synchronously detected by using a photomultiplier tube and a lock-in amplifier.

The light-induced decay rates of the first three orders in BaTiO₃ were found to be well fitted by a single exponential. Beam-coupling measurements on this sample determined the dominant conduction mechanism to be holes with practically no hole-electron competition. Nonexponential decays were observed for high-order anisotropic diffraction in the SBN and BSKNN crystals; thus our most detailed experiments were conducted on the BaTiO₃ crystal. The decay rates of the three orders were measured as a function of grating vector and were fitted to Eqs. (21), (27), and (30) by using a nonlinear least-squares-fitting routine. The writing-beam intensities were I₁ = 0.2 mW/cm² and I₂ = 31 mW/cm² for the first order, I₁ = 7.3 mW/cm² and I₂ = 21 mW/cm² for the second order, and I₁ = 19 mW/cm² and I₂ = 34 mW/cm² for the third order. Because grating decay rates in BaTiO₃ usually exhibit a nonlinear intensity dependence, the erase-beam intensity was held constant throughout the experiments at 11.5 mW/cm² for the first order, 4.5 mW/cm² for the second order, and 4 mW/cm² for the third order. The readout-beam intensity Iᵣ was kept below 1 μW/cm² in all experiments.

The results of the light-induced gratings-erasures-versus-gratings-vector experiments are shown in Fig. 3. A nonlinear dependence of the decay rate on the square of the grating vector was observed for anisotropic diffraction into the first and second orders. The theoretical fit of Eqs. (21), (27), and (30) to the data is also plotted as solid lines in Fig. 3. This gives effective trap densities, Nᵣ, of (1.5 ± 0.6) × 10¹⁶/cm³, (0.65 ± 0.7) × 10¹⁶/cm³, and (2.1 ± 0.4) × 10¹⁶/cm³ from the first-, second-, and third-order data, respectively. Taking the uncertainties into account, we find that these values are in fair agreement.

The diffraction efficiency was also measured as a function of the modulation index for each order. In this experiment one of the writing-beam intensities was kept constant at 27 mW/cm² and the intensity of the other varied. The square root of the diffraction efficiency is plotted versus m in Fig. 4 for the three orders. In this model the square root of the diffraction efficiency is linearly proportional to the space-charge field in the absence of beam coupling and for low diffraction efficiencies [Eq. (9)]. Fitting our data for the three orders to this equation, we find the values of M in m⁻² to be 1.9 and 3.2 for the first, second, and third orders, respectively. We see that the theoretical fit (solid line in the figures) is in good agreement with the measured efficiencies for the first two orders with a reasonable fit for the third order at small m.

This result is in contrast to the results of Huignard and Leduc for Bi₂Si₂O₇. They found that the diffraction efficiencies of the different orders followed the equation.
We find that our data do not fit this equation for large $m$.

4. ANISOTROPIC SELF-DIFFRACTION

Anisotropic self-diffraction occurs when the phase-matching conditions are satisfied for the writing beams. The configuration that we used to study anisotropic self-diffraction is shown in Fig. 5. Here, two extraordinary polarized writing beams, $A_1$ and $A_2$, of wave vector $k_1$ and $k_2$ intersect in the $x$-$y$ plane of a 4-mm crystal to form an anisotropic grating of wave vector $K = k_1 - k_2$. For plane-wave light fields of the form

$$A(r, t) = \hat{A}(r) \exp[i(k \cdot r - \omega t)] + c.c., \quad (32)$$

using the slowly varying field approximation we can derive the following coupled-wave equations governing self-diffraction:

$$-2ik_4 \cos(\theta_m) \frac{\partial A_1}{\partial y} = \kappa_1 A_1 + \kappa_2 A_2, \quad (33)$$

$$-2ik_2 \cos(\phi_m) \frac{\partial A_2}{\partial y} = \kappa_3 A_4 + \kappa_4 A_3, \quad (34)$$

$$-2ik_3 \cos(\theta_m) \frac{\partial A_3}{\partial y} = \kappa_1 A_1 + \kappa_2 A_2, \quad (35)$$

$$-2ik_4 \cos(\phi_m) \frac{\partial A_4}{\partial y} = \kappa_3 A_4 + \kappa_4 A_3. \quad (36)$$

Here $\theta_m$ and $\phi_m$ are the angles of the writing and diffracted beams, respectively, inside the crystal. The coupling constants are given by

$$\kappa_1 = \frac{\omega^2}{c^2} \hat{e}_3 \cdot \hat{e}_1, \quad (37)$$

$$\kappa_2 = \frac{\omega^2}{c^2} \hat{e}_3 \cdot \hat{e}_2, \quad (38)$$

$$\kappa_3 = \frac{\omega^2}{c^2} \hat{e}_4 \cdot \hat{e}_1, \quad (39)$$

$$\kappa_4 = \frac{\omega^2}{c^2} \hat{e}_4 \cdot \hat{e}_2. \quad (40)$$

with

$$E_M = \left[ 1 - (1 - m^2)^{1/2} \right]^M. \quad (31)$$

The anisotropic self-diffraction phase-matching diagram is shown in Fig. 6(a). Close examination of this figure clearly shows that each diffracted beam is composed of two orders. For instance, beam $A_3$ is the result of self-diffraction of beam $A_1$ into first order ($k_3 = k_1 + K$) and beam $A_2$ into second order ($k_3 = k_1 + 2K$). This can be observed experimentally simply by blocking beam $A_1$ or $A_2$ and noting the presence of the diffracted beam $A_3$. Thus a measure of the rise or decay rate of these diffracted beams involves more than one time constant. Because the diffraction intensity of the orders goes as $m^{-2M}$, where $m$ is the modulation index and $M$ is the order of the diffracted beam, the departure from a single time constant should be significant only for large $m$ gratings.

Figure 6(b) shows typical phase-matching conditions required to observe anisotropic self-diffraction into orders higher than the second order. In the particular case shown the diffracted beams are composed of both third and fourth orders ($k_3 = k_1 + 3K = k_2 + 4K$). In general, anisotropic self-diffraction occurs in pairs of order $-M$ and $M + 1$. The

---

**Table 1. Phase-Matching Angles of the Writing Beams Outside the Crystal for High-Order Anisotropic Self-Diffraction**

<table>
<thead>
<tr>
<th>Orders</th>
<th>BaTiO$_3$</th>
<th>SBN</th>
<th>BSKNN</th>
</tr>
</thead>
<tbody>
<tr>
<td>First and second$^*$</td>
<td>12</td>
<td>8.5</td>
<td>10.2</td>
</tr>
<tr>
<td>Second and third</td>
<td>6.9</td>
<td>4.9</td>
<td>6.2</td>
</tr>
<tr>
<td>Third and fourth</td>
<td>4.9</td>
<td>3.5</td>
<td>4.2</td>
</tr>
<tr>
<td>Fourth and fifth</td>
<td>---</td>
<td>---</td>
<td>3.4</td>
</tr>
</tbody>
</table>

$^*$ Measured values.

$$\hat{x}_1 = -i \cdot \hat{e}_3 \cdot E_M \cdot \hat{e}_1, \quad (41)$$

$$\hat{x}_2 = -i \cdot \hat{e}_3 \cdot E_{M+1} \cdot \hat{e}_1. \quad (42)$$

where $E_M$ and $E_{M+1}$ are the $M$- and $M + 1$-order space-charge fields, $\hat{e}_3$ is the free-space permittivity, and $c$ is the free-space speed of light. We also see that although the writing beams $A_1$ and $A_2$ do not experience self-diffraction into each other, they are indirectly coupled because $E_M$ is proportional to $(1/|E_1|^2)^M$. The anisotropic self-diffraction phase-matching diagram is shown in Fig. 6(a). Close examination of this figure clearly shows that each diffracted beam is composed of two orders. For instance, beam $A_3$ is the result of self-diffraction of beam $A_1$ into first order ($k_3 = k_1 + K$) and beam $A_2$ into second order ($k_3 = k_1 + 2K$). This can be observed experimentally simply by blocking beam $A_1$ or $A_2$ and noting the presence of the diffracted beam $A_3$. Thus a measure of the rise or decay rate of these diffracted beams involves more than one time constant. Because the diffraction intensity of the orders goes as $m^{-2M}$, where $m$ is the modulation index and $M$ is the order of the diffracted beam, the departure from a single time constant should be significant only for large $m$ gratings.

Figure 6(b) shows typical phase-matching conditions required to observe anisotropic self-diffraction into orders higher than the second order. In the particular case shown the diffracted beams are composed of both third and fourth orders ($k_3 = k_1 + 3K = k_2 + 4K$). In general, anisotropic self-diffraction occurs in pairs of order $-M$ and $M + 1$. The
phase-matching conditions can be expressed mathematically by

\[
\sin(\theta) = \left[ \frac{n_\parallel^2 - n_\perp^2}{(2M + 1)^2 - 1} \right]^\frac{1}{2},
\]

(43)

\[
\sin(\phi) = (2M + 1) \left[ \frac{n_\parallel^2 - n_\perp^2}{(2M + 1)^2 - 1} \right]^\frac{1}{2},
\]

(44)

where \(\theta\) and \(\phi\) are the angles outside the crystal of the writing and diffracted beams, respectively. If the high-order space-charge fields are neglected, Eqs. (33)-(36) and (43) and (44) reduce to those of Kukhtarev et al.\(^2\)

High-order self-diffraction experiments were performed on the crystals using a Coherent Innova 70 argon-ion laser, with \(\lambda = 488\ \text{Å}\) operating in the TEM\(_00\) mode. The beams were roughly collimated to approximately 5 mm in diameter with an intensity ratio \(I_1/I_2 = 3\).

First, the angles for anisotropic self-diffraction into first and second orders \((M = 1)\), as in Fig. 6(a), were measured for each sample. These were \(\theta = 12^\circ, 8.5^\circ, \) and \(10.8^\circ\) for the BaTiO\(_3\), SBN, and BSKNN crystals, respectively. From Eq. (43) these values of \(\theta\) imply that \(n_\parallel^2 - n_\perp^2 = 0.346\) for BaTiO\(_3\), 0.1734 for SBN, and 0.281 for BSKNN. Using these values of \(n_\parallel^2 - n_\perp^2\) in Eq. (43), we calculated the angles of the writing beams needed to observe the higher orders. These are shown in Table 1. Note that up to the fifth order was observed in BSKNN. The measured angles were all within the experimental error, \(\pm 0.1^\circ\) of the calculated values.

5. SUMMARY

In conclusion, we have observed high-order anisotropic self-diffraction in BaTiO\(_3\), SBN, and BSKNN. The phase-matching angles were measured and found to be in excellent agreement with the theory. Also, it was shown that the beams that are diffracted through anisotropic self-diffraction are composed of two distinct orders. To model high-order anisotropic diffraction, we included high-order terms in Kukhtarev's solution of the transport equations. The light-induced decay rates versus grating vector squared and the diffraction efficiencies versus modulation index were measured for the first three orders in BaTiO\(_3\) and were found to be in fair agreement with the model.
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8 Amplified Reflection Through Anisotropic Four-Wave Mixing in BaTiO$_3$
Amplified reflection has been observed previously in BaTiO$_3$ using isotropic four-wave mixing. In the normal configuration shown in Fig. 1(a), the object $A_1$ and pump $A_2$ beams intersect in the crystal to form a photorefractive grating. A second pump beam $A_3$ counterpropagates with the first pump beam scatters from this grating into a fourth beam $A_4$, which has the same polarization as the pump beam $A_1$ and is the phase conjugate of the object beam $A_1$. In BaTiO$_3$, the phase-conjugate reflectivity has been found to exceed 100%. The configuration for observing amplified reflection through anisotropic four-wave mixing in BaTiO$_3$ is shown in Fig. 1(b). As seen from the phase-matching diagram (Fig. 2), it is a simple variation of the configuration used for observing anisotropic self-diffraction. In this system, two coherent ordinary-polarized plane waves $A_1$ and $A_2$ with wave vectors $k_1$ and $k_2$ intersect in the $x$-$y$ plane of the crystal, producing an anisotropic grating through the photorefractive effect. An ordinary-polarized plane wave $A_3$ of wave vector $k_1$ is used to read out the grating, as in Fig. 2, producing an extraordinary-polarized wave $A_4$ of wave vector $k_2$. Unlike the normal phase-conjugate reflection shown in Fig. 1(a), the unique features of this system are (1) the readout beam is always ordinary polarized and the reflected beam is always extraordinary polarized, (2) ordinary-polarized writing beams cannot couple to the grating, which eliminates beam-coupling effects, (3) the reflected beam is a real reflection of the image beam $A_1$, not a phase conjugate, and (4) anisotropic diffraction in BaTiO$_3$ makes use of the $r_{13}$ electro-optic coefficient exclusively. The major disadvantages of this mirror are that strict phase-matching conditions must be met in order to achieve maximum efficiency and phase-conjugate reflection is not possible in this configuration.

To model this mirror, consider the three ordinary-polarized plane waves $A_1$, $A_2$, and $A_3$ intersecting in the $x$-$y$ plane of a photorefractive crystal as in Fig. 1(b). Although there are three gratings formed by interference between beams $A_1$ and $A_2$, $A_1$ and $A_3$, and $A_2$ and $A_3$, the ordinary-polarized writing beams $A_1$ and $A_2$ are not properly phase matched to couple to any of these gratings. Hence, the only allowed coupling is diffraction of the readout beam $A_3$ into beam $A_4$. Therefore we only need to consider the grating produced by interference between beams $A_1$ and $A_2$, where $K = k_2 - k_1$. Now, by using the slowly varying field approximation, we can derive the coupled-wave equations for this process. For plane waves of the form

$$E(r, t) = A_1(r) \exp[i(k \cdot r - \omega t)] + c.c.,$$

the coupled equations are

$$\frac{dA_1}{dk} = i\lambda A_1 A_3^* A_2 \exp(i\omega t),$$

$$\frac{dA_2}{dk} = i\lambda A_1 A_3^* A_2 \exp(i\omega t).$$

The coupling coefficients are given by

$$\kappa = \frac{1}{n^2} \frac{r_{13}}{\lambda^5 \cos^2 \theta},$$

where $A$ and $\omega$ are the wave vector and frequency of the beams, respectively, $L = L_1 + L_2 \hat{e}_1 \cdot \hat{e}_1 + L_3 \hat{e}_3 \cdot \hat{e}_3$, and $\hat{e}_1$ are the polarization vectors, $\lambda$ is the wavelength, $\theta$ and
Since the angles are fixed owing to the phase-matching conditions, this relation shows that the reflectivity can only be maximized by optimizing the beam overlap, a severe limitation for this system. For small modulation ($m \ll 1$) the space-charge field $E_{sc}$ can be approximated by:

$$E_{sc} = \frac{kT/e}{1 + i(kT/eN_T)K^2}$$

where $e$ is the charge on an electron, $\epsilon$ is the dielectric constant, $k$ is the Boltzmann constant, $T$ is the temperature, $K = (4\pi/\lambda)\sin \theta$ is the magnitude of the grating vector, and $N_T$ is the trap density. Using a trap density of $1.5 \times 10^{10}$ cm$^{-3}$, which was determined previously, values for the refractive index and dielectric constant determined by Wemple et al.,

Extraordinary-polarized writing beams can also be used to write the gratings. However, in this case the process is greatly complicated by self-diffraction of each writing beam into both a first and second order. Qualitatively we expect this to cause the grating planes to vary in the crystal owing to the large variation of the writing-beam phases and intensities, as each is diffracted into the two orders. This should have the effect of reducing the grating strength and therefore the reflectivity.

For this case, we measured a reflectivity of approximately 50% for the same writing- and readout-beam intensities.
the object beam $I_1$ was expanded and recollimated, and a resolution chart placed in the path was imaged with a lens L (focal length 38 cm) through a beam splitter BS onto the crystal. The crystal was slightly rotated to avoid overlap of the surface reflection of $A_2$, with the anisotropic reflected image $A_4$. A photograph of an amplified reflected image is shown in Fig. 5. The lens in front of the film was used for reimaging and magnification; its focal length was much different from that in front of transparency T. Three separate observations confirmed the reflecting properties of this mirror: (1) when an aberrator was placed in the path of beam 1 between the beam splitter and the crystal, the reflected image at the screen was greatly distorted; (2) when transparency T was removed and the lens of focal length $f = 38$ cm placed 22 cm in front of the crystal, the reflected beam was found to focus at a distance 16 cm in front of the crystal and the transmitted beam was found to focus at a distance 16 cm behind the crystal; and (3) when a conventional mirror was used in place of the crystal, the position of the focal point was unchanged.

In summary, we have demonstrated non-phase-conjugate amplified reflection using anisotropic four-wave mixing in photorefractive BaTiO$_3$. The reflected beam was shown to be a true reflection of the image beam, with a measured amplification of approximately 200%. This has potential for improving the signal-to-noise ratio of image amplification without producing a phase-conjugate image$^{12}$ or contrast reversal.$^{13}$

This research was supported in part by the Defense Advanced Research Projects Agency under U.S. Air Force contract F19628-85-K-0050.
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Photorefractive Properties of BaTiO$_3$:Cr
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Abstract—Unusual beam fanning has been observed in heavily doped BaTiO$_3$:Cr along with an increased photovoltaic effect. The nature and symmetry of this beam fanning are described, and the results of the photovoltaic measurements are presented.

INTRODUCTION

BARIUM TITANATE (BaTiO$_3$) is a photorefractive material with large electrooptic coefficients. Beam fanning has been observed in nominally "undoped" samples of the material, and this phenomena is believed to be important in the process that is responsible for the excellent self-pumped phase conjugating property of the crystal [1]-[3].

Although models of the photorefractive effect have existed since the early work of Chen [4]-[6], the details of the effect in BaTiO$_3$ (i.e., the excitation and trapping centers), and the exact nature of beam fanning have not yet been firmly established. Recent papers have pointed to iron as the cause of the photorefractive effect in BaTiO$_3$ [7], but as we shall see herein it is not the only dopant that can alter the photorefractive properties of the material. In this paper, we discuss some of the properties of BaTiO$_3$ doped with chromium.

SAMPLE PREPARATION

A BaTiO$_3$ boule was grown by the top seeded solution method [8] with 20 ppm chromium in the melt. A sample was cut from the boule, polished, and electrically poled to yield a crystal with final dimensions of 6.7 x 5.6 x 3.6 mm. An undoped sample grown from a nominally pure melt with dimensions 4.1 x 4.9 x 4.1 mm was used for comparison.

DIFFRACTION EFFICIENCY

Attempts were made to measure the rise time and saturation level of the diffraction efficiency of the BaTiO$_3$:Cr sample by writing a grating with an Ar-ion laser (wavelength 488 nm) and reading the grating with a HeNe laser (wavelength 632.8 nm). These attempts were frustrated by the observation that the diffracted intensity did not rise to a steady-state value as was the case for the nominally pure sample. Instead, the diffracted beam intensity initially rose, but then decayed toward zero, as shown in Fig. 1.

Fig. 1. Diffraction efficiency as a function of time for a BaTiO$_3$:Cr crystal. The writing beams were on continuously from $t = 0$.

Observation of the crystal during the writing process revealed that light from the writing beams was being scattered out of the crystal along well-defined paths (beam fanning). This scattered light became noticeable at approximately the same time that the intensity of the diffracted HeNe laser beam began decaying, and the rise in intensity of the scattered light continued to correlate with the further decay in the intensity of the diffracted beam. Clearly, while some beam fanning is essential for self-pumped phase conjugation, strong beam fanning can be detrimental since it may affect or limit the diffraction efficiency as illustrated in Fig. 1.

BEAM FANNING

Beam fanning in the Cr doped BaTiO$_3$ crystal was studied using a collimated (2 mm diameter) Ar-ion laser beam, with a wavelength of 488 nm. Three cases of beam fanning for a single pump beam initially incident along one of the high symmetry axes of the crystal are discussed below: 1) initial propagation antiparallel to the c axis, 2) initial propagation parallel to the c axis, and 3) initial propagation parallel to an a axis. The c axis was found optically using the crossed polarizer technique, and the +c axis was determined by observing the voltage developed across the c axis when the crystal was heated. The face which becomes negative upon heating the crystal in the dark is the +c face.

The most striking beam fanning was observed for the case of the incident beam propagating antiparallel to the c axis of the crystal. Initially the beam propagated through the crystal, but after a short time two distinct beam paths were observed within the crystal diverging from the incident beam. Fig. 2(a) is a photograph of the crystal illustrating this phenomenon. The fanning beams are observable through light scattered from crystal imperfections. At steady state, most of the incident power was diverted into these two paths. The two paths were always observed to lie in the plane of polarization of the
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[see Fig. 2(b)] and two strong backscattered beams were observed outside the crystal. These backscattered beams had properties similar to the fanning beams discussed above: 1) the build-up time is approximately the same, 2) the two backscattered beams lie in the plane of polarization of the incident beam, and 3) the backscattered beams do not remain collimated. Fig. 2(b) shows the beam path within the crystal for this configuration.

The final case is that of propagation along an a axis. Since the a axis is not polar, there is no distinction between antiparallel and parallel. When the polarization of the incident beam is along the c axis, as before, the incident beam initially propagates through the crystal. Then, as time progresses, a single fanning beam, which is directed toward the +c axis and lies in the plane formed by the c axis and the propagation direction, is observed. In steady state, most of the power is transferred to the fanning beam. Fig. 2(c) shows the trajectory of this single fanning beam inside the crystal. This is the same scattering geometry that gives rise to a pair of anisotropically scattered cones of transmitted light with nulls along the c axis in earlier work on undoped BaTiO₃ and BaTiO₃: Fe. The apex half-angles of the cones were 25.1° and 37.5° [9], [10]. When the polarization of the input beam is parallel to the other a axis the light is scattered at large angles (approaching 90°) to the incident beam direction. The scattering is out of the plane formed by the polarization and propagation vectors of the incident beam, and is toward the c axis. This case is more closely related to the configuration used in self-pumped phase-conjugate mirrors, and yields results similar to those previously observed by others in "undoped" crystals [1]-[3].

The general properties of the fanning beams did not vary with wavelength for the visible lines (514.5, 496.5, 488.0, and 476.5 nm) of the Ar-ion laser. Also the beam fanning pattern was found to be independent of the intensity of the incident beam except that at lower intensities, longer times were required in order to observe the fanning beams.

In order to determine whether the Gaussian intensity distribution of the laser beam influenced the beam fanning, several beamstop experiments were performed. Aperturing the beam to a smaller diameter decreased the width of the fanning beam, as expected. Blocking one-half of the beam in order to obtain a sharp intensity gradient caused a decrease in the intensity of the fanning beam on the blocked side, but the general shape and direction of the fanning beam remained the same as in the unblocked case. Finally, a beam stop was placed in the center of the Gaussian beam. Except for the reduced intensity, no change in the beam fanning was observed.

No fanning was observed for the red line of a HeNe laser. It is not clear whether this was due to the low power of the HeNe laser, the relatively low absorption of the crystal in the red, or a combination of both. The intensity of the HeNe laser beam was approximately 15 mW/cm², which is small compared with the intensity of the Ar-ion laser beam of approximately 500 mW/cm².

For the case of the incident pump beam propagating in the direction of the +c axis, no fanning beams were observed inside the crystal. The incident beam, however, was strongly attenuated as it propagated into the crystal.

incident light, and diverged from the path of the incident beam close to the entrant surface. The two beams did not remain collimated within the crystal. The fanning beams diverged within a range of angles between approximately 55 and 80° from the propagation direction of the incident beam.

For the case of the incident pump beam propagating in the direction of the +c axis, no fanning beams were observed inside the crystal. The incident beam, however, was strongly attenuated as it propagated into the crystal.
A photorefractive beam-coupling model in which the directional properties of the fanning beams are determined by the symmetry of the crystal (4 mm), the polarization of the incoming laser beam and the symmetry of the electrooptic tensor can be used to explain the case for input light propagation along the \( c \) axis. We assume that the beam fanning along preferred directions initiates from scattering of gratings established by interference between the input beam and randomly-scattered beams. The initial fanning beam itself then also suffers beam fanning, leading to beam trajectories inside the crystal which are determined by the polarization of the incident light, the sign of the dominant charge carriers, the symmetry and magnitude of the electrooptic tensor elements, and the refractive indexes of the crystal through a set of phase matching and beam coupling conditions.

In cases 1) and 2) (propagation along the \( c \) axis), the optical properties of the crystal are isotropic about the incident beam. Thus beam fanning in these two cases must be invariant under a 180° rotation of the crystal about the incident beam. Since the fanning beams are started by random scattering and reaches a steady state, some sort of feedback mechanism is active. If beam coupling is the feedback mechanism, then the scattered beams of interest must have a polarization component parallel to that of the incident beam (this is required in order for the two beams to interfere). Assuming diffusion is the transport mechanism (no external fields were applied), the photorefractive grating vector will lie in the plane defined by the propagation vectors of the incident and scattered beams.

In order to show that the strongest fanning beams in the crystal must lie in the plane of polarization of the incident beam, we must examine the coupling due to the electrooptic effect. Let us define a coordinate system with the \( +z \) axis in the direction of the \( c \) axis and the \( x \) and \( y \) axes along the equivalent \( a \) and \( b \) axes of the crystal. We will assume that the incident pump beam is propagating along the \( z \) axis and, without loss of generality, polarized along the \( x \) axis. The interference between a typical scattered beam and the incident beam will create a sinusoidal electric field with a grating vector which is the difference between the two propagation vectors. Through the electrooptic effect this creates a grating in the impermittivity. However, only those gratings which can couple energy from the pump to the scattered signal beam will be reinforced and build up to a steady-state strength.

It can be shown that the impermittivity tensor for this geometry has the form

\[
K = \begin{bmatrix}
K_0 & 0 & 0 \\
0 & K_0 & 0 \\
0 & 0 & K_r
\end{bmatrix} + \begin{bmatrix}
\Delta K_{11} & 0 & \Delta K_{13} \\
0 & \Delta K_{22} & \Delta K_{23} \\
\Delta K_{13} & \Delta K_{23} & \Delta K_{33}
\end{bmatrix}
\]

(1)

From this form, it is seen that the \( x \)-polarized pump can transfer energy by beam coupling only to beams polarized in the \( xz \) plane. This means that only randomly-scattered beams polarized in the \( xz \) plane (extraordinary beams) will be reinforced by energy diffracted out of the pump beam. By considering the propagation of light in anisotropic media, we see that such beams must either have their propagation vector in the \( xz \) plane or exactly along the \( y \) axis. Thus a pump beam incident along the \( c \) axis can generate a fanning beam which lies in the plane formed by this axis and the polarization vector of the pump beam, and the fanning beam will be polarized in this plane. This is precisely what was observed experimentally in Fig. 2(a). A second beam polarized parallel the polarization of the pump and propagating perpendicular to the plane defined by the polarization and propagation vectors of the pump is also permitted. This may partly explain the intense scattering of the pump beam observed just inside the crystal in Fig. 2(a) and (b).

**Absorption**

Fig. 3 shows the absorption spectra of the Cr doped and undoped crystals. As can be seen, the addition of Cr has two major effects on the absorption: 1) the band edge is effectively moved toward lower energy, which gives the crystal its reddish color, and 2) the absorption becomes more anisotropic. There is little structure in the absorption curves except for a broad peak at about 600 nm in the \( c \) axis absorption. Without further data, it is not possible to assign the peak to Cr transitions.

**Photovoltaic Effect**

Another significant characteristic of this heavily doped BaTiO\(_3\):Cr crystal is the magnitude of its bulk photovoltaic effect. Bulk photovoltaic currents in noncentrosymmetric crystals, including BaTiO\(_3\), have been observed by many researchers [11]-[13]. Phenomenological models of the photovoltaic effect have been presented by Glass [13] and Belinicher and Sturman [14]. Following the notation of Belinicher and Sturman, the current density \( J_{\psi}^{(0)} \) is given by

\[
J_{\psi}^{(0)} = \beta_{\psi\mu} E_{\psi}^{(0)} E_{\psi ' \mu '}^{(-1)}
\]

where \( \beta_{\psi\mu} \) is the bulk photovoltaic tensor, and \( E_{\psi}^{(0)} \) and \( E_{\psi ' \mu '}^{(-1)} \) are components of the optical field of frequency \( \omega \). In BaTiO\(_3\), the nonzero photovoltaic tensor elements are \( \beta_{111} = \beta_{115} = \beta_{221} = \beta_{331} = \beta_{113} = \beta_{133} = \beta_{222} = \beta_{333} = \beta_{131} \). Fig. 4(a) schematically shows the arrangement used for measuring the bulk photovoltaic currents as a function of the angle \( \theta \) between the optical polarization and the \( c \) axis. From (2), the current density along the \( c \) axis is given by

\[
J_{3}^{(0)} = |E|^2 \left[ \beta_{311} \sin^2 \theta + \beta_{331} \cos^2 \theta \right].
\]

(3)

Although allowed by (2), no measurable current was observed along the \( a \) axis for any value of \( \theta \). The measured \( c \) axis currents normalized by the light intensity are shown in Fig. 4(b). The solid line is a fit to the above functional form, and the inset shows that the current varies linearly with intensity.

Fig 3 shows the absorption curves for both the Cr doped and undoped crystals. Because the absorption of
the doped crystal is not negligible, it must be included in the photovoltaic model. Since the current is linear with intensity, the equation for the current becomes

\[ i_3 = \left| E \right|^2 W \int_{0}^{L} dl \left( B_{311} \sin^2 \theta \exp(-\alpha_l l) + B_{333} \cos^2 \theta \exp(-\alpha_3 l) \right) \]  

(4)

where \( W \) and \( L \) are the dimensions of the electrodes perpendicular to, and along the direction of propagation of the light beam, respectively, and \( \alpha_1 \) and \( \alpha_3 \) are the \( a \) or \( c \) axis absorption coefficients, respectively.

Using the parameters obtained by curve fitting the data, and the absorption of the crystal, the photovoltaic tensor coefficients at the 488 nm wavelength were found to be \( \beta_{333} = 1.1 \times 10^{-6} \) and \( \beta_{111} = 6.7 \times 10^{-8} \) A/W. These values are an order of magnitude larger than those measured on the undoped crystal. Dividing \( \beta_{111} \) by the absorption at 488 nm gives a Glass constant \( k_1 \) of \( 1.2 \times 10^{-8} \) A cm/W which is an order of magnitude larger than that reported in LiNbO\(_3\) [13].

**Summary**

The increased absorption of the Cr doped BaTiO\(_3\) crystal (whether it is due to Cr or some compensating defect) is probably the source of the increased photovoltaic activity. Unlike the case of LiNbO\(_3\) [13], dividing the photovoltaic tensor elements for the Cr and undoped samples by the respective absorption coefficient of each sample did not yield the same Glass constant; however further research needs to be done on samples doped with varying amounts of Cr. Since the behavior of the beam fanning can be explained by a photorefractive beam coupling model, it seems likely that the increase in beam fanning is simply due to an increase in the two beam coupling coefficient which, in turn, is probably due to the high absorption of the Cr doped crystal. Unfortunately, standard beam coupling gain measurements could not be performed reliably due to strong beam fanning.
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Czochralski grown SBN:Fe and SBN:Ce crystals have been studied by photoconductivity and temperature dependent conductivity in order to understand the nature of trapping centers in these materials.

INTRODUCTION

The tungsten bronze crystal $\text{Sr}_{0.6}\text{Ba}_{0.4}\text{Nb}_2\text{O}_6$ (SBN-60) is a photorefractive material that has recently been grown in large single crystals. SBN-60 has only one phase transition at 75 °C, the paraelectric-ferroelectric transition, and therefore is not damaged by cooling.\(^1\) Also, since its tetragonal distortion is relatively large, compared with $\text{BaTiO}_3$, 90° domains are uncommon. However, like $\text{BaTiO}_3$, the origin of the photorefractive effect and the role of defects and impurities in the effect are unknown.

As part of a program to study the nature of dopants in SBN-60, Neurgaonkar et al.\(^1\) have grown Ce and Fe doped SBN crystals. The sensitivity of Ce doped SBN is two orders of magnitude larger than the undoped material while the response time is reduced approximately one order of magnitude. In order to better understand the nature of the charge transport and trapping, these materials were investigated using photoconductivity and temperature-dependent conductivity techniques.

EXPERIMENTAL RESULTS

The experimental apparatus consists of a sample chamber, a Keithly 617 electrometer, an Ar-ion laser, and an AT&T personal computer. The sample chamber is a Faraday cage with an optical window, and it houses a teflon crystal holder. The Faraday cage is necessary in order to reduce electrical noise, and teflon is used for the crystal holder as its resistivity is much greater than that of the crystal. The computer controls a shutter which exposes the crystal to the laser beam, and it records the current measured by the electrometer. The dark conductivity was measured as a function of temperature by heating the Faraday cage and monitoring the crystal temperature with a thermistor probe near the crystal.

Photoconductivity rise and decay curves were recorded over a range of intensities and for several lines of the Ar-ion laser. The rise and decay
times of the SBN:Ce were too short to be resolved by the electrometer so a storage oscilloscope was used to record the response of this crystal. In order to achieve sufficient signal, the intensity was set to the maximum available from the laser. The photocurrent response time (1/e point) was found to have a decay time of approximately 22 ms and a rise time of 18 ms. These response times are of the same order of magnitude as those observed in photorefractive studies of this material.\(^1\)

The response of the SBN:Fe crystal was much slower. Figure 1. shows typical rise and decay curves for the SBN:Fe crystal for two different intensities at a wavelength of 488nm. These curves were fitted to a sum of exponentials.\(^3\) The decay curves are best fit to a sum of three exponentials plus a constant dark current, while the rise curves are composed of the steady state current minus the sum of two exponentials. The steady state photocurrent as a function of intensity is shown in Fig 2. From this plot we find that the photocurrent is given by:

\[
\text{iph} = 3.6 \times 10^{-8}
\]

where \(\text{iph}\) is in nA and \(I\) is in mW/cm\(^2\). The three time constants for the decay curves are:

\[
\tau_1 = 0.5 \pm 0.2 \text{ sec} \\
\tau_2 = 2.6 \pm 0.4 \text{ sec} \\
\tau_3 = 18 \pm 9 \text{ sec}
\]

The largest time constant may be due to thermal decay. Since the decay time constants are expected to change with temperature and no attempt was made to control the temperature in the photoconductivity experiments, the uncertainty in the above time constant values was expected.

The time constants for the rise curves vary with intensity. Further experiments are being conducted in order to measure the time constants as a function of temperature, and such measurements should yield the depths of the traps. An Arrhenius plot \([\ln(i) \text{ vs } 1/T]\) of the dark current for SBN:Fe is shown in Fig 3. This shows a trap depth of approximately 0.8 eV.

Photoconductivity studies indicate that SBN:Ce is significantly faster than SBN:Fe. Based on the observed multiple time constant decay data, the response time of SBN:Fe appears to be associated with several trapping levels or distributions of trapping levels.
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Fig. 1. Photocurrent rise and decay in SBN:Fe for laser intensities: (a) 35.8 mW/cm$^2$; (b) 445 mW/cm$^2$
Fig. 2. Log of the saturation photocurrent vs log of the intensity in mW/cm$^2$.

Fig. 3. Arrhenius plot of the dark current yielding an activation energy of 0.8 eV.
11 Collaboration with Related Research Group

Our collaboration with related research groups included:

1. An exchange of crystals ($\text{BaTiO}_3$ for SBN) with Dr. R. R. Neurgoankar of Rockwell. We jointly participated in the measurement of the photoconductivity in the SBN sample (see Section 10).

2. An exchange of crystals ($\text{BaTiO}_3$ for BSO) with Professor Armand Tan- guay of the University of Southern California. We measured photoluminescence in the BSO samples.

3. Providing a $\text{BaTiO}_3$ crystal called "Doyle" to Professor Jack Feinberg of the University of Southern California.

4. Collaborating with and providing a $\text{BaTiO}_3$ crystal to and Dr. Charmaine Gilbreath of the Naval Research Laboratory for use in wavefront shaping of a diode laser for space communications.

5. Technical exchanges with personnel from Sanders Associates on the crystal growth of barium titanate.
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