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Abstract

One phase in the Officer Training School (0TS) selection
process 1is meeting a selection board. Recruiting Services (HQ
ATC/RS) currently uses a regression model (based on data fronm one
board) to evenly distribute "quality" amcng the different panels
in the selection boards. HQ ATC/RS wanted a method of predicting
board scores based on data from multiple boards. This study used
the results from eighteen boards and 9215 applicants to develop and
validate a multi-board regression model for each of tive
application categories.

Comparisons between the two models showed mixed results. In
two categories, non-rated operations and technical, the nulti-
board model explained a higher proportion of the total variance.
However, in the other three categories, the single-board model
explained significantly more of the total variance. In all but one
category, the single-board model had lower prediction errors.
Overall, the nulti-board model was able to predict board scores
well enough to sort the records so that each panel would get
approximately the same quality distribution of records.

A discriminant analysis was also performed using the top 333%
of the board scores to represent the records that would be selected
{the bottom 67% were those that would not be selected). The
results showed that the model could not successtully identify the
records that would be selected. However, it did a much better job
in identifying those that would not be selected.

vii




THE DEVELOPMENT OF AN OFFICER TRAINING SCHOOL BOARD SCORF,
PREDICTION METHOD USING A MULTI-BOARD APPROACH

I. Introduction

Backgrcund

OTS Selection Process. Officer Training School (0TS) is one

ot three commissioning programs for the Air Force. Each
commissioning source, Reserve Officer Training Schecol (ROTC), the
Air Force Academy, and Officer Training School, has its own
selection process. Although OTS produces the smallest number of
officers, over 1,000 people are considered for entrance in 0TS
each year. The selection process for OTS consists of three
steps: 1) initial screening, 2) meeting the selection board, and
3) final selection. Figure 1 illustrates the selection process.

Initial Screening. The initial screening process

consists of interviews with recruiters, taking the Air Force
Officer Qualification Test (AFOQT), medical evaluations, and
general administrative activities (information-gathering). 1If a
person fails to meet any of the basic qualifications, he/she may
apply for a waiver. Once a person is found to be qualified or a
waiver(s) 1s granted, the person will then proceed to the next
step in the selection process, the snlection board.

According to air Training Command/Recruiting Services (1)
ATC/RSC), each person applying for OTS may apply in only one of

five categories: pilot, navigator, non-rated operations,




technical career fields, or non-technical career fields.

Selection boards are convened approximately four times per year.

[
Tng
<] Does the
ES
—— person get
waiver(s)?
o
imtial Rec Serv e
h—? screening: |YES g7s Camm: Is {YES OTS  Does rES
—_ RN Y ————y| personget |—3
— Is perszon ». board perzon commission?
"I quahified? selected?
NO Lno
Is this the
YES| person's
1st/3rd
board?
lNO
VES (E;esperson
wish to
resppiy?
lno

Figure 1. Selection Process

Each board consists of two or more panels in each of the five

categories. Three colonels sit on each panel (7:4).

Selection Boards. Every person meeting a board will

have a record with all of the pertinent information recorded.

(See Appendix B for a sample record.) First, all of the records

w111l be sort~d by application category: pilot, navigator, non-

2




rated operations, technical, or non-technical. The nunber cof
panels in each category 1s determined by the number of records in
that particular application category.

In order for each panel to receive approximately the same

llpoor"

distribution of "good", "fair", and records, the records

are "presorted" using a regression model developed by
Headgquarters Air Force Military Personnel Center (HQ AFMPC,/DPMD).
This predicted score serves as =z method for rank-ordering ali of

the records in each application category. The records are then

sorted into stacks of ten. The top record would go to the first

stack, the next record wou.d go to the second stack, etc. An

equal number of stacks are then given to each of the panels

(7:4). Any extra stacks are given arbitrarily to ths panels.
!
I
i
FANZL |
}
BN Col?nel :83 3“’“; ves | Tebulete Does scere | e
1 (| cvelueles eeneval by 1 722 ot totsl bosrd M pess both ——
i slack of ten all three score checks?
i 1 records colonels? T }
b
i { NO |~o
Figure 2. Board Scoring Procedure

score

Each colonel will review a stack of ten records and assign a

(0-10)

for each record.

Then the colonel will pass the

e




stack to the next colonel. Once a stack has been scored by all
three colonels, the total board score is calculated: it is
simply the sum of the three scores, so the maximum possible score
is a thirty. The scoring procedure is outlined in Figure 2.

Once the total board score has been calculated, the record
goes through a "quality control" step. Two separa*e checks are
performed on each record. The first is to check for variations
of more than 2.5 points between any two of the three colonel's
scores. If the scores vary by more than 2.5 points, the record
must be reevaluated. The second check involves calculating the
standard deviation for each panel. If the total board score is
more than one standard deviation from the predicted score, the
record must be reevaluated. Reevaluation means the record will
go back to the panel that originally scored it. If the
discrepancies cannot be resolved (the colonels stick to their
original scores), the board score will stand. Otherwise, the new
score will be used (7:4).

Final Selection. When all of the board scores have

been finalized, the final selection takes place. At this stage,
the Commander of Recruiting Services uses information on the
number of candidates needed in each category (pilot, navigator,
non-rated operations, technical, and non-technical), quotas, and
the board scores of all of the applicants to determine which of
the applicants will be selected. Since a single high-ranking
individual makes the final selection decision, it is impossible

to pinpoint exactly what information is being used to make the




selection decision. It would also be very difficult to adjust
the method of selection at this level.

Those individuals who are not selected on their first board
will automatically be reapplied for the next board. If the
applicant fails to get selected on the next board, he/she must
reapply. The person will again be automatically reapplied for
the fourth board if he/she fails to be selected at the third
board (8). An individual may apply as many times as he/she
wishes. The only limitation is an age restriction. However, the
person may also apply for an age waiver, if necessary.

The goal of the selection process is to provide a fair and
consistent method of determining which applicants will go to OTS.
Improvements in the predicted board score would aid this process
in two ways. The first is that the records could be more evenly
distributed throughout the panels (the quality mix in each stack
of ten would more closely resemble the quality mix in any other
stack of ten). Currently, ATC uses a matrix score as an
indicator of the quality of each stack of ten records. The
matrix score is simply the average predicted score for that stack
(8). Inevitably, comparisons will be made between the records a
colonel is scoring. If every stack contains the same range of
"quality," every colonel will be making similar comparisons, and
no records will be judged more harshly or leniently based solely
on whether the record was placed in a stack of outstanding or

below average records.




The second benefit of more accurately predicting the board
scores is that the checks and balance system would only return a
record for rescoring when the colonels' scores were off (either
the scores deviated too much from each other, or the colonels
allowed some personal bias to affect their scores). If the
predicted score is often inaccurate, records would needlessly be
sent back for rescoring, when the real blame was on the
prediction not the actual board score.

The current method of predicting the board score is a
regression based on the results of a single board. 1In an effort
to validate the model, Recruiting Services used the results from
a different board. They fcund that '"the variable weights had
changed" (7:4). The measure Recruiting Services 1is currently
using only reflects the outcomes of a single board and does not
account for changes that have occurred from one board to another
or from one year to another. 1In order for Recruiting Services to
predict the next set of board scores, they need a robust model
which includes information which remains constant over the long
term, instead of information that may be biased by one given
year. The only way to produce such a model is to develop a
prediction method using the results from several years and
several boards. However, since change is inevitable, the model
should be reassessed often using only the most recent data (for

example, from the last three to five years).




Objective

It was the objective of this research to develop a method of
predicting an applicant's board score based on the individual's
application category (pilot, navigator, non-rated operations,
technical, or non-technical) using the results from many
different boards (these boards would also span several years).
This predicted board score was then used to determine the matrix
scores which may be used to aid in reducing rater bias.

Sub-objectives. To complete its purpose, the study had to

meet the following research objectives:
1. Collect the data and determine if other factors existed

which would increase a model's predictive ability.

2. Determine how to accommodate missing data.
3. Determine the relevant factors for predicting board
scores.

4. Determine vhat methods might be used to reduce the board
score prediction error.

The literature review, which follows, addresses some of the
factors used to predict "success." Some of these factors may

also be considered for predicting board scores.




II. Literature Review

Introduction

It is the purpose of this section to review the literature
pertinent to personnel selection processes. The primary emphasis
will be placed on the use of predictor variables in regression
analysis to predict "success". The relevance of certain
variables will be discussed. Finally, other selection concerns
will be presented.

"An issue of major importance to virtually every business is
the ability to predict a priori which applicants will eventually
prove to be successful employees" (1:11). If the reference to
the Air Force as a '"business" can be excused, an important point
can be made here. Just like any other organization, the Air
Force needs capable people to perform all of the functions within
the Air Force. The cost of providing those people is, perhaps,
more important now than ever, due to the large cutbacks in the
Air Force budget. Therefore it is in the best interest of the
Air Force to hire people who will be able to successfully perform
their functions.

Predictor Variables. Data used in predicting job success

takes on many different forms: "...application blanks,
biographical inventories, interviews, work sample tests, and
intelligence, aptitude, and personality tests"™ (1:11). Asher,
Reilly, and Chao have shown that biographical data is highly

valid in predicting success (1:11). Bretz points out two major




considerations when selecting variables for a prediction model.
The first is the validity of the predictor. Not only does this
mean the variable actually reports the information desired, but
it also protects an organization in the event of any legal
action. the second consideration is the "expected return" or
utility of the predictor. A utility analysis may show that
although a certain variable does an excellent job in predicting
job success, it may be so expensive to obtain that any benefit
gained from using this variable (versus using another variable)
is lost (1:11-12).

Grade Point Average. One of the more popular

prediction variables is grade point average (GPA). This
popularity may be based largely on the accessibility of those
records and the ease of using numbers in regression analysis.
Bretz looked at thirty-nine studies which used GPA as a predictor
for some type of adult achievement. The results were very mixed.
Not only were the correlations between GPA and adult achievement
different in magnitude, many were also different in sign. Eight
of the studies showed a negative relationship between GPA and
adult achievement (1:13).

Further studies predicting job success from GPA were
conducted using meta-analysis (a conglomerate method of
analysis). The results indicated that there might be some
limited cases where GPA did add predictive power. Howev r, Bretz
maintained that there are better predictors of success,

regardless of how success is measured. He also points out




several factors that are not included in GPA: difficulty of
academic program/individual classes and extracurricular
activities. One additional comment was that although general
intelligence has been shown to be a good predictor of job
success, GPA is not a measure of intelligence (1:10).

Several other studies indicate that at least one of those
"other factors" can be compensated for: the educational quality
of the school. Senger maintains that there can be vast
differences in the general educational gquality of a highly
competitive technical school (MIT, for example) versus a
community college. Additionally, the same GPA from the highly
accredited technical school should be worth much more than from
the community college (11:13). In a study predicting academic
success in a graduate program, Spangler used the Baron School
Index (BSI, a measure of the "degree of admissions
competitiveness" of different undergraduate institutions) to
scale GPA's. His results showed that this conglomerate variable
(GPA * BSI) did an excellent job of predicting graduate-level
success. In fact, the addition of the admissions competitive
rate for the institution increased the correlation between
undergraduate GPA and graduate GPA by almost twofold (13:24,48-
49) .

Training/Experience. Bretz and Giffon discuss the wide

use of training and experience in predicting job performance

(1:19; 3:131). In fact, Tenopyr and Oeltjen maintain

10




that almost all organizations that conduct job performance
predictions use training and/or experience factors (14:289).

Giffon elaborates on four different methods used for
quantifying training and experience: 1) the point method, 2)
the grouping method, 3) the task method, and 4) the knowledge,
skills, abilities (KSA) method. The point method of measuring
training/experience assiqgns a basic score if a person meets the
minimum requirements. For every increment of units (month, vyear,
course hour, etc.) of training or experience over that minimum
the person receives points. The grouping method groups
applicants based on their "relative qualifications" and assigns
that same score for all people in a given group (so the same
score will be given to those at the same level of qualification).
The task method requires each individual to assess his/her own
"level of expertise" on each of a list of tasks. The ratings
could reflect the amount of experience in time or the amount of
training required before the person could perform the task.
Finally, the KSA method uses a list of job elements. Each
applicant is rated based on their knowledge, skills, abilities,
and other characteristics which relate specifically to each job
element (3:131).

Interview. According to N. Schmitt, "Reviews of the
employment interview research have generally come to the
conclusion that employment interviews (at least as they are
commonly practiced in industry and government) lack both validity

and reliability" (3:130). Smart discusses methods for improving

12




the interview process including the expansion of "person
specifications." These specifications are requirements that must
be met for any person to be successful in a given job. Smart
suggests that the list should include twenty to forty different
person specifications. In general, he recommends gathering as
much information about an applicant as possible (12:47). The
problem is then one of quantifying the results and implementing
such a system. As suggested by the different methods of
measuring training and experience, there are many potential ways
to quantify the results. The real problem would be convincing
employers (or the Air Force) to use improved interview methods
(3:130).

Cognitive Ability Tests. Cognitive ability tests

"...are professionally developed objective tests of cognitive
skills, that is, aptitude or ability tests. Examples include
tests of verbal and quantitative ability, reasoning, spatial and
mechanical ability" (4:77). Research shows that although
cognitive ability tests are valid predictors of job performance,
tests are not predictive of all jobs. Furthermore, as the
complexity of the task increases, the validity of the cognitive
ability tests increase (4:78).

Smith and Hunter conducted a study in 1981 in which they
concluded that 1) cognitive ability tests are valid predictors
for all jobs, 2) cognitive ability tests are "...fair for ethnic
minorities in that they do not underestimate the expected job

performance of minority group members," and 3) large labor cost

12




savings could be realized through the use of cognitive ability
tests for employee selection (4:77).

Assessment Centers.

Assessment centers vary dramatically but typically
have in common that applicants participate in a variety
of activities, at least some of which are group
activities, and are scored by a panel of assessors who
have been trained in the evaluation techniques to be
used. Common assessment center exercises include
leaderless group discussions, preparation and giving of
a press briefing, and in-basket exercises (in which
applicants are asked to go through paperwork typical to
the job, and take the necessary follow-up actions)
(3:132).

In addition to predicting managerial performance, assessment
centers have been used by See Bray and Campbell to predict
leadership in the military (3:132).

Other Selection Concerns. Selecting people to fill

positions is a very challenging task. The difficult part is
trying to identify what variables give the best indication that a
given person will be able to satisfactorily perform the
function(s) that are required elements of the position. One of
the biggest challenges in the selection process is the number of
different types of positions and different people, each with
their own array of characteristics. For years, researchers
concluded that each situation had to be dealt with individually,
creating the need for different "screening" procedures and
"validation studies" for every situation (4:76).

McDaniel and Schmidt explain how the "situational specific"
mode of conducting personnel selections ended.

The application of improved methods for cumulating
research across studies demonstrated that the perceived

13




situational specificity of selection procedures was

illusory and due to random sampling error. The

underlying reality was that most personnel selection

procedures were effective methods of identifying

productive employees, and that their effectiveness was
essentially constant across organizational settings

(4:76) .

Since many different methods used for personnel selection
appeared to be working, analysts came up with the idea of
combining several methods into one, in the hopes that this multi-
faceted personnel selection method would do an even better job.
In 1976, Glass created his own group of such methods and named
this new conglomerate approach "meta-analysis". McDaniel and
Schmidt also credit a number of other researchers who have made
progress in this field. One particular meta-analysis method
developed by Schmidt and Hunter deals specifically with the
variation in results. Their mcdel

...determines the variation attributable to sampling

error and to differences between studies in reliability

and range restriction, and subtracts that amount from

the total amount of variation, yielding an estimate of

the true variation across studies. The mean levels of

reliability and range restriction are used to correct

the mean observed correlation to estimate the true

(population) average correlation (4:77).

The problem associated with variables that are restricted in
range can be a very serious one. A study conducted by Buckley
sought to "evaluate the suitability" of variables used in the
selection of graduate students for the Ailir Force Institute of
Technology (AFIT). Unfortunately, the only individuals contained
in the database were those who had actually been selected to
attend AFIT. As a result, the undergraduate GPA's, Graduate

Record Examination (GRE) scores, and other various test results
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would ba contained in a much smaller range than the range for all

applicants (2:24).

Summary

In the development of selection processes, two variables
make excellent predictors: experience/training and results from
cognitive ability tests. GPA, interviews, and assessment centers
also have some limited potential. Since the data available for
study in certain situations may likely contain only information
relevant to the individuals in that group, care must be taken to
assure that the proper corrections are made to counter the
effects due to any restriction in range.

In a survey of 450 managers, the managers estimated the cost
of "...mishiring a $30,000~per-year employee to be around
$75,000" (12:46). Hunter and Schmidt conservatively estimated an
increase in the gross national product of 80 to 100 billion
dollars annually if improved selection procedures were
implemented throughout the economy (4:79). 1Imagine the impacts
on the economy if the Air Force could implement some improved

selection procedures.
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ITI. Methodology

The data used in this analysis is a portion of a database
kept at HQ ATC/Recruiting Service.. Included are a.l people who
applied to OTS and actually met the selection board at least once
(a total of 9215 people from the 8703 board to the 8905 board).
Each record in the database includes biographical information,
test scores, school information, and other information for each
applicant. (A database description is included in Appendix A.)

Any applicant who fails to be selected may reapply (in fact,
the person will automatically be reapplied the second time). As
a result, many of the applicants have multiple board records.
This analysis uses only the results from the last board each
person meets. The reason for this is that some of the
information is kept for each board (the GPA and highest degree
awarded), but most of the information is just updated for
subsequent boards. If the database 1s maintained properly and
the updates are indeed entered in the database (which is an
assumption that has to be made), then only the most current
information would be contained in the database. Therefore the

information would apply to the last board the individual met.

Variable Selection

The first step in identifying factors which might play a
role in the board score was to look at an actual record. (A

sample record can be found in the Appendix B.) The next step was
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to look at the ATC/Recruiting Services data base and determine
which elements of information that are contained in the
individual's record are also captured in the database. Twenty
seven variables could be extracted from the database.

There were also many items of information that are included
in the records, but either are not contained in the database or
cannot be captured in the database. Table 1 lists all items that
appear in the actual record that is seen by the board, but are

not included in the database (or this analysis).

TABLE 1

RECORD INFORMATION NOT INCLUDED IN THE DATABASE

NEW DATABASE VARIABLES

Number of times applied to commissioning program
Violations of civil or military law

Sexual preference

Schools attended

Positions in school organizations

Scholarships

Athletic participation

Hours worked weekly to defray school costs
Attendance at industrial/trade schools (duration)
Height and weight

All GPA's (not just the most current)

OTHER RECORD INFORMATION

Geographic region (home address)

Actual major

Employment record

Additional comments

School honors

Statement of objective and reasons for desiring an AF commission
Pilot questionnaire

Resume

Flight time worksheet

Transcripts
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The variables are divided into those variables that could
(should) be included in the database in some form, and those that
cannot be captured. An important point to note is that all of
the information listed in Table 1 is not taken into account in
this analysis.

Variables such as GPA, AFOQT scores, years of prior service,
etc., require no translation because the variables are already
expressed in a meaningful numeric form. Table 2 shows these

variables that were directly ccnverted to numeric variables.

TABLE 2

NUMERIC VARIABLES USED IN ANALYSIS

VARIABLE DESCRIPTION
AFLYHRS Number of flying hours
AFOQT_A Air Force Officer Qualifying Test - Academic
AFOQT_N " " " " " - Navigator
AFOQT_P " n " 1] " - P l 1 Ot
AFOQT_Q " " " " " - Quantitative
AFOQT_V " " " " " - Verbal
APRYRS Number of prior service years
EVAL1145 Recruiter evaluation
GPA GPA for highest level of education
GRADE Highest grade attained in prior service

(0, if non-prior service)
LORS_COL Number of letters of recommendation from a colonel
LORS_GEN Number of letters of recommendation from a general
LORS_TOT Number of other letters of recommendation
WAIVS Number of waivers (not including age waivers)

However, in other cases (marital status, whether or not the
person has a private pilot's license, whether or not the person
has taken calculus, etc.) some translation must be made. The
status of such yes/no variables can be represented by 0 or 1.
Note that it does matter which response is assigned the "1". 1In
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the case of the APR variable, those who were not prior enlisted
should not be punished for not getting all 9's on their lest
three Airman Performance Reports (APR's). Therefore the question
would be if those who were prior service and did not get all 9's
would be helped or more likely hurt in their board scores. The
DISENRL variable works the same way: only those who had been
disenrolled from a commissioning program would be tagged for
testing. The MARSTAT, MINOR, and SX variables have all been
designed to test whether or not being married, being a minority,
or being a female helps or hurts the persons board score. Since
the type of degree is given, it would seem appropriate to include
some aspect of its relevance to the individual's application
category. However, it would be very difficult to break down the
degree categories too much because even the application
categories are very broad (especially the technical and non-
technical career fields). Therefore the degrees were simply
categorized as technical or not. Then the test can be made for
whether or not having a technical degree helps/hurts the person's
board score in each of the categories. In all other indicator
variables, the test is whether or not each of the characteristics
captured in the variables helps or hurts the board score. Table
3 shows those variables that were more accurately represented by

indicator variables.
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TABLE 3

INDICATOR VARIABLES USED IN ANALYSIS

VARIABLE DESCRIPTION VALUE
AGEWAIV Did the person have any waivers? yes-1
no -0

APR Did the person have all 9's on their yes~-0
last three APR'S? no -0

BACH Did the person have at least a bachelor's yes-1
degree? no -0

BACHPLUS Did the person have more than a yes-1
bachelor's degree? no -0

CALC Did the person take calculus? yes-1
no -0

DISENRL Was the person ever disenrolled from a yes-1
commissioning program? no =0

MARSTAT Is the person married? yes-1
no -0

MINOR Is the person a minority? yes-1
no -0

NOBACH Did the person have something short of a yes-1
bachelor's degree? no -0

PRIOR Did the person have prior service time? yes-1
no -0

PRIVLIC Did the person have a private pilot's yes-1
license? no -0

SX Is the person a female? yes-1
no -0

T Did the person have a technical degree? yes-1
no -0

Missing Data

In several instances, the data base only included responses
if they were applicable. For example, the variable APR (all 9's
on the last three APR's) only contained an answer if the person
was prior service, otherwise the variable was left blank. Using
this logic, an assumption was made for a number of variables: 1if
the data was missing, then the person was assumed not to have the
characteristic in question. The justification for such an
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assumption is simple. If the person in question did have some
outstanding characteristic, the individual would be certain to
have it included in his/her record. By the same reasoning, if
there were some negative characteristic (like being eliminated
from a commissioning program), the Air Force would be sure to
include it. The only drawback of this assumption is that perfe
information is assumed.

Although this assumption may seem like a big one, it really
only assumes that the people involved in information gathering
are ensurin~ that all relevant information is collected and those
who deal with the database are keeping it up to date.
Additionally, there were so many variables where this assumption
had to be applied, that there would have been very few variables
(and records) to study if the assumption had not been made.
Table 4 lists variables, the possible values for the variables,

and the value assigned to missing data.

Regression Analysis

The Statistical Analysis System (SAS), which is a
statistical software package, has developed numerous procedures
which perform regression analysis. Several of these procedures
have been used to select significant variables (PROC STEPWISE),
run regression analysis (PROC REG), produce graphs (PROC PLOT),
and perform statistical analysis (PROC FREQ and PROC MEANS)

(10:401-774; 9:655-1005).
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TABLE 4

VARIABLES AND MISSING DATA

VARIABLE VARIABLE RANGES MISSING VALUES
AFLYHRS 0-4000 0
AFOQT_ A 0-100 -
AFOQT N 0-100 -
AFOQT_P 0-100 -
AFOQT_Q 0-100 -
AFOQT_V 0-100 -
AGEWAIV 0-2 0
APR Y/N Y
APRYRS 0-16 0
BACH Y/N -
BACHPLUS Y/N -
CALC Y/N -
DISENRL Y/N N
EVAL1145 0-5 0
GPA 0-4.0 -
GRADE 3-7 0
LORS_COL 0-5 0
LORS_GEN 0-6 0
LORS_TOT 0-9 0
MARSTAT Y/N -
MINOR Y/N N
NOBACH Y/N -
PRIOR Y/N -
PRIVLIC Y/N -
SX Y/N -
T Y/N -
WAIVS Y/N 0

Normal Error Model. Regression analysis employs the use of

the normal error model. Several assumptions must be made in
order to use this particular model: 1) the regression function
must be linear, 2) error terms have constant variance, 3) the
observations are independent, and 4) the error terms are normally
distributed (5:111). These assumptions may be tested using lack
of fit tests, residual plots, and Q-Q plots (ordered residual
versus residual ranking).
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The first analytical technique used was regression analysis.
The purpose was to determine which of the variables discussed in
the previous section were significant in predicting individuals'
board scores and how good those predictions were.

In general, linear regression estimates the desired
variable, Y, using a linear combination of all of the predictor
variables.

Yoredicted = Po + ByXy + BX, + ...

The linear combination must minimize the sum of squares of the

error: X (Y - Y

) 2
actual predicted/ °

R-Square. R-square, the coefficient of determination, is a
measure of what proportion of the total sum of squares is being
explained by the regression function:

2

R = _SSR SSR: Sum of squares regression

SSTO SSTO: Sum of squares total (5:422) .
Adjusted R-square (coefficient of multiple determination) is a
very similar measure, except it takes into account the number of

parameters being estimated by the model:

adj RE=1 - MSE MSE: Mean square error
SSTO/(n - 1) SSTO: Sum of Squares total
n: Number of observations
(5:423-424)

Although R-square and adjusted R-square values are a very
convenient way to measure the explanatory capability of the
model, they are not the only way to judge a model. Other factors
like goodness of fit and prediction error may be even more

important.
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Significance and lack of Fit Tests. Several tests can be

performed to test both the significance of individual variables
and the appropriateness of the linear model. The first is called
a student t test. This is a test of the significance of each of
the variables used in the model. The hypothesis is that the
coefficient of a variable is equal to zero (the variable is not
significant) unless the t-statistic is greater than a certain
threshold. The t-statistic is computed from the following
equation:

t = _b b, : estimated coefficient for X,
s(b,) s(b,): standard error of b, (5:278).

The partial F test is similar in that it tests the significance
of the individual coefficients. However, there is a notable
difference in the approach used. The t test assumes that all
other variables are included in the model and the "marginal
significance" of the variable in question is tested. This
process is repeated until all variables have been tested. The
partial F test is used in a step wise approach. The significance
of the first variable is tested. If that variable is significant
(SAS uses a .15 significance level), the variable is retained in
the model. Then the next variable is tested, and if it is
significant it is added to the other variables already in the
model. This process continues until all variables have been
tested. The end result is a model with only those variables that
add sufficient explanatory power to the model. The partial F-
statistic is calculated using the sum of squares error for a full
model (which includes the variable being tested) and a sum of
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squares error for a reduced model (which includes all variables

in the model up to that point, except for the variable being

tested):
F = —(—S—S—Ereduced - SSEfull) L (dfreduced - dffutl)—
Efull
SSE: Sum of squares error
df: Degrees of freedom
MSE: Mean square error (5:280).

The overall F test deals with the principle of lack of fit.
the test is whether or not the linear model (regression function)
does an adequate job of fitting the data. Three assumptions are
made for this test: the observations must be 1) independent, 2)
normally distributed, and 3) their distributions must have the
same variance (5:123). The hypothesis being tested here is that
all of the variable coefficients (B's) are equal to zero. If the
F-statistic is above a certain level, then this hypothesis may be

rejected (which means that the model does adequately fit the

data). The F-statistic is calculated according to the following
equation:
F = MSR MSR: Mean square regression
MSE MSE: Mean square error (5:131).

Model Development. In order to perform the analysis, the

records were first sorted by application category. The following
set of procedures was used for each of the five categories (there
were five separate models). The first step in the regression
analysis was to determine which of the 27 variables added
explanatory power to the regression model. The STEPWISE

procedure was used for this purpose. Any variable having a
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significance level of .15 or higher in the nartial F test was
included in the model. The next step was to run the regression
with those variables. Using the t-statistic, variables not
meeting the .15 significance level were removed, one at a time.
Next, several tests were run to ensure compliance with the
assumptions of a normal error model. The overall F-statistic was
noted at this time (if the F-statistics had shown that models
failed the lack of fit test, the assumption of a linear model
would have had to be reassessed). In addition, a Q-Q plot was
generated to ensure normal distributiocon of the error terms.
Plots of residuals were used to ensure the constant variance and
independence of the error terms. Finally, the regression results
were compared to the regression results from a study conducted by
the Military Personnel Center (MPC). That study used the data

from a single board to predict board scores for other boards.

Discriminant Analysis

The SAS procedure DISCRIM uses calibration data to develop a
quadratic discriminant function. This function can then be used
to classify test data. Since the applicant selection rate was
approximately 33%, the top 33% of the board scores will represent
group I. This will serve as a surrogate for selection. 1In each
of the categories a slightly different percentage of the
applicants will be classified in group I. This results from the
fact that the board score is a discrete variable.

One of the assumptions for discriminant analysis is that the
data must be multivariate normal. Therefore, the data used in
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this analysis consists only of variables with at least some range
of numerical values. For this reason, several indicator
variables could not be included even though they had statistical
significance in the regression models.

The SAS procedure STEPDISC performs the same function for
discriminant analysis that STEPWISE does for linear regression.
The significance level used for retaining variables was again
.15. The STEPDISC procedure was run for each of the five
categories, then DISCRIM was used to accomplish an in depth
discriminant analysis for each of the categories.

A test of the homogeneity of the within covariance matrices
was conducted using the null hypothesis that there was no
significant difference between the two matrices. If the test
statistic (a chi-square value) was high enough, then the
hypothesis would be rejected and the within covariance matrices
would be used instead of a pooled covariance matrix.

A board score of 25 was the cut-off for group I for the
pilot category. The navigator, technical, ana non-technical
used a score of 24, and non-rated operations used a score of 23.
These board scores were used because they created pools of people
that were approximately 33% of their respective categories.
Therefore, all of the group I's made up approximately 33% of the
total individuals in their respective categories. In order to
account for the varying percentage of applicants in group I in
each of the application categories, the proportional priors were

used. (Table 5 shows the cutoffs for the board scores in group I
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and relevant frequency information. Appendix C contains all
board score frequencies.)
TABLE 5

GROUP I STATISTICS

Category Board Score' Freguency2 Eercent3
Pilot 25 685 29.3
Navigator 24 379 31.1
Non-rated operations 23 530 32.7
Technical 24 193 33.9
Non-technical 24 684 27.0

! Lowest board score in group I

Number of records in group I
Percent of all records in group 1 in each category

To validate the discriminant function, records with a SSAN
ending in 9 were not included in the calibration data. These
records from all five application categories are then classified
according to their respective discriminant functions and the

results are compared with their "true classifications."
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IV. Results

Reqression Analysis

Variables. The variables used in the MPC model are very
similar to the ones used in this study. However, the programming
variable (indicates whether or not the person has taken any
computer courses) could not be used because the information did
not exist in the database. Additionally, the old model used BACH
and MAST for bachelor's and master's degrees. A preliminary test
indicated that having a PhD or masters was not as important as
distinguishing between having just a bachelor's degree or having
additional education beyond a bachelor's degree. The current
model includes the variables BACH (which does mean the same as
the MPC model) and BACHPLUS (which does not necessarily mean a
masters, but it does indic:ite that the person has more than just
a bachelor's degree).

Pilot. 1In the Pilot regression, there were some very
strong similarities in model variables between the MPC model and
the multi-board model run here. Both included GPA, AFOQT P, and
AFOQT_A. However, the new multi-board model also included SX
(being female) and PRIVLIC (having a private pilot's license) as
main positive factors. It is interesting that having a
bachelor's degree was a negative factor in the MPC model, while
having more than a bachelors was a definite positive in the new
model. One variable in the new model did not have the expected

sign. APRYRS is the number of prior enlisted years served.
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Since pilots are very expensive to train, and the goal is to keep
them around as long as possible, once the money has been spent to
train them, they should be kept as long as possible. After some

coiisideration, it seems likely that those individuals who already
have some time in would already have made the commitment to stay

for twenty years before entering pilot training. Those who enter
pilot training without any prior time, might choose to get out

after their initial commitment.

TABLE 6

COMPARISON OF VARIABLES: PILOT

1

MPC Multi-Board
Variable Coefficient Variable Coefficient
Intercept 0.1162 Intercept 7.8696
GPA 4.5046 GPA 2.4587
AFOQTP 0.0715 SX 1.4193
AFOQTA 0.0358 BACHPLUS 1.0190
BACH -1.2883 PRIVLIC 0.9284
CALC 0.6573
T 0.4846
EVAL1145 0.1739
APRYRS 0.0955
AFOQT P 0.0481
AFOQT A 0.0278
'(Padgett:2) AFLYHRS 0.0011

Navigator. The navigator category showed fewer
similarities between the MPC and multi-board models. 1In this
case only GPA and AFOQT_A were in both regressions. The multi-
board regression also included some variables that might not have
been available for the MPC study. Both having a private pilot's
license (PRIVLIC) and the number of letters of recommendation
from generals (LORS_GEN) had large coefficients. Being a

30




minority and having calculus also had fairly large coefficients.

Again, the number of years of prior service seemed to be an

asset.
TABLE 7
COMPARISON OF VARIABLES: NAVIGATOR
mpc' Multi-Board
Variable Coefficient Variable Coefficient
Intercept 6.5801 Intercept 5.7543
GPA 2.0376 GPA 2.7479
PGMMING 1.7053 PRIVLIC 2.1306
AFOQTA 0.0564 LORS_GEN 2.0356
AFOQTN 0.0547 MINOR 0.7676
BACH -0.3533 T 0.4613
EVAL1145 0.2521
APRYRS 0.°436
AFOQT_A 0.0447
AFOQT_P 0.0374
'(Padgett:3) WAIVS -0.4957

Non-rated Operations. The non-rated operations

category showed no similarities between the two models except for
the GPA variable. The variables with the largest impact in the
multi~board model were GPA, SX (being a female), T (having a
technical degree), and LORS_GEN. The two variables with negative
coefficients make sense. If someone who was prior service and
did not get all 9's on their last three APR's, then they would
not do as well. The more waivers a person had, the more it hurt

them.
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TABLE 8

COMPARISON OF VARIABLES: NON-RATED OPERATIONS

1

MPC Multi-Board
Variable Coefficient Variable Coefficient
Intercept 9.9249 Intercept 7.5996
GPA 2.5217 GPA 2.4682
MAST 0.8056 SX 1.3317
CALC 0.6304 T 1.1024
AFOQTQ 0.0233 LORS_GEN 1.0564
AFOQTV 0.0203 LORS_COL 0.6648
BACH -0.2414 MARSTAT 0.5065
MINOR 0.4964
EVAL1145 0.1593
AFOQT_A 0.0665
AFLYHRS 0.0085
WAIVS -0.5314
'(Padgett:6) APR -0.8067

Technical. Some interesting results came out of the
regression for the technical category. Although a factor like
GPA was a big player (as would be expected), having a technical
degree (T) did not appear to be significant at all. This led to
the hypothesis that GPA was the overriding factor. If those
individuals who had technical degrees also had lower GPA's, then
having the technical degree might be outweighed by the lower GPA.
However, an analysis of the technical and non-technical GPA's
showed that there is no significant difference (all were within

one standard deviation of each other).
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TABLE 9

GPA COMPARISON FOR TECHNICAL AND NONTECHNICAL MAJORS

N Mean sStd Dev Minimum Maximum
PILOT
Non-tech 1639 2.914 0.4222 1.6700 4,000
Tech 699 2.913 0.4439 1.9300 3.990
NAVIGATOR
Non-tech 928 2.919 0.4252 1.7000 4.000
Tech 291 2.835 0.3993 1.9500 3.950

NON-RATED OPERATIONS

Non-tech 1404 3.008 0.4265 1.8400 4.000
Tech 215 2.788 0.4217 2.0600 3.900
TECHNICAL

Non-tech 403 3.057 0.4403 1.9200 4.000
Tech 166 2.987 0.4261 2.1200 4.000

NON-TECHNICAL

Non-tech 2240 3.095 0.4510 1.5500 4.000
Tech 289 2.949 0.4562 1.7700 3.950

Having a background in calculus did help some, but the
largest coefficient was on having a private pilot's license.
However, the weight of the GPA variable was still higher because
PRIVLIC is an indicator variable, so it could only add 4.4183
points while GPA could add as many as 10.29 points. In addition,
for every letter of recommendation from a general, the person
added 2.6328 to their score, so this variable was also an
important player.

Only the GPA variable was common between the MPC and multi-
board models, but the real surprise was on the variables
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associated with highest degree level. In the MPC model, having a
master's degree was a strong positive factor. In contrast, the
multi-board model showed that not having even a bachelor's degree
was significant. (The people who fell into this category were
those who were nearly finished with their bachelor's degree, so
they would meet the requirement of having the degree before
beginning 0TS.) Both number of years of prior service (APRYRS)
and the number of flying hours (AFLYHRS) seemed to have a
negative effect, but this time the number of waivers (WAIVS) had
a positive influence (it may be that those with good credentials

but who also have waivers end up competing in this category).

TABLE 10

COMPARISON OF VARIABLES: TECHNICAL

1

MPC Multi-Board
Variable Coefficient Variable Coefficient
Intercept 4.8560 Intercept 7.5996
GPA 3.8188 PRIVLIC 4,4183
PGMMING 2.8330 LORS_GEN 2.6328
MAST 2.1511 GPA 2.5733
AFOQTOQ 0.0651 WAIVS 1.1457
NOBACH 1.0618
CALC 0.8735
AFOQT A 0.0864
AFLYHRS -0.0251
V(Padgett:4) APRYRS -0.1649

Non-technical. The non-technical category is the only

one in which every variable found to be significant in the MPC
regression, was also significant in the multi-board regression.
GPA (again a big player), AFOQT V, and AFOQT_Q were all in both
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models. The negative coefficients showed that both the number of
regular waivers (WAIVS) and having an age waiver (AGEWAIV) hurt
an individual. The surprising coefficient here was the AFOQT A
score, which actually hurt a person. However, the coefficient is
not huge (although it still could have an impact of up to -5.39
points) and it is barely significant at the .15 level. This
seems to be a category where other factors (more political) come
into play. Females, minorities, and those with letters of
recommendation from colonels and generals all have a leg up on

the competition.

TABLE 11

COMPARISON OF VARIABLES: NON-TECHNICAL

1

MPC Multi-Board
Variable Coefficient Variable Coefficient
Intercept 8.3981 Intercept 6.0143
GPA 2.5863 GPA 2.4792
AFOQTQ 0.1857 BACHPLUS 1.0758
AFOQTV 0.0418 LORS_GEN 0.9158
SX 0.6749
MINOR 0.4489
CALC 0.4345
LORS_COL 0.3589
EVAL1145 0.1126
AFOQT V 0.0760
AFOQT Q 0.0635
AFOQT P 0.0130
AFOQT A -0.0539
AGEWAIV -0.4588
'(Padgett:5) WAIVS -0.6194

Aptness Assessment. The first requirement of the normal

error model is that the function must be linear. Since this

model is multi-dimensional, it is impossible to graph the
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function. Therefore, a graph of the actual versus predicted
values was used to give an indication of how well the model fit
the data. If the graph showed a linear trend of some sort, then
the model must have a reasonable fit. The graphs for the pilot
and nontechnical categories were especially good. (The pilot
graph is included a Figure 3. See Appendix D for the remaining
graphs.)

The model can be shown to satisfy the second and third
assumptions of the normal error model. Residual graphs verified
that the variance of the error terms was constant. The residual
plots for the pilot, navigator, non-rated operations, and non-
technical categories took on a circular shape. (See Figure 4 for
the pilot graph, and Appendix E for the remaining graphs.)
Although a circular shape indicates that the variance is not
constant (it increases and then decreases again), it actually
demonstrates an interesting fact. The model did a good job of
predicting board scores that are either very high or very low
(hence the low residuals at the ends). However, the model did
not do as good a job of predicting mid-level board scores, so the
residuals and the variance of the residuals were greater. In the
technical category, there appeared to be a noticeable decrease in
the variance of the residuals. Therefore this model might be
improved if a logarithmic transformation of the dependent
variable, board score, were used in the regression analysis (see

Appendix F for the results of this logarithmic transformation).

36




Actual

30.0
29.°2
29.0
28.5
28.0
27.5
27.0
26.5
26.0
25.5
25.0
24.5
24.0
23.5
23.0
22.5
22.0
21.5
21.0
20.5
20.0
19.5
19.0
18.5
18.0
17.5
17.0
16.5
16.0
15.5
15.0
14.5
14.0

Plot of BDTOT*PREDBD. Lagend: A = 1 obs, B = 2 obs, etc.

R

e T T T S e S A A ki T 2 Tk T S I S S S SR S s

Figure 3.

A A AA A A

A A A B AB AAA A

A AA AA BAD AB AB AB AA

A A A BAB ACBADBBBD BAA CAC A

A B BAAABEADAB ABAA A

AA AAACB BBBDBBDADAACBBAA A

A A A AAABBB AAA ABAAA

A A AAA BAAAAAA B AA A

A A A A AAAAC CA A AA A

A AB ACA AB B B A A

BA B A AA C

A AAA A A A A

A AA AA A A
A

A A A

Predicted

Predicted vs Actual Board Score (Pilot)

37




o Cc QoW

10

=10

=15

Plot of YRESID*YHAT. Legend: A = 1 obs, B = 2 obs, etc.

+

|

I

I

I

|

I

I

+

|

I A

| A A A

' BA B A

| A A BBA

! A B A AAC ABC A DFG

+ A BBC BAB ADA EAB AAB AC DFB

! AA AA BD EAB DKF BDE CBC A DF

' A CA BAFBCBFAELG IGGBDFE CBC B A BCC

| A AAABACABCDCBEJEBKPDBDREBBDFBH A BA

' A A AABADEABMKEDKSAMLVBHQPDBF D A A AA A
I A AB AABBADFDAFPK FNQDITUDMVUDGMH BEBAA A

! A AC BCC GGGAHFOAOQIL TLPAPHO JNB AEA AB
O4==————— AA--AAA--G--FCE-HJI-IMK-QPV-MNG-QLL-ABE-AD-~-=—=—-—
' A DDA DFE OFJCKHIBSTLCNGHAMMC DBB D B

| A B A ABFDD IICDIJFCUHICKIDDFJCCCDA AA BA A
} BC DA HHDCMIAESPFFIFA DL DDEBAAA AA A A

A  ABABCACDGCBIFEHJNFDILCCGC BCABC A

l A AABAEAA AEHCGHIFHGHCDGCADGB A B

! C AA GC EKC FGI EFD BCB B A

+ AAABABCC KED FFB FBB C

' A AAAB AACBAAB DD BAA B

| A AA ABAAAA c A A

| A A

! A A

, A A

, A

+ A A

! A
|

I

|

I

I

|

+

I

——f e —————— e ettt Fm— e Fom—————— Fmmm—————- t—m——-
15.0 17.5 20.0 22.5 25.0 27.5

Predicted Value of BDTOT
Figurc 4. Residual Plot (Pilot)

38




Finally, the normality of the error terms must be
substantiated. When ordered residuals are plotted against
residual rankings, thev should form a straight line if the error
terms are normal. In all five categories, the Q-Q plots were, in
fact, very close to straight lines. (The pilot Q-Q plot is shown

in Figure 5. See Appendix G for the remaining plots.)
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Plot of RESRANK*YRESID. Legend: A = 1 obs, B = 2 obs, etc.
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R-square. Although the R-square values are not especially
high for any of the multi-board regressions, they do indicate
that the models have some explanatory power; and there are other
ways of measuring the success of this type of model (i.e.
prediction results). A comparison of the MPC model R-square
values and the multi-board r-square values showed major
improvements in three areas: non-rated operations, technical,
and non-technical, no change in the navigator category, and a
fairly large decrease in the pilot category. The adjusted R-
square values indicate that the number of variables being used in
the models is not excessive--all of the adjusted values are just

a little lower than the regular R-square values.

TABLE 12

COMPARISON OF R-SQUARE VALUES

MPC' Multi-Board

R® R’ Adj R°
Pilot .47 .320 .316
Navigator .36 .361 .355
Non-rated Operations .15 .266 .260
Technical .14 .239 .226
Non-technical .14 .316 .313

'(Padgett:2-6)

Significance and Lack of Fit Tests. The use of the partial
F test to determine which variables should be included in the
model (based on each variable's marginal significance), was
described in the previous chapter. Once the pool of variables

had been narrowed down by the STEPWISE procedure, two other tests
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were used to test the significance of the individual variables
and the overall fit of the model.

The t test was used to ensure that all of the variables
included in the model added significance to the model at the .15
significance level. (Any variables not meeting this requirement
were dropped one at a time). Then each of the five models was
tested for lack of fit using the overall F test. All five models
were shown to exhibit no sign of lack of fit. (Refer to Appendix
G for the t-statistics, F-statistic, and p-values for alli five
models.)

Validation. The final, and perhaps the most important test
of the multi-board regression model was how well the model
actually predicted board scores. The validation group was all
individuals whose SSAN ended in nine (they were not included in
the regression model). The predicted board scores were
calculated for each of the five categories. The predicticn error
for the multi-board model are all higher, except in the non-
technical category. This result was not unexpected because the
MPC model used one board to predict the very next board. The
likelihood of any large changes in selection philosophy is much
smaller than in the multi-board case. (Table 13 shows the
comr yrison of the prediction errors for the MPC and Multi-board
mod: ~s. Other statistics for the prediction error for the Multi-

board model can be found in Appendix H.)
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TABLE 13

PREDICTION ERROR COMPARISON

MPC Multi-board

Mean Mean Std Dev
Pilot 2.021 2.173 1.632
Navigator 1.576 2.334 1.734
Non-rated Operations 2.116 2.797 1.911
Technical 1.814 3.436 2.711
Non-technical 3.156 2.848 1.958
Overall 2.375% 2.598

Discriminant Analysis

The test for homogeneity of the within covariances showed
overwhelmingly that the within covariance matrices for all five
categories were not the same. If the pooled covariance matrix
had been used, the discriminant function coefficients would be
included in the output. However, these coefficients were not
given since the within covariance matrices were used.

The discriminant function was calculated using all records
with SSAN's ending in the digits 0-8. These records were then
classified into groups based on this discriminant function. Then
the validation was done using the remaining records (SSAN's
ending in 9). These were also classified into groups. Results
from both of these classifications were given in terms of percent
of correct classifications and misclassifications.

In all five categories, the percent of group II records
(approximately the bottom 67%) that were correctly identified as

group II, was quite high. However, the discriminant function did
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a poor job of classifying group I records as group I. This
seemed to indicate that it was much easier to identify those
records that should receive lower board scores rather than those
that should receive high scores. (Table 14 shows the
classification results for the main se. and the test set of
records in the pilot category. Appendix I contains the remaining

results.)

TABLE 14

CLASSIFICATION RESULTS: PILOT

Main Group

TO

Group 1 Percent Group 2 Percent Total
FROM
Group 1 224 32.70 461 67.30 685
Group 2 115 6.96 1538 93.04 1653
Total 339 14.50 1999 85.50 2338
Priors 29.30 70.70
Error 67.30 6.96

Validation Group

TO

Group 1 Percent Group 2 Percent Total
FROM
Group 1 29 31.52 63 68.48 92
Group 2 16 8.60 170 91.40 186
Total 45 16.19 233 83.81 278
Priors 29.30 70.70
Error 68.48 8.60
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V. Conclusion

This chapter addresses the effectiveness of the
methodologies used in this analysis, some points for management
consideration, and possible areas for further research.

The regression analysis showed that there are some factors
which are very important in the selection board process. GPA
seems to be the most universally accepted measure of merit.
Other variables representing analytical abilities and flying-
related activities or abilities also seemed to add explanatory
power. The overall power of the regression is somewhat limited.
Based on the results of this study, the board scores can be
predicted with about 95% certainty to *# 6 points. This means
that the capability gained from this study is the ability to
classify an individual record in the top, middle, or bottom.
Therefore, the records could still be appropriately mixed and
sent to the boards to be scored, but double-checking the board
score with the predicted score should only be considered for
ensuring the board score is in the "ball park'" (within one
standard deviation of the predicted score may be too tight a
restriction).

There may be several factors behind the failure of the
discriminant approach to accurately classify applicants in the
top 33% or bottom 67%. The first, and most obvious, is that the

criteria used to split the individuals into two groups was

somewhat arbitrary. The top 33% (and bottom 67%) number was used
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because historically, 33% of the applicants are selected.
However, this is only a surrogate for selection. If the actual
selection/non-selection results were used, discriminant analysis
might have proven effective.

The other problem with this approach to discriminant
analysis is that many of the factors were not captured in the
data, and therefore could not be used in this portion of the
analysis--this also includes indicator variables and those

factors which are considered in the final selection process.

Recommendations for Management

Two areas of concern may require management consideration.
The first deals with the database. If the records are to be kept
for just this type of research, then the accuracy and
completeness of the data are of paramount importance. Far too
many assumptions had to be made concerning missing data. 1In
addition, the reapplication procedures require constant updating
of the individuals' paper records as well as the database. This
is definitely a potential problem area if the two do not match.
Finally, some consideration should be given to the addition of
other information to the data base (see Table 1).

The second area concerns the final selection process.
Frequency plots of the board scores show an interesting result.
If the selection rate is roughly 33% of the applicants, then the
cut-off would be at a board score of 23. (Figure 6 shows the
distribution of the scores and the cut-off. Appendix J shows the
cumulative distribution of scores.) The fact that the line is
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drawn right in the middle of the highest frequency of scores is a
definite cause for concern. Any shifting of the cut-off line has
the potential to impact hundreds of applicants (it is not a
situation where a couple of individuals are right above or below
the line). Ideally, such a line would be drawn so that it
includes the top or bottom tail of such a distribution of scores.
The large middle section of scores (from roughly 18-26)
represents a large gray area. Traditionally, it is much easier
to classify those individuals who should receive veiy high and
very low scores. The most difficult is distinguishing among the
more "average" scores. This is why a line drawn right in the
middle of these "average" scores should cause concern.

The use of the MPC regression model to double-check scores
may be hindering any efforts by the board to distinguish between
average and outstanding records. The MPC regression model most
likely produces an average board score that is higher than it
should be, and any time the board assigns a score that deviates
from the predicted score, they are forced to go back and rescore
the record. Any time this rescoring occurs, the final resulting
score is going to be very close to the predicted score. If any
predictive model is used to check the board scores, it should
force a mean somewhere in the 15-18 point range (not the 20-24

range) .

Recommendations for Further Study

Three areas stand out as potential topics for further
research. The first is further regression analysis.
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Plot of FREQ*BDSCORE. Legend: A = 1 obs, B = 2 obs, etc.

800

600

400

200

|
|
[
+
|
|
l
' A
} A
l A
+
i A
p&
|
} A
A
|
|
+
|
A
|
A
I
l
I
!
+ A
i
|
| A
|
|
I A
+
! A
l A
I A
} AA
I AA
| AA A
+ AAAAAAAAA
|
———fm e m——e—— e e fm———— ———tm e +—=
5 10 15 20 25 30
BDSCORE

Figure 6. Board Score Frequency Plot

48




However, instead of using the information from one board or many
boards, the emphasis would be on determining how many boards
should be used to do the best job of predicting the scores of the
next board. To be useful to Recruiting Services (RS), this would
require running a new regression for every board using the number
of previous boards indicated by the analysis. This approach
would appear to do the best job of accomplishing Recruiting
Service's objective of accurately predicting the board scores
prior to each board.

The second area deals with using discriminant analysis (and
possibly logistic regression) to attempt to classify individuals
in select/non-select categories. This would indicate exactly
what factors are being used in the final selection process.

Finally, on a more general note, determining what factors
are currently being used for board scores and selections can be
used to verify current selection strategies or to point out
potential problems. However, the real problem seems to be one of
determining which factors actually predict how well an individual
will perform (either in OTS or in the Air Force, itself) once
he/she is selected. The emphasis for such a study would be
placed on determining what factor(s) best describe how
successfully the individual has performed and then finding the

factors that most accurately predict this performance.
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Appendix A:

Alphabetic List of Variables and Attributes

Variable

83

84

85

86

87

88

89

12

11

10

14

13

15

90

91

ACOMMDT
ADISP
ADOB

ADOE

AELIMDSP
AELIMRSN

AFLYHRS

AFOQT_A

AFOQT FM

AFOQT N

AFOQT_P

AFOQT_Q

AFOQT_V

AFSC

AFSC1

AGPAl

AGPA2

Num

Char

Char

Num

Num

Char

Num

Num

Num

Num

Char

Char

Num

Num

(]

324

332

340

341

344

31

17

28

25

37

34

18

40

352

360

50

Date - OTS Commission
Disposition Code
Date of Birth

Date - Enlistment -
Actual

OTS Eliminee Disposition
OTS Elimination Reason

Special Qualifications -
Flying Hours

AFOQT Percentile Score -
Academic

AFOQT Test Form 1ID

AFOQT Percentile Score -
Navigator

AFOQT Percentile Score -
Pilot

AFOQT Percentile Score -
Quantitative

AFOQT Percentile Score -
Verbal

DAFSC (Active Duty
Only)

AFSC (1st choice or
select)

Academic Educ Lvl GPA -
Highest

Academic Educ Lvl GPA -
2nd Highest




# Variable Type Len Pos Label

27 ALLOLST3 Char 1l 68 Overall 9s Last 3
Ratings

92 APIDBRD Char 1 368 Program Identity -
Applied/Selected Brd

93 APIDSRC Char 1 369 Program Identity -
Source Board

94 APPL Char 1 370 Private Pilots Liscence

22 APPSTAT2 Char 1 59 Secondary Applicant
Status

28 APP_STAT Char 1 69 Applicant Status (A=AD,
N=NPS)

95 APROGHEL Char 1 371 Program Applying For -
Hzlicopter Pilot

96 APROGMSL Char 1 372 Program Applying For -
Missile Officer

97 APROGNAV Char 1 373 Program Applying For -
Navigator

98 APROGOTH Char 1 374 Program Applying For -
Other

99 APROGPIL Char 1 375 Program Applying For -
Pilot

100 APROGWPN Char 1 376 Program Applying For -
Weapons Officer

101 APRYRS Num 8 377 Prior Service - TAFMS
Length (Years)

102 ARISTAT Char 2 385 Record ID - Status of
Applicant

103 ARITYPE Char 1 387 Record ID - Program
Applying For

16 AVAIL DT Char 4 43 Available Date (YYMM)

35 CALCULUS Char 1 82 Special Qualification -
Calculus
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# Variable Type Len Pos Label
37 CURRBRD Num 8 86 Current Board Number
(RSO)
9 DEG_TYPE Char 4 21 Degree Type
32 DISENROL Char 1 77 Disepro}lmgnt from a
Commlssionling Prog
6 DOBBYYMM Char 4 13 Date of Birth (YYMM)
18 ETHNIC Char 1 48 Ethnic Code
24 EVAL1145 Num 3 63 1145 Evaluation (1-5)
1 FIREWALL Char 1 0 Firewall 9s for Non-Tech
Only (Y/N)
36 GRADE Num 3 83 Military Grade
23 GRADYEAR Num 3 60 Year of Graduation
33 LORS_COL Num 3 78 Number of LORs from
Colonels
30 LOK>_GEM Num 3 71 Number of LORs from
Generals
31 LORS_TOT Num 3 74 Numbers of Other LORs
39 M1BDNUM Num 8 102
41 M1BDSTAT Char 1 118 Board Status
40 M1BDTOT Num 8 110 Total Board Score
47 M1DEGLEV Char 1 145 Degree Level
49 M1GPA Num 8 147 Grade Point Average
43 M1MATRIX Num 8 120 Matrix Score for
Pilot/Nav
46 M1PANEL Num 8 137 Panel Number
42 M1PROG Char 1 119 Program Applying To
44 M1SELECT Char 1 128 Select Status
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Variable

48

50

52

51

58

60

54

57

53

55

56

59

61

63

62

69

71

65

68

64

66

M1TILT

M1TRACKR

M2BDNUM

M2BDSTAT

M2BDTOT

M2DEGLEV

M2GPA

M2MATRIX

M2PANEL

M2PROG

M2SELECT

M2TILT

M2TRACKR

M3 BDNUM

M3BDSTAT

M3BDTOT

M3DEGLEV

M3GPA

M3MATRIX

M3PANEL

M3PROG

M3SELECT

Char
Num
Char
Num
Chai
Num

Num

Num
Char
Char

Num

Char
Num
Char
Num
Char
Num

Num

Num
Char

Char

53

146

155

171

163

198

200

173

190

172

181

182

199

208

224

216

251

253

226

243

225

234

Tilt Score for Nav, Tec,
Non-Tech

Tracking Code

Board Status

Total Board Score
Degree Level

Grade Point Average

Matrix Score for
Pilot/Nav

Panel Number
Program Applying To
Select Status

Tilt Score for Nav,
Non-Tech

Tec,

Tracking Code

Board Status

Total Board Score
Degree Level

Grade Point Average

Matrix Score for
Pilot/Nav

Panel Number
Program Applying To

Select Status




Variable

70

72

74

73

80

82

76

79

77

78

81

19

105

104

20

21

29

34

M3TILT

M3TRACKR
M4 BDNUM
M4BDSTAT
M4BDTOT
M4DEGLEV
M4GPA

M4MATRIX

M4PANEL
M4 PROG
M4SELECT

M4TILT

M4ATRACKR
MARITAL

ON156

ONAPPS

OTSROTC

PHYS_DT
PROMIS
RACE
REVFLAG

RSOPPL

Char

Num

Char

Num

Char

Num

Num

Num

Char

Char

Num

Char

Char

Num

Num

Char

Num

Char

Char

Char

Char

54

252

261

277

269

304

306

279

296

278

287

288

305

49

391

388

50

58

11

70

81

Tilt Score for Nav, Tec,
Non-Tech

Tracking Code

Board Status

Total Board Score
Degree Level

Grade Point Average

Matrix Score for
Pilot/Nav

Panel Number
Program Applying To
Select Status

Tilt Score for Nav, Tec,
Non-Tech

Tracking Code
Marital Status

Matched ATC 156 to RSO
(1=Yes)

Matched to OTS Apps to
RSO (1=Yes)

Non-select OTS or AFROTC
(Y/N)

Date of Physical
PROMIS Flag

Race (C,N,0O,X)

Review Criterion Flag

Private Pilots License




# Variable Type Len Pos Label

5 SEX Char 1 12 Sex (M/F)

17 SPONSOR Char i 47 Military Sponsor

3 SSAN Char 9 2 Social Security Number

38 TOTBDMET Num 8 94 Total Number of Boards
Met (RSO)

25 WAIVERL Char 1 66 Age Waiver

26 WAIVER2 Char 1 67 Other Waiver
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Appendix B: Sample Record

(Begins on next page)
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] -t o )
APPLICATION FOR TRAINING LEADING TO A COMMISSION OMB APPROVAL NO. 0701-0001
IN THE UNITED STATES AIR FORCE Experes: 31 May 1991

AUTHORITY 10U SC 2107 Financial Assistance Program for Specially Selectec Members 10U S C 9411, Establishment and Purpase of Schoots and
Camps impiemented by AFR 53 20 Arrman Commussioring Programs and AFR 53 27 Officer Training School USAF (OTS)

PRINCIPAL PURPOSE To document ewigdence of application for consideration 10 enter an officer 1121mng program with subsequent commissioning
and voluntary contractual agreement Lo serve the penod specified

ROUTINE USE None

DISCLOSURE 1S VOLUNTARY Failure to furnush the information may result in denial of consideration for traiming leading to @ commission

Pubnc reporting burden for this (uiiection 13 estmated 10 average 20 minutes per response. Intluding the time for reviewing instructions. searching
data souces. gathering and maintaining the data needed and completing and reviewing tne collection of information Send comments regarding
this burden estimate Of any other aspect of this collection ot intormation, ncluding suggestians 1or reduting this burgen, 1o Washington
Headquarters Services Directorate for information Operations and Reports. 1215 Jefferson Davis Highway. Suite 1204, Arlington VA 22202-4302; and
to the Otfice of Information and Regulatory Atfairs. Office of Management and Budget. Washington DC 20503

INSTRUCTIONS

(A} Use typewnter or print clearly in ink. Add the zip code (E) Enter "None"” or "Not Applicable® in any item that does
10 all agaresses. not apply or to which you have no response.

(B) When allotted space is insutficient, continue on page 4 (F} include a transcript or certificate of completion for each
of this form. Provide a complete explanation for each item. earned degree reflected in item 10.

(identify each item with the item number )
NOTE: Your home of record 15 the actual place designated as

(C) Enter all dates using day, month, and year sequence your home when you are commissioned, reinstated, appointed,
(1e., 15 Jan 88). reappointed, eniisted, inducted, or ordered to active duty. This

: address 15 used to determine trave!l entitiements when you
(D) Be certain that you understand and agree to the terminate from active duty.

cerufication in item 19 prior to signing this appl ~ation.

£ (tast First Midale tnitial) (Maiden if applicable) 2 ACTIVE DUTY MILITARY APPLICANTS ONLY

GRADE TAFMSD SERVING O/S YES NO
(Active uty M use urut) (Phone number) ACC. BY DEPN YES NO
DATE DEPARTED CONUS DATE : L..ubLE TO RETURN
aLl8S,1iX. /.4l

HOME ADDRESS ( Home of recora) SERVICING CBPO {include PAS code)

aiias,lX.

S. LEGAL STATE OF RESIDENCE (AEC® appiicants only) CBPO PHONE NUMBERS (inc/iude area code)
COMM AUTOVON"
6 PERSONAL DATA
85 DATE Of BIRTH DATE AVAILABLE FOR TRAINING DEPENDENTS (Other than spouse, no. gependent compiete!
9 Aug @ 900301 on you! 1
UsS CITIZEN IA EVEQ NO " yes (he n aCDrOpriale iemy D{ NATIVE BORN [ DERIVATIVE I INAYURALIIED )
MARITAL STATUS | X[ SINGLE | | MARRIED TO MILITARY MEMBER | | MARRIED TO CIVILAN | | SEPARATED | | DIVORCED | | WIDOWED
7. APPLICANT FOR (Check and nitial program and category for which applying)
PROGRAM
X | OFFICER TRAINING SCHOOL I0TS) /2 AFROTC AIRMAN SCHOLARSHIP AND COMMISSIONING PROGRAM (AFROTC-ASCP)
AIRMAN EQUCATION AND COMMISSIONING PROGRAM (AECP) QTHER (Specify)
LINE CATEGORIES (Indicate 151 2nd. and 3rd chorces)
1Teor g2y I [navigator [ Twissieer | _[surpont operations | | HELICOPTER #ILOT (OTS onty)
AR WEAPONS CONTROLLER (volunteer for fiyingduty ___vES XG4 | | OTHER SUPPORT PREFERENCE (See item 8)
NONLINE CATEGORIES
| premeDICAL | [nusse
8. SUPPORT (ingicate three) (Use utifizanon fieid tities. not codes) For AECP and AFROTC-ASCP Use gesirea degree Lities, for exampie, Electrical Engineenng)
) (2) (3)
9 AFOQT SCORES (Only AFTCOs o1 Unit Commanders are authorized L0 enter scores) s P
AFOQY FQRM -, 4 1) B - T [ NAVTECH . - | AA, e sue VERBACT™ « ~ UANTITATIVE
""o;‘?l.‘w* - "3 96 - 8o ' ‘Ei ‘6‘33.: Z’fngq AR
10 7 IDUCATION i T
DEGREE(S) EARNED AND YEARLS) 11 BS-1988 (2)
MAIOR SUBIECT(S; (1) Biology )
ADVANCED DEGREE(S) EARNED AND YEARIS) 1y (2) T
MAJOR SUBJECT(S) () (2
HOURS GRADUATE WORK (NO advanteg degree earned!
Af Form "6, SEP 88 PRIV EDIION 15 OBSOLETE PAGE T OF 4 PAGES
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", AERONAUTICAL TRAINING : : NI
[ PRIVATE PILOT LICENSE x |9#% NO | LIST GTHER ADVANCED AERONAUTICAL RATINGS YOU HOLD
COMMERCIAL PILOT LICENSE X NO

HAVE YQU EVER PREVIQUSLY MADE APPLICAYION FOR OR BEEN ENROLLED IN A PROGRAM LEADING TO & COMMISSION IN ANY COMPONENT OF

f2. A,
A THE UNIFQRMED SERVICES (Inctude service academ.es ROT( programs. Officer (andigale Traiming, OCS, Platoon Lesders (ourse, Officer Training

Schooi (O15), etc )

l l YES X]ﬁ//m “YES™ comprete irems 8 and ( below!

NAME OR NATURE OF DATES RESULTS COMPLETED

PLACE
PROGRAM APPLIED | ENROLLED SELECTED NONSELECTED | DISENROLLED DATES | YES | NO

C. DID YOU INCUR AN ACTIVEDUTY SERVICE COMMITMENT?

YES m (I “YES™ enter ihe date the commitment was $alisfied)
13. WERE YOU EVER ELIMINATED FROM A COURSE OF INSTRUCTION IN A MILITARY FLYING SCHOOL LEADING TO AN AERONAUTICAL RATING?
(Include AFROTC USAFA, and OTS light plane training, AVROC, Navy AOCS, elc.)
[_] YES m M “YEST complete the 1nformatian beiow)
TYPE OF TRAINING REASON FOR ELIMINATION NAME OF SCHOOL CLASS DATE
14. HAVE YOU EVERPREVIOUSLY MADE APPLICATION FOR ORBEEN ENLISTED IN ANY COMPONENT OF THE UNIFORMED SERVICES?
l l ves [ X (If *VES® complete siatement below 1n (hronological order)
DATES HIGHEST SsN COMPONENT PRIMARY ACTIVE OR DUTY OA COURSE TITLE .
FROM 10 GRaDE AFSC INACTIVE DUTY
15. HAVE YOU EVER BEEN INVOLVED, ARRESTED, INDICTED OR CONVICTED FOR ANY VIOLATION OF CIVIL OR MILITARY LAW, INCLUDING

NON) UDICIAL PUNISHMENT PURSUANT TO ARTICLE 1S OF THE UCMJ OR MINOR TRAFFIC VIOLATIONS?

@@ NO {11 “YEST esnlarn beiow (131 all otfenies charged a/gamu you regaruless of findi disposition, including SuUCh situdtions
where the invoivement has not been recorded 10Caily or the record has dbeen ortered seaied or expunged by the court)

OFFENSE DATE PLACE AGE DISPOSITION OF CHARGE COURT
Failure to
Signal Aug 87 Bajird,Tx. 23 | Dismissed. Traffic
Ran Stop Sign MayﬁBj Lubbock,Tx. 23 Paid $30.00 Fine Traffic
16 SEXUAL DATA

A, HAVE YOU EVER BEEN OR ARE YOU CUARENTLY HOMOSEXUAL OR BISEXUALY (HomOsesual 1s delined a5  Sesual gesire or Dehavior directed 3t
person(s) of one’'s own ser, biserudl 15 0efined as A person sexuslly responsive 1o both seres )
A}

Oves X

8. HAVE YOU EVER ENGAGED JN, OR DO YOU DESIRE TO OR INTEND TO ENGAGE IN A HOMOSEXUAL ACT OR ACTS?

] ves

EMPLOYMENT RECORD (Beg:n with your present position and work back Do not enter part time employment of less than 60 days duration )

17.
EMPLOYER KIND Of WORK DATES (FROM 10) SALARY REASON TERMINATED

Terry G. Tyler Flt. Instructor|Aug 89 - Present 525.00/H -

Waycrest Apartments Maintenance Jan B6 - May 88 54 .00/HR] Relocated

A7 Furm SE SEP 88 PAGE 2 OF 4 PAGES




2300090

L9 BN ol ' .
s -
APPLICANT'S
10. IUNDERSTAND AND AGREE THAT:
& MTIALS
~A Nbp'r'omn)u have been made 10 me concerning the selection or utiization held of assignment. if selected ﬁ(
hand 0
", B. (Fiying or Technical Training Candidates) If | do not comidete the (owrse of llying traunng or all technical training regquire-
= . ments. or formal upgrade or certification traiming as defined in AFR 36-12. the needs of the Air Force will determine whether or
. not | rtemain on active duty I 1 remain on active duty. | agree 1o accept and serve the active duty service commitment(s)
“f_. assoclated with withdrawal or ehimination from an education or training event, according to AFR 36 51, Table 8 ?2{
€. (OTS Apphcants Only) 1f 1 am medically disqualilied from the career lield for which selected. | may be eliminated from OTS
... . unless my academic background and experience can be utilized in another career field f///
. D. (OTS/AECP Apphcants Only) Foliowing OTS. my imtial assignment as 3 commusioned ofhicer will not be back 1o my current
* baseof assignment (AFR 36-20) by {/7’
£. (OTSIAECP Applicants Only) | am a bonus reipient still serving on a term of enlistment or extension for whith the bonus was
: paid and still due to recerve future annual instaliment payment(s) | understand that on the first class day of OTS/AECP, my
M- ifuture annusl instaliment payment(s) will be suspended 111 am eventualiy commissioned. | will lose all entitiements to the
2w suspended payments !f | am not commusioned and am returned to enbisted status in my bonus skill, | will begin receving my
.. nstaliment payments. less a deduction for the time spent 1n the (OMmMIs310MING PrOGram W W
.F. (AECP Applicants Only) As a condition of receving advanced education as defined in Titie 10 United States Code. Section 2005,
- - 1
1§ lunderstand and agree ///V/%
-
. (1) 1o complete the academic and miditary requitements specified in AFR $3-20. and to serve on active duty for the penod
o .
. ‘specified in thrs agreement . & W
. (2) ,Should1fait10 compiete the academ:c or military requirements of 8FR 53 20, or reluse 10 accept an appointment in the
er ‘Au Force, | offered. to serve on active duty for the remaining purtion of my enlistment contract /y ﬂ}//
-~ {3) Should t voluntaniy or because of misconduct {ail to complete either penod of active duty, to rermburse the United
S0 ‘States for the percentage of the (ost uf my educatiun  {The reimbursement amount will be based on the unfulfilled
‘s portion of the commitment(s) incurred Misconduct 13 ary separation effected as a result of action iniated under A
"\ For.¢ directives governing substandard duty pertiormance (when determined to be within the member’s cortrol),
. unicreplabie conduct, moral or professional derehction, urin the interest uf national secunity  This includes sentence by
court martial or separationn lieu of court maruial) /
“5 7 (4) Only the Secretary of the A Force or designee may excuse me {tum m, Gliligation 10 serve on active duty for the perod
R specrlied inthis agreement 7 W
s
: {S) A final decree of drscharge in bankruptey under Title 11, United S1ates Code, il obtained within 3 penod of tive years
"‘ .. afer the iast day of the specilied period which | had agreed (0 serve, will nol release me from my obiigation to
- ! reimburse the United States as specified in this agreement // ﬁ
“G.. 1 must serve a minimum of four years of active duty from the date of my entry On active duty as a commussioned otficer, or +f
p.: ' selected for pilot or helicopter traiming. eight years from the date of award of aeronautical rating as a piiot ot hehicopter pilot,
~-  orifselected for navigator training, five years trom the date of award of aeronautical rating a3 3 navigator ﬁ{
H, Upon completion of training, 1 will accept an appointment as an oflicer in the A Force (f olfered ﬁ(
1. ttwheniam quahified for such consideration, | am consideted lor a Regular Au Force appointment, and W
L' (1) ARegular AirForce appointment is tendered and | 9o not accept. | may be subject to nvoluntary separation based on the
. need: of the An Force and current policy (/’/
. ‘ T {2) M atteriaccept a Regular Aw Force appointment | desire 10 resign my cummissinn and be separated from active duty. !
ko must tender mny res1gnation ynder apnropriate directives My separation will be contingent on acceptance of my
- e resignation by the Secretary of the A Force and may #lsu be contingent upon my atcepting a Reserve appontment if |
DN have not yet fulfilled my miiitary service obligation
19.% ICERTIFY THAT THE FOREGOING ENTRIES ARE TRUE, CORRECT, AND COMPLETE TO THE BEST OF MY KNOWLEDGE AND BELIEF
DATE TYPEO NAME AND GRADE OF APPLICANT SIGNATUR
. 1
i t ]
“14 Dec 89
DATE | TYPED NAME AND GRADE Of WITNESS (Attive Duty Commande: or

USAF Recruiting Interviewing Ofticial) (For USAFRS show RIC)

o0k bty
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ADDITIONAL COMMENTS OR EXPLAMATIONS

Vo | 'f'."ﬁ‘.“-'-,‘

ITEM
NO.

IDENTIFY THE ITEM NUMBER AND EXPLAIN IN THIS SPACE (If a0ditiona!l space 1s required, use full sheets of paper
each sheet )

Write your name and SSN on”
[

ik

o Xl '

o1 S COVCRNA{ Nl SO INTNC OFF 1C( 119890, 245.979,4178)
Af fnem S4 SEP BR
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1 understand as an Air Force officer 1 may be required to train and
exercise control of, to include actual release of, nuclear weapons in
support of the nuclear policy of the United States.

) v 2

Datt

3ofan 29

Date

ng Officer
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I am submitting my application with the understanding
that | am age critical and that if selected and
physically qualified | must enter OTS early enocugh

to follow on and enter UPT prior to 27.%5 years of age.
1f the Air Force is unable to place me in the OTS class
to facilitate the same, my selection as a pilot would

be withdrawn. P
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OMB NO 0701-0104

EVALUATION OF COMMISSIONING APPLICANTS gus o 01010108

AUTHORITY 10U $5.C. 591, Reserve Components Qualifcations 10U.5 C 8411, Estabinthment snd Purpose of Schools snd Camps.

PURPOSE To determine qualtfications for trarung leading to & commmsion of OMxcer Traimung School (OTS) end Airman Early Commessiening
Program (AECP) apphcants To determine qualifcations for cirect appointment of USAFR anmen not on extended sctrve duty (EAD) and Air Reserve
Technsions (ART)

ROUTINE USES None Furnishing information i3 voluntary Faiure to furnah information may result m cerwal of consideration for trarrung leading to
& tommuon or direct 4ppontment

Public reporting burden for this collection i estimated 10 verage 20 minutes per respome, inciuding the time 1or reviewing instructions, searching
data souces. gathernng and maintaining the dats needed. and completing and reviewing the collection of information Send comments regarding
this burden estimate or any other aspect of this collection of information, including suggestions for reduting this burden, to Washington
Heasdquarters Services, Directorate {or Information Operstions and Reports, 1215 jelferson Davn Highway, Sunte 1204, Arington VA 22202-4302, and
to the Otfice of Mansgement and Budget, Paperwork Reduction Project (0701-0104), Washington DC 20503

I. APPLICANT'S PERSONAL DATA (Applicant must complete. Printin ink and stay wrthin the lines.)
1. NAME (Lase, First, Micidie) 2. GRADE

Cilv

4. DATE OF BMTH
(YYMMODD)

1p co0e and ared code) (Miitary . | 6A. PR CH APPLYING
o7S
. 'loors ORAECP, DATE (YYMMOD) AVAILABLE
: So0030)
. EDUCATION AND EXPERIENCE
SUBECT UNDERGRADUATE DEGREE GRADUATE DEGREE
Texas Teeh UnwerdH
A. NAME(S) AND DAY ¥ SCHOOL(S
s E(S) O is) (/934-/{53)
ATTENDED AT Morrey autr_
/98T~
8. SURJECT MAJORMINOR :
(<ol 2y /psjynl. alag X
C. CUMULATIVE GRADE POINT AVERAGE 2.%2
D. SCHOOL HONORS NaTionsl tsns Ligh - /983
i Pevwn's Honer Fell -7982-2023
€. POSITION(S) IN STUDENT ORGANIZATION(S) RO SAR/ - mtve mury) MHep. ,
(Social, academsc, fraternal) (',::_‘f:? E'fnna / ﬂj{::!- nP
F. SCHOLARSMIPS
None
G. HOURS WORKED WEEXLY TO DEFRAY
SCHOOL COSTS ok o o
/nTrrmurel Footbsll, Pt nnis
H. TYPES OF ATHLETIC PARTICIPATION Ssof /7 ¢
):‘n Lz y-h-'.llb."k‘ L e ’”d’
3 SPECIAL AREAS -
A. ANGUS OR USAFR AFFILIATION 8. PRIOR SERVICE C PRIVATE PILOT LICENSE
YES | BRANCH NO.OF YRS | HIGHEST GRADE YES | BRANCH NO.OF YRS | HIGMEST GRADE ves no
Ty —_ — —_ NO i - —
D. INDUSTRIAL OR TRADE SCHOOLS ATTENDED t. MATH COURSES F. COMPUTER SCOIENCE
TOTAL NO. HRS NO. HRS CALCULUS TOTAL HOURS MO, HRS PROGRAMMING
Nenc <@ o, == __None

9 WHATARE YOUR ORIECTIVES AND REASONS FORDESIRING AN AR FORCE COMMISSION? (include what you heve to offer the Aw Force. Confine
comments (0 thus space. Attachments ARE NOT authorized )

T believe Z cxn be 2n c#:c?"n'fg a?c?::ézr- 7Cor-7l'}u K//nwni ressons:
SforsZ, L wm benesT; A'rol‘)ﬂ{arklnﬁ} Joyw/) v Ok diesTed. )
St cond, L inderctindbihnviors! meFivsFom wnd vm perigtire
,fﬁ 17V A Vol /—e_;/go’);g_ 7%/"‘01 TS F, 27‘}7/!'/". IUH /rrd:"‘O/
Hhe /;»/ao#;ntg pf?“:fmrrork zs wellzsFhe /m/-?""_f:‘-"tc- o7
evch ndiv.olv~/.

ﬁ} 7"/;g So o_}C‘_'n Hn—- /::ar‘cc— OMEcr-j—f‘am TCC/l;v—v_v'J‘;_de'f’)r_

/‘9/;" Feorce W‘y/ 970/1:7&:_ L X 0/1/’)0/0-:7‘?'7 /%t’j—mﬁgrz;n
ZCC.M/Q/I’SAM l'.nd—.(”#m:! ‘%/.1‘.57(-‘

AF Form 1145, APR BQ  PriviGus 1L/ 1w s Uyt 1t
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EVALUATION OF QVILJAN APPLICANT FOR RATED DUTY ‘ Ones w0, $ror oune

LIV OATE 31 AUG 92

PRIVACY ACT STATEMENT
AUTHORITY 10U.5 C. 31, Enlistments: implemented by ATCR 332, Volume Ill, Recrurting Procedures for US Air Force~OMicer Training School
(OTS) Program. PURPOSE. To determine OTS spplicant’s qualifications in terms of education, experence, gosls, leadership potennal,
communicative skills and adaptability for military iife and rated duty ROUTINE USES. Asindicated in system notce FOIS AF MP N, Air Force
EniistmenyCommussiomng Records System. Furrsiung the information is voluntary. Failure to provide requested information may delay
consideration for OTS.

Public reporting burden for this colfection is estimated (0 average 60 mmutes per response, ixciucing the time for revsewsng matructions,
searching existing data sources, gathenng and maintairing the data needed, and completing and reviewng the collection of information. Send
comments regarching this burden estimate or any other axpect of this collection of information, including suggestions 'orm this burdlen,

10 Washington Headquarters Services, Directorate for Information Operations and Reports, 1215 Jefferson Davis Highway, Suite 1204, Arhington,
Virginia 22202-4302; and to the Ofice of Management and Budget. Paperwork Reduction Prorect 701-0080. Washengton, DC 20503.

PART A TO BE COMPLETED BY APPLICANT FOR FLYING DUTY

1. NAGSE N ot Pwyt. Adsdiciie imetidd) 1. HOME ADORESS AND TELEPWONE MUMSER

1. PROGRAM UQR WPHEY APPLYING
Place sn X “ next to the program you prefer if you want to be considered for more than one program, mark “1°,°2°,°3° in order of
preference
: _2S FIXED WING PILOT NAVIGATOR HELICOPTER PILOT

& DO YOU POISESS A PRIVATE PROTS LICENSEY B ovis O wo

3w AR YOU APRYWG IORUSM YMGOUTYY T AL g, e o Freem T ArEre {“/-co,on
Setve v-c/ﬂlr:;'orct_ bfft.f /.n O/zr ec 7—07'!%('7“/*/9')” memétr,s P%/‘/’g /:/)//n7 lqlr
Foree  Jrn e Fiem ,fereruja{'/n/ close ﬁ/j/v sechoo) wnd Ce //r,g @:ans Tt Aew
zeP e 0(,9/ Air Fore c.f/./a Fe. /M m/%wo)/gvr_c cs & (ov./ :éﬂ.;‘p,/ﬁ;/o?“
u’;hﬁrttﬁdw/*}f severs/ z e Fve oluf)'//ﬂ}/oi‘r. ﬂrov?h ﬁzscf*fT .
C’){prr:.enc g;lf.bc//éve T onltrs A O b S FuKes —+> t)’(e/.'fs en S ir
/'—;rcc/ﬂj/of TA e o/.:/?arfun;f_ Fo buvw (VrniTed SHTis /?n;}':orc;/yl/rf‘rvou/(/ .
Ko/ F m//yvf_f/on o %//’n? 2V Oecom T srre 75 Serve ~y Cﬂ"”f;/' g

6. MOW DID YOU SECOME INTERESTED 1N 5L VING? _z_ /,‘:V N ’é - d 2 /’\’_#_'rt 57’,’,. ﬂ/"" s /6” zs Ic‘n
Pemcmber.fb<f1n /"fj”"} ;//fﬁf‘%u"tt_ 1%: Tse af'%;ur’f'e'cn.ﬂ/so/'.
%y L FroAhrer-1m ~Lan-, who was wn PirForce /9/77“/155/7-‘/27“'95/)—";?’;0’ )
/nlanlf‘/'/r;J‘o e yworld p:pﬁ;éhparrﬁrmuncc_ z;;r'crvfof‘.ﬁ/,/gjv.mxn:ﬁn7

Fhse /r:vg/}-/szvv; 5 e /p;;lna o;_f‘evvr‘-/ ovrs s Fhe T -2 wnd T-58
lﬂ//"?‘_f/"nu/"%r_s. "

7. AT ATTRACTS YOU MOST TO ULA# £LYING DUTYY

. A S"f'r-on(l- ()/eflér. ‘7% 7“7)« wiih w Prpesv 5nd Fo Obo FHus
Wwith t/ra?cts.flan'/‘?"étm Tre Hhe »139s0 reasons For wvﬂ"ﬁnc}'fo Fly For
b e ﬂ/r.ﬁrcg./‘”//\u—vj/' csF Fo b F/)""ﬁj re. Fo "Funch holes ' +s ol For me .
Fode SPie Force wov/d/ﬂylb/bl”t wiTh e a/yfor-“f’unr'}y Fo £y more
Comys/e Tiicre FF wnd ittt = purfp'_sg_//ruk_npr'-v.

6. WHAVE YOU MAD ANY FLYING ERPEMENCE (1 yeu Seuroe prieltly)

;7,:,9/,_ z,,a/,,”,}/—,'- g,,;,,-', ,_/7’:;«;/‘?:5 .fzm rew MV/*?LA:";U;::— 22 hevres’
wa’kr;q zTs5T € ('trf'ﬁg.p/ ,fn.sf’rumz n7"’/\/r5'h'f‘/n‘(#udar /n!?"rwmenj—‘jé/)ayrf
/- A’ﬁ‘r ‘-'/-_;;/( 1n0/mp/i"/—(n/ﬂl’.ﬂe_ U‘;f’("'#
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$X. wet Prtu TOUME TN 3 SROSIALY BUEIE D TO FIERCIST Tur PANVUISES OF

" O [ T . cen

c RCX'L !LIOAYIN(I! AND UMHAHON'!‘” 2387202
Y. peapANE SINGLE £ MULTIENGIME LAND

INSTRUMENT AIQPLANES®

Y11

——— wou4 @U‘“‘Zf
$rGuatT or notorm | 8

X.  mareor Ran 06.03-89 v, asumigiaaran
Al [ om 80602 (TR, Supm se des previaus edifon
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DEPARIMENT OF TRANSPORIATION
FINI0a) AviatiON aDMiNIRAON

MEDICAL CERTIFICATE _m__sl__.CLASS

THIS CERNFIES THAT (Full name and sddrose) T

DATE OF BIRTH [HEIGHT  [WEIGHT [HaIR evrs lery
8/9/@ 74 195 | Brn [Haz TM

b~ — -

has met the medical standards presenibed in Pt 87 Tadecn!
Avintion Regulntions for this closs of Medical Certidienre

NONE

LIMITATIONS

11, 1989

NATE OF TXAMINANON Ihumun S SFRIAL NO ]

S
S

Caa 1OPL 830691073 SUPIRSEDES PREVIOUS EDINDN
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PHYSIOLOGICAL TRAINING

Thie is to cortify thet the fallowing
persun hes mot the requiremants

' for the Phyaielegicsl Treining Pre—
grom os preacribed by the Federel
Avievion Adninistretion,

" AME

AIRMAN CRARTIFICATE NUMBIRR

Flight to 25K' & RD,

DATE OF TRAININE

August 31, 1989

PHYBIOLOGICAL TRAINING UNIY

FAA, CAM1, OKC, OK.

PIGNATURE OF PHYROLOGICAL
TRAINING OPPICER

;;;22?7;ZESL((L/\\‘

FPIA Fom 3130~V (3-87)




CHAPMAN ASSOCIATES
60 Second Street

} Post Office Box 953

Shalimar, Florida 32579

904/651-3443 * Fax 904/651-4648

2 November 1989

To: OTS Selection Board

Subject: Letter of Recommendation for_

I am a retired Air Force General Officer with direct personal knowledge of _
and his family.

I wholeheartedly recommend tlmt— be selective for OTS followed by pilot
training with the ultimate objective of an F-15 or F-16 flying assigninent.

1 do not have enough golden words to adequately describe the absolutely superior
qualifications of this fine young man. He is:

- The son of an outstanding Air Force Officer.
- An outstanding student (National Dean’s List).
- An_accomplished pilot (8 different civilian aircraft).
- A highly moral and ethical man.
- A superb athlete including:
- Quarterback and punter
Baseball pitcher
Basketball player

Skier
Tennis player

The Air Force will benefit signiticantly from sending this fine young man to OTS and
UPT. Mark him well - he will someday be a general officer.

Sincerely,

GUtE. (g

Robert E. Chapman
Brigadier General, USAF, Retired
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Austin Office
P O. Box 2910

Bln G CdT[ET Austin, Texas 78769
State Representanve 512.463-0482
Dustricr 93 Dustviet Office

72001 Grapevine Huy, Suite 34
Fi. Worth, Texas 26180
817-5995.0072

Committees:
Correctinns,
Vice Charrman
Transportation

TO: Officer Training School
Election Board

REF: Letter of Recommendation for—

DATE: November 10, 1989

Please accept _this letter as my personal endorsement
on behalf of as a worthy candidate
for the U.S.A.¥. Officer Training School.

I truly feel he would serve as an outstanding candidate
and would prove to be an asset to our country.

After reviewing his resume I think you will agree that
he has devoted a lot of time and effort on his endeavors
and feels very strong about his career with the Air
Force. With the dedication he has expressed 1 feel he

should be given the opportunity to expand and better
his career.

Thank you in advance for any consideration you can give
_during your selection process. In the meantime,
please feel free to call if you should require additional
information or if I can be of service.

Sincerely,
éill G. Carter
BGC/ar

cc: Senator Phil Gramm
Congressman Pete Geren
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12925 Jasoncrest Trail
Dallas, TX 75243
10 November 1989

TO: OTS Selection Board

Dear Sirs,

Terry has expressed to me his desire to become an Air Force
Officer and pilot. I know that this means a great deal to him.

I have observed-as he grew from childhood to a young man.
As a retired Air Force Officer and pilot, I feel qualified to
judge young men on their suitability as officers and pilots: and
I can, without reservation, report tha possesses
just the alities that the Air Force expects in its officers and
pilots. ﬁis an intelligent, vital young man with the
integrity and dedication to become an important contributor as an
officer. He possesses the judgement and sharp reflexes that

would make him a valued addition to the pilot ranks.

-should be accorded entrance to the OTS and UPT courses as

soon as possible.

Sincerely

422§i5 /Aéj/wéjgo’
Duby " D. Todd

Major, USAF (Ret)
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REPLY TO
ATTN OF: 14 STU SOD (Capt Wilcox, 343-759%) : 28 Oct B89

SUBJECT: Recommendatinn f'or_to 0TS

TO: OTS Selection Brard

1. Recommendation fO)‘_in the upcoming
Officer Trainin;: School Selection Bnard.

2. The Ajr Forece shonld nnt pasz the nprortunity to
havehserw.a in the Armed Forcex. His
dedication and bhard drive will be An azsetl tn the USAF.

Having flown with 1 know he has the natural
ability to flv nvthing in the air. Getting his private
rilots licrense 100k minimun time, ::hnuingh
initidtive. Tha' iz what iz needed in thre cocznijt

tnday. He will le a great Warrior leadey, accenting
nothing Yt +he besmt. ] am very hanpy that

will have the cpvoztunity tn herome an Aiy Foarce
nffireyr. Selerct -mithnnu Aelay and 1ot Lin he part

cf the bect 400 00 the warld. . . The nided S1aten Air
Foree. ¢

.07 highly recomnmnend ter he melected for
NT3. He will prove himnzelf{ nver and nver 4gain.

Noeid £ W

TAVID E. ”IIf'(" . 1"*. ISA
S+ndent S lﬁ' »«plvhml
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TO: OTS Selection Board
SUBJECT: Letter of Reference

FROM: Robert Mcfadden October 30, 1989

1 have known_For fourteen years. During
that time, | have seen him grow from a pre-teen with a
burning desire to fly to a mature adult with that same
burning desire tc fly. ! tave counse':edgabout the
positive and negative aspects of a flyin reer {in both
the military and the civilian aviation communities. From
1969 to 1977, 1 was an Air Force finstructor pilot for ATC
and a research pilot for AFSC. Since 1978, 1 have been a
commercial airline pilot. Having been in both worlds, | know
what it takes to succeed {n the aviation career fileld.

!will succeed in his quest to fly because he has
what takes. After a great deal of consideration and after
long perfods of selecting a career path, he has chosen the
Afr Force. He has all the qualities necessary to be an Alir
Force officer. He (s dedicated, goal-oriented, organized,
and assertive. He is intelligent, stable, and attentive to
detail. has natural coordinatfon demonstrated over the

years through consistent athletic success and flight
accompl ishments.

I whole-heartedly support -cholce to Join the
ranks of the Air Force offficer group. | am particularly
proud he chose the Alr Force since my memories of the time

spent in the military are fond memories. | highly recommend
be selected for the USAF Officer Training School.
ouU W

u not find a better or more well-suited candidate.

Sincerely 2

Robert W. McfFadden
Formerly Capt., USAF
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OBJECTIVE To become an United States Air Force career officer

WORK EXPERIENCE
1989 Flight instructor free-lance for 60 hours

1983~-1988 General maintenance duties at an apartment complex

TRAINING AND OTHER EXPERIENCE

Commercial aviation with Ari Ben Aviator. Flight fnstructor with
American Flyers. Certified flight instructor, certified flight
fnstructor instruments and multi-engine flight instructor.

Civil Afr Patrol Lubbock Chapter for two years. Checked out in eight
civilian aircraft with a total of 356 hours.

EDUCATION

Graduated from Texas Tech University in 1988 with a BS degree

in Biolcalcal Science and a minor in Psychology. Made the
National Dean’s List in 1983, Dean’s List in 1983 and the Dean’s
Honor Roll in 1982 and 1983,

ORGANIZATIONS

ALPHA PH] OMEGA National Service Fraternity. Involved in many
service activities including blood donor drives.

KO SAR] Social Fraternity. An elected officer.

College Constitutional Revision Committee

Civil Air Patrol, Second Lieutenant, pilot, Lubbock, Texas Chapter

Boy Scouts of America

Trident Society

Medica)l Explorers

ATHLETICS
High School Baseball - Pitcher/Infielder, All Star Teams,
Two Varsity Letters
Football - Team Captain, Quarterback, Al1-City
Punter, Two Varsity Letters
Basketball- Guard and Forward, Two Varsity Letters
Track - 400 Meters, 400 Meter Relay, 1600
Meter Relay, One Varsity Letter
College Intramural Football, Basketball, Volleyball
PERSONAL

Age: 26 Weight: 185 Height: 6°2" Marital Status: Single

Hobbies: Jet Skiing and Smow Skifng

Other: Son of a Lieutenant Colonel, USAF, Fetired (Regular
Air Force)
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FLIGHT TIME WORKSHEET

)

TYPE HOURS HOURS

Dual 123 o
Pilot in Command 290
Cross Country 207 ______
Night J 5 X .
Hood --49 .
Instrument -l2______
Solo 26 _____
Total time - Single engine land 289 ___
Total time - Multi engine land Sy A
Total time - Other B
Total Flight Time ~383 . -

——— —— —————— — " —— " A ——— —— T — T T —— ——— —— - A — - - ——— T T G She S T G G GreTS G e e S M R G S o -

1BF-76_/_92_brs. 4 PA-28 / 40 hrs.

2PA-38_ /101 _hrs. 5C-1%2 /32 hrs..

SC-172 [/ 57 brs. 6 C-172RG/\3 hrs._
RATINGS

1_Commercial ____ 4_Instrument ____

2_Sipgle-engine__ Srlight Ipstructor

I_bulti-epngine___ 6Instrument-Multi

I certify that the above flight times, aircraft type and ratings are
correct to the best of my Fnowledge.

By b0

App ignhature Date
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0044XALTU
BS-Biology .

GRADE POINT AVERAGE (GPA) WORKSHEET

CAST NAME . FIRST MAME - MIiDOLE RAME

|. COMPUTING THEL GPA

dividert by

tintal cniumn (b))

INSTRUCTIONS Use the 4-point system (Ad=d B=2 Tl D! gno F20), Using AFR 3525 convert quarter hnurs (0 semester huury (nne quarter hour
equals rwo-thirds of one semester hour). Include credit hours and qua'ity points for all courses laken where g grade way recelied Forincompieres uge an “F"
a3 the grade gwarded. If courves were retaken, figure both grades into the average. Do nat include credit hours o7 quality pomts for withdrawals, courses
that were gudited, or pass-feil. List each college or universiry separately. torel columng (b} and (c). then, divide the totel of column (b] by the rotal of column
fc) 10 determine the cumulative GPA.
NAME OF INSTITUTION TOTAL CREDIT HOURS YOTAL QUALITY POINTS
(e) o) (c)
Texas Tech University 92 227
McMurray College 41 149
TOTAL 133 376
CUMULATIVE GPra 5 133 376 - 2-82

(total cotumn (c})

1] COMPUTING THL TICHNICAL GPA

INSTRUCTIONS Compure the technicul grade point gverage (couries taken within the major snindy erea) [or engineering and mereorology applicants Lust each
college nr universiry separately. total columns (b} and (c! then, divide the tota!l of column (by by the to1al of cniumn (¢} to determene the cumulanve GPA

NAME OF INSTITUTION
e}

TOTAL CREDIT HOURS

YOTAL QUALITY POINTS
(e}

TOTAL

CUMULATIVE TECHNICAL OFPA

divided by
fincal column (b))}

(toral column (c))

I CILRTINICATION To be compieicd by 2 baw education office official ot Recruiting Sernce Officer only )

OFPFICIAL

TVYPIO NAME GRADE & OWMGNM OF CIRY IFPFYING

oAarE

WASSERMAN,MARK R.
CAPT,USAF,3544TH USAFRSQ

2 Ja T

// {
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Appendix C: Board Score Freguencies

(Total)
Cumulative Cumulative
BDTOT Frequency Percent Frequency Percent
7.5 1 0.0 1 0.0
8 3 0.0 4 0.0
8.5 2 0.0 6 0.1
9 4 0.0 10 0.1
9.5 1 0.0 11 0.1
10 2 0.0 13 0.1
10.5 8 0.1 21 0.2
11 12 0.1 33 0.4
11.5 10 0.1 43 0.5
12 16 0.2 59 0.6
12.5 31 0.3 90 1.0
13 45 0.5 135 1.5
13.5 53 0.6 188 2.0
14 81 0.9 269 2.9
14.5 83 0.9 352 3.8
15 132 1.4 484 5.3
15.5 158 1.7 642 7.0
16 410 4.4 1052 11.4
17 506 5.5 1558 16.9
18 643 7.0 2201 23.9
19 690 7.5 2891 31.4
20 871 9.5 3762 40.8
21 763 8.3 4525 49.1
22 825 9.0 5350 58.1
23 950 10.3 6300 68.4
24 896 9.7 7196 78.1
2% 757 8.2 7953 86.3
26 569 6.2 8522 92.5
27 307 3.3 8829 95.8
28 118 1.3 8947 97.1
29 30 0.3 8977 97.4
30 238 2.6 9215 100.0
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Board Score Freguencies (Pilot)

Cumulative Cumulative

BDTOT Frequency Percent Frequency Percent
9 1 0.0 1 0.0
10.5 1 0.0 2 0.1
12 1 0.0 3 0.1
12.5 2 0.1 5 0.2
14 3 0.1 8 0.3
14.5 8 0.3 16 0.7
15 11 0.5 27 1.2
15.5 15 0.6 42 1.8
16 47 2.0 89 3.8
17 94 4.0 183 7.8
18 149 6.4 332 14.2
19 171 7.3 503 21.5
20 194 8.3 697 29.8
21 194 8.3 891 38.1
22 225 9.6 1116 47.7
23 272 11.6 1388 59.4
24 265 11.3 1653 70.7
25 279 11.9 1932 82.6
26 203 8.7 2135 91.3
27 93 4.0 2228 95.3
28 40 1.7 2268 97.0
29 10 0.4 2278 97.4
30 60 2.6 2338 100.0
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Board Score Frequencies (Navigator)

Cumulative
Frequency Percent Frequency

2 0.2 2

1 0.1 3

1 0.1 4

2 0.2 6

3 0.2 9

2 0.2 11

5 0.4 16
10 0.8 26
15 1.2 41
13 1.1 54
44 3.6 98
68 5.6 166
81 6.6 247
89 7.3 336
117 9.6 453
114 9.4 567
126 10.3 693
147 12.1 840
154 12.6 994
109 8.9 1103
47 3.9 1150
34 2.8 1184
15 1.2 1199
1 0.1 1200
19 1.6 1219

Cumulative
Percent

0.2
0.2
0.3
0.5
0.7
0.9
1.3
2.1
3.4
4.4
8.0
13.6
20.3
27.6
37.2
46.5
56.8
68.9
81.5
90.5
94.3
97.1
98.4
98.4
100.0




Board Score Frequehcies (Non-rated Operations)

Cumulative Cumulative
BDTOT Frequency Percent Frequency Percent
8.5 1 0.1 1 0.1
9.5 1 0.1 2 0.1
10 1 0.1 3 0.2
10.5 4 0.2 7 0.4
11 1 3.1 8 0.5
11.5 1 0.1 9 0.6
12 6 0.4 15 0.9
1z.5 10 0.6 25 1.5
13 14 0.9 39 2.4
13.5 13 0.8 52 3.2
14 24 1.5 76 4.7
14.5 26 1.¢ 102 6.3
15 37 2.3 139 8.6
15.5 36 2.2 175% 10.8
16 113 7.0 288 17.8
17 122 7.5 410 25.3
18 131 8.1 541 33.4
19 120 7.4 661 40.8
20 168 10.4 829 51.2
21 129 8.0 958 59.2
22 131 8.1 1089 67.3
23 148 9.1 1237 76.4
24 127 7.8 1364 84.2
25 97 6.0 1461 90.2
26 84 5.2 1545 95.4
27 40 2.5 1585 97.9
28 16 1.0 1601 98.9
29 4 0.2 1605 99.1
30 14 0.9 1619 100.0
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Board Score Frequencies (Technical)

cunulative Cumulative

BDTOT Frequency Percent Frequency Percent
11 7 1.2 7 1.2
11.5 1 0.2 8 1.4
12 1 0.2 9 1.6
12.5 4 0.7 13 2.3
13 5 0.9 18 3.2
13.5 8 1.4 26 4.6
14 8 1.4 34 6.0
14.5 6 1.1 40 7.0
15 9 1.6 49 8.6
15.5 17 3.0 66 11.6
16 25 4.4 91 16.0
17 19 3.3 110 19.3
18 40 7.0 150 26.4
19 34 6.0 184 32.3
20 58 10.2 242 42.5
21 33 5.8 275 48.3
22 50 2.8 325 57.1
23 51 9.0 376 66.1
24 51 9.0 427 75.0
25 34 6.0 461 81.0
26 32 5.6 493 86.6
27 10 1.8 503 88.4
28 6 1.1 509 89.5
29 1 0.2 510 89.6
30 59 10.4 569 100.0
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Board Score Frequencies (Non-technical)

Cumulative Cumulative

BDTOT Frequency Percent Frequency Percent
7.5 1 0.0 1 0.0
8 1 0.0 2 0.1
9 3 0.1 5 0.2
10.5 2 0.1 7 0.3
11 3 0.1 10 0.4
11.5 5 0.2 15 0.6
iz 5 0.2 20 0.8
12.5 13 2.5 33 1.3
13 20 0.8 53 2.1
12.5 24 0.9 77 3.0
14 31 1.2 108 4.3
14.5 23 0.9 131 5.2
15 41 1.6 172 6.8
15.5 65 2.6 237 9.4
16 140 5.5 377 14.9
17 155 6.1 532 21.0
18 176 7.0 708 28.0
19 212 8.4 920 36.4
20 246 9.7 1166 46.1
21 230 9.1 1396 55.2
22 225 8.9 1621 64.1
23 225 8.9 1846 73.0
24 203 8.0 2049 81.0
25 146 5.8 2195 86.8
26 142 5.6 2337 92.4
27 96 3.8 2433 96.2
28 27 1.1 2460 97.2
29 10 0.4 2470 97.6
30 60 2.4 2530 100.0
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Appendix D: Predicted vs Actual Board Score

Plot of BDTOT*PREDBD.
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(Navigator)

Legend: A = 1 obs, B = 2 obs, etc
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Predicted vs Actual Board Scores (Non-rated Operations)

Plot of BDTOT*PREDBD. Legend: A = 1 obs, B = 2 obs, etc.
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Predicted vs Actual Board Scores (Technical)

Plot of BDTOT*PREDBD. Legend: A = 1 obs, B = 2 obs, etc.
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Predicted vs Actual Board Scores

(Non—-technical)

Plot of BDTOT*PREDBED.
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Appendix E: Residual Plots

(Navigator)

Plot of YRESID*YHAT. Legend: A = 1 obs, B = 2 obs, etc.
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Residual Plot (Non-rated Operations)

Plot of YRESID*YHAT. Legend: A = 1 obs, B = 2 obs, etc.
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Residual Plot (Technical)

Plot of YRESID*YHAT. Legend: A = 1 obs, B = 2 obs, etc.
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Residual Plot (Non-technical)

Plot of YRESID*YHAT. Jegend: A = 1 obs, B = 2 obs, etc.
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Appendix F: lLogq Transformation Reqression Results (Technical)

Analysis of Variance

Sum of Mean
Source DF Squares Square F Value Prob>F
Model 6 33.39725 5.56621 36.953 0.0001
Error 503 75.76565 0.15063
Total 509 109.16290
Root MSE 0.38811 R-square 0.3059
Dep Mean 2.14399 Adj R-sqg 0.2977
C.V. 18.10214
Parameter Estimates
Parameter Standard T for HO:
Variable DF Estimate Error Parameter=0 Prob > |T!
INTERCEP 1 3.834260 0.13721321 27.944 0.0001
GPA 1 -0.322987 0.03799875 -8.500 0.0001
AFOQT A 1 -0.010400 0.00093988 -11.066 0.0001
AFLYHRS 1 0.001714 0.00103042 1.663 0.0969
*PRIVLIC 1 -0.412147 0.23476977 -1.756 0.0798
EVAL1145 1 0.016126 0.01062609 1.518 0.1298
*SX 1 -0.107949 0.04866917 -2.218 0.0270
* Indicator variables
PREDICTION ERROR
N Mean Std Dev Minimum Maximum
65 0.3327464 0.2943417 0.0265747 1.7042250
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2 obs, etc.
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Legend

Plot of LNBDTOT*PREDBD.
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Residual Plot (log Technical)

Plot of YRESID*YHAT. Legend: A = 1 obs, B = 2 obs,
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Plot of RESRANK*YRESID.

e e e e — ¢

0-0 Plot (log Technical)

Legend: A = 1 obs,

B = 2 obs, etc.
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Appendix G: 0-0 Plots

(Navigator)

Plot of RESRANK*YRESID. Legend: A = 1 obs, B = 2 obs, etc.
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0-0 Plot (Non-rated Operations)
of RESRANK*YRESID. Legend: A = 1 obs, B
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0-0 Plot (Technical)

Plot of RESRANK*YRESID. Legend: A = 1 obs,

B = 2 obs, etc.
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0-0 Plot (Non-technical)

Plot of RESRANK*YRESID. Legend: A = 1 obs, B = 2 obs, etc.
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Appendix H:

Regression / Prediction Error Results

sSource

Model
Error
C Total

Variable

INTERCEP
APRYRS
EVAL1145
GPA
AFOQT_A
AFOQT_P
*PRIVLIC
AFLYHRS
*CALC

*SX
*BACHPLUS
*T

(Pilot)

Analysis of Variance

F Value

99.516

0.3200
0.3168

for HO:

Parameter=0

Sum of Mean
DF Squares Square
11 8362.28321 760.20756
2326 17768.39002 7.63903
2337 26130.67322
Root MSE 2.76388 R-square
Dep Mean 22.40676 Adj R-sqg
Cc.V. 12.33503
Parameter Estimates
Parameter Standard
DF Estimate Error
1 7.869655 0.49950722
1 0.095546 0.04513243
1 0.173891 0.02640054
1 2.458751 0.13935426
1 0.027841 0.00374774
1 0.048135 0.00464340
1 0.928378 0.14141955
1 0.001146 0.00023961
1 0.657326 0.13311672
1 1.419295 0.53284456
1 1.018999 0.35098340
1 0.484627 0.13956775

* Indicator variables

PREDICTION ERROR

Std Dev

Mini

mum

15.755
2.117
6.587

17.644
7.429

10.366
6.565
4.782
4.938
2.664
2.903
3.472

Maximum

Prob>F

0.0001

\Y
=

.0001
.0344
.0001
.0001
.0001
.0001
.0001
.0001
.0001
.0078
.0037
0.0005

[eRoRoNoNoNoNoNoNoNoN®)
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Regression / Prediction Error Results (Navigator)

Source

Model
Error
C Total

Variable

INTERCEP
APRYRS
EVAL1145
GPA
AFOQT A
AFOQT P
*PRIVLIC
*CALC
*MINOR
LORS_GEN
WAIVS

*T

Analysis of Variance

Sum of Mean
DF Squares Square
11 5136.32917 466.93902
1207 9078.98626 7.52194
1218 14215.31542
Root MSE 2.74262 R-square
Dep Mean 21.53117 Adj R-sqg
cC.V. 12.73789
Parameter Estimates
Parameter Standard
DF Estimate Error
1 5.754312 0.67939710
1 0.243617 0.07398384
1 0.252113 0.04320676
1 2.747927 0.19680655
1 0.044723 0.00514397
1 0.037412 0.00536553
1 2.130650 0.25813735
1 0.750541 0.18137081
1 0.767607 0.39675364
1 2.035595 1.13807531
1 -0.495711 0.32381767
1 0.461329 0.20711066

* Indicator variables

PREDICTION ERROR

F Value

62.077

0.3613
0.3555

T for HO:
Parameter=0

8.470
.293
.835
.963
.694
.973
.254
.138
.935
.789
.531
.227

=

NP RFRPRPRP_LEOOOWUTW

Prob>F

0.

oNeoNeNoRoBoNoNoNeNoNoRe
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Regression / Prediction Error Results (Non-rated Operations)

Analysis of Variance

Sum of Mean

Source DF Squares Square F Value Prob>F
Model 12 6315.44543 526.28712 48.413 0.0001
Error 1606 17458.33592 10.87069
C Total 1618 23773.78135

Root MSE 3.25707 R-square 0.2656

Dep Mean 20.42557 Adj R-sq 0.2602

C.V. 16.14189

Parameter Estimates
Parameter Standard T for HO:
Variable DF Estimate Error  Parameter=0 P> [T!
INTERCEP 1 7.599636 0.81314546 9.346 0.0001
GPA 1 2.468166 0.19809833 12.459 0.0001
AFOQT_A 1 0.066545 0.00464134 14.338 0.0001
AFLYHRS 1 0.008501 0.00308844 2.753 0.0060
*T 1 1.102368 0.24816557 4.442 0.0001
LORS GEN 1 1.056374 0.21208040 4.981 0.0001
*SX 1 1.331728 0.21666022 6.147 0.0001
LORS_COL 1 0.664853 0.18158280 3.661 0.0003
*MARSTAT 1 0.506521 0.19088469 2.654 0.0080
*APR 1 -0.806690 0.25299006 -3.189 0.0015
WAIVS 1 -0.531360 0.25470896 -2.086 0.0371
EVAL1145 1 0.159308 0.09912665 1.607 0.1082
*MINOR 1 0.496442 0.34035211 1.459 0.1449
* Indicator variables
PREDICITON ERROR

N Mean Std Dev Minimum Maximum
177 2.7971218 1.9110768 0.0519215 10.12569195
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Regression / Prediction Error Results (Technical)

Analysis of Variance

Sum of Mean
Source DF Squares Square F Value Prob>F
Model 9 2925.57384 325.06376 19.468 0.0001
Error 559 9334.03776 16.69774
C Total 568 12259.61160
Root MSE 4.08629 R-square 0.2386
Dep Mean 21.57996 Adj R-sqg 0.2264
c.V. 18.93556
Parameter Estimates
Parameter Standard T for HO:
Variable DF Estimate Error Parameter=0 P> |T|
INTERCEP 1 6.614265 1.36445403 4.848 0.0001
APRYRS 1 -0.164926 0.06409645 -2.573 0.0103
GPA 1 2.573260 0.38991545 6.600 0.0001
AFOQT_A 1 0.0864414 0.00948481 9.114 0.0001
*CALC 1 0.873485 0.48877385 1.787 0.0745
LORS_GEN 1 2.632858 0.90477766 2.910 0.0038
*NOBACH 1 1.061780 0.50853989 2.088 0.0373
WAIVS 1l 1.145752 0.60917044 1.881 0.0605
AFLYHRS 1 -0.025120 0.00931418 -2.697 0.0072
*PRIVLIC 1 4.418290 1.89917770 2.326 0.0204
* Indicator variables
PREDICTION ERROR
N Mean sStd Dev Minimum Maximun
65 3.4361878 2.7108843 0.2359842 10.1759592

—— e — v —— . ———— - ——— ——— ———— o —————  ———————— ———— —— v — — o~ —————
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Regression / Prediction Error Results (Non-technical)

Analysis of Variance

Sum of Mean

Source DF Squares Square F Value Prob>F
Model 14 12464.56095 890.32578 83.103 0.0001
Error 2514 26933.93569 10.71358
C Total 2528 39398.49664

Root MSE 3.27316 R-square 0.3164

Dep Mean 20.92626 Adj R-sq 0.3126

C.V. 15.64140

Parameter Estimates
Parameter Standard T for HO:
Variable DF Estimate Error Parameter=0 IT
INTERCEP 1 6.014285 0.57160462 10.522 0.0001
EVAL1145 1 0.112605 0.03292491 3.420 0.0006
GPA 1 2.479181 0.14817933 16.731 0.0001
AFOQT A 1 -0.053941 0.03564603 -1.513 0.1303
AFOQT_P 1 0.012978 0.00371784 3.491 0.0005
AFOQT Q 1 0.063558 0.01993085 3.189 0.0014
AFOQT V 1 0.075983 0.02123752 3.578 0.0004
*CALC 1 0.434497 0.15753945 2.758 0.0059
*SX 1 0.674930 0.15736914 4.289 0.0001
*BACHPLUS 1 1.075768 0.33453450 3.216 0.0013
LORS GEN 1 0.915786 0.12905855 7.096 0.0001
LORS_COL 1 0.358931 0.09177405 3.911 0.0001
WAIVS 1 ~-0.619447 0.19547363 -3.169 0.0015
*MINOR 1 0.448953 0.24123369 1.861 0.0629
*AGEWAIV 1 ~0.458792 0.30838051 -1.488 0.1369
* Tndicator variables
PREDICTION ERROR

N Mean Std Dev Minimum Maximum
269 2.8484619 1.9582236 0.0146524 8.1976250
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GROUP

(N

Variable

EVAL1145
GPA
AFOQT N
AFOQT_P
AFOQT Q
AFLYHRS
GRADE

Variable

EVAL1145
GPA
AFOQT N
AFOQT P
AFOQT_Q
AFLYHRS
GRADE

Variable

EVAL1145
GPA
AFOQT N
AFOQT_P
AFOQT_Q
AFLYHRS
GRADE

Appendix I:

Discriminant Analysis Results

(Piiot)
Frequency Weight Proportion
685 685.0000 0.292985
1653 1653 0.707015
Simple Statistics
Total-Sample
N Sum Mean variance
2338 8532 3.64927 4,85683
2338 6809 2.91247 0.18706
2338 175903 75.23653 283.22816
2338 186253 79.66339 210.21399
2338 158795 67.91916 395.34520
2338 200233 85.64286 71518
2338 615.00000 0.26305 1.12932
GROUP = 1
N Sum Mean Variance
685 2838 4.14307 3.52336
685 2127 3.10563 0.19510
685 56179 82.01314 208.71766
685 58735 85.74453 131.89516
685 51723 75.50803 319.49007
685 91594 133.71387 129569
685 224 .00000 0.32701 1.42215
GROUP = 2
N Sum Mean variance
1653 5694 3.44465 5.26888
1653 4682 2.83242 0.16196
1653 119724 72.42831 287.31765
1653 127518 77.14338 221.08052
1653 107072 64.77435 393.21600
1653 108639 65.72232 46171
1653 391.00000 0.23654 1.00636
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Prior

Probability

0.292985
0.707015

Std Dev

2.20382
0.43250
16.82938
14.49876
19.88328%
267.42940
1.06270

Std Dev

1.87706
0.44170
14.44706
11.48456
17.87429
359.95629
1.19254

Std Dev

2.29540
0.40245
16.95045
14.86878
19.82967
214.87503
1.00318




Main Group

Number of Observations and Percent Classified into GROUP:

From GROUP

1

Total
Percent

Priors

Rate

Priors

Validation Group

1

224
32.70

115
6.96

339
14.50

0.2930

Error Count

1

0.6730

0.2930

2

461
67.30

1538
93.04

1999
85.50

0.7070

Estimates for GROUP:

2

0.0696

0.7070

Total

685
100.00

1653
100.00

2338
100.00

Total

0.2464

Number of Observations and Percent Classified into GROUP:

From GROUP

1

Total
Percent

Priors

Rate

Priors

1

29
31.52

16
8.60

45
16.19

0.2930

Error Count

1

0.6848

0.2930

2

63
68.48

170
91.40

233
83.81

0.7070

Estimates for GROUP:

2

0.0860

0.7070
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Total

92
100.00

186
100.00

278
100.00

Total

0.2614




Discriminant Analysis Results (Navigator)

Prior
GROUP Frequency Weight Proportion Probability
1 379 379.0000 0.310911 0.310911
2 840 840.0000 0.689089 0.689089
Simple Statistics
Total-Sample
variable N Sum Mean variance Std Dev
GPA 1219 3534 2.89895 0.17684 0.42052
AFOQT P 1219 89230 73.19934 277 .34529 16.65369
AFOQT_Q 1219 84034 68.93683 346.40898 18.61207
AFLYHRS 1219 28629 23.48564 10822 104.02775
EVAL1145 1219 5075 4.16325 3.39451 1.84242
AFOQT V 1219 85150 69.85234 400.56274 20.01406
APRYRS 1219 339.00000 0.27810 1.27153 1.12762
LORS COL 1219 6.00000 0.00492 0.00819 0.09048
GROUP = 1
Variable N Sum Mean Variance std Dev
GPA 379 1170 3.08741 0.16773 0.40954
AFOQT_P 379 29957 79.04222 212.82361 14.58848
AFOQT_Q 379 28355 74.81530 272.99225 16.52248
AFLYHRS 379 14652 38.65963 15753 125.50899
EVAL1145 379 1685 4.44591 2.40646 1.55128
AFOQT_V 379 28237 74.50396 346.33530 18.61009
APRYRS 379 169.00000 0.44591 2.03080 1.42506
LORS COL 379 1.00000 0.00264 0.00264 0.05137
GROUP = 2
Variable N Sum Mean Variance std Dev
GPA 840 2364 2.81392 0.15787 0.39733
AFOQT P 840 59273 70.56310 284.36550 16.86314
AFOQT_0Q 840 55679 66,28452 357.24553 18.90094
AFLYHRS 840 13977 16.63929 8462 91.99054
EVAL1145 840 3390 4.03571 3.79133 1.94713
AFOQT_V 840 56913 67.75357 411.28723 20.28022
APRYRS 840 170.00000 0.20238 0.91251 0.95525
LORS_ COL 840 5.00000 0.00595 0.01069 0.10340
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Main Group

Number of Observations and Percent Classified into GROUP:

From GROUP

1

Total
Percent

Priors

Rate

Priors

vValidation Group

1

193
50.92

142
16.90

335
27.48

0.3109

Error Count

1

0.4908

0.3109

2

186
49.08

698
83.10

884
72.52

0.6891

Estimates for GROUP:

2

0.1690

0.6891

Total

379
100.00

840
100.00

1219
100.00

Total

0.2691

Number of Observations and Percent Classified into GROUP:

From GROUP

1

Total
Percent
Priors

Rate

Priors

1

21
39.62

11
11.96

32
22.07
0.3109

Error Count Estimates for GROUP:

1

0.6038

0.3109

2

32
60.38

81
88.04

113

77.93
0.6891

2

0.1196

0.6891

Total

53
100.00

92
100.00

145
100.00

Total

0.2701




Discriminant Analysis Results (Non~rated Operations)

GROUP

vVariable

GPA
AFOQT A
GRADE

LORS_GEN
AFLYHRS

Variable

GPA
AFOQT_A
GRADE
LORS_GEN
AFLYHRS

Variable

GPA
AFOQT A
GRADE

LORS_GEN
AFLYHRS

Frequency Weight Proportion
530 530.0000 0.327363
1089 1089 0.672637
Simple Statistics
Total-Sample
N Sum Mean Variance
1619 4820 2.97705 0.19205
1619 110786 68.42866 341.46014
1619 1016 0.62755 2.74438
1619 185.00000 0.11427 0.17297
1619 5276 3.25880 725.43792
GROUP = 1
N Sum Mean Varilance
530 1670 3.15127 0.19640
530 39208 73.97736 315.37945
530 535.00000 1.00943 4.31182
530 108.00000 0.20377 0.31757
530 2585 4.87736 1497
GROUP = 2
N Sum Mean Variance
1089 3150 2.89226 0.16813
1089 71578 65.72819 332.15767
1089 481.00000 0.44169 1.87918
1089 77.00000 0.07071 0.09702
1089 2691 2.47107 349.11520
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Prior

Probability

0.327363
0.672637

std Dev

0.43824
18.47864
1.65662
0.41589
26.93395

Std Dev

0.44317
17.75893
2.07649
0.56353
38.68972

Std Dev

0.41004
18.22519
1.37083
0.31148
18.68462




Main Group

Number of

From GROUP

1

Total
Percent

Priors

Rate

Priors

Validation Group

Observations and Percent Classified into GROUP:

1

127
23.96

111
10.19

238
14.70

0.3274

Error Count

1

0.7604

0.3274

2 Total
403 530
76.04 100.00
978 1089
89.81 100.00
1381 1619
85.30 100.00
0.6726

Estimates for GROUP:

2 Total
0.1019 C.3175
0.6726

Number of Observations and Percent Classified into GROUP:

From GROUP

1

Total
Percent

Priors

Rate

Priors

1

15
26.79

14
11.57

29
16.38

0.3274

Error Count

0.7321

0.3274

2 Total
41 56
73.21 100.00
107 121
88.43 100.00
148 177
83.62 100.00
0.6726

Estimates for GROUP:

2 Total
0.1157 0.3175
0.6726
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GROUP

Variable

AFOQT A
GPA

LORS_GEN

Variable

AFOQT A
GPA
LORS_GEN

Variable

AFOQT A
GPA
LORS_GEN

Discriminant Analysis Results (Technical)

Prior

Frequency Weight Proportioun Probability

193 193.0000 0.339192 0.339192

376 376.0000 0.660808 0.660808

Simple Statistics
Total-Sample
N Sum Mean variance Std Dev
569 42273 74.29350 345.28167 18.58176
569 1722 3.02652 0.22206 0.47123
569 10.00000 0.01757 0.03842 0.19602
GROUP = 1
N Sum Mean variance Std Dev
193 15938 82.58031 213.94274 14.62678
193 612.00300 3.17100 0.23930 0.48918
193 8.00000 0.04145 0.10244 0.32006
GROUP = 2

N Sum Mean variance Std Dev
376 26335 70.03989 359.96374 18.97271
376 1110 2.95235 0.19757 0.44449
376 2.00000 0.00532 0.00530 0.07284
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Main Group

Numper of Observations and Percert Classified into GROUP:

From GROUP 1 2 Total

1 8 185 193

4.15 95.85 100.00

2 3 373 376

0.80 99.20 100.00

Total il 558 569

Percent 1.93 98.07 100.00
Priors 0.3392 0./~FJ8

Error Count Estimates for GROUP:

1 2 Total
Rate 0.9585 0.0080 0.3304
Priors 0.3392 0.6608

Validation Group

Number of Observations and Percent Classified into GROUP:

From GROUP 1 2 Total

1 0 29 29

0.00 100.00 100.00

2 1 35 36

2.78 97.22 100.00

Total 1 64 65

Percent 1.54 98.46 100.00
I'riors 0.3392 0.6608

Error Count Estimates for GROUP:

1 2 Total
Rate 1.0000 0.0278 0.3575
Priors 0.3392 0.6608
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Discriminant Analysis Results (Non-technical)

Prior

GROUP Frequency Weight Proportion Probability

1 683 683.0000 0.270067 0.270067

2 1846 1846 0.729933 0.729933

Simple Statistics
Total-Sample
Variable N Sum Mean Variance Std Dev
AFOQT_A 2529 165212 65.32701 442.85624 21.04415
GPA 2529 7774 3.07410 0.21681 0.46563
LORS_GEN 2529 471.00000 0.18624 0.28057 0.52969
EVAL1145 2529 10007 3.95690 4.00645 2.00161
LORS_COL 2529 866.00000 0.34243 0.62716 0.79193
AFOQT P 2529 144029 56.97865 505.64432 22.48654
WAIVS 2529 112.00000 0.04429 0.11275 0.33579
GRCUP = 1
Variable N Sum Mean Varliance Std Dev
AFOQT_A 683 52082 76.25476 271.33970 16.47239
GPA 683 2236 3.27343 0.18784 0.43340
LORS_GEN 683 205.00000 0.30015 0.48309 0.69505
EVAL1145 683 3017 4.41728 2.53090 1.59088
LORS_COL 683 264.00000 0.38653 0.72134 0.84932
AFOQT_P 683 43962 64.26603 440.92447 20.99820
WAIVS 683 23.00000 0.03367 0.08831 0.29717
GROUP =

Variable N Sum Mean Variance std Dev
AFOQT_A 1846 113130 61.28386 445.93456 21.11716
GPA 1846 5539 3.00035 0.20748 0.45550
LORS_GEN 1846 266.00000 0.14410 0.19928 0.44641
EVAL1145 1846 6990 3.78657 4.44656 2.10869
LLORS_COL 1846 602.00000 0.32611 0.59170 0.76922
AFOQT P 1846 100137 54.24540 502.16468 22.40903
WAIVS 1846 89.00000 0.04821 0.12179 0.34899
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Main Group

Number of Observations and Percent Classified into GROUP:

From GROUP

1

Total
Percent

Priors

Rate

Priors

Validation Group

1 2 Total
284 399 683
41.58 58.42 1¢92.00
223 1623 1846
12.08 87.92 100.00
507 2022 2529
20.05 79.95 100.00
0.2701 0.7299

Error Count Estimates for GROUP:

1 2 Total
0.5842 0.1208 0.2459
0.2701 0.7299

Number of Observations and Percent Classified into GROUP:

From GROUP

1

Total
Percent

Priors

Rate

Priors

1 2 Total
26 54 80
32.50 67.50 100.00
16 173 189
8.47 91.53 100.00
42 227 269
15.61 84.39 100.00
0.2701 0.7299

Error Count Estimates for GROUP:

1 2 Total
0.6750 0.0847 0.2441
0.2701 0.7299
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Appendix J:

Board Score Cumulative Frequency Plot

Plot of CUMFREQ*BDSCORE.
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Appendix K: SAS Progranms

/*PREG.SAS*/

/*PILOT*/

/*REGRESSION ANALYSIS FROM STEPWISE
DISCRIMINANT ANALYSIS
PREDICTED VALUES*/

OPTIONS LINESIZE=70 NOOVP;

libname sandi 'gor9lm:[sniemi.sas]';
DATA rsm;

SET sandi.thes;

%INCLUDE LASTBD;
IF PROGRAM='P';

%2INCLUDE LOADVAR;
IF BDTOT>24 THEN GROUP=1; ELSE GROUP=2Z;
%$INCLUDE KEEPVAR;

DATA NEW;
SET sandi.thes:;

%INCLUDE LASTBD;
IF PROGRAM='P';

%$INCLUDE LOADVAR2;
IF BDTOT>24 THEN GROUP=1; ELSE GROUP=2;

PREDBD=7.869655+.095546*APRYRS+.173891*EVAL1145+2.458751%*
GPA+.027841*AFOQT A+.048135*AF0QT P+.928378*PRIVLIC+
.001146*AFLYHRS+.657326*CALC+1.419295%SX+1.018999%*
BACHPLUS+.484627*T;

PERROR=ABS (BDTOT-PREDRBD) ;

%$INCLUDE KEEPVAR2;
%INCLUDE DISC;
%$INCLUDE PDVAR;

PROC RLEG DATA=rsm;
MODEL BDTOT = APRYRS
EVAL1145 GPA AFOQT_A AFOQT_P
PRIVLIC AFLYHRS CALC
SX BACHPLUS T:
%3INCLUDE APT;
PROC MEANS DATA=NEW;
VAR PERROR;
PROC PLOT DATA=NEW;
PLOT BDTOT*PREDBD;
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/*LASTBD.SAS*/
/*READS IN INFO FROM LAST BOARD*/

IF M4BDTOT=MISSING THEN M4BDTOT=0;
IF M3BDTOT=MISSING THEN M3BDTOT=0;
IF M2BDTOT=MISSING THEN M2BDTOT=0;

BDTOT=M4ABLTOT;
BDSEL=M4SELECT;
PROGRAM=M4PROG;
DEGLEV=M4DEGLEV;
GPA=M4GPA;

IF M4BDTOT=0 THEN DO;
BDTOT=M3BLCTOT;
BDSEL=M3SELECT;
PROGRAM=M3PROG;
DEGLEV=M3DEGLEV;
GPA=M3GPA;

END;

IF M4BDTOT=0 AND M3BDTOT=0 THEN DO;
BDTOT=M2BDTOT;
BDSEL=M2SELECT;
PROGRAM=MZ2PROG;
DEGLEV=M2DEGLEV;

GPA=M2GPA;
END;

IF M4BDTOT=0 AND M3BDTOT=0 AND M2BDTOT=0 THEN
BDTOT=M1BDTOT;
BDSEL=M1SELECT;
PROGRAM=M1PROG;
DEGLEV=M1DEGLEV;
GPA=M1GPA;
END;
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/ *LOADVAR.SAS*/
/*LOADS VARIABLES, PERFORMS CONVERSIONS*/

LASTSSN=SUBSTR(SSAN,9,1);
IF LASTSSN NE 9;

IF APP_STAT='A' THEN PRIOR=1; ELSE PRIOR=0;
IF ALLOLST3='N' THEN APR=1; ELSE APR=0;

IF LORS_COL~=MISSING TdHENLN LORG_COL=~0;

IF LORS_GEN=MISSING THEN LORS_GEN=0;

IF LORS_TOT=MISSING THEN LORS_TOT=0;

IF APRYRS=MISSING THEN APRYRS-:1;

NOBACH=0;

BACH=0;

BACHPLUS=0;

MAST=0;

IF DEGLEV='J' THEN NOBACH=1;

IF DEGLEV='N' OR DEGLEV='0O' OR DEGLEV='P' OR DEGLEV='Q'
OR DEGLEV='R' THEN BACH=1;

IF DEGLEV='0O' OR DEGLEV='P' OR DEGLEV='Q' OR DEGLEV='R'
THEN BACHPLUS=1;

IF DEGLEV='P'! OR DEGLEV='Q' OR DEGLEV='R' THEN MAST=1;

IF RSOPPIL='1' THEN PRIVLIC=1; ELSE PRIVLIC=0;

IF AFLYHRS=MISSING THEN AFLYHRS=0;

IF CALCULUS='1' THEN CALC=1; ELSE CALC=0;

IF DISENROL='Y' THEN DISENRL=1; ELSE DISENRL=0;

IF GRADE=MISSING THEN GRADE=0;

IF WAIVER1='1l' OR WAIVER1l='2' THEN AGEWAIV=1; ELSE AGEWAIV=0;

IF WAIVER2='0' THEN WAIVS=0;
IF WAIVER2='1' THEN WAIVS=1;
IF WAIVER2='2' THEN WAIVS=2;
IF WAIVER2='3' THEN WAIVS=3;
IF WAIVER2='4' THEN WAIVS=4;
IF WAIVER2='5' THEN WAIVS=5;
IF WAIVER2='6' THEN WAIVS=6;
IF WAIVER2=MISSING THEN WAIVS=0;

IF MARITAL='M' THEN MARSTAT=1; ELSE MARSTAT=0;
IF RACE='N' OR RACE='X' THEN MINOR=1; ELSE MINOR=0;
IF SEX='F' THEN SX=1; ELSE SX=0;

GPA=GPA/100;
%$INCLUDE MAJOR;
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/*MAJOR.SAS*/
/*ASSIGNS VALUE FOR TECHNCIAL MAJOR VARIABLE*/

T=0;

IF DEG_TYPE='OCCB' THEN T=1;
IF DEG_TYPE='OCYY' THEN T=1;
IF DEG_TYPE='OYBY' THEN T=1;
IF DEG_TYPE='OYRY' THEN T=1;
IF DEG_TYPE='4AYY' THEN T=1;
IF DEG_TYPE='4BYY' THEN T=1;
IF DEG_TYPE='4CYY' THEN T=1;
IF DEG_TYPE='4DYY' THEN T=1;
IF DEG_TYPE='4EYY' THEN T=1;
IF DEG_TYPE='4FYY' THEN T=1;
IF DEG_TYPE='4GYY' THEN T=1;
IF DEG_TYPE='4HBY' THEN T=1;
IF DEG_TYPE='4HYY' THEN T=1;
IF DEG_TYPE='4IYY' THEN T=1;
IF DEG_TYPE='4JYY' THEN T=1;
IF DEG_TYPE='4LYY' THEN T=1;
IF DEG_TYPE='4MYY' THEN T=1;
IF DEG_TYPE='4NYY' THEN T=1;
IF DEG_TYPE='40BY' THEN T=1;
IF DEG_TYPE='40YY' THEN T=1;
IF DEG_TYPE='4QYY' THEN T=1;
IF DEG_TYPE='4TYY' THEN T=1;
IF DEG_TYPE='4UYY' THEN T=1;
IF DEG_TYPE='4VAX' THEN T=1;
IF DEG_TYPE='4VKY' THEN T=1;
IF DEG_TYPE='4YYY' THEN T=1;
IF DEG_TYPE='6BYY' THEN T=1;
IF DEG_TYPE='6YYY' THEN T=1;
IF DEG_TYPE='8HYY' THEN T=1;
IF DEG_TYPE='8CYY' THEN T=1;
IF DEG_TYPE='OCYY' THEN T=1;
IF DEG_TYPE='0OYBY' THEN T=1;
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/*KEEPVAR.SAS*/
/*SPECIFIES VARIABLES TO KEEP FOR ANALYSIS*/

KEEP PRIOR APR LORS_COL LORS_GEN LORS TOT APRYRS EVAL1145
GPA AFOQT_A AFOQT_N AFOQT_ P AFOQT Q AFOQT V PRIVLIC
AFLYHRS CALC DISENRL GRADE AGEWAIV WAIVS MARSTAT MINOR
SX NOBACH BACH BACHPLUS BDTOT PROGRAM T LASTSSN GROUP;

/ *KEEPVAR2 .SAS*/

/*SPECIFIES VARIABLES TO KEEP FOR ANALYSIS OF TEST GROUP%*/

KEEP PRIOR APR LORS_COL LORS_GEN LORS_TOT APRYRS EVAL1145
GPA AFOQT_A AFOQT_N AFOQT P AFOQT Q AFOQT V PRIVLIC
AFLYHRS CALC DISENRL GRADE AGEWAIV WAIVS MARSTAT MINOR

SX NOBACH BACH BACHPLUS BDTOT PROGRAM T LASTSSN
PREDBD PERROR GROUP;
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/*LOADVAR2.SAS*/
/*LOAD VARIABLES FOR TEST GROUP*/

LASTSSN=SUBSTR(SSAN,9,1);
IF LASTSSN EQ 9;

IF APP_STAT='A' THEN PRIOR=1; ELSE PRIOR=0;
IF ALLOLST3='N' THEN APR=1; ELSE APR=0;

IF LORS_COL=MISSING THEN LORS_COL=0;

IF LORS_GEN=MISSING THEN LORS_GEN=0;

IF LORS_TOT=MISSING THEN LORS_TOT=0;

IF APRYRS=MISSING THEN APRYRS=0;

NOBACH=0;

BACH=0;

BACHPLUS=0;

MAST=0;

IF DEGLEV='J' THEN NOBACH=1;

IF DEGLEV='N' OR DEGLEV='0' OR DEGLEV='P' OR DEGLEV='Q'
OR DEGLEV='R' THEN BACH=1;

IF DEGLEV='O' OR DEGLEV='P' OR DEGLEV='Q' OR DEGLEV='R'
THEN BACHPLUS=1;

IF DEGLEV='P' OR DEGLEV='Q' OR DEGLEV='R' THEN MAST=1;

IF RSOPPL='1' THEN PRIVLIC=1; ELSE PRIVLIC=0;
IF AFLYHRS=MISSING THEN AFLYHRS=0;

IF CALCULUS='1' THEN CALC=1; ELSE CALC=0;

IF DISENROL='Y' THEN DISENRL=1; ELSE DISENRL=0;
IF GRADE=MISSING THEN GRADE=0;

IF WAIVER1='1l' OR WAIVER1='2' THEN AGEWAIV=1; ELSE AGEWAIV=0;

IF WAIVER2='0' THEN WAIVS=0:;
IF WAIVER2='1' THEN WAIVS=1;
IF WAIVER2='2' THEN WAIVS=2;
IF WAIVER2='3' THEN WAIVS=3;
IF WAIVER2='4' THEN WAIVS=4;
IF WAIVER2='5' THEN WAIVS=5;
IF WAIVER2='6' THEN WAIVS=6;
IF WAIVER2=MISSING THEN WAIVS=0;

IF MARITAL='M' THEN MARSTAT=1; ELSE MARSTAT=0;
IF RACE='N' OR RACE='X' THEN MINOR=1; ELSE MINOR=0;
IF SEX='F' THEN SX=1; ELSE SX=0;

GPA=GPA/100;
$INCLUDE MAJOR;
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/*DISC.SAS*/
/*DISCRIMINANT ANALYSIS*/

PROC FREQ DATA=rsm;
TABLES GROUP;

PROC DISCRIM DATA=rsm SIMPLE POOL=TEST WCORR TESTDATA=NEW;
CLASS GROUP;
PRIORS PROPORTIONAL;

/*PROC STEPDISC SIMPLE DATA=rsm;
CLASS GROUP; */

/*PDVAR.SAS*/

VAR EVAL1145 GPA AFOQT N AFOQT P AFOQT Q AFLYHRS GRADE;

121




/*APT.SAS*/
/*RESIDUAL PLOTS, K-S TEST, Q-Q PLOT*/

output out=aptness stdp=stderrm 195m=195bm u95m=ud95bm
stdi=stderrp 195=195bp u95=u95bp
p=yhat r=yresid h=hatmatd;

proc plot data=aptness;
plot yresid*yhat / vref=0;

proc univariate data=aptness normal noprint;
var yresid;
output out=normck n=samsize normal=normtspv;
titlel '======s====s=====s=c=========================== '

title2 ! APTNESS CHECK FOR NORMALITY °';
title3 ' WilkShapiro if N<51 else Kolomogorov-Smirnov ';
titleq ' s==m=s===ss=ss===ss=—==—=== '

proc print data=normck;
proc rank data=aptness normal=vw;
var yresid;
ranks resrank;
proc plot;
plot resrank*yresid:;
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/*PILOT.SAS*/

/*PILOT*/
/*PERFORMS STEPWISE REGRESSION
GPA ANALYSIS*/

/*2338 OBSERVATIONS 27 VARIABLES*/
/*DEPENDENT VARIABLE BDTOT*/

OPTIONS LINESIZE=70 NOOVP;

libname sandi 'gor91lm:[sniemi.sas]’';
DATA rsm;

SET sandi.thes;

%INCLUDE LASTBD;
IF PROGRAM='P';

%$INCLUDE LOADVAR;
group=1;
%INCLUDE KEEPVAR;

/*PROC FREQ;
TABLES BDTOT*/ ;
PROC SORT;
BY T;
PROC MEANS ;
BY T;
VAR GPA;
PROC FREQ;
TABLES LASTSSN;
PROC STEPWISE DATA=rsm;
MODEL BDTOT = PRIOR APR LORS_COL LORS_GEN LORS_TOT APRYRS
EVAL1145 GPA AFOQT A AFOQT N AFOQT P AFOQT_Q AFOQT V
PRIVLIC AFLYHRS CALC DISENRL GRADE AGEWAIV WAIVS
MARSTAT MINOR SX NOBACH BACH BACHPLUS T;
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/*SA.SAS*/

/*CALCULATES MEAN FOR LAST BOARD AND
MEAN FOR FIRST, SECOND, THIRD, AND FOURTH BOARDS*/

OPTIONS LINESIZE=70 NOOVP;

libname sandi 'gor9lm:[sniemi.sas]':
DATA rsm;

SET sandi.thes;

$INCLUDE LASTBD;
%INCLUDE LOADVAR3;
group=1l;

$INCLUDE KEEPVAR;

DATA ALLREC;
SET sandi.thes;

%$INCLUDE LOADVAR3;
KEEP M1BDTOT M1BDNUM M2BDTOT M2BDNUM M3BDTOT M3BDNUM
M4BDTOT M4BDNUM;

PROC MEANS DATA=rsm;
VAR BDTOT;

PROC MEANS DATA=ALLREC;
VAR M1BDTOT IM2BDTOT M3BDTOT M4BDTOT;
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/ *LOADVAR3 .SAS*/
/*INCLUDES ALL RECORDS--ALL SSANs INCLUDED*/

LASTSSN=0;

IF APP_STAT-='_..' THEN PRIOR=1; ELSE PRIOR=0;
IF ALLOLST3='N' THEN APR=1; ELSE APR=0;

IF LORS_COL=MISSING THEN LORS COL=0;

IF LOK”_GEN=MISSING THEN LOPs5_GEN=0;

IF LORS TOT=MISSING THEN LORS TOT=0;

IF APnYRS=MISSING THEN APRYRS=0:

NOBACa=0;

BACH=0":

BACHPLUS=0;

MAST=0;

IF DEGLEV='J' THEN NOBACH=1,

IF DEGLEV='!' OR DEGLEV='0' OR DEGLEV='P' OR DEGLEV='Q"
OR DEGLEV='R' THEN BACH=1;

IF DEGLEV='0' OR VEGLEV='P' OR DEGLEV='Q' OR DEGLEV='R'
THEN BACHPLUS=1;

IF DEGLEV='P' OR DEGLEV='Q' OR DEGLEV='R' THEN MAST=1;

IF RSOPPL='1' THEN PRIVLIC=1; ELSE PRIVLIC=0;

IF AFLYHRS=MISSING THEN AFLYHRS=0;

IF CALCULUS='1l' THEN CALC=1; ELSE CALC=0;

IF DISENROL='Y' THEN DISENRL=1; ELSE DISENRL=0;

IF GRADE=MISSING THEN GRADE=0;

IF WAIVER1='1l' OR WAIVER1='2' THEN AGEWAIV=,: ELSE AGEWAIV=0:;

IF WAIVER2='0' THEN WAIVS=0;
IF WAIVER2='1l' THEN WAIVS=1;
IF WAIVER2='2' THEN WAIVS=2;
IF WAIVER2='3"' THEN WAIVS=3;
IF WAIVER2='4' THEN WAIVS=4;
IF WAIVER2='5' THEN WAIVS=5;
IF WAIVER2='6' THEN WAIVS=6;
IF WAIVER2=MISSING THEN WAIVS=0;

IF MARITAL='M' THENL MARSTAT=1; ELSE MARSI[AT=0;
IF RACE='N' OR RACE='X' THEN MINOR=1; ELSE MINOR=0;
IF SEX='F' THEN SX=1; ELSE SX=0;

GPA=GPA/100;
$INCLUDE MAJOR;
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/*ALL.SAS*/
/*CALCULATES MEAN BOARD SCORES FOR EACH INDIVIDUAL BOARD*/

OPTIONS LINESIZE=70 NOOVP;
libname sandi 'gor9lm: [sniemi.sas]';

DATA ALLREC;
SET sandi.thes;

IF M1BDNUM=8905 THEN BDTOT=M1BDTOT;

ELSE IF M2BDNUM=8905 THEN BDTOT=M2BDTOT;

ELSE IF M3BDNUM=8905 THEN BDTOT=M3BDTOT;

ELSE IF M4BDNUM=8905 THEN BDTOT=M4BDTOT;

ELSE BDTOT=MISSING;

KEEP M1BDTOT M1BDNUM M2BDTOT M2BDNUM M3BDTOT M3BDNUM
M4BDTOT M4BDNUM BDTOT;

PROC MEANS;
VAR BDTOT;
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/*TBDFREQ.SAS*/

/*CREATES BOARD SCORE FREQUENCY GRAPHS*/

OPTIONS LINESIZE=70;

libname sandi 'gor9lm:{sniemi.sas]';

INPUT BDSCORE FREQ PERCENT CUMFREQ CUMPERC;

DATA BDS;
CARDS;
7.5 1
8 3
8.5 2
9 4
9.5 1
10 2
10.5 8
11 12
11.5 10
12 16
12.5 31
13 45
13.5 53
14 81
14.5 83
15 132
15.5 158
16 410
17 506
18 643
19 690
20 871
21 763
22 825
23 950
24 896
25 757
26 569
27 307
28 118
29 30
30 238

PROC PLOT DATA=BDS;
PLOT FREQ*BDSCORE;
PLOT CUMFREQ*BDSCORE;
PLOT PERCENT*BDSCORE;
PLOT CUMPERC*BDSCORE;
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9215
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/*LOGTREG.SAS*/
/*REGRESSION FROM STEPWISE
PREDICTED VALUES*/

OPTIONS LINESIZE=7GC NOOVP;

libname sandi 'gor91im:(sniemi.sas]’;
DATA rsm;

SET sandi.thes;

%INCLUDE LASTBD;
IF PROGRAM='T';

%INCLUDE LOADVAR;

IF BDTOT>23 THEN GROUP=1; ELSE GROUP=2;
LNBDTOT=LOG (30-BDTOT) ;

%INCLUDE KEEPVARL;

DATA NEW;
SET sandi.thes;

$INCLUDE LASTBD;
IF PROGRAM='T';

%INCLUDE LOADVAR2;
IF BDTOT>23 THEN GROUP=1; ELSE GROUP=2;

PREDBD=3.83426-.322987*GPA-.0104*AFOQT A+.001714%*
AFLYHRS-.412147*PRIVLIC+.016126*EVAL1145~
.107949*SX;

LNBDTOT=LOG (30-BDTOT) ;

PERROR=ABS (LNBDTOT-PREDBD) ;

%INCLUDE KEEPV2L;
/*%INCLUDE DISC;
%$INCLUDE TDVAR;*/

PROC REG DATA=rsm;
MODEL LNBDTOT = GPA AFOQT A
AFLYHRS PRIVLIC EVAL1145 SX;
$INCLUDE APT;
PROC MEANS DATA=NEW;
VAR PERROR;
PROC PLOT DATA=NEW;
PLOT LNBDTOT*PREDBD;
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