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1) Methods for quantifying pote.1tia1 performance 
degradation of individuais and weapons crews in 
combat environments, based on data from combat, 
weapons tests, and real-time simulations. 

2 )  Techniques for estimating environmental and 
workload effects on human performance. 

3 )  Availability and utility of combat data for 
madeling and analysis inputs. 

4) Appruaches for including human factors in combat 
models. 

5 )  Results of recent analyses of combat effectiveness. 

A unique feature of this MORS symposium was the participation by 
representatives of several of our NATO allies (SHAPE Technical Centre, Canada, 
France, Great Britain, The Netherlands, and West Germany). Significant 
contributions to the information base cited above, including interesting 
perspectives on approaches to the KORIMOC I1 problem, were presented by 
several of these participants. These inciude the unique analysis of World War 
I1 combat data by David Rowland of Great Britain, the noteworthy study of the 
effects of soldier fatigue in battle by Htm. Werner Siemon and Helmut 
Wollschlayer of Vest Germany, and the several penetrating and thoughtful 
discussions by L. Ron Speight of SHAPE T'echnical Center, all included in this 
Proceedings. 

From the cumulative information provided by the various papers and 
discussions, a candidate set of problems have been identified as possible 
grist for the millstones of the MORIMOC I11 Workshop - the specific problems 
will be selected and refined from this set during the MORIMOC I1 General 
Session at the 57th MORS Symposium in June 1989. 

Finally, an unspecified benefit of the symposigm should be noted. This 
truly became a multi-disciplinary meeting, for unlike the usual MORS 
activities at which the great majority of the attendees are operations 
research, social science, and systems analyst professionals, this meeting also 
attracted attendees and speakers from the human factors, human engineering, 
psychology, and behavioral science disciplines. The diverse backgrounds but 
common interest of ail these participants were recognized early on, so that 
time was allocated for mixing and for small group discussions, both during the 
meeting days and also by a planned social mixer the first evening and a dinner 
program the second evening. In addition, every effort was made to provide time 
for questioning the authors of the papers and to select discussants for the 
papers with an eye to cross-fertilization among the technical disciplines. The 
extent to which this was accomplished can only be gauged by the enthusiasm 
shown by the attendees, the sustained attendance throughout the full three 
days of the program, and the responsiveness of all of the authors and 
discussants in early submittal of their papers for ttis Proceedings. 

~ t e i h e n  A. Murtaugh 
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This Proceedings documents the hard outputs uf this landmark multi- 
disciplinary MORS mini-symposium, which had as its proponents the Deputy Under 
Secretary of the Army for Operations Research and the Assistant Chief of 
Staff, Studies and Arulyses, Headquarters U.S. Air Force. MORIMOC I1 provided 
a forum for description and discussion of efforts by the operations research, 
human factors, and behavioral sciences communities in identifying and 
understanding (1) the impact of human performance on combat and (2) techniques 
for representing such impacts in weapons effectiveness and combat models. 

The performance of humans in battle environments, functioning as 
individuals,  crew^, or in units, and the ability to model or account for the 
influence of humans on combat operations are subjects of long term interest to 
segments of the above-named communities, especially the combat 
hietorians/analyats and the human engi'eers. Over the past decade, many 
Dobsponsored activities, including the MORS-sponsored MORIMOC I Workshop in 
February 1986, examined the shortcomings of combat models and data for such 
applications as war planning, training, procurement, and logistics decisions. 
A unanimous finding of all these activities was the lnck of accounting for 
the effects on battle outcome of human actions and performance in the combat 
environments at all levels of the opposing forces. Yet the human element has 
overriding importance in all battle operations. The weapons effectiveness and 
combat analysis/modeling efforts must account for the capabilities and the 
degradations of the combatants' perforwnce, and must reflect these effects at 
the individual, crew, and unit levels, as appropriate. 

This MORIMOC I1 mini-symposium was a first step for MORS in creating and 
hosting a multi-disciplinary program directed to development of the 
understanding ueeded to answer important questions about representing human 
performance (capabilities, limitations) in combat models used to support 
military decision making: to what extent does human performance affect model 
outputs, hov much of these effects must be accounted for, and how human 
performance can be included in modeling of weapons effectiveness and combat. 
In particular, the objectives of this mini-symposium were to: 

1) Develop an information base on the present 
status of modeling of human performance in 
combat and the effects on the conduct and outcome 
of battle, and 

2 )  Provide guidance and direction to the structuring 
of the work areas for the planned sequel, a MORS 
Workshop (termed MORIMOC 111) on this subject, 
scheduled for March, 1990. 

The contents of this Proceedings serves to testify, by the papers presented 
and the discussants remarks, that both objectives were fully satisfied and 
some additional benefits (discussed belov) also were realized. From the 
standpoint of the first objective, we uncovered (and provide here) substantial 
evidence of en extensive information base in the areas of: 
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MILITARY OPERATIONS RESEARCH SOCIETY WELCOME 
Clayton J .  Thomas 

Chief S c i e n t i s t ,  Air Force S tud ie s  6 Analyses 
MORS Air  Force Sponsor's Representa t ive  

I t  i s  a  p r i v i l e g e  and a p leasure  t o  welcome you today on behalf of 
MORS--the M i l i t a r y  Operat ions Research Society.  Some of  you a r e  o l d  f r i ends  of 
MORS, but many here  a r e  new t o  MORS, even a few from o t h e r  lands. So l e t  me 
t e l l  you a l i t t l e  about  MORS--how i t  is l i k e  a t y p i c a l  professional s o c i e t y ,  
and how it is d i f f e r e n t .  

I n  many ways MOBS is what you would expect .  I t  seeks  t o  enhance t h e  
q u a l i t y  and e f f e c t i v e n e s s  of  m i l i t a r y  ope ra t ions  research.  I t  provides media 
f o r  p ro fes s iona l  exchange and peer c r i t i c i s m ,  such a s  pub l i ca t ions  and 
meetings l i k e  t h i s  mini-symposium. MORS encourages high s tandards  f o r  pro- ' 

f e s s i o n a l  methodology and a p p l i c a t i o n s ,  and high s t anda rds  of individual  
exce l lence  and e t h i c s  f o r  a l l  p r a c t i t i o n e r s .  So f a r ,  MORS sounds very typ ica l .  

But i n  o t h e r  ways. MORS is not  a t  a l l  typ ica l .  I t  does not  have seve ra l  
thousand dues-paying members. A s  a c t u a l  members, MORS has its board of 28 
d i r e c t o r s ,  each of  whom is e l e c t e d  t o  a  four-year term. Maay f r i ends  of MORS 
who have been t o  a t  l e a s t  one of i t s  symposia t h i n k  of  themselves a s  members. 
There a re  probably s e v e r a l  thousand such f r i e n d s ,  and they include ana lys t s ,  
ope ra to r s  and managers. Some a r e  i n  government--.uniformed o r  civilian--and 
some a re  i n  indus t ry  o r  "think-tanks" o r  academia. 

Several  hundred of t hese  f r i e n d s  of MORS a r e  the s p e c i a l  volunteers  
involved i n  the  hard work t h a t  makes sympcsia and o t h e r  MORS meetings a c t u a l l y  
happen. MORS has a  small  o f f i c e  of superb and dedica ted  individuals-- the exe- 
c u t i v e  d i r e c t o r ,  a d m i n i s t r a t i v e  a s s i s t a n t ,  and s e c r e t a r y ,  a l l  of  whom you met 
when you registered--but  MORS volunteers  a r e  a l s o  e s s e n t i a l  t o  the  success of  
meetings and pub l i ca t ions .  

MORS c o l l e c t s  no dues,  s o  where does i t s  money come from? The two main 
sources a r e  r e g i s t r a t i o n  fees  f o r  i t s  meetings--like t h e  fee  you paid for  
MORIMOC 11--, and c o n t r a c t u a l  support from i t s  f i v e  sponsors.  The o r i g i n a l  
sponsor was t h e  Navy. I t s  Of f i ce  of  Naval Research s t a r t e d  MORS jus t  a  b i t  
over  30 years  ago, and the  Navy s t i l l  martages t h e  MORS c o n t r a c t .  For over 20 
yea r s ,  however, the  Army and A i r  Force have joined the  Navy in sponsoring 
MORS, and more r e c e n t l y  the J o i n t  Chiefs  of StafC and the  Off ice  of  the 
Secre tary  of Defense have a l s o  become sponsors.  

In  i t s  f i r s t  25 yea r s ,  MORS' meetings were mostly two l a r g e  symposia per 
year--each symposium having s e v e r a l  hundred p a r t i c i p a n t s  and as  many as  30 
working groups. To those who have not ye t  seen a  big MORS symposium f i r s t  
hand, I descr ibe  i t  a s  something l i k e  a  30 r ing  c i r c u s .  The re ' s  more going on 
than any s i n g l e  ind iv idua l  can watch. 

Half a  dozen years  ago, MORS branched oc t  t o  new types of meetings. There 
i s  s t i l l  one l a rge  symposium each summer, with t y p i c a l l y  between 500 and 1000 
p a r t i c i p a n t s .  But during the  r e s t  of t h e  year t h e r e  a r e  seve ra l  smaller  
meetings. Most of  t hese  a r e  e i t h e r  workshops, t y p i c a l l y  w i t h  between 20 and 60 
p a r t i c i p a n t s ,  o r  mini-symposia, which may have a s  many a s  200 p a r t i c i p a n t s .  So 
f a r ,  MORIMOC I 1  appears  t o  have s l i g h t l y  over 110 p a r t i c i p a n t s .  



As a mini-symposium, MORIMOC I1 i s ,  of course ,  one of the new type 
meetings, and we hope t h a t  i t  w i l l  be one o f  the  bes t .  We have come because we 
recognize the  importance of represent ing ,  i n  some way, the  e f f e c t s  of human 
behavior and performance i n  the  modeling of combat, if t h a t  modeling is t o  be 
r e a l i s t i c .  I suspect  t h a t  s h o r t l y  we s h a l l  hear more about t h a t  importance 
from Gene Visco and Steve Murtaugh. 

I f i r s t  began t o  apprec ia t e  the g e n e r a l i t y  of the  concern v i t h  the  "human 
f a c t o r s  problem" t h r e e  years  ago t h i s  week, at  the  MORIMOC I vorkshop. That 
vorkshop looked a t  how t o  g e t  more ope ra t iona l  rea l i sm i n  the  modeling o f  com- 
bat.  Each o f  three  working groups looked at the  goal  of r ea l i sm from i t s  own 
perspect ive--operat ional ,  mathematical. and physical-engineering.  I had 
expected the  ope ra t iona l  group t o  mention human f a c t o r s ,  but  I had thought 
t h a t  the  mathematical group would probably confine i t s e l f  t o  s u b j e c t s  l i k e  
misuse of expected values,  the  assumption of s t a t i s t i c a l  independence, e t c . ,  
and t h a t  the  physical-engineering group would be l a r g e l y  concerned with 
measuring q u a n t i t i t i e s  l i k e  radar  c ross-sec t ion  and s i l o  hardness. The 
s t r i k i n g  r e s u l t ,  hovever, was t h a t  each of the  three  groups had a s  one of i t s  
major concerns the  need t o  do b e t t e r  i n  represent ing  the  e f f e c t s  of human 
behavior and performance. 

Steve Murtaugh and S a l l y  Van Nostrand vere at  UORIMOC I ,  and they 
a c t u a l l y  d id  something about i t s  insight--they planned and spearheaded t h i s  
meeting. Walt Ho l l i s  and Gene Visco and t h e i r  o f f i c e  supplied t o  MORIMOC I 1  
the  impetus of a c t i v e  sponsorship. Those of you vho have come t o  give and 
d iscuss  papers have provided the f i n a l ' e s s e n t i a l  ingredient .  I s a l u t e  you a l l ,  
and look forward t o  th ree  idea-packed days. 

Thanks t o  a l l  of you f o r  coming. 



ARMY SPONSOR'S WELCOME 
Eugene P. Visco 

Ui rc - to r ,  Study Program Management Agency 
Off ice  o-- the Deputy Under Secre tary  of the  Army 

(Operations Research) 

This  d e l i g h t f u l  t a s k  normally f a l l s  t o  Mr. Walter W. H o l l i s ,  DUSh(0R). I 
welcome you, not  as the  corpus Visco but  r a t h e r ,  as the  s p i r i t  Hol l i s .  Other 
demands were made on h i s  time and I am pleased t o  r ep resen t  him a s  well  a s  
myself. We both have s t r o n g  f e e l i n g s  about the  importance o f  t h e  theme of  t h i s  
mini-symposium. We a r e  equa l ly  pleased t o  see the  growing and continuing 
i n t e r e s t  MORS and the  m i l i t a r y  operat ions a n a l y s i s  community i s  showing i n  the 
i s s u e  of  human behavior i n  models of combat, a s  wel l  as i n  o t h e r  forms of  ana- 
l y s i s .  

I t  is  p a r t i c u l a r l y  f i t t i n g  and proper t h a t  the  Army take  a  point  p o s i t i o n  
about  t h e  issue.  The o t h e r  s e n i o r  serv ice  sees  i t s e l f  comprised e s s e n t i a l l y  of 
s h i p s ;  we speak of t h e  "600 s h i p  Navy." The junior  s e r v i c e  sees  i t s e l f  made up 
o f  wings and squadrons--and, sometimes, s i l o s  o r  r a i l r o a d  c a r s .  The Army has 
~ k w a y s  seen i t s e l f  p r i n c i p a l l y  a s  people. Obviously, we form up i n t o  u n i t s  f o r  
combat and o the r  a c t i v i t i e s ;  regiments, br igades,  d iv i s ions .  corps ,  armies, 
and army groups a r e  important elements. But f i r s t  and foremost the Army is 
s o l d i e r s .  Modern even t s ,  such as the Vincennes inc iden t ,  suggests  t h a t  a l l  of 
u s  need t o  pay much more a t t e n t i o n  t o  the human element. 

The theme is important.  HORS is .to be congra tu la ted  on leading the  way. 
A l l  the  p a r t i c i p a n t s ,  p re sen te r s ,  d i scussants ,  and c h a i r s  a r e  t o  be congratu- 
l a t e d  f o r  recognizing the  increas ing  importance of  the  theme. Let  us proceed. 



INTRODUCTION TO 
EORPPIOC 11: - UORE - OPERATIONAL -RWISU IN FDELINC - OF - COMBAT 

Stephen A. ~ u r t a u ~ h  
Symposium Chairman 

We are gathered here as an interdisciplinary group, to consider what has 
generally been asaeased to be the unquantifiable aspect8 of var - the contri- 
butions of :he human being in the so-called "high technology" combat environ- 
ment. We are interested in behavior and performrnce of the human in this 
stressful environment from the standpoints of the individual combatant, the 
crev of. a weapon (e.8.. helicopter, tank, artillery piece) and the unit 
(platoon, cap.ny, etc.) - and hov that behavior and performance can and does 
affect the combat capability of the veapons operated by the humans in various 
types and levels of combat. 

The need has been recognized for some years to develop the understanding 
we are seeking and to apply this newfound knovledge in the analysis of mili- 
tary operation8 so as to provide substantiated inputs to the planning, pre- 
paration, conduct, and evaluation of combat. 

Each of us here has not only recognized this need, but has acted upon it, 
each according to his or her own talents and capabilities. Kany of you have 
offered papers to present at this symposium, papers which provide hard evi- 
dence of your resolve, along with that of your employers and your contract 
sponsors, to develop understanding of the impact of huarrn behavior and perfor- 
mance on combat effectiveness. 

As a result, ve have been able to put together an agenda for these next 
three days which is based on good, solid vork performed in such areas as 
experimental research, battle wasurements, historical data bases, model and 
simulation development and applications, and realistic combat training. All of 
this has the focuo of developing better capabilities for understanding and 
modeling the role of the human in combat so as to meet the needs of the U.S. 
and NATO countries' military planners. 

Of course, vhat is itmediately apparent is that the problem ve have 
defired requires the efforts of a variety of scientific and engineering 
disciplines. The field of operations research is an inter-disciplinary 
science, coupling social sciences and operational analysis to provide a power- 
ful tool for quantifying and explaining many of the functional phenomena in 
which mankind engages. However, the range of profesaiona? capabilities which 
yoti folks p a a a s a  as a g r w p ,  and which are =ceded to develop the :ethnology 
we seek, is much broader and is truly impressive. We on the program committee, 
plus the MORS Board of Directors and the PIORS W D  sponsors, are very pleased 
with your participation in this symposium - and that we have this opportunity 
to marshall our joint efforts in an interdisciplinary approach to this timely 
problem. 

I do not want to suggest that we expect that all the problems of 
accounting for and integrating human performrnce into combat models will be 
solved in this one meering. We have been planning and preparing for this sym- 
posium for over two years - and during that time received much good guidance 
and encouragement from various sources, including several people who are on 



the program: Clayton Thomas and Cene Visco, whom you have already heard from: 
Sally Van Nostrand and Wayne Hughes, Session Chairs on Thursday and Friday, 
Ron Speight from STC, who will be speaking to us tomorrow night after dinner, 
and bd VanDiver, Director of the Army's Concepts Analysis Agency. This meeting 
is but one step in a planned sequence to attack this problem. 

After this meeting, we will have a general session at the 57th MORS, to 
be held in early June at Ft. Leavenworth. At this meeting, the seasion chair- 
men and I will present a su-ry of what was accomplished in this program and 
a listing of the problem areas which have been identified. Also, we shall 
discuss the formation of a new working group dealing with human factors and 
quantifying the human. The working group will w e t  at the annual PIORS symposia - to deal with the problems we are concerned with here. Another step is a 
folloron Molls-sponsored workshop planned for next year. This workshop will be 
composed of those of you here who wish to work on and contribute to the 
approach and solution of the problems we jointly identify as an output of this 
symposium. 

Still another facet of our attack came about this way. Early in our 
planning for this series of endeavors, Frank Tapparo, of the Office of 
Assistant Secretary of Defense, Program Analysis and Evaluation, learned of 
our efforts and contacted me to inform us that the NATO SHAPE Technical Centre 
(STC) at The Hague, The Netherlands, was planning to start work on a research 
study project on the representation of h u m n  factors in wargames and battle 
models. He further introduced me to the head of the STC Operations Research 
Division, Dr. L. Ron Speight, who is participating in our program, and who is 
directly involved in establishing phis NATO workshop. Subsequently, Ron 
visited me and we devised a plan by which the W R S  and NATO symposia and 
workshops will be complementary and feeding into one another, so that jointly . 
we can achieve more than if they were pursued separately. This is how it has 
come about that, for the first time, NATO is participating in a MORS program. 
Dr. Speight has been influential in generating interest among NATO countries 
to participaee in our meeting. As a result of his efforts and those of others, 
we have several European papers on our agenda and have representatives from 
STC, England, Canada, France, The Netherlands, and West Germany here to par- 
ticipate in our discussions. 

We shall work toward having NATO participation in the follow-on meetings 
we plan, and we shall provide such support to the NATO workshop, when it is 
scheduled, as they may find appropriate to their need. 

Now, as to the objectives of this symposium. Once it was determined that 
the subject was of interest and important, it was deemed a next step should be 
to determine who was doing what work in the field and of what value might i t  
be? Therefore, the first objective of this symposium is to gather an infor- 
mation base to define the present status of modeling human performance and 
behavior, and the effects of such performance on the conduct and outcome of 
combat. This includes the status of human factor data base development, the 
use of such data in combat models for various applications, and the results 
achieved as this data is applied. 

The response to this first objective was somevhat of a surprise to us 
involved in the planning - I, for one, had expected 15 or 20 abstracts in 
response to the call for papers - hoping for enough material to have a 1-1/2 



or 2 day symposium - truly a "mini." Instead, we received about 50 abstracts 
-some in considerable derail vhich indicated the work described to be near 
completion. We accepted 35 of the abstracts, but found it would be necessary 
to g6 to a 3 day meeting, if we did not want simultaneous sessions. So, with 
the good graces of our host, CNA, we extended the meeting through this Friday 
afternoon. 

Our second objective has two parts to it - both have to do with providing 
guidance and direction so that the folloron PLORS workshop will make a 
wrthwhile contribution. First, from the perspective I have at this point in 
tie, I feel thir purpoee will be served in part by the identity and defini- 
tion of rpecific problem areas vhich might be amenable to attack in a workshop 
emironmcnt. Such problems are: 

o How do the particular kinds of "decision issues" for which the 
combat modeling is being performed, impact the degree to which 
human factors are "essential ingredients" in combat modeling 
and support of decision makers? That is, how much realism is 
required for the various decisions required? 

o How to develop a conceptual framevork for consideration of the 
M O R I W  I1 topic? As Ron Speight has so aptly expressed it in 
a letter to me: "The field of enquiry is potentially vast, 
stretching as it does into every field of human endeavor in 
battle, all facets of operation of the many different weapon 
systems, and all the different judgments and decisions which 
men are called upon to make when countries are opposed in war. 
A year-long symposium of random papers might expect to peck 
holes in all this here and there (especially as basic data are 
extremely scarce). This being so, there is a very real risk of 
any symposium being formless and inconclusive, especially as 
there is no ready-made theoretical structure into which papers 
could be fit." 

Second, the documentation of the papers presented and the discussion of 
the papers is an important record of what we have accomplished here. 
Furthermore, such a printed proceedings, issued st an early date, will serve 
as a useful handbook to those who participate in our follow-on workshop and to 
our NATO friends in the conduct of their workshop. Therefore, we attach great 
importance to the early revision and submission by the authors of all the 
papera presented and the comments by all the discussants. 

In keeping with the concern over conceptual framework, so as to bring 
order and focus to our consideration of this topic, note that the agenda has 
departed from the sequence of five topics cited in the call for papers and is 
as follows: 

o Human Factors in Decision Issues 
o Human Performance Models and Applications 
o Predicting Human Performance in Combat Environments 
o Combat as a Data Source 
o Representing Human Performance in Combat Models and Simulations 

Each of these topics is treated in our agenda to the extent that appropriate 



papers were offcied on the subject. As you are listering to the various 
speakers and Eiscussants, I encr.lraga you to keep in mind not just the paper 
being presented, but tc consider the application of all the good work in the 
contpxt of the followinp four areas: 

1. Use of weapons so as to take full advantage of potential 
firepower 

2. Cohesion and effectiveness of units, especially as losses 
are taken and replacements made 

3. Individual, crew, and unit performance as constrained by 
environmental conditions and human performaace 

4. Innovation/ingenuity-as in decision-making with information 
missing or in error, or other fog of war circumstances 

Two more points I wish to make. To enhance the value to each of you 
attending this symposium, we have discussants for most of the papers. These 
discussants will try to apply their experience to the ~ubject of the paper 
they are addressing so as to provide, on the one hand, a broader view of the 
utility of the author's work to the overall problem we are considering and, as 
needed, a critical commentary. In addition, we have allowed time for questions 
and answers following the discussants comments. 

The second point is to recognize again the broad range of professional 
capabilities and interests you folks bring to this fo-um. You represent opera- 
tions research, systems analysis, human factors and human engineering, and 
behavioral sciences, at least. Each of us sees this meeting as an opportunity 
to interface with people of different professional capabilities but with a 
coolmon interest and sense of purpose. Therefore, our agenda provides oppor- 
tunity for meeting each other and discussing the issues - at the lunch breaks, 
at the mixer tonight, and the dinner tomorrow night. 

The program committee has had a ball putting this symposium and the 
agenda together. It has been a privilege to work with all of you authors, 
speakers, discussants, and session chairs. Up to now, we have looked at this 
as being our meeting. From h x e  on, the symposium is your meting, to conduct, 
to participate in, and to learn from. Enjoy yourselves, and I hope the ageuda 
fully lives up to your expectations! 

Nov I turn the meeting over to the chairman of the first session, Mr. 
Eugene Visco. 



AFTER DINNER ADDRESS 
Dr. L. Ronald Speight, Chief, Operations Research Division 

NATO SHAPE Technical Centre 

Ladies and Gentlemen, we meet on an historic occasion, with the US 
Milit~ry Operations Research Society being joined by elements of NATO to 
launch an attack on one of the great challenges of military analysis - that of 
the human factor in battle. I feel that I should open on an historical note. 

I work for the Supreme Headquarters, Allied Powers Europe, at their 
Technical Centre in the Hague. Very many times a year I travel from the 
Netherlands down the motorway to our military headquarters in Mona, Belgium. 
As I skirt Brussels I pass the monument of the Butte de Lion. It was there, at 
the battle of Waterloo, that the Second Earl of Uxbridge and Marquis of 
Anglesey, Lord Henry Paget, turned to the Duke of Wellington after one of the 
last French cannonades rolled out and exclaimed: 'By God! I've lost my leg!' 

'Have you, by God?' Wellington replied, then supported him for a few 
moments before galloping on on his horse Copenhagen. Later Colonel Felton 
Hervey tried to get Wellington to move back to a less exposed position, saying 
'We are getting into enclosed ground, and your life is too valuable to be 
thrown away. ' But Wellington would have none of it. 'Never mind,' he said, 
'Let them Eire away. The battle's won; my life is of no consequence now!' 

There are three reasons for sketching in this little historical vignette. 
First of all, it establishes my British credentials. Secondly, it paints a 
picture of war as we would like it to be: peopled by heroes, who behave in a 
cool, calm and collected fashion, if on this occasion a trifle dispassiona- 
tely. But most of war is not like that. Waterloo itself was full of terror and 
confusion, and perhaps was lost to Napoleon when the Imperial Guard itself 
failed to stand. It is the characterisation of behaviour in battle which now 
preoccupies us. 

But, lastly, I am happy to act as an Uxbridge to Steve Murtaugh's 
Wellington, if Steve can just forgive me for imposing on him this temporary 
British citizenship. We meet to do historic battle against a great foe. I 
trust in Steve to lead us to victory, and I shall be proud to have been at his 
side, even though I suspect that I shall have lost a leg in the process. 

The first tning a staunch iieutenanc must do is to obey orders, and Steve 
has commanded me to give you an account of European military OR. And so I 
shall. I shall give you a view which is entirely personal, opinionated and 
probably inaccurate, before I rejoin the main battle with the human factor at 
the end of my address. 

You must be aware that we in the rest of NATO look to you in the States, 
and we see a military operations research scene which appears incredibly 
complex, and brimming with human and material resources. In comparison our 
European scene seems austere and simple. Let me first deal vith the Northern 
tier. Both Norway and Denmark have their national Defence Research 
Establishments, with OR staffs in the region of 20 and a dozen scientists 
respectively. These sections have to tackle the whole gamut of air, land and 
sea problems at every level of aggregation. 



The Central Region of the Allied Command Europe is by far the most richly 
provided with OR resources, with Germany being the most plentifully endowed. 
Their military OR is concentrated almost entirely within IABG - an organisa- 
tion which is independent, but with the military analysis funded and 
controlled by their Ministry of Defence. They have some 200 OR scientists near 
Munich, with Forhaps another 50 at Trier. The Dutch organise things in very 
similar fashion with their TNO, some 50 analysts serving right next door to my 
own organiaation in the Hague. 

Franse holds their military analysts within the Ministry of Defence, with 
perhaps 100 practitioners operating centrally in the Centre dtAnalyse de 
Defense, and further groups of about 20 in outstations serving the individual 
services. Belgium has a military wargaming effort, but no additional military 
analysis to speak of. Lastly, in the Central Region, the UK has one group of 
about 60 scientists in the Defence Operational Analysis Establishment, con- 
centrating on high level studies for all three services. More detailed studies 
are tackled in the land, sea and air R 6 D Establishments near Sevenoaks, 
Portadown and Farnborough. These single service groups have something in the 
order of 20 to 30 scientists each. 

And so, turning to the Southern tier, the scene is practically deserted. 
Spain, Portugal, Italy and Greece have practically no military OR to speak of. 
Within the Turkish General Staff there is a small analytical cell, peopled 
mainly by young serving officers. Inevitably they are loaded with a host of 
small scale, immediately applied, studieb; and yet they breed some of our very 
best European analysts. 

And I should not forget ourselves, the SHAPE Technical Centre. Our 
strength is some 30 scientists, drawn from all the NATO nations, and our 
raison de etre is that we should provide advice to the Supreme Allied 
Commander Europe which can be seen to be independent of purely national con- 
cerns. Between them our 30 analysts cover all 3 services over the whole of 
Allied Command Europe. Inevitably, most of our analysis is pitched at the 
theatre level. Of huge concern now, when NATO is poised on the brink of 
serious negotiations with the Warsaw Pact, is the question of conventional 
arms control. How best to characterise the whole military balance between 
these two alliances, and the factors which affect it? What are the defensive 
principles which General Galvin must preserve at any cost if he is to have a 
fair chance of success in executing his mission to defend the Allied Command 
Europe? 

War is becoming more complex by the day. Technology hardly sets the limit 
any more. Anything you want to do you can do, ac a cost and in time. And as 
measure begets countermeasure and counter counter-measure, and as each reacts 
with all the others and with the military environment, the battle models 
become ever more complex. Any analytical agency with pretensions to original 
thought is embarked on battle model construction to some degree, trying to 
rtpresent all this complexity, and performing miracles of modular and struc- 
tured design to keep it all under control somehow. But increasingly each 
agency has to concentrate its efforts in this regard into fever and fewer 
selected paths of endeavour. Outside those favoured areas buying or borrowing 
someone else's model is the rule. The less well off borrow from those rich in 
resources. The poor borrow from those in the middle income bracket, who may be 



expected to have instituted economy measures to make the complex models less 
profligate in their support needs; because, even if the expensive toy is given 
YOU free by a rich Uncle, you have to look anxiously at the bill you are going 
to have to pay to keep it on the road. Can you afford what it takes to keep it 
going? 

And so we in Europe look acrons the Atlantic, and in this most advanced 
of NATO nations we see the trend towards model complexity at its most 
advanced. In military hardware we advance through the Flying Fortress and the 
Mitchell bomber to the 82, perhaps t o  the single ultimate flying machine which 
will do everything, win the whole war, and svallow the whole US defence 
budget. And so it goes with battle models. Computer power is no longer the 
limitation -tomorrow's PC will be like having a million IBM PS-2s on your 
desk. Why simplify it if you can model it? Why not represent every trigger 
pull, and the aerodynamics of each individual bullet? Eventually we shall be 
able to include the expected insect population in each portion of the globe as 
a function of season, weather and time of day, and, if some poor unfortunate 
gnat gets in the way of the speeding bullet, we shall be able to map the frac- 
tional deviation in its course. I know, you think I'm exaggerating. But there 
will come a time when we shall have to stop. Most of us in Europe have already 
got to the stage when we know that we can't support tomorrow's models. Even if 
we have faith in the algorithms and the model logic; even if the coding is 
transparent so that we understand it (because what self-respecting analyst 
will use a model he cannot understand?); how then can we possibly meet and 
m~intain the data requirements? And so, many of us in Europe know that we 
can't go on like this. There can be no going back to a time of innocence - to 
those early days of OR, in which real operational problems were represented in 
simple abstract manner, and then these mathematical constructs were manipu- 
lated in an elegant and satisfying fashion. Those days are gone, but the role 
of conceptualisation is returning. 

And so at last I return to the human factor. How does it fit in to this 
world of increasing model complexity? Can we honestly model the tremor in each 
trigger finger; the effect on a soldier's concentration of just having seen 
his companion killed; or even, like Marshall Ney in Waterloo, whether he was 
in the right place at the right time? And, even if we can break battle down 
into all its multifarious component parts, where on earth are we going to get 
the data on each and every effect, let alone their interactions? As we search 
for ever greater Fidelity in the minutiae of battle, do we not run the risk OF 
being wonderfully, gloriously wrong, but with very great precision and in 
very, very great detail? 

I wish I had taken notes on all that 1 had written to Steve Murtaugh. 
Then I could quote myself to you. But let me put it to you, can we hope to 
succeed by continuing only in a peacemeal fashion? By characterising experi- 
mentally how this particular stressor, at this particular level, affects this 
particular subtask? How subtasks and individuals combine, how stressors 
interact, and so on, until we have built up a picture of the whole war? I 
suspect that the onward march of military technology will keep us forever busy 
evaluating new subtasks; and, in any case, the experimental laborazory of real 
war is mercifully rare. When it does present itself, the experimental design 
and the level of scientific instrumentation and recording leaves a lot to be 
desired. And so can we honestly expect a truly useful picture to emerge from 
the simple aggregation of separate uncoordinated effort? It seems to me that 



we need a grand and unifying vision -what I have called a conceptual framework 
For considering the human factor in battle. Individual results may be fitted 
into this framework - extending it, or modifying it if needs be. 

It seems to me, then, that in this matter we need to think very carefully 
of our overall strategy. If there is one thing which I hope we can do at this 
symposium it is perhaps to start to draw up a concept of operations for the 
future. And so perhaps I was wrong to liken this setting to a battlefield. Who 
wants toarepeat a battle like Waterloo, which led Wellington to exclaim 'Hard 
pounding this, gentlemen; try who can pound the longest?' And how can we wage 
war on Napoleon, of all people, who gave rise to the well known phrase 'In 
war, moral considerations account for three-quarters, the balance of actual 
forces for the other quarter'. 

Instead, I think, we want to forge an alliance, just as we are forging an 
alliance between your great nation and the other nations of NATO. Together we 
must harmer out a grand strategy for this alliance. We must think on the stra- 
tegic and operational scale where, the Soviets would have it, great wars are 
won. We must plan to produce a victory in the human factors campaign without 
any need for a Waterloo. Then I can be spared from saying, as Uxbridge did to 
one of his lovers: 'Well, Marquise, you see I shan't be able to dance with you 
any wmre except with a wood leg.' And we can spare Steve Murtaugh the thought 
that, because the battle is won, his life is of no consequence now. 



SESSION I: HUMAN FACTORS IN DECISION ISSUES 

SESSION CHAIR: Eugene P. Visco, Direc tor ,  Study Program 
Management Agency, Off ice  of the  Deputy 
Under Sec re t a ry  of the  Army (Operat ions 
Research) 

Four papers comprise t h i s  i n i t i a l  s e s s i o n  of the  symposium; the papers  
a r e  designed t o  range over  t h e  bas ic  t o p i c  of  the  meeting and thus  provide a 
t r u e  in t roduc t ion  t o  t h e  topic .  The f i r s t  paper, by COL Joseph E. S t u l l ,  
describes a n o s t  i s p o r t a n t  Army "laboratory" f o r  ga the r ing  d a t a  on human per- 
formance under cond i t ions  c l o s e l y  approximating combat. COL S t u l l  r e c e n t l y  
served as Commander, 32nd Guards Motorized R i f l e  Regiment, the  opposing force  
( o r  OPFOR) a t  the Army's National  Tra in ing  Center.  The second paper, by LTC 
W i l l i a m  0. Blackwood and Mr. Cooper Wright, focuses on a planned ambit ious 
e f f o r t  of  i nco rpora t ing  human behavior dimensions i n t o  n a t i o n a l  ne t  t e c h n i c a l  
assessments.  The work i s  j u s t  g e t t i n g  underway; i t  w i l l  be i n t e r e s t i n g  t o  
r e v i s i t  the top ic  i n  f u t u r e  MORIMOC f o r a  t o  b e n e f i t  more d i r e c t l y  from the  
products.  Becauae of scheduling c o n f l i c t s ,  the  t h i r d  paper,  by Mr. William R. 
Beuch and D r .  Alan Rehm, was read,  w i t h  l i t t l e  advance p repa ra t ion ,  by Prof .  
Wayne Hughes. In  s p i t e  of  t h e  d i f f i c u l t i e s ,  Prof .  Hughes was ab le  t o  provide 
bas ic  information on how the  Sovie t  m i l i t a r y  focus on human behavior i n  deve- 
loping ope ra t iona l  plans.  The f i n a l  paper i n  the se s s ion ,  by Messrs. Ed M. 
Dougherty, Jr. and Joseph R. Fragola,  stems i n  p a r t  from t h e i r  book, Buman 
R e l i a b i l i t y  Analysis ,  A %terns Engineering Approach with Nuclear Power P lan t  - -- - 
Applications. The humah performance pos tu l a t ed  during nuclear  acc ident  manage- 
ment i a  compared t o  t h a t  i n  combat and the  modeling approach used i n  the 
nuclear  case  i s  pos tu l a t ed  t o  apply i n  the  combat arena. These p resen ta t ions  
provide a good en t r ee  t o  the  balance of t h e  symposium. 



THE NTC OPPOSING FORCE (OPFOR) 
A THKFAT REPLICATION OF THE FIRST OI~DER 

R v  

To be an effective analyst, one needsseveral thin s the best data available, a 

it. 
SI : reliable source for that data, and the knowledge of w at to do with it once you get 

In the world of  computer simulation we have routinely used data and lessons 
learned from previous wars to help us represent it accurately. These include: 
weapon system data; personnel data (casualties, etc.); ammunition expenditures; 
and equipment data. In the absence o f  war; or sometimes during war, we 
frequently have had to use laboratory type data, i.e., the best available. 

The questions we must address is: Are we using the best data on war fighting, 
currently available and tested, that we can get, especially about the threat, the 
United States forces and allies? Hopefully we are, but, i f  we are not, I would 
challenge all of us to  exploit every possibility to  get and use the very best data 
available. 

The Army may have provided us somegreat help--either knowingly or 
unknowingly--with the fielding 9f i t s  unique and special training centers, one of 
which is  the National Training Center, Fort. Irwin, California. Even though st i l l  in 
the embryonic stages, I believe a great opportunity exists in them--the NTCs; and to 
stimulate your interest and enthusiasm I am going to  give you some insi hts into P one of those centers, tne NTC. I am going to take j >u on a quick tour o the 
battlefield at Fort. Irwin and give you a birdseye view o f  "war at the NTC" from the 
"eye of the enemy." 

The purpose of this presentation is to proviae you an overview and insights into 
the NTC (Fort. Irwin) operations with an eye towards applications and utility for the 
ORSA and simulations community. 

The presentation will cover briefly: the role and mission of the NTC; type and 
concepts of operations; OPFOR operations and techniques; training results and 
imp!ications; and, challenger for the future. 

The Opposina Force The OPFOR has a reputation as a, and man believe it is, 
truly reat fightin9 force. It has been said (incorrectly, I must admit ! that ' It has 
never ost a battle at the NTC. One recent article in the Federal Computer Week 
newspaper stated, "it's funny, but the best Soviet Regiment is probably American." 
You can form our own opinion, but I want you to  know up frontthat the OPFOR is 7 most proud o the fact that it accomplishes its mission and that i s  to: REPLICATE 
THREAT FORCE OPERATIONS IN A TACTICAL ENVIRONMENT FOR TRAINING. 

Todo that and to assist in the critically important mission of training the 
CONUS based heavy infantry and armored task forces (primarily battalion-sized), it 
must be: well trained, resourceful, disciplined, dedicated, motivated, tough, and 
capable. 



.M~ssions and Orsanizat~on There are, generally, two (2) types of traln~ng 
exercises conducted at the NTC. They are force on force and live fire. Both 
"BLUFOR" and 'OPFOR" conduct or are assigned s~milar missions, i.e., attack, 
defend, delay, movement to contact, and meeting engagements. 

Durina force on force exercises BLUFOR is pitted aaainst a realistic enemy with 
both sides';onducting missionsassigned by a higher hkdquarters.   either side 
(BLUFOR nor OPFOR) is provided with the plans or concept used by the other. It is 
truly free play, but both sides employ laserweapon systems. The live fire exercise is 
similar, except the BLUFOR is pitted against a simulated and automated threat and 
live ammunition is used. In all cases the units are trainin to a standard and using % tactics and doctrine found in current publications to the est of their abilities. 

The most common sized unit conducting traininglexercises for BLUFOR is the 
heavy battalion task force (mechanized infantry or armor) with an operational 
brigade headquarters and an appropriate combat support and combat service 
support slice. The OPFOR is organized as a Soviet-threat styled regiment. 

The NTC Environment. Fort Irwin, California, is located approximately 40 miles 
east of Barstow, California, and is 150 miles north of  Los Angles and 150 miles south 
of Las 'legas, Nevada (midway between the two). It is in the Mojave Desert and it is 
a harsh environment. Fort Irwin is approximately the size of the state of Rhode 
Island and presents a varied desert terrain that ranges from flat rolling open ground 
to deep gullies and waddies to high mountainous terrain. The climate is also varied 
ranging from extreme heat in the summer to cold and windy durin winter. There 
i s  very little plant life or vegetation. This is a great place for good threat) realistic . . 
training. 

a 
What Makes the 'OPFOR" T~ck? The OPFOR is made up of United Statessoldiers 

l ~ k e  any other United States unit. I ts  soldiers or units have no formal special training 
in threat operations. Prior to joining or becoming OPFOR members, individuals are 
put through a brief "OPFOR Academy", approximately one (1) week, at Fort Irwin. 
Training emphasis is primarily on OPFOR formations, techniques, tactics, navigation, 
and vehicle and weapons (including 'MILES") operations and maintenance. 
Techniques for survival are also stressed. 

The bulk of OPFOR techniques and skills come from on the job training. 
Fundamentals are stressed and quick1 and routinely practiced, i.e., MOPP-4 training 
for an NBC environment is a way of li r e . 

Making "MILES" work is critical and becomessecond nature; MILES is the 
Multiple Integrated Laser Engagement System and one must not on1 understand 
how it works, but must also know how to  maintain i t  and have confdence in it. You 
live or die by MILES so it has major significance. If the laser truly does what it islwas 
designed to do, i.e., simulate the characteristics of the reai system, then you must 
make itwork because when you transition from a "peacetime training war" to  a 
"wartime war" you will have confidence in the real system. 

Hard work, dedication, pride and professionalism are key trademarks of the 
OPFOR. Simple rules govern operations. i.e., if you get a target in your sight, you 
must kill it, everytime; always maintain momentum; a dead recon elernect is 
useless, stay alive and report on the enemy; every vehicle and weapon must be in 
the batt!e, not in the maintenance bay, etc. 



The OPFOR was not and is not perfect, but i t s  success is based in part, and to a 
great degree, on doing the basics well, i.e., planning well, conducting effective 
reconnaissarice, employment of i ts  people and equipment, use of terrain, 
agressiveness, and maintenance of people and equipment. 

Outcomes/Results of NTC ExerciseslOperationslTraininq. The training 
conducted at the NTC relies on several key entities for the results achieved: 

the BLUFOR unit (people and equipnient); 
the OPFOR unit (people and equipment); 
the observer/controllers; 
the computer; and, 
the Multiple Integrated Laser Engagement System (MILES) 

Training outcomes are measured against or achieved within the seven (7) 
operating systems: 

intelligence; 
maneuver; 
fire support; 
air defense artillery; 
mobiIity/counter mobility/survivability; 
command and control; and 
combat service support 

Data collected is  also based on these seven operating systems. The specific data 
elements or sources used at the NTC are: . 

instrumented data; 
take home packages; 
after action reviews; 
communications; 
operations orders; and, 
observerlcontrollers 

Keep in mind that the fundamental purpose of the NTC is realistic training and 
it takes all of these elements to make it effective. Additionally, a historical flaw in  
the United States Army training has been the inability to do worthwhile analysis. 
No practical means was readily available to systematically watch the battle unfold 
and see where, who, and what went wrong. The NTC system has gone a long way in 
solving this dilemma through the use of the computer and MILES. 

The prob!em of thp "non-shooting" gun has been reasonably solved by 
"MILES" which consists of eye safe lasersattached to  rifles, tank-guns, helicopters 
and other weapons. Al l  soldiers, tank systemsand other weapon systems car 7 laser sensors that sound an alarm when they are shot by another laser system. The aser 
pulse is coded so each receiver knowswhich weapon system fired it. MILES, in 
effect. insures realism and units/forces win or lose depending on their ability to  
shoot and the effectiveness of their planning. At the NTCsuccess is based on 
success. The book does not really matter; commanderscan try anything andif it 
works,it works. The book can be rewritten and often it is  based on NTC outcomes. 
The Army realizes that new weapons will often require changes in tactics and 
techniques and the best place to find that out is at a center such as the NTC and 
during peacetime vice actual war. 



Potent~al Appl~cat~on.. for the ORSA Community. There IS no doubt that there is 
much ~otent ia l  for the useof data beina caotured at the NTC. In the analvtical 
w&ldrwhere a warlcarnpaign is routiner siinulated as part of  the process in 
determining force requirements or capa '6. il~ty, . the need for accurate data isobvious. 
Do we st i l l  have to rely solely on laboratory results, i.e., test results, or historical -. 
battle outcomes with outdated equipment, organlzatlons, tactics and doctrine? I 
say 'No." We have an opportunity t o  get current and highly realistic data that can 
either be used t o  verify existing data or used, after validation, as replacement data. 
Data such as: 

Weapons effectivenesslengagement outcomes (PH/P~) 
Ammunition expenditures 
FEBA movement 
Unit movement rates 
Successful tactics and techniques 
Casualty results 
Human factors under selected conditions 
Threat system information 
Equipment strengths and!or shortcomings 
Other 

Even thou h the concepts for collecting this type of data may need ref~nement, 
formats neede 8 for subsequent application by the ORSA Community must be 
determined, the frequency of collection, methods of validation, etc. may need 
determ~nation also, the potential is there and it only takesa bright mind to resolve 
the challenge. 

War at the NTC. War a t  the NTC is  realistic and tough. Through the 
employment of  a realistic and tough enemy, the OPFOR, the Army hassucceeded in 
enhancing the o to war" skills of i t s  combat forces and increased our chances for 
success when fig "8 t ~ n g  outnumbered. The OPFOR looks at "war at the NTC" as a 
challenge, and similarly the ORSA community must look at "war at the NTC" as both 
a challenge and an opportunity ta  improve i t s  product through improved 
simulations and analysis by using the very best data available from a reliable source. 

The ORSA Challenqe. All of you should ask and answer the following question: 
Do I, or my agenc , model the war, within existing capabilit ,the way comanders Y k Y. . expect it to go? I the answer is es, I say go back to sleep; i ct ano, I say let us get 
up and get with the program an Improve our products through an improved data 
base. The OPFOR's motto is: Be the toughest enemy our country's Army will ever 
face and i f  the BLUFOR succeeds against the OPFOR, then most assuredly we will 
handle the real threat. Sidarly, i f  the ORSA community provides our country with 
the best analysis and recommendations possible, then our leaders will make the 
best decisions ever. 
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ABSTRACT 
This paper reports on a project designed to develop and 

apply algorithms that address the human dimension of combat 
effectiveness. Included will be the development of algorithms 
or subroutines for existing combat models which would support 
the comparative analysis of personnel in opposing fighting 
forces. Resting on a common data base, the algorithms will be 
built for various levels of analysis, and provide insights or 
answer questions typically raised in the Eet technical 
assessment process. 

BACKGROUND 
Numerous models are used by the Services and DeDartment of 

Defense ( DoD) agencies to deveiop' information crucial to the 
acquisition decision process. These models are used to predict . 
technical performance, force structure requirements, and cost 
operational effectiveness analysis. While model inputs are 
complex and typically include variables related to technology, 
equipment configuration, cost, environmental conditions, force 
composition, and threat, they generally do not include the 
impact of human performance. Although the human contribution to 
battle outcome has long been recognized, the human's role in the 
enhancement or degradation of total system performance has not 
been adequately considered in weapon system design and 
development. 'IThe truth is that the most expensive weapon that 
technology can produce is worth not an iota more than the skill 
and will of the man who uses it."l 

AirLand Battle Doctrine characterizes the future battlefield 
in terms of lethality, operational dispersal, leader to led 
ratios, stress, casualties, sleep deprivation, electronic 
warfare, and uncertainty about the battle situaticn. These will 
have a significant impact on new weapon system cha-acteristics 
and hence engineering design implications for time, space, and 
velocity. As figure 1 shows, the human has clearly become a 
limiting factor. 



'DISTANCE 
SIZE OF BATTLEFIELD CORPS AREA 150-180 Km 

' LOW EARTH ORBIT 112-193 Km 

'TIME IN SECONDS 
MILL1 10-3 Light Tra~els 300 Km 
MICRO 10-6 

n n 
300 m 

NAN0 10-9 
I1 n 

30 cm 
PIC0 10-12 .3 ma 

'VELOCITY 
SPEED OF LIGHT 9.84 X 108 FPS 
ESCAPE VELOCITY 26,000-55,000 FPS 
SPEED OF SOUND 1,089 FPS 
HYPERVELOCITY 6,600 - 132,000 FPS 

'SELECTED SYSTEMS 
M-1 120mm Projectile 5,400 FPS 
SR-7 1 3000 FPS 
Apache 304 FPS 
M- 1 88 FPS 

'HUMAN 
REACTION TIME 1 /2  Sec 
PERCEPTION AS INSTANTANEOUS 1 /20 Sec 
VELOCITY 30 FPS (9 Sec - 100 yd) 
BLACKOUT !? Gs for 4 Sec or -3Gs for 6 Sec 

FIGURE 1 

The engineer who works with space, weight, and power 
problems is forced to consider issues of human 
isolation/encapsulation, human survivability and habitability, 
and cognitive stress issues associated with combat operations, 
if he wants to optimize system performance. Numerous articles 
have documented problems which have emerged when human issues 
are ignored. The F-16 program involving "Gninduced loss of 
consciousness" exemplifies the crucial importance of these types 
of considerations.2 Technology permitted industry to develop a 
plane that could withstand higher "G" turns, than the pilot 
could. 

DoD'S INTEREST 
DoD's interest in human ~erformance has increased because of 

pressures to reduce the budget, reform the acquisition process, 
and improve operational effectiveness. Incidents in the Persian 
Gulf as well as recent civilian aircraft accidents have focused 
attention on the high tech debate again.3 The Services have 
programs which address to some extent the manpower, personnel, 
training, safety, human factors, and health issues during the 
acquisition process.4 The DoD Directive 5000.53, dated 30 
December 1?88, discusses these same issues. Congressional 
interest is also significant; legislation regarding manpower, 
personnel, training, and safety in the acquisition process has 



been passed (Title 10 U.S.C., Section 2434). However, much 
work remains to be done to fully implement these programs and 
directives. 

Net technical assessments compare U.S. and foreign military 
- weapons or equipment to determine capability changes due to new 

or different technologies. Although net technical assessments 
have been performed since the late 1960qs, there has not been an 
attempt to consider the human factors engineering contribution 
into the assessment at the individual, crew, or unit level. 
While much information exists about the human contribution to 
combat and its interrelation with technology, it has not been 
satisfactorily captured in mathematical algorithms, nor are such. 
algorithms technically adapted for inclusion in existing combat 
models. 

As a result of Congressional and Departmental interest in 
both human performance and net technical assessment areas, an 
effort was initiated to develop algorithms that factor human 
contributions to system and unit effectiveness into the net 
technical assessment process5. This project will develop and 
apply algorithms that address the human dimension. Included 
will be the development of subroutines for existing combat 
models that account for the human contribution to combat 
effectiveness which would support a comparative analysis of 
personnel in opposing fighting forces. Resting on a common data 
base, these algoritms will be created for various levels of 
analysis, and provide insights or answer questions typically 
raised in the net technical assessment process. 

APPROACH AND SCOPE 
The project is a three year effort with built-in evaluation 

and decision points at the end of each year. Additionally, a 
study advisory group, composed of approximately twenty sponsor- 
designated members chosen from industry, academia, and 
government, will review progress on a regularly scheduled basis. 

During the first year, US and threat data will be collected 
in order to describe the relationships and parameters of a 
general-purpose human performance algorithm. The new algorithm 
will be designed as a simplified spreadsheet model, capable of 
being run on a common personai computer using existing aata  base 
management software. 

During the second year, the algorithm will be tested using 
data collected on US and threat weapon systems. Modifications 
to the algorithm and expansion of the data base will be made as 
a result of this evaluation effort. The project team has 
already contacted several contractors of major end-item systems 
who are willing to provide their in-house data. 

During the third year of the project, an attempt will be 
made to scale up from one-on-one duels to task force 



engagements. Finally, the algorithm will be incorporated in a 
selected combat model on a test basis. 

The project is designed to gather the data necessary to 
determine the structure and relationships of the algorithm's 

, human performance factors. An extensive literature review of 
data bases and information repositories on psychological, 
sociological, anthropological, medical, and other human factors 
that affect human performance will be performed. Included in 
these will be: 

Central Intelligence Agency 
Defense Intelligence Agency 
Foreign Science and Technology Center 
Idaho National Engineering Lab 
Naval Aerospace Medical Research Laboratory 
NASA Ames 
National Training Center Data Base 
USAF Human Resources Laboratory 
USAF School of Aerospace Medicine 
US Army Aeromedical Research Lab 
US Army Human Engineering Library 
US Army Research Institute 
Walter Reed Army Institute of Research 

The framework of the literature search (Figure 2 )  
facilitates the categorization of human performance measures of 
effectiveness deve:~ped for diffdrent organizational levels from 
system component to echelons above corps. The effort will be 
structured to capture where and how human performance impacts on 
force effectiveness. 

The baseline for algorithm development will be The 
Analytical Sciences Corporation's (TASC) model completed in 1983 
for the Director of Net Assessment. DOD.~ The TASC model was 
part of the umbrella research effort for the Technique for 
Assessing Comparative Force Modernization (TASCFORM) Project 
begun in 1978. Although the model provides a means of combining 
technological quality and quantity in a single measure of force 
potential, "it is not sufficiently accurate to serve as the 
basis for selection one type of weapons system over another."7 

Using the resources of the Science Applications 
International Corporation's Foreign Systems Research Center, the 
threat's human factors and engineering design analysis methods 
will be studied to determine how the threat incorporates human 
performance into their effectiveness analyses. Rather than 
assume that threat actions and perceptions are governed by 
procedures, objectives, and constraints similar to those under 
which the US operates, the intent of this effort will be to 
identify the asymmetries between the two. This will provide 
structure to the relationships and key factors addressed in the 
threat version of the algorithm. 



HUMAN PERFORMANCE MOEs ' 
How do we or the threat take personno1 strengths and llm#tatwns mlo account m develop8ng equlpmsnt 

(by calegerv, e Q . An. Naval Groundl. tsct~cr lby level. e g . Stratepe. Opwatoonal. Tact~call. and opwat8ng procedures? 

FIGURE 2 

In late 1989, a mini-conference for combat model subject 
matter experts will be held. The conference will present 
information on work to-date, including data found during the 
literature search, and results of the US-threat asymmetry study. 
Additionally, the new algorithm(s) will be reviewed. During 
this conference, attendees will have an opportunity to get a 
hands-on demonstration of the prototype model. The project team 
will look to attendees for their comments on ease of use, 
complexity, level of detail, and validity o f  algorithm 
assumptions. 

PERSONNEL POTENTIAL MODEL 
The TASC Personnel Potential Model was develooed to 

quantitatively measure the potential of ground personnel to 
fully exploit the capability of their equipment in operational 
situations. The model is a two-sided equation that addresses 
those factors havinn the most influence on a soldier's ootential 
to use his assigned-weapon system in an operational environment 
(Figure 3). 



TASC PERSONNEL POTENTIAL MODEL 

USE OF OPEiUTKm ----- 
WMAN F A C I O I U  ATlENTION FUNCTION: 

I - l l - . ~ I *  1.0 h 
n v 

MAN-MACMINE MATCH MAN-MILITARY MATCH 

1 
I 

. DlSClrUNE 
INITIATIVE r 

. PREPARATORV . TRACTOR FACTOR . INITIAL PEACETIME EXPERIENCE NATIONAL - IN-SERVtCE A T M l  FACTOR CONTINUED .. SUPERVISOR ASSISTANCE . ESMn CHARACTER 

F I G U R E  3 

The man-machine match term expresses the soldier's ability 
to use the technology incorporated in his weapon system. This 
term generally addresses the soldier's skill. The equipment 
operability factor represents the weapon system1s technological 
qualities, including ease of operations (system complexity) and 
attention to human factors (how well the system was designed for 
the soldier). The raw material factor addresses the soldier's 
education and instilled technology. Education is concerned with 
the soldier's preparation in reading and mathematics prior to 
entry as well as his in-service e0ucation. Instilled technology 
indicates the familiarity with technology that a soldier 
acquires before entering the service. The tractor factor 
represents his mechanical experience, while the Atari factor 
indicates his exposure to electronic and microelectronic 
equipment. Training addresses both initial entry training 
(preparation to operate and maintain his equipment) as well as 
on the job training (including large scale field exercises in 
which the soldier employs his equipment according to specified 
doctrine). Experience includes peacetime experience (number of 
years the soldier has operated his assigned equipment), as well 
as the quality and availability of assistance made available by 
more skilled supervisors. 



The man-military match includes other factors not directly 
associated with the weapon system, but that affect a soldier's 
will'to perform on the battlefield. The military character 
development factor includes the process that converts civilians 
into soldiers. Discipline and initiative are the measures of a 
soldier's ability and inclination to follow orders in combat 
while at the same time exercising initiative when required. The 
combat experience factor recognizes that no training exercise 
can ever completely replicate the conditions of war. Soldiers 
who have this experience react automatically to combat 
situations while the "new guys" in the unit may be slower to 
react or react improperly. 

The last factor in the equation, motivation, consists of 
national character and esprit. Although thought to be the least 
measurable of all the factors, motivation remained in the 
equation because it was widely said by subject matter experts to 
play a role in combat effectiveness. National character 
includes human attributes exhibited by citizens of a nation or 
members of a culture that do not change significantly over time. 
Esprit, however, is more dynamic and changes quickly as a nation 
goes to war. Examples of subfactors that impact esprit are the 
political and economic conditions of the country, the statements 
of its leaders, and the nature of the conflict. TASC's work 
will serve as the starting point to produce a family of human 
performance algorithms that contributes to the DoD acquisition 
decision process. 

LEVELS OF PERSONNEL PERFORMANCE 
The models develo~ed under this effort will be built as a 

series of algorithms, proceeding from individual soldier 
performance to team (crew, platzo:?, company) and organization 
(battalion, brigade, division, army) performance (Figure 4 ) .  

At each level of investigation, different factors affect 
human performance. When considering the individual soldier, his 
motivation and skill with his assigned weapon are key. The 
performance of a small group such as z crew, squad, or platoon 
depends on the contribution made by each one of its members. 
However, additional factors such as the leadership displayed by 
the platoon leader and platoon sergeant as well as the cohesion 
developed among the platoon members have an impact on the 
performance of the group. At the organizational level, 
battalion / brigade. performance is dependent on the actions of 
each subunit sometimes operating independently in combat. 
However, the additional factors that contribute to 
organizational success are now more complex and reflect a 
combination of doctrine, weapon system mix, resource a1:ocations 
and leadership. 



LEVELS OF PERSONNEL PERFORMANCE 

INDIVlDUAf. SKILLS AND KNOWLEDGES 
PERFORMANCE = MOTIVATION AND ATTITUDES 

OPPORTUNITY 1 
TEAM 

PERFoRMANcE = f ENDIVIDUA~ x I; COLLECTIVE SKILLS 
COHESION 1 
EQU!PMENT 
LEADERSHIP 1 

ORGANIZATION DOCTRINE PERFORMANCE = f FNDIVIDUAL] x [TEAM] x I. HARDWARE 1 

LEADERSHIP 

FIGURE 4 

The project team will first develop, analyze, evaluate, and 
refine the high resolution human performance algorithms that are 
more dependent on the actions and characteristics of the 
individual soldier. As these algorithms become more refined, 
work will begin on the lower resolution models that address 
higher levels of personnel performance. As a result of shared 
data, links between the algorithms will be established. The 
challenge for the project team is to identify those soldier 
performance factors that are critical at each level of interest 
and trace their importance as the model proceeds from level to 
level. The algorithms will be further complicated by the 
requirement to address human performance at three different 
national levels: peace, mobilization, and war. 

HUMAN PERFORMANCE MEASURES OF EFFECTIVENESS (MOE) 
The human performance measures of effectiveness matrix 

(Figure 2) represents the structure for information collection 
and analysis. The project team will collect human performance 
information in two dimensions: vertical and horizontal. The 
vertical component of the matrix establishes ten different 
organizational levels of investigation, from component to 
echelons above corps. The models used,for analysis at each 



organizational level will also be listed. Along the horizontal 
component of the matrix are listed the national readiness 
postures (peace, mobilization, war). If a measure of 
effectiveness exists only during a posture period, it will be 
identified only in that readiness posture column. As an 
example, the number of casualties a unit suffers affects morale, 
but that measure of effectiveness can only be assessed during 
conflict. 

To illustrate the function of this matrix, a tank and its 
crew will be used as an example. The information collection 
process could begin at the system component level with the eye 
piece for the tank's thermal sight. Human performance 
information gathered could include whether the diameter of the 
eye piece allows soldiers to use the sight while wearing 
protective masks, how well the rubber eye piece cup fits the 
full range of soldier face dimensions, and whether the eye piece 
adjusts to accommodate the vision characteristics of the 
assigned operator. The implication is that the tank may not be 
used to its full potential if the soldier either cannot or will 
not tolerate the discomfort associated with performing the tasks 
required to fire the main gun unless his survival depends on it. 

To continue with this example, information on the tank is 
gathered at the subsystem level which now includes the entire 
thermal sight assembly. 1nformat.ion at this level could address 
the training time and difficulty of tasks to be performed for 
soldiers operating a thermal sight versus that required for a 
daylight optical sight. The workload and skills required to 
support the new tank versus the present tank may have 
implications for manning the force structure. 

At the mission level, the example expands beyond the thermal 
sight to encompass the entire tank, including its crew and 
maintainers. Issues that could be addressed include the use of 
the thermal sight by other crew members, gunner/commander hand 
off procedures, and the combined effect of noise, heat, blast, 
and ride quality on the crew's ability to use the thermal sight 
to detect and hit targets. Even though each one of the tank's 
individual system hardware components (such as the thermal 
sight) are precisely designed to perform its assigned function, 
the addition of the soldier and his integration of the new 
technologies involved may cause some system degradation. An 
example of this might be the combination of the damping effect 
of the tank's suspension system with the viewing angles and 
motion cues of the thermal sight inducing motion sickness for 
the gunner. 

MEASURES OF EFFECTIVENESS EXAMPLES 
Tank ride quality illustrates the difficulty in integrating 

the various MOEs and associated models over the different 
organizational levels of investigation anticipated in this 
project. At the component level, a computer aided design model, 
such as the Dynamic Analysis Design System, could be used to 



determine the engineering design requirements for the torsion 
bar and road arm assembly of the tank's suspension system. At 
the subsystem level, the interaction of the tank's torsion bars, 
road wheels, and track over various terrains could be 
investigated using the vehicle dynamics model to provide an 

, indication of the tank's ride quality. The NATO Reference 
Mobility Model combines the submodels to provide the amount of 
absorbed power transmitted to the crew through the tank's 
suspension system. 

The results of these engineering models must be integrated 
with human tolerance levels to determine actual total system 
performance. Absorbed power directly affects crew performance. 
Studies have shown that drivers will operate 87-93% of the time 
in a comfort zone that does not exceed six watts of absorbed 
power even though the tank may be designed to travel cross 
country at high ~~eeds.8 

To further expand the MOE identification and collection 
process, a final example is offered to illustrate the 
differences in a specific MOE as a result of changes to the 
national readiness posture. During peace, mobilization, and 
war, the hardware MOEs for a particular system will most likely 
remain unchanged. An M-1 main battle tank is still a tank 
whether firing training rounds at Range 8, Fort Hood or engaged 
against hostile forces in the FuJda Gap. Hardware MOE values 
willonly change if soldiers make field expedient battlefield 
modifications such as adding improvised armor plating to the 
vehicle for increased protection. 

Most soldier physical and mental characteristics such as 
lifting capacity and aptitude will remain the same as the 
national readiness posture moves from peace to war. However, 
unlike the tank with its static hardware characteristics, the 
soldier is a much moredynamic system. A reservist called to 
active duty will increase his stamina and strength as a result 
of mobilization training. A soldier in combat will develop 
mental battle skills that allow him to process key information 
needed to survive and cope with stress. 

As a nation prepares for war the effect of fear and stress 
on human performance changes. Although the National Training 
Center has increased the level of stress in training exercises 
for a peacetime army, the soldiers know that the "battle" has a 
preassigned completion date. If they can just "gut it out" 
until then, normalcy will return. This is not the case during 
mobilization and war. The results of the Iran-Iraq (gas 
warfare) and Falkland Islands conflicts (British psychological 
operations) highlight the effect that fear and stress can have 
on a soldier. Although the hardware in most of these cases 
remained fully operational, operator and crews no longer 
effectively performed their combat missions. 



The examples discussed point to the difficulties expected 
with,this algorithm development effort. Not only is there an 
abundance of human performance information of questionable 
quality, very little of it has been tied together so that it 
reflects the multiple unit levels or the nation's state of 
readiness. It will be the project team's responsibility, as 
advised by the study advisory group, to discipline this process 
so that the necessary information and relationships are obtained 
to develop a family of human performance algorithms. 

COMMUNICATION & INTEGRATION 
Communications amongst groups in a multi-disciplinary study 

such as this is diff icuit under- the best of circumstances. 
- 

Attempts to integrate human factors (itself an interdisciplinary 
field) into combat modeling involves communicating with 
operational users, intelligence analysts, engineers (design & 
system), operational research and system analysts, 
mathematicians, computer specialists, physicists, and others. 
Compounding this is the perception that everyone is an expert on 
human behavior. Each of these groups has a body of knowledge 
with its underlying t h o  ies, principles, and taxonomies. 
Furthermore they formrllated their own human performance taxonomy 
and conditions under which it is applied because a commonly 
accepted taxonomy does not exist.9 Hence, lack of a common 
language has been a primary source of confusion and 
misundersta~ding amongst the comqunities involved. 

The Government has had to bridge the communications problem 
in order to reduce the technical risk in the contract. Bridging 
the communications gap involved identifying commonalities and 
finding a way to relate human performance measures to them. As 
a result, various paradigms in each of the communities 
(operational, intelligence, combat modeling, engineeling, human 
factors) were analyzed to determine commonalities. The military 
organizational hierarchy was found to be common to all 
communities except humall factors. Fig~re 2 ~eflects the 
approach to this issue. This framework relates human 
performance measures to the military organizational structure 
over varying national readiness postures. 

The vertical integration challenge is difficult, and it 
remains to be determined if the approach will work. Using an 
example from the armor/anti-armor area Figure 5 reflects 
vertical integration from basic science to unit effectiveness. 
At the mission area level an analysis must be very broad, but as 
the problem is decomposed each area becomes narrower and more 
focused. 



VERTICAL INTEGRATION 

UNIT EFFECTIVENESS 

Maemnt l ime 
M~nittOnLl~tom 

COMMUNICATIONS/VETRONlCS 
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FIGURE 5 

The problem is further compounded at the mission area level 
because systems are designed for multiple roles and missions. 
Likewise many mission areas overlap so linking systems, 
capabilities, and mission areas is difficult. Prioritizing 
systems across mission areas also compounds the analysis and 
each level of analysis has a group of sponsors and constituents 
with models that they use. Likewise there are analyses being 
conducted at the same level that are not coordinated. The 
vertical and horizontai integration efforts generally do not 
address common measures of effectiveness. These problems are 
being addressed by the modeling community, but the question of 
how to integrate the human role must be addressed in both 
dimensions at each level. 

CONCLUSIONS 
Clearly the effort that was outlined is only in its infancy. 

The work which will be done over the next three years is 
exciting and has OSD support. The success or failure of the 
human performance algorithm may be secondary, however, to the 
greater value generated through improved communications amongst 
disparate communities on this important topic. 
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DISCUSSION OF "THE NTC OPPOSING FORCE, A THREAT REPLICATION" 
by J. S t u l l  

and 
"HUEUN FACTORS ENGINEERING ASSESSMENT I N  NET TECHNICAL ASSESSMENTS" 

by W. Blackwood and C. Wright 

DISCUSSANT: Eugene P. Visco. ODUSA (OR) 

These two papers defy the  usual  c r i t i c a l  commentary. D i f fe ren t  reasons 
j u s t i f y  t h a t  remark. The f i r s t  paper ,  a  f i n e  review with graphic  photographs, 
gave us  a  good look a t  t he  Army's National  Tra in ing  Center.  Action a t  the  NTC 
i s  s a i d  t o  be the  c l o s e s t  Co war without l i v e  f i r e .  COL S t u l l  knows whereof he 
speaks; he was once known as " C o ~ n d e r ,  32nd Guards Motorized R i f l e  
Regiment," the  OPFOR. The main i n t r i g u i n g  i s s u e  r a i s e d  by COL S t u l l  i s  t h a t  of 
the  v a s t  amounts of d a t a  now emerging from the  NTC, d a t a  which i s  p o t e n t i a l l y  
of g r e a t  value t o  the  theme of t h i s  meeting. Great c a r e  must be exerc ised  in  
the  use of the  da ta ,  but it i s  r i c h  and becoming more ava i l ab le .  

The paper by Blackwood and Wright r ep resen t s  a plan of work t h a t  has j u s t  
begun. So, we must be p a t i e n t  and reserve  our judgment but remain hopeful.  
Aside from n i t p i c k  c o m e n t s  about maintaining cons is tency i n  i l l u s t r a t i v e  
measurements (e.g.. v e l o c i t y  in  f e e t  per  second, the  corps a rea  i n  square 
k i lomete r s ) ,  t he  paper is a c l e a r  expos i t ion  of the  p lan  f o r  the next few 
years .  The authors  r e f e r  t o  the Stark ;  Vincennes and Roberts i n  h igh l igh t ing  
the  Department of Defense's i n t e r e s t  i n  the  human issue .  I th ink  of the  human 
aspec t s  of the  th ree  events  as :  the  f i r s t  represent ing  command f a i l u r e ,  the  
second man-machine i n t e r f a c e  f a i l u r e ,  and the t h i r d  success fu l  t r a i n i n g  of 
s a i l o r s  t o  face l i f e -  and sh ip- threa tening  emergencies. The lessons each case 
provides a r e  extremely va luable  t o  our cons ide ra t ions  of human behavior i n  
combat. 



HUMAN FACTORS IN SOVIET RESEARCH 

William Beuch 
Science Applications International Corporation 

and 

Dr. Allan Rehm 
U.S. Army Concepts Analysis Agency and Center for Naval Analyses 

Sally Van Nostrand asked us to discuss Soviet research we had come across in 
the course of our own work which might provide insights into how the Soviets include 
human factors i n  their models. Specifically she asked about Soviet data collection 
concerning human factors and human factors considered i n  Soviet models. 

Neither of us claim to  be human factors specialists. Because what we know 
about Soviet models is almost exclusively their general approaches, rather than details 
about particular Soviet combat models, we w i l l  mainly discuss the following substitute: 
human factors considered i n  Soviet research which appear likely to be those included 
in  one of their combat models. 

The paper makes three points: 1) 'there is a Soviet military human factors 
community which has been doing research on such matters for a long time; 2) several 
fundamental questions have been examined again and again over the years; 3) there 
are several known examples of human factors which are included in  Soviet combat models. 

Let  us start by identifying the group of Soviet officers and the mil i tary institutions 
which seem to be most directly involved in human factors research. Those human 
factors which do appear in  Soviet models are likely to  be based upon research by this 
group. 

SOVIET MILITARY PSYCHOLOGICAL RESEARCH 

The Soviet military includes perhaps a hundred, or possibly several hundred, of 
officers with advanced degrees in  psychology and pedagogy. Two prominent members 
of this group are Doctor of Pedagogical Sciences General-Major A.V. Barabanshchikov 
and Docror of Psychological Sciences, Prcfessor Colonel N.F. Fedenko who have jointly 
authored books and articles on a number of subjects. They are on the staff of the 
Military-Political Academy. 

For many years these two wrote on the psychology of small unit cohesion, 
particularly i n  a nuclear combat environment. The Russian phrase describing this area 
of research is the "psychology of the military collective." Neither of us has followed 
this work, but it apparently deals with how to select members of small units in  such a 
way that they wil l  have the best likelihood of retaining their combat efficiency on the 
nuclear battiefield. Roughly foa- or five books have been published i n  Russian on the 
subject, but none, to our knowledge, have been translated for wide circulation in  English. 
As will be seen, the question of unit cohesion in  a nuclear combat is a recurrent Soviet 
theme. 



The US. Air Force "Soviet Military Thought" series of translations includes 
volumes on both Military psycho lo^ and Military Pedagogy and chapters of the former 
volume cover summaries of some of this work. 

The best known Soviet psychologist is Ivan Pavlov who began conducting his 
researches on conditioned relfexes usinn dons around 1900. Pavlov*s results are k;awn 
through lectures published in English in-192; and currently available in a Dover reprint. 
(Conditioned Reflexes, An Investigation of the Physiological Activity of the Cerebral 
cor tex ,  reprinted by Dover Publications, Inc. 1960). It  is worth noting that  those 
lectures were delivered in 1924 at the Military Medical Academy in Petronrad (now 
Leningrad). Pavlovls theories strongly influencid Soviet military bsychology.- 

The Military Medical Academy is the Second Soviet military institution which 
seems t o  have made significant contributions t o  the  study of human factors. The third 
important institution is  a group within the Soviet Air Force which studies the psychology 
of flight crews. 

The extent of Soviet officer research on questions of military psychology from 
the Revolution up through 1967 was indicated by the  Soviet specialists mentioned above 
in an article in a Soviet psychology journal. 

Period 
Number of Publications 

Years Total Annual 

Inception 1918-1920 10 3 per year 
Establishment 1921-1941 I50 7-8 per year 
Great  Patriotic War 1941-1945 30 6 per year 
Revolution in Military Science 1945-1967 400 20 per year 

Source: A.V. Barabanshchikov. K .K. Pistonov, N .F. Fedenko of the Military Political 
Academy named for Lenin. "Military Psychology in the USSR, Questions of Psychology, 
No. 6, November/December, 1967, pages 76-84. 

Growth in Soviet military psychology publishing has continued to increase in the 
past twenty years. The Lenin Military-Political Academy's Department (or Chair) of 
Military Pedagogy and Psychology (headed in the mid-1960s by Barabanshchikov) appears 
to be t h e  primary establishment for this research. 

The primary subjects o f  interest t o  us which we have observed in Soviet military 
psychology (a biased sample) have been the following: 

Troop morale 
Psychological stability of personnel 
Fighting qualities of personnel 
Unit cohesion (particularly on a nuclear battlefield) 
training for leader-subordinate coordination of actions while 

out-of-communication 
Psychological questions connected with carnoflage 
Man-machine systems 
Personnel selection 
Scientific organization of labor 
Training methods and psychology of learning 
Flight psychology 
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The primary subjects of interest t o  us which we have observed in Soviet military 
psychology (a biased sample) have been the  following: 

Troop morale 
Psychological stability of personnel 
Fighting qualities of personnel 
Unit cohesion (particularly on a nuclear battlefield) 
Training for leader-subordinate coordination of actions while 

out-of-communication 
Psychological questions connected with camoflage 
Man-machine systems 
Personnel selection 
Scientific organization of labor 
Training methods and psychology of learning 
Flight psychology 



Most of these  questions a r e  of long-standing in te res t  in Soviet  research. This 
paper will give only a few examples. TI.: references  at t h e  end of t he  paper can  be 
used for  t racing down more  of t he  Soviet l i t e ra tu re  in depth. 

The Soviet mili tary thus  has  long had both off icers  and insti tutions specifically 
devoted to mili tary psychology and human factors .  Next  we  examine a few specif ic  
examples of t h e  subjects  of human fac tors  research. 

HUMAN FACTORS IN WARTIME PLANNING AND COMBAT MODELS 

An a r t i c le  in  t he  Soviet Military Encyclopedia which discusses correlations of 
forces  and  means implies t h a t  in addition t o  a rmament  and  o ther  combat  equipment 
t h e  Soviets would like to t a k e  t h e  following in to  account  when analyzing force  balances: 

Peculiari t ies of t h e  organization of the  sides 
Level of combat  preparation 
National composition of t roops and their  morale  
Capabili t ies of reconnaissance forces  and means 
Troop combat  experience 
Stabil i ty of t roop control  
Materiel-technical support 
Charac te r  of t he  terra in  and its engineer preparation 

The list terminates  with t he  phrase, "and o ther  f a c to r s  which lend themselves t o  
mathemat ical  expressions which can  be compared with t h e  help of this o r  t ha t  coefficient,  
and t he  remainder expressed by the  determination of 'bet ter '  o r  'worse'." I t  is not 
specified which fac to rs  can be  represented by coefficients,  and which simply through 
t he  quali tat ive assessments of who has the  advantage. A few examples  a r e  known. 

National fac to rs  f o r  troops have been c i t ed  by Christopher Donnelly, and.others 
a r e  given in General-Colonel Valentin V. Druzhinin and  Colonel David S. Kontorov's 
very interesting 1976 book, Problems of Military Systems Technology. Donnelly repor ted 
factors  for Allied troops ranging from 1 for  Germans,  and from 0.25 through 0.8 for 
other NATO troops. The numbers a r e  apparantly used against  troops who have not  
previously experienced combat  in such applications a s  modifying norms for  t he  number 
of rounds in an  ar t i l lery  bombardment required to produce a standard degree of 
suppression. 

Druzhinin and Kontorov discuss a combat  model t h a t  includes coefficients of 
troop efficiency which are t o  be determined e i ther  "from experience" or varied as 
parameters. As an example they examine a ba t t l e  in the  Caucasus  during World War 
11 against t he  Cerman 17th Army. They cite the  following coefficients of troop 
efficiency \ ~ h i c h  they s t a t e  have been assumed "arbitrarily," implying they a r e  not the  
t rue  values. 

Soviet troops 1 .O 
German troops 0.7 
German all ies 0.5 

Most Cerman all ies of World War I1 a r e  now Soviet allies. 

As fur ther  evidence of the  importance of troop quality in Soviet models, General- 
Major Konstantin V. Tarakanov, in his 1974 book, Mathemat ics  and  Armed Combat ,  
analyzed a World War I1 a t t a c k  against t he  Romanians in which t h e  Soviets a t t acked ,  
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even though outnumbered. Tarakanov notes t h a t  the  Rumanians were "not noted" for  
determination and will fo r  victory when compared to Soviet troops. Western analysts 
examining Soviet use of fo rce  ratios in t he  correlation of forces  normally expec t  a 
tac t i ca l  advantage of 3 1  or more. But quality of troops can  modify these  requirements 
considerably, if Tarakanov's example  is representative. Tarakanov's table  is given below. 

Soviet Rumanian Soviet  Rumanian Soviet Rumania1 
157 Rif 13 Inf 421 R 1 5  Inf 3 Marine 15 Inf 

Forces  and Means Div Div Div Div Regt  Div 

Riflemen 950 1330 540 2300 
% TO&E strength 22.5 30.0 13.0 35.0 
Light MC. % 24.0 9.0 14.0 5.0 
Tripod Mtd MC, % 24.0 7.0 14.0 5.0 
Artillery subunits personnel 54 110 0 250 

% TO&E strength 10.0 10.0 0 20.0 
Artillery, % 20.0 20.0 0 22.0 
Prob of Success 29.0 35.0 57.0 9.3 

Tarakanov's criteria for  defeating the  enemy is destruction of 30% of t he  art i l lery 
and 40% of t h e  infantry. In t he  process, t he  Soviet side on t he  offensive is expected 
to hold their  losses to no more than 20% of t h e  ar t i l lery  and no more than 50% of 
t h e  infantry. 

If these a r e  representat ive  examples, Soviet models do include national fac to rs  
and they probably include some of the  other  fac to rs  c i t ed  in t he  Soviet Military 
Encyclopedia art icle.  The  coefficients a r e  based on historical combat  experience or 
a r e  varied parametrically.  These values may be human factors ,  o r  human factors  plus 
equipment and organization. Whatever they are, they indicate a Soviet willingness t o  
use quanti tat ive e s t ima t e s  of human performance in models 2nd probably also in 
operational decision-making. 

NORMS 

The Soviets provide performance standards for  a lmost  every task one can think 
of in the  military. Soldiers a r e  ra ted in their  abil i ty to mee t  these norms and 
performance records a r e  kept  in their  personnel file. Unit readiness is assessed on t he  
basis of individual and group performance. For example, the re  are norms for  how long 
i t  would t ake  to deploy a camouflage net over a gun, how long t o  dig in a tank, how 
long to  break down a machine gun from firing position to backpack, or how long t o  
perform arti l lery calculations for  firing. 

Soliders ,lave repor ted t ha t  there  a r e  more str ingent norms for second year 
recrui ts  than for  f i r s t  year men. There a r e  standard multipliers for  performance under 
a variety of conditions which vary from the  base case or  else the re  a r e  specific values 
s t a t ed  for each  special condition in the  book of norms. For example,  norms would 
increase under t h e  following conditions: during l imited visibility, in ex t r eme  
environmental conditions, in rough terrain, and so forth. Thus, t h e  norms a t  night 
might be 50% more than during t he  daylight hours for  deploying a gun in fighting 
position from a march. 



There are three levels o f  acceptable performance: excellent, good, and passing. 
A mil i thry crganizational unit receives an overall rating depending upon how i ts  members 
perform on a variety of tasks. 

Soviet tactical combat models might well include variables to account for human 
factors and group task performance based on this data. The readiness of Soviet units 
is regularly assessed. A simple assumption would b e  that combat performance is 
correlated with readiness measured against norms. The peacetime measurements could 
therefore serve as surrogates for the qualitative side of wartime combat performance. 
So far  as we are aware, there is no direct evidence that Soviet combat models use 
such data, but it is an obvious f i rst  choice for that purpose. 

RECOVERY OF EFFICIENCY FOLLOWING NUCLEAR ATTACK 

Considerable Soviet research seems to have been devoted to the question of 
recovery o f  personnel efficiency following nuclear strikes. One example was given by 
General Tarakanov who discussed combat efficiency (boyesposobnost) and individual 
performance during recovery following nuclear exposure explosions. The graph is taken 
from Mathematics and Armed Combat (Moscow: Voyenizdat, 1974, pages 166-168 by 
Tarakanov. The book states that the researh was done by V.K. Korovkin. 

The graph shows the upper and lower bounds on the percentage of combat 
personnel who are able to perform at a specific level of prestrike efficiency following 
a nuclear detonation. No numbers are given for the actual lengths of time to, tl, ... , tn. 

The question of small unit cohesion bnder similar conditions is the subject of 
considerable Soviet literature. Barabanshchikov and Fedenko's, Psychology of the 
Mil i tary Collective, is an example. Neither of us have investigated this literature, but 
the subject may be of interest to  others. See the references at  the end. 

BATTLE WORTHINESS 

Unit breakpoints are a major consideration in  many US models. The Soviets are 
obviously interested in  similar questions. They appear under the term "boyesposobnost" 
which gets translated variously in different contexts as "combat readiness" or 
"battleworthiness." In the article about the term in the Soviet Military Encyclopedia 
(Volume 1, page 544, 1976), there is a statement that casualties and equipment losses 
lead to  unit states of "partial" or "complete" loss of battleworthiness. 

A regiment or division partially retains i ts battleworthiness when it takes personnel 
and equipment losses of 50-60% a7d controi i s  not maintained. This i s  as close to a 
statement of what the Soviets consider to  be a breakpoint as we have found in the 
Soviet literature. 

Further, Robert G. Poirier and Albert 2. Conner in their book, The Red Army 
Order of Battle, have noted articles in  Military History Journal which refer to "partially" 
battleworthv divisions in  World War I1 overations which had between 300 and 1200 men. 
This would'indicate that units with between 90% and 97% of TO&E strength were 
considered battleworthy when troop control was effective. There are numerous 
references of cases in World War I1 where units had taken large percentages of attrit ion 
over lengthy periods of time, but had remained battleworthy despite strengths well 
below what i s  normally considered the range 06 breakpoints. But part of this is a 
function of the time duration over which the lose$ are taken. 
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Lieutenant Colonel Zavatsky, in an ar t ic le  in Military History Journal, examines 
losses 6f tanks and t he  personnel of tank corps and brigades, and t he  means of restoring 
their  battleworthiness. 

"The experience of t he  last war shows t ha t  tank (mechanized) corps, a s  a result  
of t h e  losses suffered by t h e  8 th  t o  10th day of fighting in t he  opera t io i~a l  depth of 
t h e  enemy defenses, and on the 4th t o  5th  day in breaching enemy defenses, had 
exhausted their  init ial  capabilities and were forced to conduct measures to recover  
battleworthiness; t ha t  is, res tore  disrupted command, establish batt leworthy formations, 
make  up losses in combat  equipment, weapons, personnel and replensih expended supplies 
of material." 

A variety of methods were used t o  reestablish losses. Losses in corps s taffs ,  
for  example, were  somet imes made up  by taking personnel from the  brigade staffs.  in 
another  operation, following loss of t ank  corps headquarters personnel, subordinate tank 
units were  t ransferred to a rifle corps for  use as close  support tanks instead of fo r  
independent tank operations as part  of t he  corps. A t  t imes,  composite units were  
formed from t h e  remnants  of partially destroyed units. One case  c i t ed  involves forming 
a composite unit of tanks, infantry, anti-tank crews, mortars,  and cannons. In t he  
middle years of t he  war,  tank corps maintained replacement pools of tanks, ra ther  than 
simply relying upon repair  of damaged ranks. 

This a r t i c le  is a good example of the  Soviet penchant for drawing upon historical 
da t a  fo r  an  understanding of operational factors  in combat. The books by Tarakanov 
and by Druzhinin and Kontorov both contain several  examples where combat  models 
have been used t o  examine historical batt les,  and they employ da t a  from ar t ic les  similar 
t o  Colonel Zavatskyls. 

It is possible t ha t  Soviet modelers use historical da t a  t o  assist in the  
verification/validation problem for combat  models. Often, however, t h e  combat  model 
is assumed to be valid, and the  analysis is intended to help explore the  historical 
si tuation by throwing light on how al ternat ive  courses of action might have turned out. 
Zavatsky's a r t i c le  concludes with a note  t ha t  implies the  purpose of his paper was t o  
provide a study of experience for e f fec t ive  training of troops under present day 
conditions. That  is, t he  purpose was trianing and not specifically t o  provide da ta  for 
modelers. 

TROOP CONTROL 

Another topic which merits  a paper in itself is Soviet concern with stability and 
continuity of troop control, which is closely related to  command and control  in our 
terminology. There a r e  several  discussions related t o  human factors  in Althukhov (1982). 
SAIC's FSRC has writ ten extensively summarizing Soviet research on this subject and 
we will not a t t e m p t  t o  repeat  it here. 

~ ru ' zh in in  and Kontorov mention research and experimentation intended t o  enhance 
compatible decisions between superior and subordinate levels of command who a r e  
without benefit  of communiction. This amounts to training subordinates to  make  
decisions in keeping with t he  superior's mission and style. 



MISCELLANEOUS 

Druzhinin and Kontorov mention an interesting example of a human fac tor  
connected with pilot willingness to rely on their  own skills versus those of their  
maintenance crews. 

"Sociological s tudies  have shown tha t  during World War ll pilots did not shrink 
f rom air batt les,  knowing t h a t  t h e  probability of success was  only 0.3 (this figure was 
known to them from analyses of previous battles); they would go t o  almost cer ta in  
death ,  if i n  addition to this, appreciable losses were  infl icted on t he  enemy; nevertheless 
they shunned flying a i rc ra f t  t h e  ra ted operational reliability of which reached 0.9 (a 
high figure, but it does  not  guarantee  safety)." 

MILITARY SOCIOLOGY 

Star t ing in t h e  mid-1960s a group of officers led by General-Major Konoplev 
began t o  create a place for  mili tary sociology with t h e  Soviet military sciences. Their ' 

work was discussed in Adelphi Paper  76 wri t ten by David Holloway. The questions 
t h a t  they addressed and their  research apparently threatened to overlap and possibly 
replace work done by t h e  party political officer in the  Soviet military. For this reason 
t he  introduction of mil i tary  sociology was not always smooth. The research examined 
issues such as why young men choose t he  military for a career ,  how a military ca reer  
compared with a var ie ty  of civilian ca reers  in t e r m s  of a t t ract iveness  t o  school children, 
and t h e  question of t h e  psychology of t h e  mili tary collective. 

Holloway repor t s  on a Soviet survey taken which showed tha t  the  military ranked 
26th ou t  of 8 0  in  desirability as ranked by Lenigrad school children. Most popular 
were  ca reers  l ike  "research physicist" because t h e  fac to rs  determined by the research 
t o  a f f e c t  c a r ee r  desirability were, in order of importance: opportunity for being creat ive ,  
growth potential, social  s ta tus ,  and earnings. The Soviet Union was pushing scientif ic 
education a s  much as possible at t h a t  t ime  and continues t o  s t ress  it. Out  of 40 
professions t h e  mil i tary  had t he  following rankings: 

C rea t i ve  40 
Growth 15 
Social S ta tus  25 
Earnings 8 

Holloway concluded t h e  Soviet research indicated their concern about motivation for a 
mili tary ca reer ,  and anxiety about young people's a t t i tude  towards the  profession. It 
would be interes t ing t o  know what similar research would show today following the war 
in Afghanistan. 

Holloway provides more detail  about  Soviet mili tary sociology, and its growth 
over t ime within established organizations. Around 1969 General Konoplev was appointed 
as t he  Director of t he  Depar tment  of Military-Sociological Research within the  Main 
Political Administration, which is the  Communist Par ty  organization within the  military. 
W e  believe t h a t  Konoplev was la ter  given a newly c rea ted  position for sociology within 
t he  Ministry of Defense in t he  1970s or early 1980s. 

MORIMOC AND MILITARY HISTORY 

Finally, t he  Soviets have made a concer ted e f fo r t  t o  exploit their military 
historical archives t o  help put more operational realism in combat models. Sta tements  
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can be, found again and again that  norms a re  based upon historical experience of the 
Great Patriotic War, often supplemented by field exercise data which is required where 
technology and equipment have changed. Examples include: 

I. Suppression ef fec ts  of artillery - criteria for neutralization and annihilation 

2. Massing required to breakthrough 

3. Reconstitution of s taffs  

4. Effects of loss of command and control 

5. Supply and ammunition consumption factors  

6. Lanchester attrit ion 

7. Basis for norms, correlation of forces and means criteria; tactical densities, 
etc. 

There a re  several papers available on Soviet uses of military history so we will simply 
conclude with the  comment that  Soviet concern with human factors appears t o  be 
increasing. 
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Absrracr. The management of anuciearplant accident can be assessed usingstochastiotime 
situational modeling that arose in the development of pmbabilistic hlalysis and human 
reliability analysis of nudear plants. The human performance postulated to ocmr during 
accidentmanagementhas several anzlogiestocomhat and thismodeling approachmay cany 
over into this arena. These analogies are described and the techniques of time reliability 
comlations are demonstrated as a stride toward technology interchange between the two 
modeling arras. 

INIRODUrnON 
The paceivedrisks from commercial and government nuclear powaor pmduction plants can war info the hundreds 

of thousands of immediate or latent fauIities. Of course. no such mayive numbem of deaths have ever occm-ed in an 
industry thatis fony yearsold. Butthucanris~thecowmiCasThr&MileIslandcan~fo.md lifethrea(cning, 
as the vutims of Chemobyl would attest m. Thc pknt oprators. their advisors and management play critical roles in 
preventing thearctical risk from ba~ming rcal axidmu. 

While human f- analysis was developed elsewhere. Ihc nudear industry has d c v e l o ~ s r f r o m  scratch- 
the. discipline called human reliability analysis. designated as HRA. One of i u  fomdus. Dr. Alan D. SwainL made the 
analogy that combating a loss of cwlantaccidenr. the major design basis of a commercial plant, was like combating the 
srrss of war. Although this a d o g y  metches the huth somewhat, thac are similarities. 

Human performance in nuclear power plant accident management is charactaized by on-the-spot decision making 
under suessful conditions. and decisions once made are canied out by a dismbuted p u p  of individuals operating in 
potentially hazardous environments. In accident situations, the pmeived need for quick action toprevent fmancial loss 
anj Wsibie ims of 3"- and iiie pertqtim of ~ ~ s i i ;  risk exisis. C~COWS, t$ai iisk ~ p t i o n  m y  no; be as strong 
as that inacombat situation fexce~tmavbc in the mostexacrne.correivableckumstances1. The mumaassociaredwith . . .  
decision making is not new research. 1t has been mdiedexten~vely. and studies such as rhw of Jmis & b2 suggest 
that d l  human deciding is mumatic even without extreme stress. However, decision making has yet to be extensively 
studied in thenuclearplantsening.andthe little available research has focusedon actions taken within the main control 
room. The nuclear indusuy is just now beginning to investigate the hawrds associated with actions outside the connol 
room. where. at least duiing normal operations, as much as 65% of the human emrs occur.' 

lhis conference has an unique opportunity to ask whether human performance in combat and human performance in 
accident managment isanalogousenough so thata technical inrarhangemay reward bothareas To begin this dialogue. 
this papcr will discuss general areas in nuclear HRA and accident management rhat seem ripe for analogy IO combat 
modeling. Reposing answers to yourconcans would seem prematun: the nuclear indusny has enough trouble coming 
up with its own answers. However, the exchange of information may be of assistance in redirecting or revitalizing 
research on common problems and might provide each indusny witha Fresh perspective. 



ANALOGIES IN HUMAN PERFORMANCE 
Figurc 1 dcpicu the siawional amlogy bctwccn acadcnt managanent and combat. 'Ihm are also & areas that 

charachkzc human perfomuuree in accident managanmt mat may emy ova to military sewings, including: 

the probabi i  nam of human performance analysis and the mle of time 
the "simulator game" and othu uncatainli*, in data application 
the stofhastic element of dsisianal conflict and dipgWsliC canfusho 
b u n h  vs. wakbad acl a cancept 
the ssochasric human factors of remote axirifia 
the need to axommadate a myriad of human factors 
the un~ofamodcl--tbcsubjectivistsrance 

In particular, Table 1 shows tlnee - where the anal@ arc perticulsrly suggdve 'Ihese and the other analogous 
ateas arc duaused below. 

Nuclear Plant Ac*d.mt Prevention -m Initiator 4 Aw'denr Management 

Military Diplomacy --r War -m Combat 

Figure 1. The situational analogy bawcen accident management and cornbar 

Event 

Table 1 
Areas of Analogy 

Risk Avoidance 

I 
/ Protmbilisric Nature uncucainty of phenomena uncertainty of racocs & log~stics 
1 uncenainty of people & eqwpment uncerrainty of people & equipment 
1 

Risk Mitigation 

1 Simulators qxmxess of data 
thc simulvor game 

dgin for limited engagemenu 
Mclity to combat conditions I 

Disuibuted Decision manager vs. op~ator general vs. f ~ k i  leader 
Making & C in- v r  ex-CR HQ vs. field 1 



PROBABILISTIC NATURE OF ANALYSIS 
It is the nanue of the world to be risky. Since the concept of risk assums the concept of uncertainty, risk has been 

mathematically modeled usinn ~robabiliw thmrv. In the mid-1970s. he nuclemr indusuv develo~ed an analvtical tool -. 
called probabiiistic risk assessment TPRA-W~G~ is saictly qeaking redundant. since & is pobabilisticl Ad  is now 
abouttorequire thePRA of& of itscommercial piantsovathe n u t  few years. Robabilistic analysisalso wkesexplicit 
what o tha  analyses may hide. namely. hat alI models contain various kin& of uncmainties and have &g&s of 
m e s s  in their results. Our knowledge is only as good as our models arc correa. 

The risk from a nuclear plant arises from sequences of events, all of which must occur m mu1t in some wdesirad 
consequence. The assessing of risk therefore is pafonaed by the modeling of accident sequmcs. HRA is h e e d  with 
assuring rhat these sequences nuke sense o p e r a t i d y  and Fmm a human factors engintaing MI perspective. in 
particular, by including and modeling human failure menu. 

The mission of axidcnt management is to win a "race" betwexu timc-consuming recovery activities which are 
requited m miti- a plant upset, or init&, and the t imavdving sevaity of undesirable plant conditions. This race 
necessarily Leads to a stochPnic4me sihuiiond modcling appnxh. 'Ihc mathematical chardcuristics of general 
probabilisitic modeling are well-known4 and wiU not be inckded hen. For example. the performance iodex of interest 
in accident management can be formalized as: 

where R[ ...I represents th probability of ... and the dcns'ty, f. repcscnts h e  probability over time of winning the race 
described above. However. even though the makmatical developmoll is mame. the application of probabilistic 
modeling to human pcrfmance is only beginning to be gmed1y available.' 

Traditional human factors uses a timelinecomcp as one of its various tlskanalysis tools. I& purpose is toassure that 
the assessed time required to nspond in a cenain way meas the specifred available time. The task analysis subdivides 
the tasks, among other things, in order to allow subjectmancr expens u, rdibly estimate times with which they are 
familiar. The sum of these times is the lasir respcmse time needed for rhc task Then. he claim is typically made that 
if the esdmatcd required time is less than the avaiIablc time. the task is 'doable". ia., can rrasoMbly be allowrsd as a 
funcuon to people. whercas if h e  required timc exceeds the aMilaMe time. autonmion of the he or redesign of the 
situation must be opted. 

It is undoublably m e  rhar if an atimatc of the requid rrsponsc tim is Icss than h e  specified available time, then 
the task should be re-examined at the  leas^ Howeva. the submsk time estimates an: by no means c m a i w h e y  are 
estimates. often made outside the estimator's expcrienee base. It may nun w~.  h f o k .  that although h e  e&ated 
response time meets the specifiaion, it may not do so with any confidence. To demonsuau this, take the simplest 
probability dismburion. the exponential density., Suppose the estimated response time is 5 min for an exponentially 
distributed time and the specif& time is also 5 min. Then, 

Prlthe task takes no more han 5 mini = 1 'e4dt 
0 5 

This means hitthereisonly asixty-kpe~entconfidencethathe task wiU meeithespgiftedtime. which isnot much 
assurance. It instead, you wanted 95% confidence, then either (1) the rsponse time would have to be reduced u, less 
rhan 2 min. or (2) rhc specified time would have w be relaxed w about 15 min. Thus. when rhe probabilistic aspects of 
human factors anafysis is factored in. the results may vary hwn those of the traditional approach. 



The Human Factors 
Phenomenological Dimension 

timeline task analysis 

The Human Reliability 
Stochastic Dlmension 

TRC 

burden 

decisional uncertainty 

diagnostic uncertainty 

HFE HRA 

fie- 2. The transformation of "dacrministic" pknomcna into stochastic models. 

Human reliability analysis already accommodates probabilistic analysis and therefon extends traditional human 
factors analysis. Figun 2 shows several human factors ~ c e p t s a n d  their utmsion using probabilistic concepts into 
HRA. Each of the other three factors will be discwed lam. Thewintis thatmbabilisdc analvsis extends human factors 
analysis inan intuifively plausibk way and uksadvantagcof & nmhcmati.calfamulisn of&hastic4me situational 
modeling. 

TRCs ar Probabilirn'c Human Pcrfornancc lndicarors . 
Thus, toextend human facrors analysis to HRA,a hwnannliability distriburion. analogous to f in(1) is needed. Such 

a concept has been developed extensively in the area of accident management human rcliabilily. The wncept used is a 
lime reliability wrrelm'on ma. 

As in the previously described human factors approach. arcsponsc time is assumed to exisr This Lime is the stochastic 
random variable rhar repmenu the time r e q u i d  for an accident management crew of people to successfully rrspond 
to a spsifted situhon. Because this rime is stahastic. it has a charactaistic density. f, so that 

P@nwcesshrl rwponse taka at least t min] ;. f ( t) dc r 
Note that the event described-"successful response takes at least t min"-is a failure when the specified Lime available 
i s t a  less So (2) is an indicator of unacceptable performance and merely nanslares (1) into a human pcrfomance setring. 
The mathcmatical form of (2) is a cumulative complementary distribution funcwn [CCDFI. which in HRA is called a 
TRC. Itpnsumes thatasuccessdensity, f, can bedeterminedand thatthedensity hasreliability parameters. c.g. a median 
value. m, and an error factor. ef. that can be determined fmm dam or fmm thrmy of human perfomance [see Figure 31. 
This is where simulators c;m be used. 

SMJLAMRS AS A SOURCE OF DATA 
'Ihe Nuclear Regulatory Commission W C ]  began the use of simuhors to *,:-tan human performance data in order 

I 
i to make mgu~?iory s p e c l f 1 ~ 0 ~  according to pmbabllisdc crimiz6' Tunedeperdent da!a was plotted on log-prohbiliry 

poperandtheresulring pointdistributions werenoted to be sufficiently close tosuaight lines. l lus meant that simulator 
I mponses could be assumed to be lognormolly distributed The dt, although not d e f i  as such until later.' was a 

lognormal family of TRCs. Exponential and Weibull densities have also been popular in basing TRCs. Figure 4 shows 
Ihat the choice of underlying densiry makes a diffennce in what is called the solution rate, analogous to ihe h a d  m e  
forhardwarc failure knsities. A peaked solution rate has been conjecttlred to have human performance basis9 showing 
a transition fmm more reliable rulGbased behavior to the slower knowledgGbased behavior. 



HRA 

TRC Models 

Reliability Parameters - 
/ m-riixt, x ~ x  ... xf,, 

Theory Basis 
e f - a x u , x u  x...xun 

Human factors 

/ 
2 

Influences 

Indices Data Basis 
Simulation 

Tak/walMhroughs 

Structured interviews 

Figure 3. Time rcliabiity comlations were 
devcbpad that accommodafcd insight b a d  
on data and ihaory. 

Figm 4. There wen even behavioral 
reasons to choose the lognormal 
disnibution family. 

Time 

Poten~iallv of more imwnance wan h e  xmwmncc of clusainp. in the sirnuhot data taken' [see Figure 51. Alrhough . -. . -. - , - - ~ ~ ~ - ~ -  - ~ ~ r - ~ ~ ~ -  ~ = 

simulator data remains frusaaringly sparse, here seemed u, be some evidence of TRC clustering whGh might correlate 
to Lhc MU? of behavior dominating th mpom. ?be Hollnagel w a c  used to describe these reliability 
reginl&sldllut behavior. mle-bised behavior, and mgnirive[or kn~wlcd~c-based] behavior. These categories are 
ratha conrroversial and later dam collected do not n d l y  suppat them." But rhe clustering of TRCs according to 
behavior is too suggestive to be dropped an yea. 



I. Data Clustering = 
Behavior Categorlzlng? 

Know(edge+ased 

0 Q  
Rule-based 

Z F i i  5. Simulatordata, although sparse. 
setmed clustered. 

1 
Time 

Another pattern in simulata dam was that some TRCs seem lo be highly vertical and olhers quite horizontal. The 
lognormal density is characterized by two reliabiity pametas-its median response time. m, and a m e a .  of the 
dispersion around the median. the d l e d e r r o r  fwU)r. ef. [A d m  variable has a lognormal density ifits logarithm 
has a n m a l  density.] The gnara m becomes, the f a d m  to the right in Figure 6 the TRC is shifted There was some 
evidence that the slower, ic.. right-shift& TRCs rcprcscntcd greater difficulty or unc&ty in diagnosis that 
accompanied the response. Similarly. a gnamef hdbtcd a marc hmizontally slopad TRC and this sccmulto correlate 
to a diff~culty or conflict in decision mak.ing. 

Parameter Dlffemnces = 
Behavlor Dlffen,nces? 

I Typical TRC -!---..&. ulagmsrr; 
\ Uncertainty 

. Decisional 
\ \ Uncertainty 

Figure 6. Difercnces in the basic 
reliability parameters derived from 
simulator data seuned a passible source 
to reflect behavioral differences. 

Time 

Bared on this admiuedly spefulative analysis. a TRC system was developed that a~counts for the probabilistic 
considerations in HRA of: 

1. available time, 
2. decisional uncertainty. 
3. diagnostic uncertainty, 
4. any human factor influence that can be accounted fu in a succss likelihood index9 and 
5. model uncertainty. 

The details are fully documenled elsewha: but the most distinctive characteristics are d e m i  next. 



Before going to olher technical topics, however. a phenomenon that may be peculiar only to nuclear plant simulators 
must be described. This is what may be called the "simulator game". The NRC has recently required each commu-cial 
nuclear power plant to install a full-fidelity control room simulator that is capable of xunning postulated, design basis 
accidents. These simulators are primarily used to qualify and n+qualify operators on an annual basis. However, the 
nuclear utilities are beginning to see other mining uses 

One crucial poblem with nuclear plant @on is that it has two major, occ&onaUy conflicting, goals. One is the. 
production of elecuic power, which is the economic goal of a reactor. Tlw other is safety to the public, which is a goal 
imposed by lhe realities of radiation aod its dispersive. dangerous impact on human bodies. Safety tabx priority only 
when challenged. As a mutt, postulated simulations can occasionally prodwe siWm in which the opmm would 
have to intelligently balance thepowagoal with the safety goal. Since theNRC regulates safety only. theoperators can 
choose to "err" in favor of the safest actiom. They won't e v a  fail an NRC t a t  opting &is mtegy. Howeva, if 
quesricned about an action taLcn in a simulator that clearly violates an optimal eadeoff of safety and pmddvity, the 
operator-off the rsard--may say something Likb'Well. of corn. I wouldn't do that in the plsnt". This is the 
"simulator game". 

The issue is that no mauahow high thecognitive fidelity of a simularar in themof diagnosis. apowcrplantsimulator 
cannot simulate havingaS4 billion plant under theoperators' feet Decision making uncaainty remains high. This may 
be a rechnical area in which military expaicnce may be helpful in modeling plant operation. 

DECISION MAKING AND DIAGNOSIS 
Decision making during a nuclear plant accident is a s s i sd  by pnxeduw and other tools that formalize the 

anticipations of engineers and analysts of plant perfamawe during upset conditions. Thc "game" of accident 
management is predominately against the world, e.~.. the physical phenomena that evolve because of lost core a o l i g .  
In principle. the behavior of the opponent can be completely kno-e random factor of the i m p t  of h e  human 
interactions that comprise the management strategy notwithscanding. In corntat howeva, the opponent is just as wilely 
and motivated as the game playa. In comparison. the laws of physics may seem tame. 

In at. accident situation. decisions must be made withii the following environnlent 

1. A plant consists of some 60.000 or more components. any of which may be failed and needed at the time of the 
accident 

2. ?he slams of most of the critical components is insmunenced in the main conml rmm. 
3. Inshumentation of performance. parameters, however, is often indinct. 
4. Operators are taught explicit plant responses to numcmus and various o&cmai conditions. 
5. There are alternatives to almost all recovery actions. 
6. 'Ihese alternatives have a priority established by design engineas. 
7. These alternatives have a priority as infemd by opaators from their experiences. 

Item 1 shows why the diagnostic role of accident management is socomplex. Item 2 points to the problem assfxiad 
with trading off omniscience and simplicity. Item 3 indicates one rcason why operam. even under the guidance of the 
best procedures. must stiii use interpretative sMis in accident management Item 4 indicates the NRC influence on 
operator mining and suggesu how midiagnoses may arise because of faulty anticipations. Item 5 again both indicates 
the positive influenceof having options and a e  negarive influence of complexity. Item 6 indicatesthat operational bases 
of a plant do nM initially come from those who will operate the plant Item 7 indicates tha operam are indeed people 
and establish their own criteria in decision makng. This may have positive effects or negative. but i n d u c e s  a 
fundamental uncertainty into the analysis of human performance during accident management 

It isknownhm research in cognitivepsychologyand fmmanalysisof actual incidentsthatpmpledo whattheirbelief 
svuctures direct them to do. Beliefs arise from !mining but also from idiosyncratic cognitive styles and experiences that 
are unique to individuals. Thus on the one hand, it is in principle possible todescribe with high reliability what a person 
win do when his or her knowledg~base is known. On the other hand, specifying aperson's knowledge base completely 
is in pmtice impossible. So. althpugh a sophisticated cognitive modeling environment has been developed that can be 
coupled to a plant simulator in order to model the tofal person-machine system," building but the most simplistic 



cognitiv~models is still notacheivable. l l~us, diagnosis anddecision making will always have a stochastic aspect ifonly 
because of our ignorance. in the human sciences. 

This is not to say. h o w e v ~ ,  that the suchauiElime situational modeling approach has no m u r s e  in accounting for 
the uncaraiaties aqmciated with C-like behavior. Expcn judgmentscan be elicited in s m h l n d  ways so as to pmvide 
acognitiveindex [as yetonly adevelopmentalideaJ thatcanbeintmduced underdesiredcomtmintas alacmthatadjusu 
the reliability parameters of the TRC. For cxample. in the SAK! TRC systan. when a situation is covered extensively 
byproeeduwmasmmaLelhedis~ofthenspo~~rslhathanhwlul~themadiannsponse 
timeis halted. Whenasiaration isconsidcred to involvcadsirional conflict. so as toincrease the decisional unccnainty. 
the enor factor is doubled, inclasing the uncatahty factor? ?hese an to-date only arbifmy adjustments hat could 
besuppatcdbysimuiarordhumaafacrcnanalysisdaur Fip7sho~~cheeffcc~ofhalvingthemediananddoubting 
rhe urn factor on a lognomdly disaiburcd TRC. 

Figure 7. The effects on a baseline TRC 
when the median is halved and the emor 
lactor is doubled for human performance 
theoretical rcasons. 

Time 

As a last example. the timeline of diagnostic and decisional cues in an accident can provide another time-dependent 
measure of human reliability. The new emergency pmcedures requind in all commercial nuclear power planu pv ide  
a d a d z n c y  to operator diagnosis in the fol!owing manner. The time frame of a nuclear plant accident is typically 
"forgiving". An accident must evolve, from a minor plant upw to more and more severely degmded conditions [this 
may be analogous to the buildupof military tensions prior to a warmon than combat itself]. As conditions worsen, new 
cues arrive in a conml m m  from the plant insmentation. Thus, the opera(ing crew has more than a single shot at 
successful diagnosis. alrhough the later the correct diagnosis is made, he less likely he recovery may succeed. 

Supposean initial cuearrivesattime, t = 0. Suppose funherasecond indication of impending undesired consequences 
arises at time, t = T. 'Ihe m w  may act on the initial cue. but if net, may still aft on the second cue. if it is suffxiendy 
leading. If the nsponsc density for the fmt cue is fx and the second is f . then the time to successful response is he 
minimum of the two. Marhemaiiwlly, the formulation for the successfulresponse has a TRC of: 



In other words, the second TRC has the effect of a redundancy, i.e., another probability that lowers the fmt failure 
probability. Also. thea%lock" on the secondcue does not start until the cue arrives. Thus. although a redundancy factor. 
the second term is conditional on the timing of the situation and is not as large as a factor were the times assumed to be 
independent. 

BURDEN VS. WORKLOAD 
Military scientists an familiar with the concept of workload, both physical and mental. Ihe transfortnation of this 

concept to a s tocMot ime  siluaficmal model results in what the nuclear plant iUdWlry is now calling burden." Research 
into workloadhas historically had apmblcm attaching quantitative indkatorsto rhis sound psychological phenomenon. 
A typical measure w the number of tasks of scmc specified typc pa unit of timc. In otha wads, workload is ofrcn 
considered the human analog to pace. the intrinsic rate of an ongoing event Since experiments show chat some people 
can reliably operate under quickerpaces than others. it wm decirled that w d o a d  is a subjative indicator, i.e., depends 
on the. subject. his skills. Irainiing, and howledge [among almmt any otha influences]. 

Subjective indicarorsarercsoncdto in HRAcommonly enough. butonly a s a l a s t ~ ~ ~ u r s c .  Thes tccMc framework 
of TRCs, however, allows a twis  to be infmdwed to d d  analysis that dacrmiaistic or subjectivist mahods may 
miss. Table 2 assumes that a task consists of two or lhrce subtaplrs. which must be performed in scquential order. The. 
paceconceptof woridoad will usually imply that the performanceof three subtasb ovaaperiodoftime is more woridoad 
than the performance of two. However. the subtasks may have different intrinsic ccqxmsc times. Then the scquential 
task response time has a density found by wing what is called a convolution operator, and the resulting task 'TRC is: 

Situation of 
sequential Tasks TRc, [ t 1 = ~ t m / ~ f x ( t - x ) g y ( x ) i x d t  - 

The convolution of three densities is found similarly. 

For illushative purposes. cxponcnrial densities arc used in Table 2. The convolution of exponential densities has 
scveral useful propeniw, two of which are: 

1. If one mean time is much longer than the othm, thentheTRC of the convolution acts approximately like theTRC 
of the single density with the Iafgwt mean. 

2. As available time gets longer, theTRC of aconvolutionacuappmximarely IiketheTRC of thesingle density with 
the largest mean. 

Note that the convolution of two or more exponential densities are not exponential densities. but are linear sums of the 
underlying densities. 

Table 2 shows rhc difference between the concept of burden and the concept of workload. In the fmt case. the third 
density is iust an additional task that must be comoletcd and thus. the idea of wmlkoad and burden a-more tasks , . - 
per time means lessreliability. ~oweva.if  thens~sctotheadditionaltas~is~uickcrthantheothertwo, theadditional 
rask adds to the measwe of workload but does not substantially increase burden. Thii is the second case in Table 2. 
Finally, if the fask consisu of bee fast subtasks vs. two slow ones, then the result, in the thud case. is that the workload 
is greater [intuitively] for the rask with three sub- whereas the burden is less for the three subtasks, when stochastic 
t~mes are considered. 

Thus, again by solely considering kstochastic propmiesof human reliability. a human factors situation can be better 
modeled than traditionally. If indeed skilled behavior is "faster" than ~LGbased behavior. in aTRC sense, then naining - 
a task to the skill level can "cure" some problems asscciated with workload. 

Table 3 shows that the choice of the type of density can be significant." The lognormal density is characterized by 
two parameters, the median and error factor, and the exponential by one, the mean. To compan the effecB of choosing 
between the density types. the lognormal density needs rn be "nanslated" into an exponential density. One way to do 



Table 2 

The Variabk Stochastic Ellects of an Exlra Task 

1 Timc,min 2 TRCs 3 TRCs 

Jwt Adds a Third Tark- c l ,  1 5 >  vs. < I .  1 5 . 2 ,  

AddsaFastThirdTask-<1,15> vs. < 1 . 1 5 . 0 5 >  

5 0.09 
10 0.004 
30 0.000000006 

Three Fast Tasks us. Two Slow Tasks- <1.2> us. cl. IS. 05> 

Note - the exponential model is used to ease the necessary calculolwns, with given mean response rims 

Model for two TRCs 
with unequal means. mi. 

Model for three TRCs 
with unequal means, m, 

3 m f e t l  mi 
(mi - m,.l)(rni- mi+d I 

this is to preserve the mean. Since the two second lognormal densities of Table 3 both have a mean of 5, a comparison 
of the resulting convolutions of TRCs will demonstrate ihe effects lhat a second characterizing parameter will have on 
the results. Table 3 shows that the !ti@ emor factor. but low median curve. <1.88,10> "hangs up"in probability as fime 
increases, while the low error factor, high median curve. <4,3> does not. mote chat these two densities have a common 
mean of 5.1 This means that if median and error factor are used to reflect different human factors, then the lognormal 
family of densities is more sensitive than the exponenlial family tochanges in these human factors and is more useful 
for this reason. 

OTHER HUMAN FACTORS 
Crew reliability may correlate to circadian effecwecently several plant crews were found asleep on the night shift 

[nuclear plant crews are mrated through the plant's shifts]. A recent plant trip was mused because a vital control was 
unprotected and a painter, painting the wall on which the control was located. inadvertently painted over the control 
switch. Several wrong train or wrong unit emrs  have occurred because of poor lighting or inadequate equipment 
labeling. The numberof human factors that can contribute. to undesiredwnsequences of some signif~cance is unlimited. 
Analogously to the MIL-STD approach to hardware reliability, an HRA practitioner typically assigns "nominal" 
reliability parameters to a situation and then adjusts these parameters by an index subjectively obtained that reflects the 
influences of the influential human factors out of the mfiad of others. 



Table 3 
The Choice of TRC Type is Significant 

-- 

Lognormal TRCs (1) Convoluuon of c4.3.2> and c4,3> [mean 5.1 ] 
(2) Convolution of <4,3.2> and c1.88, 10> [mean 5.01 

I Expont~ialTRCs The convoluticll of TRC with mean 5.1 and with mean 5.0 I 
I 

Timc Lonnormal TRCs 
I 

I <4,32>*<4.3> <4,35*<1.88. l b  Exponendd TRCsl 

Ihc mean is preserved when wnsfming  the IognonnalTRCs into exponcntialTRCs. Since the mean for the 
second pair of lognormal TRCs is 5.0 in both cases, there is only a single exponential convolution. 

We haveseen how this isdonc foraTRCsystem. However. theNRC isbeginning to becomemore intexestedina'human 
factoring" the PRA and HRApraess. Systems engineas invented !he scochastic-time siararional modeling framework 
that the TRC concept evolved into. However. this transfusion of the more wditional. and in particular. more 
mechanism4ented perspective is overdue and welcomed. The mix of disciplines may even go so far as to 
fundamentally change the modeling framework. But even if not. human ;iiiab'ity requires an interdisciplinary 
approach. 

WHERE TO GO NEXI? 
l ime will tell whether the apparent analogies between the. human perfarmanu? of accident management in nuclear 

~lants and military combat can lead lo across-fertilization of methods. Howeva, it seems plausible hat an interchange 
bf technology c&cdy tizii2i3 ax!ersranding in both areas, if only in the knowledge that different human environments 
require diffennt human performance modeling. 

Thepmbabilisticaspectsof swhasticdme situational modeling naturally extends traditional human performanceand 
human f a c m  analysis methods, while potentially solv~ng some problems that ihe more deterministic analyses cannot 
The details of the TRC appmach an still only speculative, but thanlcj to the tight coupling of TRCs IO simulators. hey 
are at least in principle empiriwlly testable. There will always be uncenainties associated wirh any modeling appmach 
and this probabilistic framework can accocnt for these stcchastic sources as well. 
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SESSION 11: HUMAN PERFORMANCE MODELS AND APPLICATIONS 

SESSION CHAIR: Michael Strub, Chief, US Army Research 
Institute Field Unit, Fort Bliss 

The presentations in this session illustrate the major benefits to be 
gained Prom including human performance in combat models as well as 
significant obstacles to be overcome in linking human and combat models. The 
session begins with an overview of human performance models in which many 
models are examined which were not developed in the context of combat 
simulation. However, certain of these models such as the crew performance 
models might be used offline to generate human performance parameters which 
would become input to the combat models. It is clear from the review that 
recent developments in network modeling tools appear well suited to combat 
model applications. The presentation summarizes the findings of a NATO 
Research Study Group on "Modelling of Human Operator Behavior in Weapon 
Systems". 

The second presentation on "A Human Performance Consultant System and 
Some Applications" describes the development of a human performance expert 
system from a FORTRAN module of an air defense model to a stand-alone PROLOG 
Human Performance Consultant System. The presentation describes the reasons 
for the system's evolution, as well as its applications in air defense and 
air-to-ground mission modeling. 

The third presentation is an update on a major Department of the Army 
program called Combined Arms in a Nuclear and Chemical Environment (CANE). The 
CANE program was established to provide measured data and determine how well 
combat and support units can perform their missions in extended operations 
where nuclear and chemical weapons are employed. The presentation includes a 
short overview of the program, the results and lessons learned to date, and 
future directions to address key Army areas of concern. 

The next three presentations deal with a network modeling tool called 
Micro SAINT. The presentation on "Task Network Modeling Constructs as Applied 
to Modeling Human Performance in Combat" provides an overview and discussion 
of the concept of task network modeling and includes near term research and 
develovment suggestions such as embedding task network models within some 
existing combat models and developing human performance.shaping functions from 
existing human performance data. In the next presentation, Micro SAINT was 
used to link crew performance directly to system performance. Two models were 
developed and used over a wide range of critical task error rates to 
illustrate how average performance time may degrade very slowly in spite of 
errors. The final presentation in the session describes the development of 
Micro SAINT simulations of the Close-In Weapon System loading operation with a 
three man crew. It is a case study on the use of Micro SAINT to model a multi- 
man shipboard tactical operation. It includes major issues which surfaced in 
the attempt to model human behavior and performance. 



AN OVERVIEW OF HUMAN PERFORMANCE MODELS 
AND POTENTIAL APPLICATIONS TO COMBAT SIMULATION 

Grant R. McMillan 
Armstrong Aerospace Medical Research Laboratory 
Wright-Patterson Air Force Base, OH 45433-6573 

Edward A. Martin 
Aeronautical Systems Division 

Wright-Patterson Air Force Base, OH 45433-6573 

INTRODUCTION 

Human factors engineering has evolved out of early work in applied 
experimental psychology through the design handbook era and is becoming 
more interdisciplinary with strong technological influences from computer 
and information science, operations research, and systems simulation and 
modelling. Human factors/e.rgonomics models have the potential for 
representing human performance in ways which are compatible with both 
operations research and systems engineering. Despite this, human factors 
models are not widely used, either by human engineering specialists, 
engineers, or systems designers. 

In response to this, a Research Study Group (RSG) on "Modelling of 
Human Operator Behaviour in Weapon Systems" was established by Panel 8 of 
the NATO Defence Research Group to consolidate the available knowledge, to 
stimulate information exchange and cooperative research, to foster the 
practical application of modelling research, and to provide a bridge 
between models and approaches adopted by engineers and behavioral 
scientists. 

Acting on these terms of reference, the RSG: 
( 1 )  reviewed current human performance models which are in use; 
(2) investigated the development of micro-computer based models of 

human performence; 
( 3 )  conducted a technology demonstration workshop which included 

working demonstrations of typical models and technical papers on 
their application. 

The presentations and discussions of the workshop are being publivhed 
in a book [ I ]  which provides an overview of the state of the art of hunan 
performance modelling. The review of current human performance models is 
being published as a NATO report [ 2 ]  in the form of a directory. It will 
provide potential users with brief reviews of over 50 mcdels reported in s 
standard format. 

The work of the RSG focused on system desi@ applications of models 
in the following seven categories: Task Allocation and Workload 
Prediction, Single Task Models, Multi-Task Models, Multi-Operator Models, 
Biomechanics and Workspace Design, Training and Skill Retention Models, 
and Network Modelling Tools. The scope was largely limited to models of 



opera tor  and maintainer performance, w i t h  an  emphasis on models t h a t  
permit some type of computer-based s imula t ion  of t h e  man-machine system. 

Most of the  models reviewed were normative. That is, they represent  
an  i d e a l  opera tor ,  o r  a r e  based on a theory  of what should happen. Many 
of t h e  models could be manipulated t o  r ep resen t  non-ideal performance, 
however, and as such might be app l i cab le  i n  combat e f feo t iveness  simula- 
t ions .  Some are a l s o  r e l a t e d  t o  human response t o  o p e r a t i o n a l / b a t t l e  
stress and f a t i g u e ,  which have recen t ly  become a s u b j e c t  of i n t e r e s t  t o  
Panel 7 (Defence Applications of Operat ional  Research) of t h e  Defence 
Research Croup. Such models conta in  terms t h a t  permit  one t o  represent  
t h e  d i f fe rence  between idea l i zed  and real opera tors ,  t h e  e f f e c t s  of 
environmental and b a t t l e  s t r e s s o r s ,  t h e  d i f fe rences  between i d e a l  and 
combat e f fec t iveness  measures, o r  t h e  d i f f e r e n c e s  between individual  and 
group performance. 

This paper summarizes t h e  f ind ings  of the RSC and sugges ts  some ways 
i n  which human performance models might be u t i l i z e d  by opera t ions  research  
analys ts .  The following s e c t i o n  provides an overview of t h e  state of t h e  
art i n  each of t h e  modelling a r e a s  addressed by t h e  RSO. The last s e c t i o n  
provides severa l  examples of how these  t o o l s  might be used t o  enhance 
combat s imulat ions.  

THE STATE OF THE ART I N  HUMAN PERFORMANCE MODELLING 

Task Allocat ion and Workload Predic t ion  

These t o o l s  address t h e  problem of a l l o c a t i n g  func t ions  t o  the  human o r  
t o  t h e  machine. Since t h e  goal  of t h i s  process is t o  make t h e  bes t  use of 
t h e  a b i l i t i e s  of each of these "oomyonents", models which suggest  optimal 
a l l o c a t i o n s  would be most useful .  However, no such models e x i s t .  A s  a 
r e s u l t ,  t h i s  stage is usual ly  a n  i t e r a t i v e  cyc le  of funct ion  a l l o c a t i o n  ... 
t a s k  a n a l y s i s  ... and workload p red ic t ion  t o  evaluate  t h e  des igner ' s  
proposed solu t ions .  The techniques are more ak in  t o  a n a l y s i s  a i d s ,  o r  
s t ruc tu red  a n a l y s i s  procedures than t o  t r u e  models, and are designed t o  
assist t h e  user i n  t h i s  evaluat ion  process. 

The RSG found only a s i n g l e  model which d i r e c t l y  eva lua tes  a l l o c a t i o n  
of funct ions ,  and i t  has no t  had much use. Several  models a r e  a v a i l a b l e  f o r  
analyzingipredic t ing  human ooerator  workload, and t h i s  continues t o  be a 
very a c t i v e  a r e a  of developnent. E s s e n t i a l l y  t h r e e  approaches %re  c u r r e n t l y  
being pursued. 

The f i r s t  approach, time l i n e  ana lys i s ,  compares the  time required t o  
complete assigned t a s k s  t o  t h e  time ava i l ab le .  This approach is  well 
developed and commonly used i n  t h e  design of new weapon systems [31. Such 
techniques t y p i c a l l y  assume t h a t  opera tors  perform t h e i r  assigned t a s k s  i n  a . 
f ixed  serial sequence, o r  t h e  techniques r equ i re  separa te  analyses of 
a l t e r n a t i v e  sequences. 

Since i t  is well  known t h a t  opera tors  w i l l  a l t e r  the  sequence of t a sk  
performance t o  manage t h e i r  workload, some cur ren t  techniques a r e  using 



modelling languages such as SAINT (Systems Analysis of In tegra ted  Networks 
of   ask sf t o  s imula te  t h i s  p r o b a b i l i s t i c  behavior [41. This approach tends 
t o  produce a l e s s  r i g i d  est imate of human c a p a b i l i t i e s .  

A t h i r d  approach i s  termed the  a t t e n t i o n a l  demand o r  mul t ip le  resource 
approach [5,61. It recognizes t h e  f a c t  t h a t  soms t a s k s  can be accomplished 
e s s e n t i a l l y  i n  p a r a l l e l  (low a t t e n t i o n a l  denand), while o t h e r  t a s k s  must  be 
done s e r i a l l y  (high a t t e n t i o n a l  demand). I n  e f f e o t ,  such models quant i fy  
workload i n  terms of a t t e n t i o n  required versus a t t e n t i o n a l  resources 
ava i l ab le .  They tend t o  g ive  a more o p t i m i s t i c  estimate of an opera to r ' s  
workload capacity.  

Before workload can be computed, these  approaches r equ i re  a p r i o r i  
es t imates  of t h e  time required t o  perform each t a sk ,  o r  of t h e  a t t e n t i o n a l  
demands of each task. These est imates may b e  obtained from experiments o r  
from s u b j e c t  mat ter  experts .  The techniques appear t o  be use fu l  too l s  i n  
es t imat ing  t h e  workload demands of various systems design options.  Tne 
workload estimates must be considered r e l a t i v e  r a t h e r  than absolute values, 
and very l i t t l e  va l ida t ion  of t h e  p red ic t ions  has been conducted. 

S ing le  Task Models 

These models al low behavioral p red ic t ions  when an operator  is 
performing a n  ind iv idua l  t a s k ,  e.g. track- a t a r g e t ,  monitoring audi tory  
signals, o r  making a d i s c r e t e  movement.to a contro l .  Because of the  s t r o n g  
c o n s t r a i n t s  of t h e  task  environment, these  models conta in  some of the  most 
formalized mathematical s t r u c t u r e s  reviewed by t h e  RSG. Many of these 
models are a b l e  t o  make prec ise ,  highly d e t a i l e d  predict ion8 about t h e  
performance elements of t h e i r  t a s k s .  They t y p i c a l l y  allow predic t ions  about 
t h e  e f f e c t s  of molecular equipment c h a r a c t e r i s t i c s  (e.g. cont ro l  ga ins ,  
con t ro l  spacing,  d i sp lay  resolu t ion ,  s igna l /no i se  r a t i o s )  on human perfor-  
mance. They are highly va l id  i n  t h e i r  domain of appl ica t ion .  On t h e  o the r  
hand, most of these  models have very l imi ted  domains. They a r e  not genera l  
models of l i s t e n i n g ,  of reading d isplays ,  o r  of movement. 

Two of t h e  more promising simple models are F i t t s '  Law f o r  predic t ing  
d i s c r e t e  movement o r  t a r g e t  acquis i t io l i  times [71, and an  audi tory  de tec t ion  
model developed f o r  the  design of he l i cop te r  warning s igna l s  by Rood, 
Pat terson,  and Lower [a] .  The well  known manual con t ro l  models, s u c h  as 
McRuer's Crossover Model [91 and the  Optimal Control Model [ l o ] ,  have been 
val ida ted  f o r  the  p red ic t ion  of t racking performance. They are being used 
f o r  research and f o r  the  d e s i g d a n a l y s i s  of vehic le  con t ro l  systems. The 
manual c o n t r o l  models h a v e  been used t o  model the e f f e c t s  of acce le ra t ion ,  
v ib ra t ion ,  con t ro l /d i sp lay  degradation, heat stress, and the encumbrance of 
chemical p ro tec t ive  gear (See reference 1 1 ,  f o r  an example). 

Multi-Task Models 

I n  a l l  r e a l i s t i c  environments, humans have mul t ip le  t a s k  demands 
competing f o r  t h e i r  l imi ted  behavioral resources. Multi-task models at tempt 
t o  p red ic t  human performance (not  j u s t  workload) i n  these  complex t a s k  
environments. The majori ty of techniques reviewed by t h e  RSG a r e  models of 

I Gisplay monitoring and decis ion  makicg i n  a multi-task environment. Some 
I 



include submodels f o r  ra ther  e laborate  control  ac t ions  based on decisions, 
while f o r  c thers  the  control  is e s sen t i a l l y  l imited t o  se lec t ion  from a 
l imited set  of es tabl ished procedures. 

Most of these  r~ode ls  have been minimally evaluated f o r  val idi ty  o r  
generali ty.  I n  experimental s e t t i ngs ,  some of these models have made 
predictions t h a t  would be useful  t o  designers of supervisory control o r  
command/control systems. For example, a monitoring and decision making 
model, 3WON f.121, w a s  used t o  analyze human control  of multiple remotely 
p i lo ted  vehicles (RPVs). This appl ica t ion  involved: (a) detection of 
whether any of the  RPVs had exceeded desi red navigation tolerances, (b) 
deciding which of the  RPVs t o  monitor at a given time and whether t o  take 
correct ive  act ion,  and ( c  ) RPV control  i n  terms of navigation correction, 
control  hand-off t o  a terminal phase operator,  o r  execution of a "pop-up". 
Although the  model predict ions  were reasonable and in te res t ing  from a design 
perspective, no funding was ava i lab le  f o r  validation.  

The two techniques which seem t o  have received the  most use i n  system 
design are s i n g l e  operator forms of t he  Siegel-Wolf model [131, and the  
Human Operator Simulator (HOS, reference 14) .  These applications have 
involved mi l i t a ry  problems such as c a r r i e r  landing perfonaance, a i r  
refueling,  miss i le  launch, and P-3 pa t ro l  a i r c r a f t  sensor operation. The 
RSC found few readi ly  usable models of human cognition and problem solving. 
This is la rge ly  because the  ava i lab le  tools  a r e  conceptual/verbal models, 
have not been computerized, and have tended t o  remain i n  the  academic and 
research communities. 

Multi-Operator Models 

This category of models adds a significant level  of complexity: 
communication and in t e r ac t i on  among operators. Despite t h i s  complexity, 
these models have almost a l l  been applied t o  s ign i f i can t  real-world d e s i m  
o r  evaluation problems. Some of them, such as multi-operator forms of the  
Siegel-Wolf model [Z], have been highly successful  i n  a number of applica- 
t ions .  Most of them were developed under contracts  t o  mil i tary  agencies, 
and were designed t o  simulate the  performance of crews performing spec i f ic  
mil i tary  missions. Most of these  models have an operations research f lavor  
t o  them. They a r e  not designed t o  address molecular equipment chamcter-  
i-stics? bu t  r a t h e r  f o c ~ s  on ? r ~ c d u r a l  issues,  t a s k  organization, t e s k  
assignments among operators,  required crew s i z e ,  the  e f f ec t s  of fat igue o r  
time pressure,  e tc .  In  general, these models attempt t o  predict  global 
system performance measures such a s  the  probabi l i ty  of mission success or  
the time required t o  accomplish the mission. They almost never represent 
the mechanisms of human performance. 

The models typ ica l ly  require  the user to develop ra ther  detailed 
descriptions of al l  t a s k s  t o  be performed by the crew. This includes 
descr ipt ions  of t a s k  c r i t i c a l i t y ,  permissible t a s k  sequences, average task 
completion t i m e s  and variances,  and t h e  assignment of t a s k s  t o  i n d i v i d u a l  
crew members. Because of t h e i r  t a s k  ana ly t ic  nature,  operator loading i s  
the  key element d r iv ing  the  predictions of these models. Loading is usually 
defined as t h e  time required t o  complete a l l  tasks  v e r s u s  the time 
available.  In  moat cases,  these models run i n  a Monte Carlo, o r  i t e r a t i v e ,  



fashi'on t o  allow s u f f i c i e n t  sampling from t a s k  performance d i s t r i b ~ ! t i o n s  t o  
make s t a b l e  statistical predic t ions .  Success o r  f a i l u r e  of t h e  mission does 
not  depend on t h e  p r o b a b i l i t y  of accomplishing any s i n g l e  t a s k ,  but  on 
whether o r  not t h e  crew completes al l  e s s e n t i a l  t a s k s  i n  t h e  requi red  time. 
Thus, each task  has an e f f e c t  on mission success,  but  no t  n e c e s s a r i l y  a 
primary one. 

Some of  these  models allow u s e r s  t o  eva lua te  t h e  e f f e c t s  of  performance 
modulation f a c t o r s  such as f a t i g u e  and opera tor  s k i l l  l e v e l .  Typical ly,  
these e f f e c t s  a r e  implemented by modifying t h e  means and/or  var iances  of 
t a s k  completion times. I n  some cases  t h e s e  f u n c t i o n s  muat be provided by 
t h e  user ,  while i n  o t h e r s ,  such as t h e  Siegel-Wolf model, genera l ized  
funct ions  are provided. 

While the  user  i n p u t  requirements are significant, t h e  d a t a  can o f t e n  
be obtained at a s u f f i c i e n t  l e v e l  of accuracy from s u b j e c t  ma t t e r  experts .  
For complex systems, t h e  r e s u l t i n g  models are uaua l ly  q u i t e  l a r g e  and 
complex. These models are r a r e l y ,  if ever,  formally va l ida ted  by comparing 
model predic t ions  t o  t h e  r e s u l t s  from a c t u a l  f i e l d  trials. Rather, these  
models tend t o  be "exercised" and t h e i r  r e s u l t s  evaluated  for reasonableness. 
I f  t h e  r e s u l t s  seem reasonable t o  t h e  user ,  des ign o r  procedural  decis ions  
w i l l  o f t en  be based upon them. 

Biomechanics and Workspace Design 

This category is a l s o  r i c h  i n  models developed s p e c i f i c a l l y  f o r  system 
design app l i ca t ions ,  but  a t  a molecular l eve l .  Thie review encompasses two 
p r inc ipa l  ca tegor ies  of modelling: 

( 1 )  anthropometric models which p r e d i c t  t h e  a b i l i t y  of a n  opera tor  of 
a given physica l  s i z e ,  t o  work wi th in  a given space, t o  reach 
s p e c i f i c  c o n t r o l s ,  and t o  s e e  s p e c i f i c  d i s p l a y s  

(2) biomechanical models which p red ic t  humrn materials handling 
c a p a b i l i t i e s  

The anthropometric models a r e  computerized ve r s ions  of t r a d i t i o n a l  
drawing b a r d ,  manikin, and mock-up approaches. A s  a r e s u l t ,  they  o f f e r  t h e  
a b i l i t y  t o  read i ly  change workstat ion dimenaions and c h a r a c t e r i s t i c s ,  t o  
represent  individue? opemto- body dimeneions, end t o  eva:.iate t h e  f i t ,  
reach, and v is ion  envelopes of a wide range of human popula t ions  if 
appropr ia te  d a t a  bases are ava i l ab le .  

Anthropometric models have  seve ra l  common shortcomings. Most have only 
been val idated over l imi ted  ranges of reaches and f i t s .  Most permit only 
one o r  two opers to r  pos tures ,  e.g. s i t t i n g  e r e c t  o r  s i t t i n g  slumped, and do 
no t  represent  t h e  e f f e c t s  of pos tu ra l  changee on reach envelopes. Effects  
of clothillg o r  o the r  r e s t r a i n t s  a r e  of ten  not  modelled. F i n a l l y ,  most 
models are incompatible w i t h  o t h e r  Computer Aided Design programs and 
systems. A t  t h e  present  tic~e, they appear t o  be u s e f u l  t o o l s  f o r  exper ts  i n  
anthropometry, but can e a s i l y  mislead t h e  novice. 



'Biomechanical m ~ d e l s  which attempt t o  descr ibe  t h e  human body as a 
mechanical, load bearing device have a long h i s to ry .  Much of t h e  work i n  
t h i s  a r e a  has focused on de f in ing  human to lerance  limits t o  v i b r a t i o n  and 
acceleration/deceleration s t r e s s .  Such to lerance  models were not reviewed 
by t h e  RSG. Techniques t o  model performance e f f e c t s  of t h e s e  s t r e s s o r e  have 
a l s o  been developed, and are summarized i n  the  Motfillan, e t  81. repor t  [2].  
I n  many cases ,  these  performance models are based on e x i s t i n g  s i n g l e  t a s k  
models with t h e  v ib ra t ion  o r  a c c e l e r a t i o n  s t r e s s  represented as a d i s t u r -  
bance t o  v i sua l  percept ion  o r  motor control .  

Another type of biomechanical model forms t h e  bulk of the  techniques 
reviewed. These models p red ic t  human l i f t i n g  capaci ty  i n  ma te r i a l s  handling 
s i t u s t i o n s .  Although t h i s  may seem l i k e  a r e s t r i c t e d  domain, reviews of 
phys ica l ly  demanding t a s k s  i n  a va r i e ty  of t r a d e s  show t h a t  most involve 
l i f t i n g .  

The l i m i t a t i o n s  of these  models a r e  i n  some ways similar t o  those of 
t h e  anthropometric models. Generally, they assume a l imi ted  range of 
l i f t i n g  postures and geometries, no mechanicai a i d s ,  smooth synrmetrical 
lifts, good f l o o r  conta;?, and s o  on. O f  courae, t h e s e  assumptions are 
v i o l a t e d  i n  many opera t ional  s e t t i n g s .  Nevertheless, these  models do appear 
t o  be g e t t i n g  increased use. 

Tra in ing and S k i l l  Retention Models 

This a r e a  of human performance modelling has a long and r i c h  h is tory .  
Much of t h e  model bui ld ing has been done by psychologists  as part of t h e i r  
theory  development and t e s t i n g  process. A s  a r e s u l t ,  most of these  models 
are of a q u a l i t a t i v e ,  d e s c r i p t i v e  na tu re  and were never r e a l l y  intended f o r  
system design appl ica t ions .  However, t h e  increas ing s o p h i s t i c a t i o n  of 
systems it. which man must perform has produced a growing demand t o  improve 
t r a i n i n g  devices and procedures, t o  fo recas t  t h e i r  e f fec t iveness  during t h e  
des ign  process,  and t o  q u a n t i t a t i v e l y  evaluate  t h e i r  e f fec t iveness  during 
t h e  system l i f e  cycle. 

Perhaps the  e a r l i e s t  q u a n t i t a t i v e  a t tempts  t o  desc r ibe  and prediot  
l e a r n i n g  involved f i t t i n g  t h e  t r a i n i n g  d a t a  w i t h  "fixed-form" equations. A 
v a r i e t y  of such equations have been u t i l i z e d  and t h e i r  r e l a t i v e  merits 
debated. Some success has been achieved i n  using such models t o  p red ic t  
production r a t e s  i n  i n d u s t r i a l  s e t t i n g s  as workers l e a r n  a new manufacturing 
procedure [151. 

The q u a l i t a t i v e  models reviewed by t h e  RSC address  a broad range of 
i s s u e s .  Some focus on t h e  s t a g e s  of s k i l l  a c q u i s i t i o n  and have been used i n  
the  o v e r a l l  organizat ion and sequencing of t r a i n i n g  cur r i cu la .  Some at tempt 
t o  ca tegor ize  human information processing s k i l l s  and t o  develop general  
gu ide l ines  f o r  t r a i n i n g  these  s k i l l s .  Others  at tempt t o  p r e d i c t  t h e  ef fec-  
t iveness  of proposed t r a i n i n g  devices on t h e  bas i s  of t h e  d i f f i c u l t y  of 
acqu i r ing  c e r t a i n  s k i l l s  and the importance of these  s k i l l s  t o  opera t ional  
t a sks .  These and o t h e r  q u a l i t a t i v e  models appear t o  be inc reas ing ly  used i n  
the t r a i n i n g  system design process, and a r e  a s i g n i f i c a n t  area of model 
development a c t i v i t y .  



Network Hodelling Tools 

This category inc lude8 s p e c i a l  computer languages developed f o r  t h e  
purpose of s imula t ing  man-machine systems. There is an  important t i e  
between t h e s e  t o o l s  and t h e  Kulti-Operator Models. M y  of t h e  l a t t e r  
m d e l s  have been developed us ing  s imula t ion  languages such as SAINT, SLAM 
(Simulat ion Language f o r  Al t e rna t ive  Modelling), o r  Hicro SAINT 121. Our 
t h e o r e t i c a l  foundations are weak in t h e  a r e a  o f  group/ in terac t ive  behavior. 
As a r e s u l t ,  i t  is d i f f i c u l t  t o  develop f o r m 1  mathematical models of crew 
performance. I n  genera l ,  t h e  t h e o r e t i c a l  cons t ruc t s  a r e  not  a v a i l a b l e  f o r  
developing equat ions  t h a t  d e s c r i b e  t h e  performance of multi-operator systems. 

On t h e  o t h e r  hand, euch systems can o f t e n  be simulated as t a sk  networks 
which r ep resen t  t h e  sequence of a c t i v i t i e s  i n  t h e  system. I n  s e t t i n g  up 
such a network, t h e  u s e r  must s p e c i f y  for each task: ( a )  the  predecessor 
t a s k s  t h a t  must be completed b e f o r e  t h e  t a s k  i n  quest ion can begin, (b )  t h e  
s t a t i s t i c a l  c h a r a c t e r i s t i c s  of t h e  t a s k  i n  ques t ion ,  and ( c )  t h e  branching 
t o  o t h e r  t a s k s  t o  be performed upon t a s k  completion. The s t a t i s t i c a l  
c h a r a c t e r i s t i c s  of a t a s k  m y  inc lude  t a s k  du ra t ion  d i s t r i b u t i o n s ,  t a s k  
c r i t i c a l i t y ,  ope ra to r  speed, ope ra to r  accuracy, etc. Dif ferent  operators  
may be r e spons ib le  f o r  d i f f e r e n t  t aaks ,  and p r o b a b i l i s t i c  branching among 
t a s k s  may be used t o  r ep resen t  i n t e r a c t i o n s  among operators.  

These modelling t o o l s  thus  provide a f l e x i b l e  s t ~ c t u r e  f o r  s imulat ing 
t h e  performance o f  mul t i - t a sk /ope ra to i  systems. With t h i s  f l e x i b i l i t y  comes 
t h e  requirement t o  provide a l a r g e  body of d a t a  about the  system's s t r u c t u r e  
and t a s k  c h a r a c t e r i s t i c s .  I n  many cases ,  such d a t a  can be obtained by 
in terv iewing s u b j e c t  ma t t e r  exper ts .  Validat ion of euch la rge-sca le  models 
is very d i f f i c u l t ,  and any a p c c i f i c  model i s  not l i k e l y  t o  genera l ize  t o  
o t h e r  systems. However, t h e  same c o n s t r a i n t s  apply when one at tempts t o  
p r e d i c t  t h e  performance of such systems using man-in-the-loop simulat ions.  

RELEVANCE TO COMBAT SIMULATION 

The need f o r  inc lud ing  t h e  e f f e c t s  of human performance i n  combat 
models w a s  c l e a r l y  expressed by Van Nostrand [161. In t h a t  r e p o r t ,  Van 
Nostrand f irst  reviewed human f a c t o r s  and combat d a t a  t o  determine which 
performrnce e f f e c t s  a r e  most l i k e l y  t o  modify combat outcome. Second, she 
analyzed some representative combat models t o  determine where these  kinds of 
human f a c t o r s  d a t a  could be incorpora ted .  The r e s u l t s  of t h i s  ana lys i s  a r e  
summarized i n  Table 1 ,  which is taken d i r e c t l y  from the  report .  The t a b l e  
d iv ides  t h e  human f a c t o r s  d a t a  requirements i n t o  two broad ca tegor ies :  those 
f o r  which d a t a  e x i s t ,  and those f o r  which none were found. Within these  two 
c a t e g o r i e s ,  Van Nostrand notes  where combat model pergorithms (personnel 
performance a lgor i thms)  are ~ v a i l a b l e  t o  incorpora te  the  e f f e c t s .  
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A br ief  look at  combat models suggests t ha t  attempting t o  incorporate 
hum& performance models d i r ec t l y  i s  l i ke ly  t o  be unsuccessful. These two 
types of model were developed fo r  d i f fe ren t  purposes, deal w i t h  human 
performance a t  very d i f fe ren t  l eve l s  of resolut ion,  and generally have q u i t e  
d i f f e r en t  s t ructures .  Nevertheless, i t  does appear reasonable t o  use human 
performance models f o r  off-l ine generation of s t a t i s t i c a l  d i s t r ibu t ions  and 
performance shaping functions t ha t  can be incorporated i n  combat models 
(Figure 1). I n  considering these euggestiona, the  reader should remain 
aware of model val idat ion issues. Most models have not been adequately 
validated. The extensions proposed here would require  fu r the r  e f f o r t s  t o  
ensure t h a t  t he  model predictions have s u f f i c i e n t  accuracy f o r  the  intended 
application.  

Currently avai lable  models might be used to  generate performance 
functions f o r  several  items i n  Category 1 of Table 1. Although not d i r e c t l y  
reviewed by the  R S G ,  models a r e  avai lable  t o  predict  t a rge t  detection a s  a 
function of t a rge t  s i ze ,  target-background cont ras t ,  e tc .  [ 171. Models of 
t a rge t  t racking performance (e.g. Crossover Model o r  Optimal Control Model) 
can be used as inputs t o  weapon ba l l i a t i cs / f lyout  models and thus generate 
probabi l i ty  of h i t  functions. V i s ib i l i t y  e f f e c t s  on ta rge t  detection can be 
estimated by adjust ing target-background contras t  l eve l s  i n  visual  detect ion 
modele. Similarly,  v i s i b i l i t y  e f f ec t s  on weapons aiming and tracking can be 
represented by changing well-understood p a r a ~ e t e r s  i n  the  manual tracking 
models (Figure 2). 
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Figure 1. Application of human performance models t o  generate 
statistical d i s t r i t u t i ons  and performance shaping 
functions f o r  use i n  combat models. 



In Category 2 ,  human performance models a l s o  have po ten t ia l  applica- 
t ions:  Van Nostrand [I61 describes the use of t he  PERFECT (Performance 
Effectiveness of Combat Troops) model to est imate the  e f f e c t s  of continuous 
operations on small un i t  performsnce. As mentioned i n  the  previous sect ion 
of t h i s  paper, manual control  models have been used to  p red ic t  the  e f f e c t s  
of heat s t r e s s  and encumbrance produced by chemical protect ive  gear (Figure 
2).  In  addit ion,  models based on the Siegel-Wolf technique have been used 
t o  estimate the  e f f e c t s  of time s t r e s s  on multi-task performance and might 
be extended t o  incorporate combat fa t igue,  s leep  loss ,  and o ther  e f f e c t s  [21.  

An important f a c t o r  neglected i n  most combat models is the  adaptation 
and learning t h a t  replacements ("new guys") must undergo before reaching 
f u l l  combat effect iveness .  While i t  is l i ke ly  t h a t  much of t h i s  represents 
adaptation t o  the  f e a r  and s t r e s s  of combat, the learning e f f e c t s  might be 
described with some of the  s k i l l  acquis i t ion models reviewed above. 
Researchers have found tha t  f a i r l y  simple functions,  such a s  f i r s t  order 
time constants, can be used t o  describe s k i l l '  learning i n  an  i ndus t r i a l  
environment [151. It is highly probable t h a t  s imi l a r  functions can be 
applied t o  simple combat-related skills,  t o  p red ic t  changes i n  uni t  
proficiency with practice.  While these functions could capture a range of 
learning e f f e c t s  f o r  such s k i l l s ,  they may not be adequate t o  describe 
learning or  fo rge t t ing  of the  more complex s k i l l s  c r i t i c a l  t o  combat 
outcome. 

Figure 2. Use of a human tracking/aiming model t o  generate 
est imates of weapon system probabi l i ty  of h i t  
under several  combat s t r e s so r  conditions. The 
s t r e s so r s  a r e  represented by manipulating the  
specif ied parameters of the  tracking model. 



I t  does not  appear t h a t  human performance models can address many of 
t h e  category 4 requirements. I n  t h e  a r e a  of target s e l e c t i o n ,  some re levant  
bas ic  work has been done. While t h e  au thors  a r e  aware of no models t h a t  
w i l l  d i r e c t l y  p r e d i c t  human judgments of t a r g e t  worth, t h e r e  a r e  models t h a t  
p r e d i c t  how humans w i l l  s e l e c t  t a r g e t s  i f  t h e  worth is known. The Dynamic 
Decision Model of P a t t i p a t i ,  Kleinman, and Ephrath [ l a ]  was a b l e  t o  p r e d i c t  
ope ra to r  s e l e c t i o n  of  t a r g e t s  baaed on t a r g e t  worth and t h e  time required t o  
process t h e  t a rge t .  That  is, t h e  model p red ic ted  t h e  t radeoff  humans make 
between t h e  payoff f o r  prooessing a t a r g e t  versus t h e  resources required t o  
process it. This t r adeof f  is undoubtedly a key element o f t en  neglected in 
combat s imulat ions.  

I n  Category 5 i t  a l s o  appears t h a t  c u r r e n t  human performance models 
have minimal d i r e c t  app l i ca t ion .  Nevertheless, advances i n  in teg ra ted  
mult i- task models o f f e r  a g r e a t  d e a l  of promise, e s p e c i a l l y  f o r  use i n  
lower-level combat models. For example, t h e  Proceduze-oriented Crew Model 
(PROCRU) is a comprehensive model covering a range of opera tor  a c t i v i t i e s  
inc luding monitoring, s i t u a t i o n  assessment, dec i s ion  making, communication. 
and d i s c r e t e  and continuous c o n t r o l  1191. PROCRU is a n  o u t g r w t h  of t h e  
DEMON model discussed previously. Although t h e  o v e r a l l  i n t eg ra ted  PROCRU 
model h a s  n o t  been experimental ly va l ida ted ,  many of its cons t i tuen t  
componen- -- such as t h e  continuous i n f o r m t i o n  processing submodel and 
some s ing le - t a sk  submodels -- have been well va l ida ted .  As with any such 
comprehensive model, p o t e n t i a l  i n t e r a c t i o n s  among submodels l eave  the  
v a l i d i t y  of t h e  o v e r a l l  i n t eg ra ted  model open t o  ques t ion ,  regardless of t h e  
v a l i d i t y  of t h e  submodels. 

Operations a n a l y s t s  should a l s o  review models such as Metacrew [20], 
which is a computer s imula t ion  of t h e  J o i n t  Surve i l l ance  Target Attack Radar 
System (JSTARS) Ground S t a t i o n  Module. It was developed t o  provide a time- 
e f f i c i e n t  t o o l  t h a t  could examine t h e  r e l a t i o n s h i p  between humn performance 
v a r i a b l e s  and o v e r a l l  systems performance under a wide range of b a t t l e f i e l d  
condit ions.  The model s imula tes  t h e  crew's t a r g e t  processing and decis ion  
making .asks and t h e  normal sequen t i a l  flow of t h e s e  tasks .  

~omponents of the  model include: ( a )  t h e  opera to r  behavioral model, 
( b )  the  personnel resources  model, ( c )  t h e  b a t t l e f i e l d  scenar io ,  ( d )  the  
command< r 's  guidance, and ( e )  t h e  output performance d a t a  f i l e .  The model 
al lows manipulation of i n t e r e s t i n g  v a r i a b l e s  such as t h e  e f f e c t  of t h e  
cornmender's guidance or. mission elophasis w.6 crew workload, and the e f f e c t s  
of crew s i z e ,  opera tor  t a s k  assignments, and opera to r  s k i l l  on system 
throughput. While Metacrew is  un l ike ly  t o  be d i r e c t l y  used i n  a combat 
model, i t  c l e a r l y  h a s  t h e  p o t e n t i a l  t o  genera te  func t iona l  r e l a t ionsh ips  
which represent  communication, command decis ion  making, and personnel 
resource e f f e c t s  on the  performance of a small  sensor  data processing un i t .  
Al ternat ive ly  the  Metacrew model might be modified t o  represent  o ther  types 
of i n t e l l i g e n c e  u n i t s  o r  t o  e s t ima te  the  impact of o t h e r  human f a c t o r s  
var iables .  

This l eads  t o  the  p r i n c i p a l  point  of t h i s  paper. Many of t h e  h u m  
performance models reviewed by t h e  RSG r e q u i r e  modification t o  be useful ,  
b u t  form a n  exce l l en t  s t a r t i n g  point  t o  genera te  t h e  types of da ta  required 
by combat models. The p o t e n t i a l  of network modelling too l s  such as Micro 



SAINT [4], and analyela and modelling syeteme such a s  GEWSAW I1 /21]  is i n  
t h i s  Bame vein. They provide the  analyst  w i t h  t oo l s  t o  generate t h e  
required funct ional  relat ionships.  

CONCLUSIONS 

M a t i n g  human performance models w i l l  be most ueeful i n  an of f - l ine  
mode t o  generate e t a t i e t i c a l  d i s t r ibu t ians  and performance ehaping functiona 
t h a t  a r e  compatible with oombet modele. 

Human performance models generally have not been developed i n  the  
context of combat simulation. However, t he  model parameters o f ten  allow 
representat ion of fac tore  important t o  combat outcome. 

The a v a i l a b i l i t y  of network modelling toole  provides a means t o  read i ly  
implement system simulations. Human performance modelere a r e  currently 
exploi t ing these  too ls ,  and a r e  developing models t h a t  have appl icat ion t o  
combat simulations. 

Implementation o r  modification of h u m  perfonaance models requires 
specf f ic  knowledge and experience. It i e  unllkely t h a t  operations research 
analysts  can e f f ec t i ve ly  exploit  avai lable  human performance models without 
the  aesis tsnce of experienced performanoe modelere. 
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A HUMAN PERFORMANCE CONSULTANT SYSTEM 
AND SOME APPLICATIONS 

Valerie J. Gawon, David J. Travale, and Jeanette G. Neal 
ArvinICalspan 

This paper will describe the evolution of a human performance expert system 
from a FORTRAN module of an Air Defense Model co a stand-alone PROLOG Human 
Performance Consultant System. This paper will describe the reasons for the 
system's evolution, as well as its applications in air defense and air-to-ground 
mission modeling. 
Step 1 - W e 1  of Operator Pcrfo-ace in  Air Defense S p t -  (mpm) 

As systems become more complex and expensive, greater emphasis is being 
placed on evaluation of system performance during the design phase. In lieu of 
a hardware model, a growing number of system designers are using computer models 
to evaluate alternate system designs. A key element in determining system 
performance from these models is a consideration of the performance of the human 
in the system. An accurate representation of the human's capabilities and limita- 
tions in a system model can greatly enhance the model's utility and applicability 
to the real world. Recognizing this fact, the Army supported the development of 
a human performance model incorporated into a netted air defense system testbed- 
This effort, Model of Operator Performance in Air Defense Systems (MOPADS), began 
in 1981 and ended in 1983. 

MOPADS is written in the SAINT (Dukt, et al., 1978) simulation language. 
SAINT uses activity networks to represent operatorlmachine systems. The com- 
ponents of the networks are "task nodes" which represent tasks or activities and 
"branches" which define the method by which the activities are sequenced. The 
human performance model, contained within MOPADS, is a series of FORTRAN sub- 
routine~. These subroutines were developed in four successive tasks. 

Task 1 - Develop a Skill Taxonomy. The performance of any task requires the 
operator to exercise one or more skills. Task performance can be moderated by 
calculating the effect of one or more independent variables on the performance 
of the skills necessary to execute that task. Towards this end, a response- 
defined skill taxonomy was developed and is presented in Table 1. 

Table 1 
MPADS SKILL TAXOWRIY 

1. Detection - the ability to discover or become aware of a visual, 
auditory, tactile, olfactory, proprioceptive, or kinesthetic stimulus. 

2 .  Fine Manipulative Ability - the ability to manipulate controls 
through a physical effort which requires sensitive movement and touch rather 
than physical strength. 

3 .  General Physical Effort - the ability to perform tasks which require 
strength and reach more than sensitive control. 

4 .  Gross Manipulative Ability - the ability to manipulate large controls 
through a physical effort which requires sensitive movement, touch, and 
~hvsical strenath. . , - 

5 .  Long-Term Memory of Sensory Information - the ability to recall 
sensory information from long-term memory, e.g., the meaning of an auditory 
alert. 



6 .  Long-Term Memory - Symbolic - the ability to recall symbolic 
infordtion in the long-term memory, e.g., the mathematical operations associa- 
ted vith +. -. I .  and x. . - - - , , . ,  

7. Numeric Manipulation - the ability to estimate and performmathemati- 
. cal calculations. 

8. Probability Estimation - the ability to estimate the probability (or 
the chance) of events occurring. 

9 .  Reaction - the ability to physically respond to a detected stimulus. 
10. Recognition - the ability to identify a detected stimulus. 
11. Short-Term Memory of Sensory Information - the ability to recall 

sensory information from the short term memory buffer, e.g., last value on a 
dis~lav beinn monitored. - - - 

12. Short-Term Hemory of Symbolic Information - the ability to recall 
symbolic information from the short-term amwry buffer, e.g., last position of . 
a target on a display. 

13. Team Coordination - the ability to organize and implement a team 
effort. 

14. Time Estimation - the ability to estimate the time a moving body will 
take to travel a fixed distance. 

15. Time Sharing - the ability to perform more than one task 
simultaneously. 

16. - Track* - the ability to follow a moving target with a control, 
e.g., joystick. 

Task 2 - Conduct a Literature Search. A computerized literature search 
(Laughery, 1981; 1982) was conducted to find human-performance data relating 
independent variables of interest to the skills identified in the taxonomy. As 
a result, three categories of independent variables were identified: 1) 
environmental variables, e-g., ambient temperature, 2) operator variables, e.g., 
operator's time on task, and 3) task variables, e.g., the modality of the target 
to be detected. 

Task 3 - Curve Fit Human Performance Data. Data identified during the 
literature search which related to operator perfonnence in air defense systems 
were then subjected to standard curve-fitting techniques to reduce the data to a 
single moderator function. Seven types of equations were used (see Table 2 ) .  
The form of the equation which accounted for the most variance (greater correlation 
R ~ )  in the data vas chosen for use in the model. 

Table 2 
TYPS 01 KQUATIOAl 

SIMPLE REGRESSION (y=mx+b) 
SIMPLE REGRESS LON - EXPONENTS ( ysx4b ) 
SIMPLE REGRESS ION - INVERSE EXPONENTS ( y = x y b  ) 
SIMPLE REGRESSION - SQUARED EXPONENTS (y=xm +b) 
SIMPLE REGRESS ION - INVERSE SQUARED EXPONENTS ( y=x-m2+b) 
MULTIPLE REGRESSION (y"mlxl;m2x2 . . .+b) 
POLYNOMIAL REGRESS ION ( y-%K +mx+b) 

Task 4 - Code Human-Performance Subroutines. Thirty-two human-performance 
subroutines were written: one calculating time to complete a task and one 
calculating probability of completing a task for each of the sixteen skills listed 
in Table 1. A simplified pcrtion of one of these subroutines is presented in 
Table 3. Please note that some of the statements exceed the 72 column FORTRAN 



limit. This has been done to ease reading the code. T(NME) refers to the time for 
an obsekver to detect a target as calculated from equation number NME. In the 
following code, che effects of sixteen independent variables are being calculated: 
time on task, target types, horizontal range to target, observer's field-of-view, 

. target background complexity. contrast ratio, target subtense, difference between 
nontarget and target diameters, lines on CRT, target color, number of background 
characters, search area, ambient noise level, target location, effective 
temperature, and number of operators on duty. 

Table 3 
A P a l T O I I  OF TEE mpm SuBnomIm IRED mJ CALcuUm 

I m B T O ~ A ~  

CHNPOS-TEE OBSERVER-TO-TARGET POSITION 
C 

GO TO (1,2,3,4>NPOS 
C 
C**THIS IS A GROUND-TO-GROUND, VISUAL DETECTION TASK 
C**TOTPOPERATOR'S TIME-ON-TASK IN HOURS 
C**TARGE+TARGET TYPE 
C 

1 NME-NME+1 
NIV(NME)'Z 

C 
CHTARGET IS A TANK 
C 

IF (TARGET.EQ. 11.O)T(NME)=(25.333-0.167*TOT)/60.0 
C 
C**TARGET IS A JEEP 
C 

IF (TARGET.EQ.12.O)T(NME)~(28.000-0.500*TOT)/60.O 
C 
CHTARGET IS TROOPS 
C 

IF (TARGET.EQ.13.0)T(NHE)=(34.000-1.000*T0T)/60.0 
C 
C*XYARD=HORIZONTAL RANGE TO TARGET IN YARDS 
C 

NKE=NME+ 1 
NIV(EME)'2 

C 
C**TARGET IS A TANK 
C 

IF (TARGET.EQ.~~.O)T(NME)=~.~~~-I.~~~*EXP(-~.~~~*XYARD**~))/~~.O 
C 
C**TARGET IS A JEEP 
C 

IF (TARGET.EQ.12.0)T(NHE)=(1.618-1.569*EXP(-0.0004*XYARD~2))/60.0 
C 
CHTARGET IS AN ARnORED PERSONNEL CARRIER 
C 

IF (TARGET.EQ.~~.O)T(NME)=(O.O~~+~.~~~*XYARD)/~O.O 
C 
CffTARGET IS A TRUCK 

7 1 



li 

IF '(TARcET.EQ.~~.o)T(~)=(o.o~~+o.o~~*xYARD)/~o.o 
C 
C-ARGET IS A SOLDIER 

' c 
IF (TARCET.EQ.25.0)T~~~=~1.581*0.0001*~~0.0007*)(Y~2~~/60.0 

C 
CnCA1.L ABSTna OR RELl?Ui TO DERIVE SKILL ~ D ~ T O B S  FOR 
C GROUND-MOUND, VISUAL DETKCTION TASKS 
C 

I F  (NnE.EQ.0) THEN 
m-1 
NIV(~E)=~ 
T(~)-DIsT(~) 
cw RBLR~I(DIST,NIV,~E,T,XM) 

EISE 
CALL ABS~(DZST,NIV,~,T,XM) 

ENDIP 
GO TO 99 

C 
C W I S  IS AN AIR-TO-GROUND, VISUAL DETECTION TASK 
C+*FOVPTHE OBSERVER'S FIELD-OF-VIEW IN DEGREES 
C 

2 m = m + 1  
NIV(NME)=~ 
T(NME)~(332.250-249.106*EXP(-O.002*WV+*2) )/60.O 

C 
C**COWLEXI'iY=TARGET BACKGORUND COMPLEXITY 
C**CONTRASPTARGET/BACKGORUND CONTRAST RATIO 
C 

M=NME+l 
NIV(NME)m3 

C 
CWARGET IS A TANK 
C 

IF (TARGET.EQ. 11.0) 
T(NME)=(-55.327+32.149*COWLEXIl'Y+32.538*CONTBAST)/60 .O 

C 
CWARGET IS AN ARMORED PERSONNEL CARRIER 
C 

IF (TARGET.EQ.14.0)T(NME)~(81.303-2.300*C~LEX1~-36.077*C0HTRAST)/60.0 
C 
CWARGET IS A TRUCK 
C 

IF (TARCET.EQ.15.0)T(~)~(-22.331+30.799*X0(5)-0.385*X0(6))/60.0 
C 
C**CALL ABSRIH TO DERIVE SKILL MODERATORS FOR AIR-TO-GROUND, 
C VISUAL DETECTION TASK 
C 

CALL ABSRM(DIST,NIV,~,T,XM) 
C43 TG 999 

C 
C C C n t I S  IS A GROUND-TO-AIR, VISUAL DETECTION TASK 
C~*XMABC=ANGLK THE TARGET SUBTENDS IN n I m E s  OF ARC 

7 2 



C 
C W A L L  ABSTKH M DERIVE SKILL MODERAMBS FOR GROUND-TO-AIR, 
C VISUAL DETECTION TASKS 
C 

CALL ABSTKH(DIST,NIV,M,T,XH) 
w TO 999 

C 
C-IS TASK INVOLVES DETECTING TARGETS ON A DISPLAY 
CnXIWCWDEIFPERXHCC BETWEEN NONTARG8T AND TAP.GET DIAtU3TEBs 
C IN INCHES 
C 

4 NME-Nm+1 
NIV(Nt4E)-2 
T(wIE)=(~/(xINCH~*~))/~O.O 

C 
C**LINES=DISPLAY BESOLUTION IN LINES ON A CUT 
C 

NME-NHE+l 
NIV(NME)'4 
~(NME)=(105.324-2.579*XWBc-0.065*LINES)/60.0 

C 
C W L O R :  l=WHITE, 2-TAN; 3SREEN; 49BU1E; 5-RED; 6-YELLOW 
C*NUMBER-NUMBER OF BACKGROUND CHARACTEBS 
C 

IF (COLOR.LE.2.0) THEN 
C 
C"EABGET IS WHITE OR TAN 
C 

NHE=NHE+l 
NIV(NME)n2 
~(~)-(9.9042-2.491sC0~0~+0.0004*NUPIBER)/60.0 

ENDIF 
Ir 
C*XS INCHfSEARCH AREA IN SQUARE INCHES 
C 

IF (cowR.LE.~.~) THEN 
NHE=NME+l 
NIV(NME)53 
T!NHE)=(-2.555+1.366*~0~0~+0.020*XS1~~~)/60.0 

ENDIF 
C 

IF (COLOR.LE.S.O) THEN 
NME=NME+l 
NIV(NHE)=I 
T( ~ME)=(0.594+4.715*EXP(-O.Z63*COLOR*.2))/60.0 

ENDIF 
C 

NHE=NHE+l 



C 
C**NOIS'E=AMBIENT NOISE LEVEL IN DB 
C 

NPIE=NME+l 
NIV(NME)-Z 
T(NHE)=(0.834+0.017*NUr(BE~+0.0008*~01SE)/60.0 

C 
NPIE=mE+l 
NIV(NME)=l 
T(ME)=(l. 197+0.000748*LINES)/60.0 

C 
C**LOCATION=LOCATION OF TARGET OF DISPLAY 
C 

NMF.=NME+l 
NIV(NME)-1 
IF LOCATION.EQ.l.O)T(W)=O.027 
IF MCATION.EQ.2.0)T(NME)10.025 
IF LOCATION.EQ.3.0)T(NME)=0.025 
IF LOCATION.EQ.4.O)T(NHE)=0.026 
IF LOCATION.EQ.S.O)T(NME)=0.024 
IF LOCATION.EQ.6.0)T(NME)=0.026 
IF LOCATION.E0.7.0)T(NPIE)-0.032 

C 
C*ET=EFFECTIVE TENPTEWERATUBE IN DEGREES CENTRIGWE 
C 

NME=NME+1 
NIV(NME=3 
T~~)=(O.681+0.307*TOT+O.020*ET)/60.O 

C 
C**OPERATORS=NUKBER OF OPERATORS ON DUTY 
C 

NHE=NME+l 
NIV(NME)=2 
T(NME)=( 1.210+0.098*OPERATOBS+O.041*TOT)/60.0 

C 
C-CALL ABSTMH TO DERIVE SKILL UODERATORS FOR 
C DISPLAY TARGET DETECTION 
C 

CALL ABSTM(DIST,NIV,N~,T,X~) 
999 RETURN 

END 

Two characteristics of the code are readily apparent: heavy use of IF a ~ d  
conment statements. The IF statements vere used to meet one of the goals of 
MOPADS, specifically, to maximize the match between the conditions being simulated 
and the conditions under vhich field data were collected. This required the heavy 
use of branching in the code based on the current values of the environmental, 
operator, and taskstatevariables. In the detection subroutine, the major braches 
w r e  defined by target modality (auditory, visual, or both) and observer-to-target 
position (ground-to-ground, air-to-ground, ground-to-air, or at-a-display). The 
heavy use of conrment cards vere used to meet a second goal of UOPADS: to provide 
traceability of results to empirical data. 



W t q t  is not obvious from the data is the method used to combine the results 
of multiple equations relevant to the current state being simulated. In these 
cases, the results were combined in a weighted equation to produce a single derived 
time. The weight for each calculated time was the number of independent variables 
represented in the underator equation from which that particular time value was 
calculated. Further, the difference between the values of the baseline mean and 
the time calculated from moderator equation N was divided by N. (The equations 
were ordered from largest to smallest effect on the dependent variable.) This 
approachwas based on the law of diminishingreturns which states that the inclusion 
of more predictor variables in a regression equation will incrqase the total 
mount of variance accountad for by the equation; however, each new variable added 
rill account for a lesser portion of the total variance than any of the variables 
which preceded it. This method was empirically evaluated in Step 4 of the Human 
evolution. A sample list of input variables in the detection time subroutine is 
provided in Table 4. 

Table 4 
IllPUI VdPldllLES FRm m mPm SUB- 

IISED TO CUCLILATE = I0 DEIECI 

Nontarget-target diameter 
Lines on a C R T  
Target Color 
Number of background characters 
Search area . 
Noise level 
Target location 
Effective tem perature 
Number of operators on duty 

Listings of each of the thirty-two skill subroutines are provided in Laughery 
and Gawron (1983) and can be incorporated into any combat simulation capable of 
supporting FORTRAN subroutines. 
Step 2 - Ebmm Utilization M e 1  and Analytic Network (HUMAN) 

At the end of the MOPADS effort it was clear that the human-performance model 
was a very powerful computer aided engineering tool for human factors engineers. 
It was also clear that it had three major problems: 1) the model was only 
accessible through the large HOPADS air defense system model, 2 )  users could not 
distinguish 16 separate skills, and 3 )  no estiinates of human performance errors 
were calculated. To meet these deficiencies, HUMAN was developed as part of the 
Air Force's Cockpit Automation Technology (CAT) program. The purpose of the CAT 
program was to develop a methodology to evaluate aircrew performance in crew 
stations being designed. HUMAN'S first application was in evaluating the tactical 
worth of eight cockpit automation technologies. 

Description of HUMAN. HUMAN is a stand-alone model which models task 
performance of human beings under conditions prescribed by the user. Large tasks 
can be modeled by using.the network capability of HUMAN. Specifically, complex . .  
tasks can be simulated by breaking the task into subtasks each corresponding to 
a node in the network. These nodes may be used in series to indicate sequential 
tasks or in parallel to model a time-shared task. 

The conditions of each node in the network are defined by three state vectors. 
Vector 1 contains variables which describe the human's surroundings. Examples 
are type and concentration of chemical agent present and characteristics of 
collective protection shelters. Vector 2 contains variables which describe a 
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human's, physical capabilities and present condition. Examples might include 
amount of antidote present in the bloodstream and degree of sleep deprivation. 
Vector 3 contains variables which describe the type of task the human is asked 
to perform. Examples of these are number of displays to monitor and number of 
alternative responses possible. Using these vectors, the user can input values 
to define the environment in vhich the hrnnan is to be modeled. 

After values are input into the vectors, BUHAN then requires the user to 
input the skill(s) the human will need to perform the desired task. A menu, 
consisting of ten skills (reduced from the 16 in MOPADS due to user comments) to 
which the user must assign weights, is presented. The total weighg for all ten 
skills must sum to 1.00. Therefore, should a task require detection and tracking 
skills with equal importance, each of their assigned weights should equal 0.50. 
Skill definitions are given in Table 5. The outputs of the model are time to 
complete, the probability of completion, and the percentage of errors incurred 
while performing the task. 

Table 5 
IirmAa SKILL D m m I T X r n  

1. Decision Making - the ability to choose between two or more alternatives. 
2. Detection - the ability to discover or become aware of a visual, 

auditory, tactile, olfactory, proprioceptive, or kinesthetic stimulus. 
3. Fine Manipulation - the ability to manipulate controls through a 

physical effo~t which requires senaitive movement and touch rather than physical 
strennth. - 

4. Gross Kanipulation - the ability to manipulate controls that require 
significant physical strength. 

5 .  ~ k r i c  Manipulation - the ability to estimate and perform mathematical 
calculations. 

6. Probability Estimation - the ability to predict the chance of an event 
occurring. 

7. Recognition - the ability to identify a detected stimulus. 
8. Team Coordination - the ability to organize and implement a team effort. 
9. Time Estimation - the ability to predict h w  long it will take a moving 

body to travel a fixed distance. 
10. Tracking - the ability to follw a moving target with a control, e.g., 

joystick. 

Application of HUMAN. HUMAN'S first case was used as part of a suite of 
models to evaluate the tactical worth of four air-to-ground and four air-to-air 
cockpit automation technologies. The evaluation process consisted of three 
consecutive tasks. 

Task 1 - Develop Baseline Mission Timelines. Two timelines were developed: 
1) an air-to-ground mission timeline derived from the Methodology For Penetration 
Evaluation (MPIRE) series of mission models (see Gawron, Travale, and Quinn, 1986) 
and 2 )  an air-to-air mission timeline derived from a McDonnell Douglas mission 
model (see Quinn, Gawron, Arbak, and Dike, 1986). Both timelines were the results 
oE a baseline aircraft (i.e., without cockpit automation technology enhancements) 
penetrating a hostile territory. Both timelines provided time constraints for 
completing in-cockpit tasks as well as the conditions under which those tasks 
vould be performed (e.g., g load and airspeed). Portions of each timeline are 
presented in Figures 1 and 2. 

The mission timelines are presented here in chronological order. Mission 
segments and ground speeds are presented in coded form. For each segment, weather 
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(air temperature, wind velocity, ceiling, visibility, and precipitation), terrain 
(roughness, vegetation, and presence of cities, roads, and rivers), aircraft 
altitude, speed, g load and course are given. Along the x-axis of the timeline, 
the time and event occurrence information are plotted. Times are coded against 
a base time of the beginning of the segment. Events are numbered. Decision nodes 
are indicated by an upward arrow. Actual event and decision dzscriptions are 
generally classified in the mission document and therefore are merely plotted in 
the timeline without description. In the baseline air-to-ground timeline: the 
aircraft spent 2490 seconds within missile tracking range, 25 missiles were 
launched against the aircraft, and all 25 reached successful intercept range. 

Task 2 - Identifying Critical Events. .A three-point rating scale was 
developed to identify the criticality of each event in both mission timelines. 
On this scale, criticalitywas definedin terms oftheconsequenceof not performing 
the appropriate tasks in response to a given tactica1,event. A rating of one was 
assigned when no important effect was evident or the mission would be degraded 
only slightly. Two was given when the consequence was a shortened mission or 
damaged equipment. The highest level of criticality, three, was assigned when 
personnel injury or catastrophe (crashldeath) would result. 

Task 3 - Estimating Pilot Performance Using Each Cockpit Automation 
Technology. Using HUHAN's networkcapability, a task network of. the pilot/cockpit- 
automation-technology interactions was developed for each level three critical 
event and each candidate cockpit automation technology. 

The first air-to-ground technology was an azimuth release computation (ARC) 
system. ARC was developed to reduce piiotworkload in the weapon delivery phase. 
It automatically tracks the target and maneuvers the aircraft. 

The second air-to-ground technology evaluated was a Highly Accurate 
Navigation (BAN) system. HAN automatically updates position information. HUMAN 
determined that HAN had a minimal effect on reducing pilot workload since only 
one initial navigation system was made for the entire baseline air-to-ground 
timeline. 

The third air-to-ground technology was automatic terrain Eollowing/terrain 
avoidance (ATFITA) performance. HUMAN showed that ATF/TA significantly reduced 
workload during ingress and egress but had no effect on target acquisition or 
weapon delivery. The fourth air-to-ground technology was an automatic threat 
responsefroute planning (ATRIRP) system. HUMAN indicated that ATRIRP reduced 
pilot workload during ingress and egress. 

Four air-to-air cockpit automation technologies were also evaluated using 
HUMAN. A helmet mounted displaylsight had no effect on pilot workload. This may 
be due to the scenario which was a long-range encounter. The multi-sensor 
integration system for identifying foes also had little effect on pilot workload 
since, in the generated air-to-air baseline timeline, the identity of an aircraft 
was never in question. An automatic airborne target prioritization (AATP) system 
was similarly evaluated as not useful since the timeline indicated 1.00 second 
to judge the range and closing rate of 20 red fighters. Finally an automatic 
distribution of airborne target assignments (ADATA) system greatly reduced 
workload by substantially reducing the clutter on the pilot's radar display. 

HUMAN is a stand-alone FORTRAN model currently hosted on microcomputers at 
Calspan and at the Armstrong Aerospace Medical Research Laboratory. It has a 
user-friendly interface and can be used to 1) generate data for human performance 
look up tables in combat models or 2) be incorporated into the combat models as a 
set of FORTRAN subroutines. 
Step 3 Kvaluation of Combining Algorifbm 

HUMAN'S greatest strength is its use of elnpi~ical rather than the theoretical 
data. However, a problem was encountered when multiple independent data sets 
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were re;evant to one task. For example, a modeler is interested in the effects 
of luminance and font size on number of reading errors. Two data sets exist in 
the literature: one examining the effects of luminance, the other, font size. 
The data in the two sets were collected at different locations with different 
subjects and at different times i.1 history. How can the two data sets be combined 
to address the designer's problem? 

Four combining algorithms were developed. Algorithm one calculated a simple 
mean : 

n 
C Pi 

E, = i=f  
n 

where E is the estimate of human performance; P, the performance predicted from 
one independent data set; and n, the number of independent data sets. This 
algorithm is simple to apply and straight-forward. There is also a theorem that 
states that the best predictor of performance in a distribution is the mean - if 
the distribution is normal or near-normal. Most of the data in the human- 
performance literature were notnormallydistributed,hovever, especially reaction 
times. Further, this algorithm fails to account for the numbers of observations 
in each data set. Data sets of 1 or 1000 observations are given equal weight. 

To address this issue, a second algorithm was developed: 

where k is the number of observations in each independent data set. This algorithm 
gives heaviest weight to those studies with the most observations, since these 
studies are most likely to have the greatest stability in performance estimates. 
However, variability is not addressed. 

The third algorithm uses the standard deviation: 

where sd is the standard deviation in each of the independent data sets. 
None of these algorithms, however, reflects the number of independent 

variables used to make the prediction. Therefore, the last algorithm uses the 
number of independent variables: 

where IV is the number of independent variables manipulated in the data set. 
This algorithm is based on the law of diminishing returns which states that 
including more predictor variables in a regression equation will increase the 
total amount of variance in the data accounted for by the equation; however, each 
new variable added will account for a lesser portion of the total variance than 
any of the variables that preceded it. 



These algorithms were then tested in two steps. In step one, two reaction- 
time experiments were conducted: one to evaluate the effect of :he number of 
alternatives on reaction time; the second, signals per minute and number of 
displays being monitored. The four algorithms were used on the data from these 
two experiments to predict reaction time i.n the situation where all three 
independent variables are manipulated simultaneously. In step two of the test 

' procedure, a third experiment was conducted. Subjects who had not participated 
in either Experiment One or Two performed a reaction-time tasik under the combined 
effects of all three independent variables. The predictions made from step one 
were compared to the actual empirical data collected in step two. 

To summarize the results, the best predictor of the mean was an unweighted 
average of the means in the independent data sets; the best predictor of the 
standard deviation was an unweighted average of the standard deviations in the 
independent data sets. These results have been incorporated into HUMAN. 
Specifically, an unweighted average of the means is used to predict mean 
performance which results from the combined effects of the independent variablas 
being analyzed in HUMAN. Similarly, an unweighted average of the standard 
deviations is used to predict the standard deviation of performance resulting 
from the combined effects of the independent variables being analyzed. 
Step 4 Eman Performance Consultant System (Eman) 

Although HUMAN was a useful tool for the CAT project, a number of problems 
were identified in attempting to develop it into a more general purpose system: 

1) separation of data base and knowledge base: since a human performance 
data base was used to store source data and while HUMAN was used for 
the knowledge base, updatingandmaintaining both systems was difficult; 

2)  computational limits : since only the three dependent variables were 
computed e ,  time to complete the task, probability of completing 
the task, and percent errors), important studies (which recorded other 
dependent measures) could not be included; 

3)  difficulty of updating: each new study required rhst an entire FORTRAN 
subroutine be coded or recoded. This was not only time consuming but 
would result in the program growing out of bounds. This procedure also 
limited expansion to users capable of programing in FORTRAN (or at 
least to those with a FORTRAN programer available). 

4) inaccessibility of the source code: the user was not able to query the 
system to identify what "rules" or what studies were being used in the 
analysis. 

5 )  lack of simultaneous data base inquiry while modeling: since the data 
base was separate from the procedurally represented knowledge base, a 
user had to quit the modeling system to query the data base. 

6) all variables had to be set: regardless of what task a user wished to 
model, values had to be assigned to all items referenced in the three 
vectors. By the end of model developnect, there were over one hundred 
values :hat had to be assigned. 

7) numerous default values: while default values may be set, a user still 
needs to keep in mind that default values for variables which may not 
be relevant to the current issue could influence the outcme. 

The overall goal of the redesign of HUMAN was to provide a flexible tool for 
human factors engineers to use in assessing human performance in most any domair.. 
Such a systemmust remain flexible enough to contain both generalrorld knowledge 
and domain-specific knowledge. It must do this but avoid becoming too domain- 
specific as was the case with HUMAN. Achieving this balance was a difficult task 
even with modern A1 techniques a?d programming tools. 



The best alternative, considering the goals and requirements of the system, 
was a design that uses the same data for both traditional data base activities 
(queries, etc.), and for the knowledge base. This would allow users to browse 
through the same data that the expert system component used to make judgments and 
computations. Si~ce such a system would be manipulating data to make expert 

. judgments, it would be more an "intelligent data base" than an expert system. 
An integrated design has several distinct advantages, the most important 

being consistency of data and ease of maintainability. A new study, added as a 
new record to the data base, would be automatically available to the expert system. 
Likewise changes would be imediately available to both systems. The lack of 
redundancy that this design provides also ensures that both the data base and 
knowledge base are always using the same information. The importance of this 
will become more critical as the system grows. It would eventually become 
impossible to ensure consistency of data if the two are separated. With separate 
systems, the potential exists for system inferences to be made with different 
knowledge from that which the user sees in the data base. This would most certainly 
confuse the user and cause a loss of faith in the system. Figure 3 is a 
conceptualization of how this integrated design differs from the design used for 
the human performance data baae and HUMAN. The new system was defined in terms of 
a central control module and sixmajor sub modules. Thesemodules are illustrated 

I in Figure 4. The new system was named The Human Performance Consultant System 
(Hman). 

The central control module is the main entry point of the program as well 
as the main control module. In general, it loads the data base, calls various 
screens and menus, and activates main goals. This feature allows modules simply 
to be added to the central control without concern for causing side effects to 
other parts of the program. 

The user interface module defines the screens and menus used to allow user 
selection. While it is easy to define screens, it is difficult to change existing 
screen definitions. As such, care should be taken to assure that the screens are 
as final as possible before putting ehem into place. Defining new screens will 
not be an ongoing process but is done only during system development. A sample 
screen is presented in Figure 5. 

The Data Base Definition module defines the relational data base tables used 
by the system. Once defined, a table is saved as part of the system environment. 
As such, this process is repeated only when data bases are redefined or new ones 
are added. 

The Data Base Processes module contains traditional data base functions that 
add, edit, and delete records. It also contains query definitions and goals that 
activate queries. If there are any reports defined for the system, such as a 
listing of all studies, the processes to produce them would also be included here. 

The Modeling Module is the process that most closely resembles HUMAN. It 
is the intelligent component that carries out processes for modeling user-defined 
scenarios and predicting expected outcomes. 

The knowledge acquisition part of the system includes all processes related 
r d  the system gaining new knowledge. It will rely heavily on the Data Base 
Processes module and will serve to coordinate use of processes in that module. 
It determines and does what is needed to facilitate the addition of new studies 
or information. 

With this design, the data base itself becomes the most important part of 
the system. It is in the data base that all knowledge is represented. Other 
parts of the system will manipulate this knowledge to accomplish desired results. 
Slis manipulation will range from simple update and queries to "intelligent" 
processing with information retrieved from the data base. 

! 
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Figure 3 HUMAN INTEGRATED DATA REPRESENTATION 
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Hello. You have accessed HPCS: the Human Performance Expert 
System of Calspan Corporation. The System enables you lo  search 
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An assessment of che kinds of information required by the system revealed 
that there were basically two different types of information to represent: 1) 
thac kind of data thac is comon to all studies e . ,  author, title) and 2 )  data 
that are specific to a particular classification of studies. Note development of 
the IVHS is described in Step 6. 

The first kind of data can be determined by hilman factors engineers based 
on what information was contained in the human performance data base and what 
kinds of things they thought would be ~seful in the data base. A needs analysis 
was done and new fields for the data base were reconmended (Pugliese, 1986). 

The second classification of data is much more complex since it must be a 
well defined taxonomy that can be used to classify all studies of interest in the 
field of Human Factors. It was decided that an Independent Variable Hierarchy 
Structure (IVHS) that had been developed over several years at Calspan would 
provide the general template for this taxonomy (Domminesey, 1986; Howard, 19863. 
Note development of the IVHS is described in Step 5 .  

This need to represent two types of data led to using two logically separate 
but related data bases. This avoids the need to have records with unused fields 
and provides a convenient way of organizing the data base along the lines of the 
established IVHS. One main data base is used (see Table 6), establishing a unique 
study-number for each record. For all the other fields that will make up the 
main data base system, the field names presented on the screen to the user will 
be identical to those used in programming. The data that are common to different 
classes of studies, as determined by the IVHS, are represented in separate, but 
related data bases, referred to as "Ancillary Data Bases". 

Each record in the main data base has an "assocvar" field. The value of 
this field classifies the study as one of the elements in the IVHS. Each 
classification, in turn, has an associated group of sttributes. These attributes 
are the parts of the classification to which values can be assigned. For example, 
a study describing the effect of noise level on performance might be assigned the 
IVHS class of "noise". This class then has attributes such as decibel level, 
frequency, and.so on. These are the independent variables of the study and are 
the variables with which the user is most likely concerned. 

We can make use of this structure by using the information contained in the 
assocvar field to indicate which ancillary data base contains the attributes of 
the independent vhriables from a study which must be given values. The study 
number, comon to both data bases, tells which record in the ancillary data base 
relates to that study. With this design, we have separated the general information 
(main data base) from the information that is specific to a class of studies 
(ancillary data bases). We now can have studies representing a whole range of 
topics without having irrelevant fields in our main data base. 

The ancillary databases are also represented as relational data base tables. 
For convenience and understandability, each ancillary table is given the name of 
the classification itself. For example, the classification for "noise" is 
represented in a table named "noise" whose fields are the assigned attributes 
(independent variables) associated with noise. The structure for these ancillary 
data bases is given by the IVHS. An example of a data base -epresenting studies 
on noise is presented in Table 7. 

Human is currently hosted on ;a IBM XT at Calspan headquarters and is available 
for use in combat modeling. 
Step5 E-n'8IVHS 

The importance of Human's IVHS instreamlining user queries has been described 
in the previous step. Its development is described in this final evolutionary 
step. Human's IVHS was developed in a three task process: 1)  review existing 
taxonomies, 2 )  add independent variables used in Human, and 3 )  remove redundancy 



Table 6 
HUMAN MAIN DATA BASE FIELDS 

I 

FIELD NAME 

study-number 
title 

author 
reference 
keywords 
abstract1 
performing-agency 
sponsoring-agency 
number-subjects 
payment-received 
subject-description 
subject-age 

subject-gender 
environment 
control 

display 
task 

interstimulus-internal 
trial-duration 
number-of-trials 
inter-rest-interval 
training 

days-on-task 
page-number 
data-format 
experiment-number 
dependent-variable 

independent-variable-1 
limits-1 

number~of~st imul i  
independent-variable-2 
limits-2 

mean-expression 
mean-fit 

standard-deviation-expression 

standard-deviation-fit 

distribution 
ancillary-data-base-name 

LENGTH 

integer 
160 char 

80 char 
80 char 
80 char 

240 char 
80 char 

80 char 
10 Char 
40 char 

160 char 
40 char 

40 char 
160 Char 
160 char 

160 char 
80 char 

240 char 
20 char 
10 char 
20 char 
40 char 

20 char 
40 char 

40 char 
40 char 
80 char 

80 char 
80 char 

10 char 
80 char 
80 char 

80 char 
80 char 
80 char 

80 char 

80 char 
40 char 

DESCRIPTION 

Unique number that identifies study 
Title of study 

Name of author(s) of study 
Source of study (publication) 
Words to aid search 
A summary of the study and findings 
Agency where research was performed 
Agency funding research 
Number of subjects in experiment 
Compensation (if any) to subjects 

Brief description of subject population 
Age range of subjects 

Gender mix of subjects 
Environment in whicn experiment was performed 
Conlrol devices (if any) used 

Displays (if any) used 
Briqf description of task performed 

Timo between stimulus presentation in seconds 
Length of each trial period in minutes 
Number of trials per subject 
Length of rest between trials in minutes 
Experience or training level of subjects 

Number of continuous days on task 
Pege where data are best summarized 
Format of data in study (table. etc.) 
Number of experiment referenced (if multiple) 
Dependent variable of study 

First independent variable of study 
Range of values of first independent variable 
Number of stimuli per trial 

Second independent variable of study 
Range of values sf s3cond independent variable 

Arithmetic expression to predict mean 
Curve fit R-squared value for mean scores 

Arithmetic expression to predict standard 
deviation 

Curve fit R-squared value for standard deviation 
scores 

Curve distribution 
Name of ancillary data base 

-- 



Table 7 
NOISE ANCILLARY DATA BASE FIELDS 

FIELD NAME 

study-number 
medium 
range-dbe 
range-hz 
duration 

LENGTH 

integer 
20 char 
40 char 
40 char 
40 char 

DESCRIPTION 

Unique number that identifies study 
Substance through which sound traveled 
Range of loudness studied in dBA 
Range of frequencies tested in Hz 
Duration of stimulus presented in minutes 



and ambiguity. This process and the resultant taxonomy are described in further 
detail kn the following sections. 

Task 1 - Reviewing existing taxonomies. There were over 30 existing 
taxonomies. A description of their strengths and weaknesses follows. Miller 
(1962) described a taxonomy based on the behavior associated with performance of 
a task. A similar but more detailed taxonomy <ras developed by Berliner, Angell, 
and Shearer (1964, cited in Fleishman and Qua~ntance, 1984). Some of the task 
characteristics in both taxonomies were covert behaviors, for example, "short- 
term retention" in Miller's taxonomy and "analyzes" in the Berliner, et al. 
taxonomy. Such behaviors can be inferred but not directly observed. Further, 
neither taxonomy made provision for incorporating the effect of the environment 
on behavior. 

In contrast, the Fitts taxonomy (Fitts, 1965) is based on elements required 
for task performance, including the task environment. The Fitts taxonomy is 
simple but lacks depth, i.e., it names only the elements in the top level of the 
hierarchy. Also, it places heavy emphasis on the human in the system (for example, 
Fitts assigned three elemefits to the operator) in contrast to other system 
elements. Finally, stimuli (e.g., letters, tones, and colors) were not included 
in the taxonomy (although they are implied in the display branch) and yet stimulus 
characteristics have a major influence on human performance. Blanchard (1973) 
compensated for Fitts's lack of depth by developing a very detailed taxonomy for 
visual and auditory displays. 

Hoffman, Imwold, and Koller (1983) revised Fitts's (1965) taxonomy based on 
differential learning data. Their taxonomywas extremely limited but did identify 
the importance of interrelationships among elements. In independent work, Willis 
(1961) developed an input-output taxonomy which provided depth for a part of 
Fitts's taxonomy but not for others. Chambers (1973) expanded the environment 
element . 

Harrow's (1972) taxonomy was restricted to the psychomotor domain. This 
taxonomy is extremely cumbersame to use and requires considerable learning - thus 
making it a poor candidate to structure an expert system that would be used 
extensivelyby people with little or no background inmotor movement. But elements 
of Harrow's taxonomy could be used to expandFittsls original framework, especially 
in the area of perception. 

Hindmarch (1980) developed a taxonomy to classify the effects of psychoactive 
drugs. It was very similar to Fitts' taxonomy but had greater depth. It is that 
depth, however, that has created greater ambiguity. For example, what is the 
difference between "perception" and "detection" or between "processing" and 
$ 0  . integration"? Further, Hindmarch's breakdown of the Central Nervous System (CNS) 
was cursory. Gagne (1976) provided a more detailed breakdown. 

Shingledecker, Crabtree, and Acton (1982) developed a taxonomy for use in 
identifying workload in a fighter aircraft. It includes very specific tasks, 
e.g., "flight decision assessment". Meyer, Laveson, Pape, and Edwards (1978) 
developed a different taxonomy for the same environment. Carter (1986) developed 
another special purpose taxonomy; this one for computer functions. One of the 
most detailed taxonomies to date was developed by Meister (cited in Fleiskman and 
Quaintance, 1984). His taxonomy allows comparisonof tasks onmultiple dimensions. 
These dimensions are easily distinguishable even to the nonsophisticated user. 
McComick (1979) added a category "Relationships with other persons" since he I 

felt this was critical in describing a task. Fine (1974) broke this element down 
even further. 

A trilogy of taxonomies was reported in Fleishman, Teichner, and Stephenson 
(1970). The first (Theologus, Romashko, and Fleishman, 1969) is a taxonomy of 
human abilities. The second (Farina and Wheaton, 1970, cited in F'eishman, 
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Teichner, and Stephenson, 1970) is a taxonomy of tasks. The last (~eichner, 1970) 
is a taxonomy of tasks based on information theory. 

The above taxonomies were reviewed using Companion and Corso's (1982) set 
of criteria. These criteria state that a taxonomy: 1) must simplify task 
description, 2) should be generalizable, 3)  must employ user-compatible terms, 
4) must be complete and internally consistent, 5 )  must be compatible with the 
theory or system being analyzed, 6) must provide a method for predicting 
performance, 7) must have practical utility, 8) must be cost-effective, 9) must 
provide a framework for data, 10) should account for interactions of task 
characteristics and operator performance, and 11) should be applicable to all 
system levels. After this review, the taxonomies were combined into a single 
taxonomy by overlaying related elements. Specifically, whenever the same or 
synonymous words appeared in two existing taxonomies, they were used as the point 
of connection between the two taxonomies. 

Task 2 - add the independent variables used in HUMAN. Further, variables 
that were not manipulated in a single experiment but rather described differences 
between studies were added to Human's IVHS. These included type of environment, 
gender, and age. 

Task 3 - Streamline the IVHS. Redundant variables were removed, variables 
with ambiguous names were renamed, and variables with rarely-used names were 
renamed to match the most common name (i.e., used by the most studies). Finally, 
the resulting IVHS was reviewed by human factors engineers for clarity and 
completeness. On the basis of their review, new variables were added. The 
complete IYHS is presented in Table 8. 

Human's current IVHS has 3 major branches: environment, subject, and task. 
These branches match the traditional breakdown of experimental variables used in 
human-factors textbooks. Further, eachbranch has both a type and attribute leaf. 
This structure is standard in most A1 systems. Finally, the depth of the hierarchy 
varies tremendously bsiween variables, for example, 3 levels of age and 8 levels 
for tracking tasks. 'Phis difference in depth reflects the diversityof specificity 
in human-factors ex.periments. Human's XWC. can be used to identify and categorize 
those independent variables that affect human performance in combat. 

SmQ4AP.Y 
The evolution of Human has generated six distinct tools to help the combat 

modeler. 
1) A set of 32 FORTRAN subroutines which predict human performance in an 

air defense system. The complete listings of these subroutines are 
given in Laughery and Gawron (1983). 

2)  A stand-alone FORTRAN model which predicts human performance in air 
defense systems and in tactical fighter aircraft. The system is 
available from the Air Force Armstrong Aerospace Medical Research 
Laboratory. 

3)  An empirically validated algorithm to combine independent sets of human 
performance data: 

where E is the estimate of human performance; P, the performance 
predicted fromone i n d e p e n d e n t d a t a s e t ; a n d n ,  the number of independent 
data sets. 



4) A human performance consultant system, Human, which predicts 
performance. A prototype version of Human is available for use at 
Calspan. 

5 )  A hierarchy of independent variables that affect human performance. 
This IVHS is presented in Table 8. 

And Human evolution continues . . . 



Table 8 HUMAN'S W H S  

1 Environment 
1.1 Type 

1.1.1 Laboratory 
1.1.2 Office 
1.1.3 Outer Space 

1.2 Atvibutes 
1.2.1 Acceleration 
1.2.2 Confinement 
1.2.3 Contaminants~oxiunu 
1.2.4 DaylNighr Cycles 
1.2.5 Electricity 
1.2.6 Isolation 
1.2.7 Lighting 

1.2.7.1 Type 
1.2.7.1.1 Flourescent 
1.2.7.1.2 Incandescent 
1.2.7.1.3 &dight 

1.2.7.2 Attributes 
1.2.7.2.1 Luminance in Foot Larnberts 

1.2.8 Magnetism 
1.2.9 Noise 

1.2.9.1 Duration 
1.2.9.1.1 Continuous 
1.2.9.1.2 Impulsive 
1.2.9.1.3 Intermittent 
1.2.9.1.4 Single 

1.2.9.2 Frequency 
1.2.9.2.1 Constant 
1.2.9.2.2 Variable 

1.2.9.3 Intensity 
1.2.9.3.1 Constant 
1.2.9.3.2 Variable 

1.2.9.4 Medium 
1.2.9.4.1 Atmosphere 
1.2.9.4.2 Communication 
1.2.9.4.3 Hydrosphere 

1.2.9.5 Range 
1.2.9.5.1 Infrasonic 
1.2.9.5.2 Sonic 
1.2.9.5.3 Ultrasonic 

1.2.9.6 Spectrum 
1.2.9.6.1 BroadBand 
1.2.9.6.2 Narrow Band 
1.2.9.6.3 Pure 



1.2.10 Pressure 
1.2.10.1 Ambient Vapor Pressure in MB 
1.2.10.2 Gravity 

1.2.11 Radiation 
1.2.11.1 Infrared 
1.2.11.2 Microwave 
1.2.11.3 Radio Frequency 
1.2.11.4 Ultraviolet 
1.3.11.5 Visible 
1.3.11.6 X-Ray 

1.2.12 ReducedlZero Gravity 
1.2.13 Terrain 
1.2.14 Thermal 

1.2.14.1 Ambient Dry Bulb Tempemme in Degrees Celsius 
1.2.14.2 Humidity 

1.2.15 Vibration 
2 Subject 

2.1 Physical Characteristics 
2.1.1 Age 
2.1.2 Effector 

2.1.2.1 Feet 
2.1.2.1.1. Agility 
2.1.2.1.2 Dominance 
2.1.2.1.3 Lik Strength 

2.1.2.2 Hands 
2.1.2.2.1 Dominance 
2.1.2.2.2 flexibility 
2.1.2.2.3 GripSnengh 

2.1.2.3 Voice 
2.1.3 Fatigue 
2.1.4 Gender 

2.1.4.1 Female 
2.1.4.2 Male 

2.1.5 HeightinCm 
2.1.6 Limbs 

2.1.6.1 Legs 
2.1.6.1.1 Endurance 
2.1.6.1.2 Strength 

2.1.6.2 Arms 
2.1.6.2.1 Length 

2.1.7 Weight in Kg 
2.2 Mental State 

2.2.1 Attention Span 
2.2.2 Drugs 

2.2.2.1 Type 
2.2.2.2 Attributes 



2.2.2.2.1 Dosage 
2.2.2.2.2 Number of Days Since Last Taken 

2.2.2.2.3 Number of Days Taken 
2.2.3 Memory 

2.2.3.1 Long Term 
2.2.3.1.1 Number of Times Has Done Task Before 

2.2.3.2 Short Term 
2.2.3.2.1 Number of Items Stored 

2.2.4 Personality Trait 
2.2.4.1 Perceived Probabiity of Success 

2.2.5 Sleep in Hours 
2.2.6 WorkSchedule 

2.2.6.1 Days on Duty 
2.2.6.2 Rest Periods 

2.2.6.2.1 Duration 
2.2.6.2.2 Frequency 

2.3 Senses 
2.3.1 Auditory 

2.3.1.1 Acuity 
2.3.1.2 Biaural 
2.3.1.3 Monaural 
2.3.1.4 Tone Perception 

2.3.2 Olfactory 
2.3.3 Tactual 
2.3.4 V i o n  

2.3.4.1 Accommodation 
2.3.4.2 A d t y  
2.3.4.3 B i i d r  
2.3.4.4 Color Perception 
2.3.4.5 Convergence 
2.3.4.6 Monocular 

3 Task 
3.1 Control Device 

3.1.1 Type 
3.1.1.1 Knobs 
3.1.1.2 Levers 
3J.1.3 Pedal 
3.1.1.4 Pushbutton 
3.1.1.5 Switch 

3.1.1.5.1 Rocker 
3.1.1.5.2 Rotary Selector 

3.1.1.5.3 Toggle 
3.1.1.6 Track Ball 
3.1.1.7 Touch Device 

3.1.1.7.1 Keyboard 
3.1.1.7.1.1 Membrane 



3.1.1.7.1.2 Teletype 
3.1.1.7.2 Light Pen 
3.1.1.7.3 Pointer 
3.1.1.7.4 Touch Panel 
3.1.1.7.5 Touch Screen 

3.1.1.8 Voice Activated 
3.1.1.9 Wheels 

3.1.1.9.1 Steering Wheels 
3.1.1.9.2 Thumbwheels 

3.1.2 Attributes 
3 . 2 1  Number of Positions 
3.1.2.2 Size 
3.1.2.3 Type Damping 
3.1.2.4 Type Feedback 

3.2 Display Device 
3.2.1 Type 

3.2.1.1 Auditory Displays 
3.2.1.1.1 Elecvomechanical 

3.2.1.1.1.1 Bells 
3.2.1.1.1.2 Buzzers 
3.2.1.1.1.3 Horns 
3.2.1.1.1.4 Sirens 

3.2.1.1.2 Electronic 
3.2.1.1.2.1 Electronic Tones and Signals 
3.2.1.1.2.2 Recorded Signals Directions 

3.2.1.2 V i a l  
3.2.1.2.1 CRT Alphanumeric-Pictorial Displays 

3.2.1.2.1.1 Co~nputer Output Displays 
3.2.1.2.1.2 Infrared Sensor Displays 
3.2.1.2.1.3 Low-Light-Level TV Displays 
3.2.1.2.1.4 Television Output Displays 

3.2.1.2.2 CRT Electronic Parameter Displays 
3.2.1.2.2.1 Analog Computer Output Displays 
3.2.1.2.2.2 Bargraph Displays 
3.2.1.2.2.3 Waveform D i l a y s  

3.2.1.2.3 CRT Spatial Relation Displays 
3.2.1.2.3.1 Radar D i l a y s  
312.1.2.3.2 Sonar Displays 

3.2.1.2.4 Hard Copy Readout Displays 
3.2.1.2.4.1 Plonen 
3.2.1.2.4.2 Printers 
3.2.1.2.4.3 Recorders 

3.2.1.2.5 Indicator Lights (Transilluminated) 
3.2.1.2.5.1 Lighted Pushbutton Displays 
3.2.1.2.5.2 Multiple Status 
3.2.1.2.5.3 Single Status 



3.2.1.2.6 Light Emining Diode (LED) 
3.2.1.2.7 Liquid Crystal Displays (LCD) 
3.2.1.2.8 Mechanical 
3.2.1.2.9 Projection 
3.2.1.2.10 Random-Access Digital Readouts 

3.2.1.2.10.1 Back-Lighted Belt Displays 
3.2.1.2.10.2 Cold Cathode Tubes 
3.2.1.2.10.3 Edge-Lighted Plates 
3.2.1.2.10.4 Light-Emitt;ng Diode Displays 
3.2.1.2.10.5 Rojection :ieadouts 
3.2.1.2.10.6 Segmentea Matrices 

3.2.1.2.11 Scalar D i l ays  
3.2.1.2.11.1 F i e d  Pointer, Moving Scale 
3.2.1.2.11.2 Moving Pointer, F i e d  Scale 

3.2.1.2.12 Sequential Access Digital Readouts 
3.2.1.2.12.1 Electromechanical D N ~  Counters 
3.2.1.2.12.2 Flag Counters 

3.2.1.2.13 Status Displays 
3.2.1.2.13.1 Large Screen Displays 
3.2.1.2.13.2 Map Di lays  
3.2.1.2.13.3 Matrix Boards 
3.2.1.2.13.4 PlotBosrds 
3.2.1.2.13.5 Projected Displays 

3.2.2 Attributes 
3.2.2.1 Size 

3.2.2.1.1 Diameter in Cm 
3.2.2.1.2 Height in Cm 
3.2.2.1.3 Width in Cm 

3.2.2.2 Viewing Conditions 
3.2.2.2.1 Collimation 
3.2.2.2.2 Distance of Operator to Display in Cm 
3.2.2.2.3 Magnification 
3.2.2.2.4 Ocular Design 

3.2.2.2.4.1 B i n d r  
3.2.2.2.4.2 Dichoptic 
3.2.2.2.4.3 Monocular Left Eye 
3.2.2.2.4.4 Monocular Right Eye 

3.2.2.2.5 Resolution 
3.2.2.2.6 Visual AnglelField of View in Degrees 

3.3 Machiie 
3.3.1 Computer 

3.3.1.1 Mainframe 
3.3.1.2 Personal 

3.3.2 Vehides 
3.3.2.1 Aircraft 

3.3.2.1.1 Helicopter 



3.3.2.1.2 Jet 
3.3.2.1.3 PropeUer 

3.3.2.2 Motorized Ground Vehicle 
3.3.2.2.1 Car 
3.3.2.2.2 Half Track 
3.3.2.2.3 Jeep 
3.3.2.2.4 Tank 
3.3.2.2.5 Truck 

3.3.2.3 Ship 
3.3.2.3.1 Aircraft Carrier 
3.3.2.3.2 Destroyer 
3.3.2.3.3 Submarine 

3.3.2.4 Spacecraft 
3.3.3 Weapon 

3.4 Stimulus 
3.4.1 Type 

3.4.1.1 Auditory 

3.4.1.2 Kinesthetic 
3.4.1.3 V i a l  

3.4.1.3.1 Alphanumeric 
3.4.1.3.2 Graph 

3.4.2 Attributes 
3.4.2.1 Background 

3.4.2.1.1 Complexity 

3.4.2.1.2 Contra* 
3.4.2.1.3 Number of Background Characters 

3.4.2.2 Characteristics 
3.4.2.2.1 Alphanumerics 
3.4.2.2.2 ChanginglMoving Stimulus 
3.4.2.2.3 Coded Stimulus 
3.4.2.2.4 Conrpicuity 
3.4.2.2.5 Raw Stimulus 
3.4.2.2.6 Static S t i m d ~  

3.4.2.3 Color 
3.4.2.4 Duration 

3.4.2.4.1 Continuous 
3.4.2.4.2 Intermittent 

3:4.2.4.2.1 Probability 
3.4.2.4.2.2 Rate 

3.4.2.4.3 Single 
3.4.2.5 Information Presented 

3.4.2.5.1 Content 
3.4.2.5.2 Qualitative 
3.4.2.5.3 Quantitative 

3.4.2.6 Location on Display 
3.4.2.6.1 Center 



3.4.2.6.2 Lower Left 
3.4.2.6.3 Lower Middle 
3.5.2.6.4 Lower Right 
3.4.2.6.5 Middle Leh 
3.4.2.6.6 Middle Right 
3.4.2.6.7 Upper k h  
3.4.2.6.8 Upper Middle 
3.4.2.6.9 Upper Right 
3.4.2.6.10 Predictability of Loudon 

3.4.2.7 Mechanism 
3.4.2.7.1 Directly Viewed E m t  
3.4.2.7.2 D i l a y  
3.4.2.7.3 Written Material 

3.4.2.8 Number 
3.4.2.8.1 Multiple 
3.4.2.8.2 Single 

3.4.2.9 Range of Values 
3.4.2.10 Relative Movement 

3.4.2.10.1 Observer and Target at Rest 
3.4.2.10.2 Observer and Target in Motion 
3.4.2.10.3 Obscrver in Motion. T w  at Rest 
3.4.2.10.4 Observer at Rest. Target in Motion 

3.4.2.11 Relative Position of Observer 
3.4.2.11.1 Horizontal bnge  in Km 
3.4.2.11.2 Offret in Km 
3.4.2.11.3 Positions 

3.4.2.11.3.1 Air-to-Air 

3.4.2.11.3.2 Air-m-Gmmd 
3.4.2.11.3.3 At a Display 
3.4.2.11.3.4 GIwnd-to-Air 
3.4.2.11.3.5 Ground-toGmund 

3.4.2.12 Size/Amplitude 
3.4.2.12.1 Signal-to-NdK Ruio 

3.5 Task 

3.5.1 Type 
3.5.1.1 Communication 

3.5.1.1.1 Type 
3.5.1.1.1.1 Advise 
3.5.1.1.1.2 Answer 
3.5.1.1.1.3 Communicate 

3.5.1.1.1.3.1 Job-Related 
3.5.1.1.1.3.2 Public-Related 

3.5.1.1.1.4 Comprehend 
3.5.1.1.1.5 Coordinate 
3.5.1.1.1.6 Direct 
3.5.1.1.1.7 Indicate 



3.5.1.1.1.8 Infonn 
3.5.1.1.1.9 Instruct 
3.5.1.1.1.10 Request 
3.5.1.1.1.11 Supervise 
3.5.1.1.1.12 Transmit 

3.5.1.1.2 A m i t e s  
3.5.1.1.2.1 Oral 
3.5.1.1.2.2 Written 

3.5.1.2 Meditation 
3.5.1.2.1 Typt 

3.5.1.2.1.1 Information Processing 
3.5.1.2.1.1.1 Categorize 
3.5.1.2.1.1.2 Calculate 
3.5.1.2.1.1.3 Code 
3.5.1.2.1.1.4 Compute 
3.5.1.2.1.1.5 Interpolate 
3.5.1.2.1.1.6 Itemize 
3.5.1.2.1.1.7 Learn 
3.5.1.2.1.1.8 Tabulate 
3.5.1.2.1.1.9 Translate 

3.5.1.2.1.2 Problem Solving and Decision 
M a U g  
3.5.1.2.1.2.1 Analyze 
3.5.1.2.2.2.2 Deduce 
3.5.1.2.2.2.3 Induce 
3.5.1.2.1.2.4 Calculate 
3.5.1.2.1.2.5 Choose 

3.5.1.2.1.2.5.1 Choose 
from Known 
Alternatives 

3.5.1.2.1.2.5.2 Choose from 
Unknown 
Alternatives 

3.5.1.2.1.2.5.3 Choose from 
Unspecified 

Alternatives 
3.5.1.2.1.2.6 Compare 

3.5.1.2.1.2.6.1 Order 
3.5.1.2.1.2.7 Compute 
3.5.1.2.1.2.8 Estimate 
3.5.1.2.1.2.9 Integrate 
3.5.1.2.1.2.10 Plan 
3.5.1.2.1.2.11 Supervise 

3.5.1.2.1.3 Recall 
3.5.1.2.1.3.1 Recall Facts 
3.5.1.2.1.3.2 Recall Principles 



3.5.1.2.1.3.3 Recall Procedures 
3.5.1.2.1.3.4 Timeshare 

3.5.1.2.2 A t t r i i t r  
3.5.1.2.2.1 Complexity 
3.5.1.2.2.2 Difficulty 

3.5.1.3 Mot01 Recesses 
3.5.1.3.1 pps 

3.5.1.3.1.1 Complex-Continuous 
3.5.1.3.1.1.1 Adjust 
3.5.1.3.1.1.2 Align 
3.5.1.3.1.1.3 Insen Object 
3.5.1.3.1.1.4 Regulate 
3.5.1.3.1.1.5 Remow Object 
3.5.1.3.1.1.6 Synchronize 
3.5.1.3.1.1.7 Track 

3.5.1.3.1.1.7.1 Visual 
Tracking Only 

3.5.1.3.1.1.7.2 Visual 
Tracking Plus 

Position Ploning 
3.5.1.3.1.1.8 Type Message on 

Keyboard 
3.5.1.3.1.1.9 Write 

3.5.1.3.1.2 Compound 
3.5.1.3.1.3 Refla 

3.5.1.3.1.3.1 Intersegmental 
3.5.1.3.1.3.2 Segmental 
3.5.1.3.1.3.3 Suprasegmental 

3.5.1.3.1.4 Simple-DisaetC 
3.5.1.3.1.4.1 Activate 
3.5.1.3.1.4.2 Clm 
3.5.1.3.1.4.3 Connect 
3.5.1.3.1.4.4 Diconnect 
3.5.1.3.1.4.5 Join 
3.5.1.3.1.4.6 Move 
3.5.1.3.1.4.7 Ress 
3.5.1.3.1.4.8 Set 
3.5.1.3.1.4.9 Turn Single 

Rotary Control 

3.5.1.3.2 Attributes 
3.5.1.3.2.1 Ballistic 
3.5.1.3.2.2 Continuous 
3.5.1.3.2.3 Coordinated 
3.5.1.3.2.4 Fine 
3.5.1.3.2.5 Oros~ 
3.5.1.3.2.6 Repetitive 



3.5.1.3.2.7 Serial 
3.5.1.3.2.8 Static 

3.5.1.4 Percepaul Procesing 
3.5.1.4.1 Searching for and Receiving Information 

3.5.1.4.1.1 Detect 
3.5.1.4.1.1.1 Detect Nonverbal 

c w s  
3.5.1.4.1.1.2 Lktcct Verbal 

Cues 
3.5.1.4.1.2 Inspect 

3.5.1.4.1.3 Obsem 
3.5.1.4.1.4 R u d  
3.5.1.4.1.5 R e d ~  
3.5.1.4.1.6 Scan 
3.5.1.4.1.1 S u m y  

3.5.1.4.2 Identify@ Objects, Actions. Events 
3.5.1.4.2.1 Discriminate 

3.5.1.4.2.1.1 Dicrirniiate 
Auditory Cues 

3.5.1.4.2.1.2 Discriminate 
Kinetic Cues 

3.5.1.4.2.1.3 Discriminate 
Tactile Cues . . .  

3.5.1.4.2.1.4 IXscnnunrte 
Nonverbal Cues 

3.5.1.4.2.1.5 D k r h h t e  
Verbal Cues 

3.5.1.4.2.1.6 Dirhhate 
V i  Cues 

3.5.1.4.2.2 Identify 
3.5.1.4.2.2.1 Identify 

Nonverbal Cues 
3.5.1.4.2.2.2 Identify 

Verbal Cues 

3.5.1.4.2.3 RecognLe 
3.5.1.4.2.3.1 Recognize 

Nonverbal Cues 
3.5.1.4.2.3.2 Recognize 

Verbal Cues 

3.5.2 Attributes 
3.5.2.1 Amount of Labor Required 
3.5.2.2 Compl~rdPy 
3.5.2.3 Degree of Response C h r d g  
3.5.2.4 Difficulty 
3.5.2.5 Knowledge of Results 
3.5.2.6 Output 



3.5.2.7 Pacing 
3.5.2.8 Precision 
3.5.2.9 Repetitiveness 
3.5.2.10 S M  Domandr 
3.5.2.11 SimulUncity of Reaponm 
3.5.2.12 Task Autonomy 
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DISCUSSION OF "HUMAN PERFORMANCE MODELS AND POTENTIAL 
APPLICATIONS TO COMBAT SIMULATION" 

by G. McMillan and E. Martin 
and 

"A HUMAN PERFORMANCE CONSULTANT SYSTEM" 
by V. Gawron, D. Travale and J. Neal 

DISCUSSANT: Norman Lane, Essex Corporation 

Both of the preceding papers are summaries of very wide-ranging complex 
efforts. McMillan/Martin is an overview of a distillation of many meetings and 
technical sessions growing out of a NATO Research Study Group on operator 
modeling. Their paper presents a "taxonomic" outline of an extensive reference 
book emerging from the work of that group, and describes most of the main 
families of models that are in use today. Gawron and her coauthors provide an 
evolutionary history of a program that began as a straightforward modeling 
effort and emerged six years later as a sophisticated "expert consultant" for 
use by system designers. Both papers deal with mainstream examples of what are 
comonly referred to as "human factors engineering" (HFE) or ergonomic models. 
Such models are characterized largely by a focus on estimating the performance 
of an individual operator, often at a considerable level of detail and at a 
molecular task level, with an occasional excursion into grouplteam perfor- 
mance. 

fie W E  community is one of at least three identifiable communities that 
have been concerned, some for a long time, some more recently, about the 
impact of humans on the outcomes of systems under other-than-nominal con- 
ditions. A second community is obviously that of operations research, at least 
in its interests in combat models. The focus here is largely on estimate of 
system performance outcomes of opposing forces at a level of aggregation 
usually well above the individual operator or task. A third community is 
biomedical research. Although some defense medical R6D is integral with HFE 
and other behaviorally-oriented research, there remains a significant com- 
munity whose interests have ranged more toward understanding and defining the 
physiological effects of factors which degrade performance, rather than the 
direct estimation of performance changes as a result of those factors. Within 
this community as well, there is heightened concern about translating research 
data on human reactions to stressors into functional statements that can be 
used for operator and system modeling. 

It is not'ble that this is the third meeting in the last three months 
dealing specifically with the theme of accounting for human capabilities and 
limitations in models that estimate more global outcomes. One was sponsored 
largely by *he Department of Defense HFE community, one was more heavily 
biomedical in orientation, and the present one is cast in an operations 
research framework. These are encouraging convergences. We should not yet, 
however, be too comfortable with the idea that closing the gaps among these 
different disciplines is a simple thing to do. As yet, we are all still 
looking at different parts of the elephant and pronouncing his shape in our 
own image. We lack a convenient common language across communities. There has 
historically been only limited cross-training of practitioners (this is 



changing as HFE and operations research degrees share core curricula at many 
departments). The measures of effectiveness and performance used by the 
disciplines are often taken at different levels within the system. As the 
McMillanIMartin paper noted, W E  models, despite some powerful capabilities, 
have typically been restricted to the operator or team level, and to the per- 
formance of relatively small task sets. Their inputs and functions are not 
usually in a form convenient to incorporate in operations research models, and 
operations research models, in turn, rarely have architectures which can 
easily handle the complexity of full-blown human performance models. Medical 
and behavioral researchers are often reluctant to simplify their detailed data 
on stressor effects into the functional forms that allow them to be used in 
larger-scale models. There are some notable exceptions to the above generali- 
ties, but by and large they are fair statements. 

Because of these divergences in emphasis and architecture, it will not be 
simple to completely resolve the differences among today's generation of 
models. The solution lies in the next generations of models and gaming efforts 
that are now under development. A heightened awareness in each community of 
what the others can provide, the forms in which information should be struc- 
tured, and the limitations and appropriate use of that information is best 
obtained from the interactions in forums such as this one. Beyond that, there 
is a distinct need for joint model development efforts that take deliberate 
aim at the common threads within disciplines. There will likely be funding, 
budgeting and franchise confusions in such efforts that would challenge the 
wisdom of Solomon, but they remain the best hope, and are worth going after. 



MODELING THE IMPm CF CAnvlICAL CJPEFAmONS 
ON UMT CaWiT kTFElxNmEs 

Col. Waltm Ph i l l i p s  (retired), Om, Inc. 
LTC Jack Lonbardi, U.S. Army Chemical School 

Roger C. Eyler, Bmnmvick Corporation, Defense Divisicn 

Chemical weapas and the associated chemical agents present a threat 
to our t r o q  through both the inhalaticn route and the percutaneous route. 
As a result, in order to prwide ful l  protectian t o  the soldier he nust 
utilize a f u l l  protective die. 

This emmble includes the mask, hood, glcwes, overgarment and boots 
(Figure 1). The -1e is known as the mission oriented protective 
posture 4 (MYPP 4). The protective equipnent fully encapsulates the body 
and, as a result, greatly inhibits individual performance in a mmhr of 
weys. The eye pieces in  the mask limit peripheral vision and make such 
tasks as sighting a weapon very awkard. The mouth piece degrades speech 
while the hood inhibits hearing. The mask has very efficient f i l te rs  and, 
as a result, causes breathing resistance. The gloves are ktlky and degrade 
t b e  task activities that require the use of the hands. Physiologically, 
the total encapsulation results in an insulating effect that retards body 
heat dissipatian. 

Anyone who has ever davred the ccnplete ensenble can surely attest  
that the foreaoina effects ~rcduce reduced overall uerfonnance. 
particularly &I &ivities -&xciated w i t h  all ty& of m i l i t a r y  
-rations. In additian, there may be a profaPd pycblogical effect 
resulting from being ccnfined i n  the suit. Finally, certain body needs 
such as eating, drinking, and other body needs nust be taken care of 
periodically. Interest in the military inpact of this protective ensable 
has been existent for a l q  period of time. Early efforts in this regard 
ms done by natick labs, but the f i r s t  serious att- a t  modeling the 
inpact cn ccmbat cperations began in the early 1960's. Over the years, 
numerous h u m  factor type tests have been ccmkcted. Also sane limited 
t r o q  tests have been d m  by i2-e Army. Also, a t  the same time, nrmercus 
mthenatical models have evolved which attenpted t o  sinulate the effect of 
lasses in individual perfomaxe (as a result of the protective ensable) 
upm a wide variety of ccrrbat operations. The data base that was generated 
was scattered over a w i d e  variety of scurces as were the mathemtical 
mcdels that utilized this data. No central, coordinated activity existed 
for obtaining validated data m carbat degradation. 

Reccgnizing this prcL,lem, the Chemical School at Fort MoClellan, 
Alabama initiated a st* tit led "The Force Wt ip l i e r  Study" (1) in 1982 
(Figure 2). The study ccnducted an extensive literature review and 
systematically carpiled a swmary of pertinent data scurces. The study 
also reviewed the mathmatical models that were thw enployd to  evaluate a 
variety of chemical cperations. Based upcn the best data and mcdels then 
available, a f i r s t  cut was made a t  evaluating the force multiplying effect 
of chemical cperatiars an d i n e d  a m  fighting powers. Finally, data 
deficiencies and data g- were isolated and identified. 

An extensive literature search praduced abcut 700 dccuments which 



contained data or mathematical models applicable to the chemical operations 
prdlem (Figure 3). Almost all of the basic data was generated related to 
individual degradation. P. few troop tests conducted at CEDE and in Paname 
yielded sane limited operational data. In no case was carbat data 
developed that cculd be used to evaluate unit carbat power as it pertains 
to the success or failure of a particular, two sided cubat or carbat 
support operation. In almost all cases, the data was too limited to 
establish the statistical validity of the resulting data. 

A survey of the mathematical modeling effort (Figure 41 revealed that 
an evaluation of models had taken place over a period of 15 years. As the 
models were evolved or as new models were fomlated, the d m d  for basic 
data grew. However, due to the fact that the data base was very limited, 
m y  modelers incorporated their own interpretation of the carbat effects 
of chemical operations (most of which could not be validated) into their 
carputer sirmlations. The models cwered a (Figure 5) hierarchy of 
operations ranging fran the Goldman model which characterized the results 
of heat stress on individual efficiency through small unit operations 
(corrpany size, battalion size) up to theater operations as characterized by 
the Tacwar model. The data base and nathemtical models =re being used in 
the conduct of very iprtant studies to support nunition requirements and 
defensive system requirements such as alam, individual protective 
equipnent, collective protecticn and decontamination requirements. The 
fact that these study activities *re being used to assist in important R & 
D and procurement decisions would dictate that analytical validity be the 
best that is available. Unfortunately, the limited data base proliibited 
conclusive model validation. This resulted because the data base 
consisted, minly, of individual performance of a variety of tasks dealing 
with visual, audible, manual dexterity, and work rate efficiency. 

The bottom line was that very little was k n m  (Figure 6) about how 
to cmine individual performance data with military unit operatiow to 
provide valid output data on maneuver, close c a t ,  carbat support, and 
c-t service support effectiveness, or the resulting degradaticn thereof. 
The overall indications were that a tremendous loss on unit c d t  
effectiveness m l d  result fran chemical operations. In particular, the 
synergistic effects of nultiple inpairments of individual performance 
activities upon small unit operations, which in turn inpaded upon larger 
unit operations, was total unknm. 

While data gaps existed in the data base over almst all aspects of 
chemical operations, the major needs were found to be centered upon 
conbined a m  operations of at lewt canpany size or greater. Since 
chemical operations affect the enemy forces as well as the friendly forces, 
two sided tests and experiments were desired. Thus, it was found that 
imprwd analysis of military requiremnts for chemical operations could 
only be obtained frcm ccmbined a m  troop expzriments and tests. In 
rddition, to establish the validity of the results of these tests, 
extensive planning m t  be done to provide canprehensive data collection 
for statistical analysis. The current Army program - CANE - specifically 
addresses this major and important pr&lem area. 

I will provide you with an uplate on a major department of the Amy 
program called cdined arm in a nuclear and chemical enviranment or 



better known by its acronym - CANE. I w i l l  give you a short overview of 
the program, the results and lesscns learned t o  date, and where we are 
going in order t o  provide the A m y  the answers t o  vi ta l  questions i n  th is  
area. 

CANE got its start in 1980 when the Army working group, the Chenical 
SPR and Defense Science Board separately confirmed an urgent need t o  
determine unknawns i n  NBC operations and recamended that a large scale 
FDTE be coduded t o  f i l l  the data gaps. 

The chemical ac t im  plan identified the c r i t i ca l  deficiencies in the 
(34 area and tasked varicm agencies with actions t o  address them (Figure 
7). This is the purpose of CANE. 

The key words are measured data and units. Up until the time of the 
CANE series of evaluations we had l i t t l e  or no data cn units. Selected 
information on individuals in MOPP 4 (e.g., turning wrenches, heat stress, 
etc.) existed. A l m t  all of the unit data was subjective; no 
s ta t is t ica l ly  sound data t o  support congressional ancl senior Army 
leadership decisions, training, doctrine, force structure and materiel 
(Figure 8 ) .  

The CANE issues were develop3 f r m  inplt fran each of the TRAWC 
service schools, E V E U W ,  USAREUR, Am: and the medical camunity. These 
were consolidated by the Chemical School into 92 issues wer  six functional 
areas. A t  the time the Amy went t o  the missicm area analysis, TRAMX: 
directed that the issues be aligned with the MAA's (Figure 9) .  

The 13th issue area shckm here is the inpad of chemical weapons on 
our doctrine, training, organizations and materiel based on the analysis of 
the other issue areas. All of the issue areas, with the excepticn of close 
carbat, l ight,  have been addressed t o  varying degrees. The CANE testing of 
CCL is scheduled for 1990 (Figure 10). 

I f  the F17PE was t o  be conducted as one tes t ,  in order t o  meet the 
original timelines as conceived in 1981, it wwld have required the 
resources of over a divisicn, an area as large as the NIT and $60M. Not 
a i l y  m l d  it have required too m y  resources, but the Army was not able 
t o  c a d u d  a test of th i s  magnitude. As a result it was decided to conduct 
the t e s t  in three phases (Figure 11). 

Phase I, the squad/platcon t e s t  was conducted in  the spring of 1983 
a t  ET Hunter Liggett by CDEC. I w i l l  show p the less- learned fran 
th is  test shortly. 

Phase 11, the CO/BN test could not  be done ir one exercise with the 
limited troop and testing resources available. The EUFSCN and TRAWC 
camsvrders personally decided t o  conduct Phase I1 as subtests. 

Phase IIA, the carpany team t e s t  was conducted in the spring of 1985 
a t  Ft. H c c d ,  Texas. Classified results have been pblisiaed and are 
provided t o  foreign govenwgnts through channels under agreements between 
our countries. 



In order t o  prwide the i n fomt i cn  t o  su~port these issues, it was 
decided that the tests su~porting the CANE program wculd have the following 
characteristics (Figure 12). 

By using a chemical scenario where there is no threat of N W  or Chr,n 
attack and then ca-ducting the same scenario, with the sane unit, same 
terrain, etc., in a NUC/Chem enviroronent we can get a Jifference or "Delta" 
that  is s ta t i s t i ca l ly  signif in&. The baseline and NCE's are reversed 
with different units t o  capture any learning curve effects. The 12 hours 
in MOPP 4 on one day is the longest the surgeon general wxld allcw a t  the 
tenperatures expected a t  that time of year. Curing the CANE I I B  we tested 
soldiers for up t o  6-7 hours in M3PP 4 before significant events in order 
t o  f ix  where operatima1 effectiveness h i t s  its domwrd trend. 

The scenarios were also % hours long in CANE I I B  t o  allow for the 
additianal planning and executicn t h  for a battalion task force. 

Figure 13 sketches the analytical methadology for the CANE program 
considered throughout the testing process; in planning, t e s t  develqment, 
execution, data processing and waluaticn. 

The issues, issue elements, and measure indicators in the independent 
evaluation plan (I@) developed by the proponent schools were used by the 
tester t o  develop the masures of effectiveness and subsequently the 
pattern of analysis (PA). Our data waluation panel reviewed the tester 's 
plan and prwided i n p t  t o  ensure consistency bet- the pattern of 
analysis and the independent evaluation plan. 

The tes ter  and our team were in constant camunicatim throughout the 
test design process. Idevisiam were rrade i n  either the test design or 
analytical approach as approach. 

we reviewed & camrented on all of the data collection instruments 
used by the tester  t o  ensure that the outprt fran the waluators would 
prwide the correct data points. Then we ensured that  the data f i l e  t o  be 
prwided by the test t o  us for analysis was in a f o m t  that we cauld 
readily use and was cchei.stent with the collection plan. 

Based on our experience fran CWF, I and CANE IIA, we instituted 
quality ccntrol procedures that further enhanced the rel iabil i ty of the 
data and reduced the "ananalies* that  had t o  be resolved during the 
analysis. 

Ihe analytical aFproach and statistical procedures we used were 
reviewed by the analytical camunity. Detailed reviews were conducted by 
Mr. W a l t  Aollis and other senior OFSA's in the Army. 

To date we have collected extensive and unique data on the effects on 
the force while we are fighting in a conflict where chemical weapons are 
used (Figure 14). 

In order t o  answer the c r i t i ca l  questions, the issue elements 
measures of effectiveness, tes t  design and test scenario were a l l  developed 
with the appropriate schools and centers. 



The magnitude of the effort fran CPNE IIB alone reflects our attenpt 
to make the most efficient use of the valuable troop resources the Army 
prwided. 

At the direction of the carmandant of the Chemical School, a 
systemtic method of waluaticn CANE data was developed and inplemented 
(Figure 15). Ais guidance was to insure that test results were analyzed 
fran a corrbined statistical and military operational viewpoint. He stated 
also that if degradation did occur when a task was perfarmed in the EICE, 
why was there degradation, and what are some suggested fixes? A panel was 
established consisting of experts on chemical warfare and mathematical 
analysis. A panel is tailored for each specific issue area (i.e., OCH, FS, 
CSS) by including panel menbers that are military experts in the area being 
evaluated. The success of the panel process is dependent on thorough and 
continuous coordination between the mathematical analysts and the military 
operatima1 analysts fran the design of the test to the carpletion of the 
IER. This joint effort began with the section of the family of models to 
be used to evaluate the data. A military analyst and a mathemtical 
analyst were assigned for each issue area. They were responsible for the 
coordination between their respective groups during the initial statistical 
analysis. When the data was evaluated by the panel, these two analysts 
becme ad hoc &rs of the panel. 

Each variable is analyzed individually. They are also grouped into 
functiml areas a d  an analysis of the groupings (functional area) is also 
cmducted (Figure 16). For exanple, a group of individual items in CM: 
showed cmly srrtll % differences in the chemical envirarrment. When the data 
evaluatim team had the analyst run them in grcupings of R outline and 
scenario driven tasks we found a significant deficiency in tasks that 
require leader decisicn and reacticn to changing situaticns. 

The statistical analysis methodology was reviewed and concurred with 
by the analytical camunity, including a detailed review by Mr. Hollis, the 
WSA(0R) . 

The cutplt fran this process is a mmmry evaluation report and 
lessens learned that are presented in a wful operaticnal context. They 
provide not cmly the deficiency, but also the evaluation team 
detenninaticn of why the deficiency occurred. 

We have develcped and distributed these products fram CR4E I and IIA 
and are a h t  75% through the pracess for CANE IIB. 

The CANE program has prwided, and will continue to provide, data to 
inprove the chemical defensive pasture of the U.S. Army. are sane of 
the results of the three tests that have been carpleted (Figure 17). 

To insure the data is integrated into training, dcctrine, force 
structure, rradels and materiel requirements, TflADCC has developed and is 
inplementing a C M E  inplementation program. 

The Chemical School has developed a systematic and ccrrprehensive 
procedure for ensuring that NBC deficiencies in doctrine, training, 
organizatim and mteriel are identified, solutions developed and action 



taken to correct these deficiencies. Inplemntation of the plan requires 
active participation of the prcpanent schools and centers whose prcducts 
are affected by the deficiency (Figure 18) . 

This is a Bchematic of the key features of the decisian process to 
determine and inplemmt the mlutians. The hart of M c p i q  the 
solutiars canes £ran the evaluaticn panel which consists of persumel fran 
the integrating center(s), p r q a m t  schools, dcctrine, training a d  car&t 
developnents. Their task is to develcp cperatia-ally effective soluticms 
to the prablem. Panel menbers are required to have the military experience 
and subject matter expertise necessary t o  address the prablem. The panel 
review and evaluates the deficiencies in detail and tkn determines which 
fixes or cabhatian of fixes are required to solve the prcblem. The 
inpct  of the corrective acticn ar the force are ccnsidered frm the 
beginning and thrarghalt the development of the fixes. 

(1) "Chemical Force Mtiplier and wress icn  Effects Study," Volume 
111, W i x  C "Degradaticm Data," Final Report, Octcber, 1982, 
Secret NPCBIN AD Nnrber AD-C03592iL (over 200 references). 

(2) w e  - mta an CANE can be obtained ( w i t h  proper clearances and need 
to kaxm) by contscting Walta~ Phillips a t  AC 205-238-8132. 
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DISCUSSION OF "MODELING THE IMPACT OF CHEMICAL OPERATIONS ON 
UNIT COMBAT EFFECTIVENESS" 

by W. Phillips, J. Lombardi and R. Eyler 

DISCUSSANT: Alan W. Longshore, US Army Chemical School .( 

In conjunction with the Army Model Improvement Program (AMIP), the U.S. 
Army Chemical School's Chemical Model Improvement Program (CHIP) is looking at 
Army combat and training models to insure that chemical warfare is represented 
as accurately as possible. The main object is not to create new models but to 
examine current chemical inputs, provide realistic input data, and when 
necessary, construct chemical modules for models. This is currently underway 
with the Vector-In-Commander (VIC) model. 

The Combined Arms in a Nuclear/Chemical Environment (CANE) series of 
tests is viewed as a primary data source for model degradation factors. The 
CANE Phase IIB test conducted in March, 1988 was the largest force-on-force 
field test ever conducted by the U.S. Army. Not only will these test data pro- 
vide primary data for lower resolution models but, when examined from a higher 
resolution perspective, contain valuable information pertaining to command and 
control and communication throughout the command structure. In addition, these 
tests are conducted as training exercises; therefore, no volunteers are used 
and players do not remove themselves from play. These resulting data contain 
the human factor component as each player group was tested over two con- 
secutive 96-hour scenarios. 

The CANE program currently has an AR 5-5 study looking at models to use 
in test planning, and then, following the test, going back to see if the test 
results can be used to improve chemical representation in the model. This 
study is now focusing on CASTFOREM to aid in test planning for the upcoming 
Close Combat (Light Infantry) Test scheduled for the fall of 1990. 

It should be pointed out that CANE also can provide extensive data on 
operations under non-chemical/nuclear battlefield conditions. After all, half 
the test was conducted under these conditions of conventional warfare. CANE 
data are able to address modeling needs such as additional time required to 
accomplish particular tasks at the unit level when under threat of 
nuclear/chemical warfare and in Mission Oriented Protective Posture 4 (MOPP 
4 ) .  

There is a related program that is perhaps more directly related to human 
factors modeling. That is the Physiological and Psychological Effects of the 
Nuclear, Biological, and Chelrical Environment and Sustained Operations on 
Systems in Combat (P~NBC*) program. The focus of this program is on individual 
and crew level performance degradation. 

What must now be addressed in the near Future is the construction of a 
connaon database so that modelers vill knov where to find degradation data, 
what kinds of data are availabie, where they came from, and that these data 
have been examined and are sound both from a statistical and operational point 
of view. This effort should involve data and people from many different acti- 



vities: the Chemical School, AMSAA, BRL, TRAC and ochers. The modeling com- 
munity has taken steps that will assist by adopting a Common Methodology. This , 

should help drive the database structure. A major portion of the effort 
involved in this undertaking will be resummarization and reformatting of test 
data. 

One aspect of the CANE analysis program which Mr. Phillips alluded to is 
the Panel Review Process. It is this concept that may have great payoffs for 
modeling as well. Military experts have observed the conduct of field tests 
and have, piece by piece, examined the collected data. Their value in 
interpreting these data for use in models cannot be overstated. The key to the 
success of the CANE program, I feel, has been this combination of statistical 
and analytic expertise with strong operational insights provided by military 
experts with many years of field experience. I feel that a similar rela- 
tionship in the modeling community could only provide better models, which are 
based on better data, and whose results would be more readily accepted by 
users. 



TASK NETWORK MODELING CONSTRUCTS AS APPLIED TO MODELING 
HUMAN PERFORMANCE IN COMBAT 

By K. Ronald Laughery, PhD. 
Micro Analysis and Design 
3300 Mitchell Lane, Suite 175 

Boulder, CO 80301 
' (303) 442-6947 

INTRODUCTION 

Over the past few decades, computer modeling of the combat environment has become 
an increasingly accepted method to help in devising doctrine and identifying weaknesses in 
NATO mission capabilities. However, one of the clear shortcomings of these combat models 
has been the extent to which factors affecting human performance have been considered. 
Even the relatively low level combat models (e.g., division level and below) have virtually 
ignored the human component. In these models, humans usually do not become fatigued, 
they continue to perform their tasks normally after a chcmical attack (if they are not fully 
incapacitated), and, in general, they are either working at  normal capacity or not working 
at  all. In fact, we know that human performance is not simply "zero or one," but that it 
varies as a function of a large number of potential stressors. Few field commanders would 
propose that the battle outcome is unaffected by the level of performance of his soldiers. 
It is, therefore, obvious that, somehow, the variability of human performance associated 
with internal and external stressors should be considered in combat models. 

In fairness to the combat modeling community, the human engineering community 
has consistently offered little help as to how human performance variability should be 
considered. Rather than offering quantitative mechanisms which could be embedded within 
the models, human engineers have instead tended towards bemoaning the complexity of the 
problem. While the data and techniques of the human engineering community are less than 
perfect for the inclusion of human factors into combat models, there data and 
techniques that are clearly applicable. This paper will focus on one technique, task network 
modeling, as well as specific variations that could be applied towards the inclusion of 
human performance into combat models. 

The remainder of this paper is separated into three sections. The next section 
provides an overview and discussion of the concept of task network modeling. Several 
models will be presented to provide the reader with a better understanding of the concepts. 
The following section presents three mechanisms whereby task network modeling could be 
used by combat models as a means of incorporating human performance variability. The 
last section will present some ideas for near term research and development. One of the key 
points of this paper is that the technology and data for the approaches discussed in this 
paper do not require long term research programs. The technology and data required to 
implement these approaches is basically available today. 

TASK NETWORK MODELING - CONCEPTS 

Task network modeling of human performance ;s a technique that has been under 



development over the past ten years and which has received fairly widespread use over the 
past two or three years. Essentially, the performance of a n  individual performing a 
function (e.g., driving a tank) is decomposed into a series of subfunctions which are  then 
subsequent,Iy decomposed into tasks. This is, in human engineering terms, the task analysis. 
The  sequence of tasks is defined by constructing a u s k  network. An example to illustrate 
this concept is shown in Figure 1 which presents a series of tasks fo r  a human fishing. This 
model provides a fa i r ly  intuit ive introduction to the concepts of task network modeling. 
However, the  basic concept of a network model can be expanded to include several humans 
as well as equipment and  the environment. For example, Figure 2 presents the  overview of 
a model of M60 tank crews in which each of the four crewmembers has his own separate 
subnetwork. 

The  level of system decomposition (LC., how finely we decompose the tasks) and the 
amount of the  system which is simulated depends on the particular problem. For example, 
in  a study to analyze operator workload in a helicopter crcw, we constructed autonomous 
networks f o r  the operators, the aircraft,  and the threat environment. While the networks 
associated with the humans' tasks were f a r  more detailed than those fo r  the helicopter and 
threat  environment, we were able to capture enough of the critical elements of the 
helicopter and  environment to permit a sound study of closed-loop human performance. 

While the task networks in  a model may be independent, performance of the tasks 
can be interrelated through shared variables. Once the network is defined, the modeler must 
determine what variables a re  relevant to the modeling problem and how those variables are 
affected by tasks in  the  networks. The relationships among different components of the 
system (which a re  represented by different segments of the network) can then communicate 
through these shared variables. For example, when a hclicopter pilot initiates a pop-up 
activity, the variables associated with operator controls would be changed by that  task to 
reflect the increase in power applied to the engine. These new values would then indicate 
t o  the  helicopter portion of the model that i t  must start executing tasks associated with 
increasing the  aircraft's al t i tude which is represented by another variable. Once the altitude 
is above the threshold required fo r  the threats to observe and  begin firing, the threat 
portion of the model begins executing tasks associated with shooting a t  the aircraft.  
Representing task sequencing through a network and interrelationships among tasks through 
the  changing values of variables associated with tasks forms the foundation of all network 
models. 

Of course, the  strength of task network modeling is that  the dynamic aspects of task 
networks can be simulated on a computer. I have been extensively involved in the 
development of a task network simulation language, Micro SAINT. This paper will not 
dwell on the  features of Micro SAINT, but let us use the Micro SAINT menu fo r  defining 
a "task" within a task network to clarify all of the information required to build a task 
network simulation. Figure 3 presents the menu within Micro SAINT for  defining a task. 
If a user provides the  information required on this menu f o r  each task in the network, he 
will have defined virtually all of a task network model. Let us define these menu ltems 
briefly. 

1. Task Name - any name used to identify the task 

2. Task type - Tasks may be decomposed into subnetworks by changing the 
designation of task type to "network" and then decomposing the task into 
subtasks. 

3. Upper Network - Since there may be numerous hierarchically embedded 
networks, this lets you know to which task this network "belongs." 



Figure 1 

TASK NETWORK FOR FISHING 

Mean rime 
to perform 7 1 /I 

Tatk 
number Standard deviation I 

1 50120 I /  2 5 12 3 nibble felt 
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40/20 
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F i ~ u r e  2 

TASK NETWORK MODEL FOR M60 TANK CREW 



Figure 3 

MICRO SAINT "MODIFY TASK" MENU 

(2) Type: Task 
Task Number: updatepr 
(1) Name: update pressure valu 
(3) Upper Network: plant plant 
:4) Release Condition: 1: 
(5) Time ~istribution Type: Normal 
(6) Mean Time: 10; 
(7) Standard Deviation: 0: 
(8) Task's Beginning Effect: 
(9) Task's Ending Effect: 
prrssure = 1 - (2.71 A (-1 * ((clock*clock)/30000))); 
if (clock - topen) > 10 then pressure = pressure - (2.71 A -1 

(clock-topen-10)/500); 
(lo) Decision Type: Tactical 

Following Task/Network: Tactical Expression: 
Number : Name : 

(11). openvalve open v (12) pressure > setpoint: 
(13) updatepr update (14) pressure c setpoint; 
(15) (16) 
(17) (18) 
(19) (20) 
(21) (22) 
(23) (24) 



4. Release condition - This condition (if one is defined) will hold up task 
execution until the condition is met. For example, a condition stating that 
task won't start before another unit is available to assist may be represented 
by a release condition such as the following: 

unit =I 1; 

The value of the variable "unit" would equal zero until a task I s  completed 
in which the operator becomes available. This task would wait for that 
condition to be true (which would probably occur as a result of ancther task's 
completion) before beginning execution. 

Another example would be if a task's commencement was contingent upon the 
availability of a piece of equipment. In this case, we could set a release 
condition ruch as the following: 

cquipmcnt w 0; 

With the variable "equipment" representing the number of pieces of the 
required equipmcnt which are not currently in usc. This task would then not 
commence until the value of the variable equipment was equal to 1. 

5. Time distribution type - Micro SAINT will conduct monte carlo simulations 
with task performance times sampled from a distribution as defined by this 
option (e.g., normal, beta, exponential). 

6. Mean time - This parameter defines average task performance time for this 
task. 

7. Standard deviation - Standard deviation of task performance time. 

8. Task's beginning effect - This field permits the definition of how ;he system 
will change as a result of the commencement of this task. For example, if this 
task used a unit that other tasks might need, we could set the following 
condition to show that the unit was currently unavailable while this task was 
being performed: 

unit = 1; 

Then, a release condition such as that shown in item # 3 above would suspend 
the commencement of another task requiring this unit until the value of unit 
was changed to a value of 0 indicating that the unit was no longer busy. In 
a similar manner, the availability of equipment in the example in item # 3 
above would be reduced by a task beginning effect such as the following: 

equipment I equipment - 1; 

with this expression indicating that, while this task is active there, is one less 
piece of equipmcnt available. 

Beginning effects are one key way in which tasks are inter red. 

9. Task's ending effect - This field permits the definition of how thc system will 
change as a result of the completion of this task. From the previous example, 
when this task was complete and the unit became available, we could set the 



ending effect as follows: 

unit - 0; 

at  which point the task using this as a release condition would begin. 
Likewise, when a task completes and a piece of equipment becomes available 
we could use the expression 

equipment = equipment + 1; 

indicating that an additional piece of equipment was now free for use. 

Ending effects are another key way in which tasks can be interrelated. 

10. Decision type - The decision type defines what happens at  the completion of 
this task. There are several decision types including I )  single (always follow 
this task with the same task). 2) probabilistic (begin one of several tasks 
based on a probabilistic branch), 3) tactical (begin one of several tasks based 
on the branch with the highest "value"). 4) multiple (begin several tasks at  the 
completion of this task) and 5) last (don't begin any task at the completion 
of this task). From these branch types, any branching logic can be developed. 

11-24. Following tasks/braneh weights - The odd numbered fields represent the tasks 
which may follow the completion of this task . The even numbered fields 
represent the weights associated with each branch. The values can be 
numbers, expressions, or complicated algorithms defining the probnbility (for 
probabilistic branches) or value (for tactical branches). 

A final note on this menu is that values that appear on the screen can be not only numbers 
but also algebraic expressions, logical expressions, or groups of algebraic and logical 
expressions which would, essentially, form a subroutine. 

As stated before, the process of constructing a task neiwork model is primarily one 
of filling in the above inforrration for each task in the network. 

If the reader were to conclude that task network modeling is a straightforward 
concept which is a logical extension of task and systems analysis, he would be right. Task 
network modeling is a logical extension to task analysis - an evolution, not a revolution. 
It does, however, greatly increase the power of task analysis in that the ability to simulate 
a task network with a computer permits p r e d l c t m  

. . 
of human performance rather than 

simply the dcscr i~ t ion  of hunan performance that task analysis provides. 

THE CONCEPTS OF TASK NETWORK MODELING A S  RELATED TO 
INCLUDING HUMAN PERFORMANCE VARIABILITY IN COMBAT MODELS 

Task network modeling provides a sound method for modeling human performance 
in systems. It builds off of existing task analysis technology and it provides a modeling 
framework consistent with many other types of system modeling technologies. Additionally, 
as the title of this paper icdicates, I propose that task network modeling provides a 
perspective on how to incorporate human performance variability into combat models. At 
a minimum, it provides a conceptual framework and, hopefully, it provides a set of existing 
technologies, data, and existing models for immediate consideration. 

I propose that there are three fundamental approaches to incorporating human 



performance into combat models which arc consistent with task network modeling constructs. 
. These approaches are titled as follows: 

1. Develop and include task networks of human performance within 
combat models 

2. Develop performance shaping functions to dynamically manipulate 
human performance parameters during a combat model run. 

3. Use task network models that are r ~ n  externally to the combat models 
to set performance parameters during a combat model run. 

Let us go through each of these individually and discuss the approach as well as its 
expected advantages and disadvantages. 

Develop and include task networks of human performance within combat models 

This approacli is simyly to find the elements of human performance within the 
combat models and rcprescnt these elements through more detailed task networks. Figure 
4 presents a graphic illustration of this approach where the large circle represents the 
overall combat model and the small circles within represent the "pockets" of the overall 
modcl in which human performance plays a ccntral part. To use this approach, the combat 
modcl developer would need to perform the tollowing general types of tasks: 

1. Identify the pockets of humaa performance within the combat model 
for which a more detailed representation is required. 

2. Separate human performance activities from other system component 
activities in these pockets. 

3. Identify the variables which will link human performance to the rest 
of the combat models (e.g., times to perform a group of tasks, error 
probabilities). 

4. Decompose human activity into a set of tasks and define the task 
network structure for those tasks. 

5. Define the tasks' effects on the variables linking the combat model 
to the human performance model (e.g., through task beginning effects 
and ending effects). 

Of course, these steps are very general and the specific approach would depend on many 
other factors related to the size and scope of the combat model. However, these steps 
should provide the reader with an idea of the concept. 

This approach offers several advantages: 

The conceDt is straightforward - This approach is, simply one way of further 
detailing the human performance component of th.: combat model. It is easy to 
explain and offers a high degree of face validity. 

Jt will allow the incor~oration of the existing base of human ~er formance  model% - 
There is a significant base of task network models of human performance currently 
available and under development. For example, over the next few years we are 
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developing libraries of task network models specifically related to human performance in 
combat. These can and will provide a ready data  base fo r  using this approach. 

W t i n a  simulation engines (e.e.. Micro SAINT) exist so that  models could bc  
fonstructed externallv to the combat w- The human performance network models 
could be constructed and  tested with existing tools. Then, the execution parts of 
these tools could be embedded within the combat model code and  used to run the 
human performance network models. 

J t  would be relativelv easv to interface task network models with existine small unit 
mganement models (ex..  lat to on levcU - As a practical matter, the task network 
modeling approach is very consistent with small unit engagement models. 

Human - Using the branching logic constructs from task 
network modeling, complex tactical decisions can be rigorously modeled. There are  
many possible ways to d o  this from the very simple (e.g., probabilistic branches) to 
the very complex tactical decision models as illustrated in Laughery (1982). 

Task network models are  freauentlv c o m c ~ t i b l e  with hardware models - Many 
portions of the combat r nvironment within a combat simulation a re  represented using 
a reductionist approach and often networks explicitly. This permits easy integration 
with a task network model. 

Some of the disadvantages of this approach are: 

combat  models are  often frame driven rather than event driven which ooscs 
" in te rweav in~"  ~ r o b l e m S  - Most combat models advance by advancing the simulation 
clock by a f ixed amount and then updating the state of the system based upon what 
is projected to have happened during that interval. Task network models advance 
the  clock based on the  beginning or completion of a task. These two approaches are  
fundamentally different,  though not opposing. The  inclusion of both approaches 
within a combat model would require some consideration being given t o  how the two 
approaches must play together. 

T h e  level of detail is too extensive fo r  large - 8 s  - Obviously, 
models a t  the division level and above would require a large number of humans to 
be represented. While there are  some modeling "tricks" which would greatly reduce 
the number of task ne:works included in a division level model, I believe that the 
computational burden would be excessive on today's computers. However, as 
computational capacity grows, this problem will become less of a factor. 

Develop performance shaping functions to dynamically manipulate human performance 
parameters during a combat model run 

Performance shaping f ~ n c t i o n s  manipulating human task performance as a function 
of human stressors could be ssed to manipulate combat task performance. In doing this, 
human task time could increase and accuracy decrease as a function of increased stress 
at tr ibutable to sustained operations, NBC effects, or whatever combat stressors were of 
interest. These can be represented through mathematical and logical interrelationships. This 
approach is presented graphically in  Figure 5. This  approach has been applied in the 
AURA model extensively as describr, by Klopcic (1988) and a set of performance shaping 
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functions f o r  classes of human tasks are  described in Laughery and Gawron (1983) and 
Laughery and Gawron (1984). 

T o  use performance sha j ing  functions in a combat model, the following general steps 
would have to be taken: 

1. Identify the pockets of human performance within the combat model 
where relationships between performance and human stressors are  
required. 

2. Separate human performance activities f rom other system component 
activities in  these pockets. 

3. Identify the variables which will link human performance to the rest 
of the combat models (e.g., times to perform a task, error probability). 

4. Build intd the combat model the variables representing the values of 
the human stressors (e.g., time since last slept, radiation exposure level). 

5. Add the  subroutines or functions representing the human performance 
shaping functions as well as the calls to these functions from the 
relevant pockets of human performance within the combat models. 

The  advantages of this approach are: 

Once the ~ e r f o r m a n c e  shaoina functions are  develooed. thev are  inexoensive to 
include - Using this approach does not require the d e v e l o ~ m e n t  of detailed submodels 

~ ~ 

of human activity. T!~ey require l i t t le  computer space or time and the cost of 
selecting which moderator functions to call and  when is a relatively small task. 

Performance s h a ~ i n e  functions easilv allow the inclusion of the effects of stressors 
gn combat oerformancg - Task networks d o  not explicitly provide a mechanism for  
modeling stressors. In fact, performance shaping functions a re  the mechanisms used 
within task network models to define the relationships between task performance 
time and  accuracy and stressors. I a m  proposing here that  they can be used directly 
by the  combat models. 

T h e  disadvantages of this approach are: 

The  data fo r  creatine the oerformance shaoina functions are  still relativelv soarse - 
As stated earlier, the human performance research community has been remiss over 
the  years in  building quantitative relationships between stressors and human 
performance. There is data  available in the archives, but  the analyses conducted on 
them have been weak ill this regard as is described in Laughery and Ditzian (1982). 
Reanalysis of existing data and the collection of new data are  required if this 
approach is to become widely used. 

T w rk th  mbat mod I mus $ 
performance - Human 2erformance shaping functions cannot be overlaid on a time 
or error number which is heavily influenced by non-human elements of the system. 
For example, assume we have a performance shaping function which states that 
"human error probability will increase by 20% af te r  24 hours without sleep." We 
could not apply this function to a task which was 95% automated since only that 5% 
of the task which involved human performance would be affected and the projected 
increase in  error rate would be erroneously large. Therefore, there must be a 



relatively distinct s e p a ~ ~ t i o n  of human and non-human performance components. 

Use task network models run externally to the combat models to set performance parameters 
during a combat model run 

Separate task network simulations could be run to provide the combat models with 
time and/or accuracy parameters of human performance. In essence, the task network 
simulations could be used to determine the appropriate values to plug into the combat 
models. This approach is depicted graphically in Figure 6. 

The steps requircd using this approach are: 

1. Identify the pockets of human performance within the combat model 
where be:ter human performance values are desired. 

2. Identify the variables which will link human performance to the rest 
of the combat models (e.g., times to perform a task, error probability). 

3. Build task network models to predict those variable values. 

4. Set the values within the combat models to represent the predictions 
of the task network models. 

The advantage of this approach is: 

in Exist - In essence, all human 
performance activity could be performed outside of the combat model. Appropriate 
values to include within the pockets of human performance would simply be plugged 
in. 

The disadvantage of this approach is: 

Closed-looo a nd svsten deoendent asoccts o f human oe rformance cannot be directlx 
included in the cornba, model - Obviously, the parameter determined by the task 
network model cannot be changed dynamically based on a new prediction by the task 
network model while the simulation is running. What would be required to represent 
closcd loop human performance is a constant readjusting of the parameter based on 
multiple runs of the co.nbat model to see how the values of those variables affecting 
human performance change throughout the course of the simulation. An intermediate 
version of this would be to use the network models to create tables for a few key 
variables. For example, network models could be used to study the effects of fatigue 
on a specific task's accuracy level. Then a table relating fatigue to task performance 
could be created and embedded within the combat model. 

The three approaches are not mutually exclusive 

The above three general approaches to include human performance in combat models 
are  in no way mutually exclcsive. For example, you could include performance shaping 
functions into task network models which are embedded in combat models. Or you could 
build sophisticated network models of human performance and study human behavior 
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outside of the combat model and then include a reduced version of the network within the 
combat model itself. In fact ,  they are three "dimensions" representing ways to include 
human performance within combat models as illustrated in Figure 7. For any pocket of 
human performance within a combat model, portions of any or all of the above approaches 
could be emp!oyed. 

NEAR TERM RESEARCH AND DEVELOPMENT IDEAS 

One of the rationales for  using the above discussed approaches is that they are in no 
way pie-in-the-sky concepts. Task network modeling of human performance is becoming 
widely understood and accepted and i t  dovetails well with existing combat models. 
Therefore, I propose several near term projects which may yield a high and early payoff. 
Some of these are  discussed below. 

Embed task network m3dels within some existing combat models - In other words, 
try i t  and  see if i t  works. UnCoubtedly, there are hidden technical problems that  will need 
to be addressed, but existing nodels such as JANUS and existing task network simulation 
tools such as Micro SAINT talk to one another without redesigning either system to any 
great extent. Additionally, soldier performance models exist for  tank crews, artillery crews, 
helicopter crews, maintenance crews, and others. By trying i t  we will prove its feasibility 
a s  well as providing a research bed for  future  studies. 

Beein develooine human oerformance shaoinn functions from existine human 
p e r f o r m a n c e  - As stated earlier, performance shaping functions can be developed from 
existing da ta  bases through reanalysis. In previous work, I was able to  build these functions 
f rom graphed data  in journal articles, albeit with difficulty. Certainly, there are better and 
more raw data  than I uncovered and analyzed. A key element of this research may be to 
build a matrix of "human task types by stressor variables" to see where the data is weakest. 
For example, there are  extensive data  relating visual detection task performance to 
atmospheric haze yet there are  very few data relating logical reasoning task performance 
to sleep deprivation. Future research would be directed by the empty cells in  this matrix 
(i.e., where little or no data  exist). 

Set uo  a "clearinahouse" for  human verformance shaoina function data  and models - 
There are  already several activities and centers that are  performing this kind of function 

including the Ballistics Research Laboratory, the Joint Working Group on Drug Dependent 
Degradation in Military Perfo mance (JWGD3 MILPERF), and the Army Research Institute. 
However, these activities sh0u.d be better coordinated. Furthermore, agreement on common 
human task taxonomies and tne format of the performance shaping functions would be a 
significant step forward. 

Beein'the research to fill in the missing data - We by no means have all of the data 
relating changes in human performance to all of the stressors of interest. However, there 
does exist a set of test batteries and measurement instruments developed by the JWGD3 
MILPERF which are currently available for  conducticg this research in the laboratory. 
These instruments are powerful, easy to use, and were specifically designed for  the 
collection of these types of data. The use of these test batteries will result in cheap and 
reliable data. Rather than reinventing new research methods and data  collection strategies, 
I believe that  we should embrace these tools and  put them to use on this problem. 
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Think about a validatio.1 studv at the small unit level - There are a host of potential 
data collection opportunities at places like the National Training Center and ARTEPs which 
could be tapped for a validation study of many of the concepts discussed in this paper. The 
Army Rese rch Institute is already collecting data on small unit performance in some of 
these units! It  is well within the realm of possibilities that a validation study could be 
instituted to determine the extent to which the above approaches have predictive validity. 

SUMMARY 

I believe that we are closer than many may think to being able to provide useful 
input to combat models. Human performance modeling is no longer a black art or non- 
existent technology. Tools and data are available which can be used to provide a better 
representation of human perfcrmance within combat simulations and, ultimately, to make 
better predictions of our ability to successrully engage the enemy. 
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CREW DRILL MODELS FOR OPERATIONAL TESTING 6 EVALUATION 

Stanley F.  Bolin, Nigel R. Nicholson 6 Edwin R .  Smootz 

Army Research I n s t i t u t e  

This  paper  desc r ibes  a s tudy  using Micro SAINT (Laughery, 
1985) t o  b u i l d  crew d r i l l  models f o r  u s e  i n  a model-test-model 
approach t o  opera t iona l  evaluat ion.  The key t a c t i c  was t o  b u i l d  
crew d r i l l  models l i n k i n g  crew performance d i r e c t l y  t o  system 
performance. Two c r e w  d r i l l  models were developed f o r  t h e  
Howitzer Improvement Program. Exercis ing these  models over a 
range o f  c r i t i c a l  t a s k  e r r o r  r a t e s  produced p l a u s i b l e  r e s u l t s  
i l l u s t r a t i n g  how average performance t i m e  may degrade very slowly 
i n  spite o f  e r r o r s .  W e  conclude t h a t  crew d r i l l  models wr i t t en  
i n  Micro SAINT o f f e r  a promising way t o  inform opera t iona l  t e s t i n g  
and eva lua t ion .  

The U . S .  Army Operational  Test  & Evaluation Agency (OTEA) i s  
advancing a model-test-model approach. MG Hilmes, CG OTEA, 
r e c e n t l y  spoke of t h i s  approach by breaking M-T-M down i n t o  two 
success ive  p a r t s  M-T and T-M. Each p a r t  de f ines  d i f f e r e n t  
p r a c t i c a l  ob j ec t ives  i n  modeling. Models a r e  needed f i r s t  t o  know 
what t o  measure dur ing opera t iona l  t e s t i n g  and how t o  plan f o r  
system eva lua t ion .  Then, immediately a f t e r  ~ p e r a t i o n a l  t e s t i n g ,  
models are needed t o  s i f t  through, focus and i n t e r p r e t  a l l  t h e  
d a t a  a v a i l a b l e  from system instrumentation,  video cameras, 
observers  and s o l d i e r s ,  themselves. M-T-M flows nea t ly .  We use a 
model t o  design and conduct an opera t iona l  t e s t ;  w e  improve t h e  
model based on test r e s u l t s  and use t h a t  improved model t o  
eva lua te  system performance and a v a i l a b i I i t y .  M-T-M seeks t o  
improve both our  model descr ib ing  how t h e  system ought t o  work 
under r e a l i s t i c  condi t ions  with s o l d i e r s  i n  t h e  loop and our 
eva lua t ion  of t h e  system under tes t .  Of course, t h e  concept is  
simpler than t h e  r e a l i t y .  Modeling and s imulat ion presen t  many 
t e c h n i c a l  problems ( Hughes,1984; Murtaugh, 1987)and 
cont rovers ies  ( GAO, 1987; Gropman, 1987) . 

The MANPRINT program (AR602-2 para  2-12) r equ i r e s  opera t iona l  
t e s t i n g  and eva lua t ion  (OT&E) e f f o r t s  (1) t o  c o l l e c t  s o l d i e r  time 
and e r r o r  measures and (2 )  t o  a s s e s s  t h e  impact of  s o l d i e r  
performance on system e f f ec t iveness  and a v a i l a b i l i t y  dur ing 
simulated combat opera t ions .  Both MANPRINT and t h e  M-T-M approach 
c a l l  f o r  including s o l d i e r  performance i n  combat models, 
p a r t i c u l a r l y  those  developed a s  r e a l i s t i c  opera t iona l  test 
scenar ios .  

C r e w  d r i l l s  were se l ec t ed  f o r  modeling because ind iv idua l  
s o l d i e r s  do not f i g h t ,  operate  o r  maintain equipment systems i n  



isolation. The squad -crew -team level of organization is the 
smallest productive element in the hierarchy. Individual training 
leads to squad - crew - team training as the building block of 
collective training in units. Crew drills practice specific move, 
shoot, communicate, maintain and resupply functions. Such drills 
are repeated and amplified at each successively higher level of 
unit training. 

Although crew drills may be the same in terms of techniques 
and standards (SOP), the network of consequences and contingencies 
increases as collective training moves up through company-battery- 
troop to battalion levels and above. By building sets of drill 
models for different kinds of crews and linking them in a network 
of networks, unit performance may be simulated. By adding a 
combat scenario with command and control, combat simulation may 
become possible with crew-sized units in the loop. But first, we 
need a means to produce crew drill models. 

Micro SAINT was chosen because it was literally designed for 
the job, building networks of networks. Self-Propelled Howitzer 
crews were selected to start because the Howitzer Improvement 
Program (HIP) is preparing for operational test and the HIP 
MANPRINT team had prepared the way. 

Operational Sequence Diagrams and timelines developed for the 
Howitzer Improvement Program (HIP) were used to build two crew 
drill models with Micro SAINT software. HIP gun crews will use 
automatic fire controls to enable them to respond quickly to fire 
mission orders (Department of Army, 1988). Gun crews will be 
trained to perform various crew drills to insure mission 
responsiveness. To these ends, the HIP prime contractor prepared 
Operational Sequence Diagram ( Geer, 1981, Mel.iter, 1985 ) to 
examine, study and document the details of perrtamnce necessary 
to accomplish specific missions. Operational Sequence Diagrams 
show networks of interactions among the crew members, the 
automatic fire control system (AECS), and external input/output 
(I/O) for a single HIP vehicle. They diagram functional flows of 
information and action over time and events. 

The fire-from-road-march drill requires the crew to pull off 
the road and fire a first round within 60 seconds after receiving 
a mission order. This march fire mission diagram begins with 
mission alert alarm and ends with firing a first round. It shows 
110 nodes or points of interaction among crew members and their 
weapon system. 

The 12-round-volley drill requires the crew to sustain fires 
at three rounds per minute after firing the first round. The 
volley fire diagram begins with recoil from the first round and 
shows the next round in a volley of fires. It shows 58 nodes or 
points of interaction for each additional round to be fired. 



The H I P  prime con t r ac to r  used t h e  Operat ional  Sequence 
Diagrams t o  develop sets of schematics, t ime l ines  and assumptions 
necessary f o r  s p e c i f i c  crew d r i l l s .  The schematics spread crew 
and system func t ions  over t i m e  i n  seconds. The t ime l ines  l is t  key 
events  and t h e i r  approximate t imes i n  approximate accumulative 
t ime o rde r .  The assumptions descr ibe  i n i t i a l  condi t ions  f o r  t h e  
weapon system and t h e  crew. 

The HIP crew c o n s i s t s  of f o u r  s o l d i e r s ,  a ch ie f  of  s e c t i o n  
(COS), a gunner (GNR),  a cannoneer (CAN), and a d r i v e r  (DRV) . The 
HIP weapon system (SYS) i s  assumed t o  be wel l  maintained, suppl ied 
and moving along i n  a s t a t e  of readiness  f o r  a mission order .  The 
crew is  assumed t o  be w e l l  s e lec ted ,  t r a i n e d ,  res ted ,  and a l e r t  
f o r  a mission o rde r .  The time es t imates ,  informed by exper t  
judgment and experience, have been s e t  t o  meet minimum time 
requirements.  

These two crew d r i l l s ,  march f i r e  and vo l ley  f i r e ,  were 
s e l e c t e d  f o r  model development because t h e  HIP is  moving toward 
i n i t i a l  ope ra t iona l  t e s t  and eva lua t ion .  There is a p r a c t i c a l  
need t o  e s t ima te  t a s k  time and e r r o r  t o l e r ances  i n  crew 
performance. Such es t imates  might prove use fu l  i n  formulating 
t r a i n i n g  ob jec t ives  and i n  eva lua t ing  crew performance. Good 
computer models might even be used t o  show crews i n  t r a i n i n g  why 
they  need t o  d r i l l  toward t h e  kinds of time and error to l e r ances  
b u i l t  i n t o  t h e  models. Good computer models might, f i n a l l y ,  he lp  
t o  reduce and eva lua te  f i e l d  test da t a .  But, f i r s t ,  t h e r e  have t o  
be  good models. 

This r epo r t  i s  based on work done by t h e  HIP prime cont rac tor  
MANPRINT team. Our dependence on t h a t  work is  t o o  g r e a t  f o r  a 
mere foo tno te .  Our research requi red  d i r e c t  cooperat ion and 
a s s i s t a n c e  from t h e  HIP Program Manager and t h e  prime con t r ac to r .  
They d i d  except iona l ly  thorough work which made our  work poss ib l e .  
I f  t h e s e  models f a i l  t o  be good ones, t h e  f a u l t  i s  e n t i r e l y  ours .  
I f  they  prove t o  be good ones, s u b s t a n t i a l  c r e d i t  rests with t h e  
H I P  P ro j ec t  Manager and t h e  HIP prime con t r ac to r  MANPRINT team. 

Although w e  hope these  models a r e  considered good ones, t h i s  
r epo r t  cannot p roper ly  address  t h e  q u a l i t y  o r  value  of t h e  models. 
Such eva lua t ion  depends on what use is  made of models as w e l l  as 
judgments about t h e  assumptions b u i l t  i n t o  t h e  models. From our 
po in t  of view a s  researchers  and developers, ques t ions  of v a l i d i t y  
and v e r i f i c a t i o n  a r e  premature. These models represen t  a new 
s t a r t .  Our i n t e r e s t s  and ob jec t ives  are i n  t h e  technology f o r  
bu i ld ing  and understanding c r e w  performance models. 

However, we a r e  not p u r i s t s ,  i n t e r e s t e d  i n  models f o r  t h e i r  
own sake.  W e  want t o  b u i l d  models t h a t  can be e a s i l y  understood 
and r a p i d l y  ad jus ted  f o r  use  i n  the  MANPRINT program (Department 



of m y ,  1987). In particular, we believe that crew drill models 
may help to include the soldier in combat models (Van Nostrand, 
1988), especially operational test models for new weapon systems 
in their early stages of development. 

Therefore, these models have been built very simply. They 
make few assumptions and the assumptions are simple. They have 
been built using an interactive computer system that is easy to 
learn and use. This system is called Micro SAINT (copyright 1985 
Micro Analysis and Design, Boulder, CO). It can be run on 
commonly available personal computers; the term Micro stands for 
micro-computer. The acronym SAINT stands for systems 8nalysis of 
integrated networks of tasks. 

Micro SAINT software (Laughery, 19851 is designed to build 
networks of networks, but our models are simple networks. The 
software provides a choice of sampling distributions for random 
events (normal, gamma, exponential, and rectangular ) .  We elected 
rectangular because it is simplest and it can be argued that well 
trained crews perform with machine-like precision. Although Micro 
SAINT supports complex contingency tables and dynamic modeling, we 
elected to use direct error-correction loops. If it is wrong, do 
it again until it is right. No changes were made in the time 
limits for repetitions. This kind of simulation of the "green 
machine" is very mechanical. We figure we can complicate the 
simulation later. We want the start-up models simple so they can 
be easily understood ( Chubb, Laughery & Pritsker, 1987). We must 
understand each drill network before we link the drills in 
scenario networks. 

Errors may occur anywhere in a human network, of course, and 
no crew position is completely free of error, but in these initial 
models, errors are limited to two critical tasks. Only the 
simulated gunner and cannoneer make errors, and the simulated 
errors are made in tasks that are checked by the chief of section. 
These tasks are the retrieval of projectiles by the cannoneer and 
the retrieval of charges by the gunner. The simulated checking 
process is flawless. Each error found in checking leads to a 
repetition of the retrieval and check tasks. This model design 
provides opportunity to see how crew error rates might impact on 
crew drill completion times. 

Ten error rates were examined. They varied from zero up to 
64% per individual duty position and task. For simplicity, we 
gave the two individual tasks the same error rate when we varied 
the rate. We sought in the start-up models to keep the relation 
between individual and crew as straightforward as possible. With 
just two independent tasks, the aggregate crew error rate is equal 
to tne sum of the individual probabilities minus their product; 
so the individual task error rates of 64% yield an aggregate crew 
rate of 87%. 

Although simple in computation, 87% may seem to be an 
unreasonably high rate of error, but that is a positive feature of 



modeling. W e  can examine va r i ab l e s  beyond reasonable l i m i t s  and 
do s o  wi th  o t h e r  v a r i a b l e s  under p e r f e c t  s imulated c o n t r o l .  For 
example, i n  our two d r i l l  models, t h e  ch ie f  of s e c t i o n  always 
ca tches  every e r r o r  and makes s u r e  t h e r e  a r e  no e r r o r s  before 
f i r i n g .  There a r e  no simulated sho r t  o r  long rounds because of 
crew e r r o r .  Only t h e  time t o  completion i s  f r e e  t o  vary i n  
computer t r i a l s  of  t h e s e  two d r i l l s  and t h e  only  cause is crew 
error i n  two c r i t i c a l  t a s k s .  Without e r r o r ,  t h e  d r i l l  models meet 
requi red  time s tandards  because they were b u i l t  t o  do so .  

The models s t a r t  out  de l ive r ing  exac t ly  t h e  kind of r e s u l t s  
we want. -he i n t e r e s t i n g  quest ions  and observat ions  t o  be made 
from running such models a r e  those  suggest ing how, how o f t e n  and 
how badly performance may degrade. Pu t t i ng  t h e  matter p o s i t i v e l y ,  
how s tu rdy  and dependable i s  exce l l en t  model behavior? 

March f i r e  t ime l ines  a r e  shown i n  Figure  1. This f i g u r e  
shows each t a s k  i n  t h e  model network i n  sequence from "SYS Alarm!" 
t o  "SYS F i r e ! "  The average s t a r t  time is t i m e  spent  wai t ing on a 
preceding t a s k .  Note t h a t  "COS Direct  d r i v e r "  begins immediately 
a f t e r  'COS Press  confirm" which is a f i x e d  t i m e  t a s k .  

Note f u r t h e r  t h a t  "COS Press  a r r i v e  keyn begins a t  t h e  mid- 
po in t  of  "COS Direc t  d r ive r "  between low and high v a r i a b l e  t i m e .  
That mid-point is  t h e  average of a rec tangula r  d i s t r i b u t i o n  of 
equa.'ly probable performance t imes shown as low and high v a r i a b l e  
t ime.  The model t a k e s  16 seconds, on t h e  average, g ive  o r  t a k e  
fou r  seconds t o  s imulate  f i nd ing  a p l ace  t o  s t o p  and s topping.  
That e i g h t  second spread is f i l l e d  randomly on every computer 
t r i a l  o r  run of t h e  model. 

Since t h e  sequence shown i s  based on average performance 
times f o r  each task ,  t h e  mid-point of v a r i a b l e  t i m e  is  r egu la r ly  
t h e  s t a r t i n g  moment f o r  some la ter  t a s k s .  Task numbers shown i n  
parentheses  were used t o  index t h e  model. They may be used 
conveniently here  t o  po in t  t o  such in s t ances .  For example, t a s k s  
4 through 6 s t a r t  immediately a f t e r  t a s k  3. Other cont ingencies  
may be i n f e r r e d  from end-to-start  alignments, bu t  they  may be 
separa ted  by in te rven ing  t a s k s  on t h e  c h a r t .  For example, t a s k  8 
follows upon t a s k  4 .  

The cr i t ical  pa th  through t h i s  p a r t i c u l a r  network sequence 
happens t o  flow through t h e  COS, GNR and SYS t a s k s  inc lud ing  CAN 
only  a t  priming t h e  charge (601) .  DRV i s  on t h e  pa th  only  i n  
being d i r e c t e d  by COS t o  an emplacement. The c r i t i c a l  pa th  is  not 
shown on t h e  c h a r t  because it changes depending on t a s k  t i m e s  and 
e r r o r  condi t ions .  T h i s  p a r t i c u l a r  sequence is based on f ixed  
condi t ions  of average t i m e  f o r  each t a s k  and no e r r o r s .  When 
e r r o r s  and c o r r e c t i v e  ac t ions  are introduced by t h e  model, t h e  
c r i t i c a l  path  changes back and f o r t h  between GNR and CAN t a s k s .  
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Er ro r s  were simulated a t  "CAN Retrieve p r o j e c t i l e n  (63) ,  "GNR 
Retr ieve /cu t  charge " (731, "COS Check p r o j e c t i l e / f u z e w  ( 4 4 )  and 
"COS Check charge" ( 4 5 ) .  If-Then loops a t  each check t a s k  
generated r e p e t i t i o n s  of a s soc i a t ed  re t r ieval-check t a s k  
sequences. 

We explored t e n  ind iv idua l  t a s k  e r r o r  r a t e s .  They were 
zero, I%, 2%, 4 % ,  8%, 16%, 24%, 32%, 48% and 64%. We stopped a t  
64% because t h e  aggregate crew e r r o r  r a t e  from e i t h e r  one o r  both 
of t h e  round prepara t ion  t a s k s  approaches 90%. When chance 
produces a t  l e a s t  one time-consuming e r r o r  i n  n ine  out  of t e n  
d r i l l s  and no e r r o r s  a r e  allowed t o  g e t  by, it can t a k e  a long 
t ime t o  complete a d r i l l .  When l a rge  numbers of error-laden 
drills a r e  simulated on a personal  computer, run t i m e s  can 
increase  from a few minutes t o  hours.  A s  a p r a c t i c a l  mat ter ,  64% 
seems high enough as an upper l i m i t .  

We began our  explora t ion  with a doubling r a t e  s c a l e  which can 
be seen up t o  16%, but  we quickly found t h a t  low r a t e s  made 
l i t t l e  d i f f e r e n c e s  i n  means but  l a r g e r  d i f f e r ences  i n  v a r i a b i l i t y .  
We then int roduced ha l f  s t e p s  a t  2 4 %  and 48% t o  look more c l o s e l y  
a t  t h i s  unexpected robustness  i n  means r e l a t i v e  t o  v a r i a b i l i t y .  
Figure  2 i s  a p i c t u r e  of t h e  r e s u l t s  f o r  f i v e  e r r o r  r a t e s .  

The 0% curve shows t h a t  a l l  e r ro r - f r ee  d r i l l s  took less than 
60 seconds. Minimum t i m e  was 46 seconds f o r  0% and every o t h e r  
r a t e .  The common po in t  of  o r i g i n  f o r  t h e s e  curves  i s  no t  a f a c t  of 
na tu re  nor  is  it a computational necess i ty .  I t  r e s u l t s  from our  
use of a network model and t h e  number of runs o r  t r i a l s  per  e r r o r  
rate. It i s  t h e  c r i t i c a l  pa th  t i m e  f o r  t h e  lowest b u i l t - i n  t a s k  
times, which is  a network model f e a t u r e .  It happened because 100 
t r i a l s  was enough t o  i n su re  t h a t  t h e  leas t - t ime  pa th  occurred a t  
l e a s t  once f o r  each e r r o r  r a t e .  I t  is a reminder t h a t  w e  a r e  
looking a t  a s imulat ion of crews t r a i n e d  t o  a set of t i g h t  t ime 
s tandards  and, by model design, e f f e c t i v e l y  maintaining those  
s tandards .  

A coun te r - in tu i t i ve  f e a t u r e  of t h i s  p i c t u r e  i s  t h e  t i g h t  
c l u s t e r i n g  of t h e  stems f o r  0% through 48% e r r o r  r a t e s  up t o  t h e  
50th p e r c e n t i l e  of t h e  cumulative d i s t r i b u t i o n .  The 50th 
p e r c e n t i l e  is t h e  median. Median completion time is  wel l  wi thin  
t h e  60 second requirement i n  s p i t e  of  i nd iv idua l  t a s k  e r r o r  r a t e s  
running up toward one i n  two drills. The aggregate  crew e r r o r  
r a t e  equiva len t  of 48% is 73% o r  seven i n  t e n  d r i l l s .  Even t h e  
h ighes t  error rate y i e l d s  median time less than  70 seconds. These 
medians show t h e  robustness of c e n t r a l  tendencies  i n  t h i s  model. 

Increasing v a r i a b i l i t y  can be seen i n  t h e  progress ive  growth 
i n  t h e  right-hand t a i l s  of t h e  d i s t r i b u t i o n s .  Yet t h a t  growth is 
cons t ra ined  f o r  ind iv idua l  t a s k  e r r o r  r a t e s  a t  o r  below 16%. A l l  
of t h e  small e r r o r  r a t e  curves are contained within  t h a t  t h i n  
region shown between 0% and 16%.  To see  cons t ra ined  v a r i a b i l i t y ,  
read across  t h e  85th p e r c e n t i l e  t o  i n t e r s e c t  t h e  1 6 %  curve and 
then t o  t h e  t i m e  s c a l e .  Even t h e  85th p e r c e n t i l e  appears t o  be 
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s tu rdy  i n  t h e  f ace  of considerable  e r r o r .  Among crews a s  good a s  
t h e  simulated crews, t h e  60 second requirement might be met i n  
s p i t e  of  c r i t i c a l  t a s k  e r r o r  r a t e s  up t o  one i n  s i x  d r i l l s  o r  
aggregate crew e r r o r  r a t e s  up t o  t h r e e  i n  t e n  d r i l l s .  

A t  high t a s k  e r r o r  rates, however, t h e  f requencies  of  long 
completion t imes increase  r ap id ly .  More than one-third of d r i l l  
t r i a l s  f a i l  t o  meet t h e  60 second requirement a t  32 and 4 8  % t a s k  
e r r o r  r a t e s .  More than  two-thirds f a i l  t o  meet it a t  t h e  64% 
e r r o r  r a t e .  These r e s u l t s  i l l u s t r a t e  p o t e n t i a l  zones of 
i n t o l e r a b l e  f a i l u r e .  

Volley F i r e  Timelines a r e  presented i n  Figure  3 .  This d r i l l  
model begins where t h e  march f i r e  d r i l l  ends, bu t  it is  not meant 
t o  be run o r  p rac t i ced  i n  tandem with t h e  march f i r e  d r i l l .  This 
d r i l l  assumes t h a t  t h e  weapon has been prepared f o r  vo l l ey  f i r e .  
P r o j e c t i l e s  have been fuzed and charges have been c u t  i n  readiness  
for a vol ley,  f i r e - f o r - e f f e c t .  T ime  s tandards  d i f f e r  from march 
f i r e .  The two c r i t i c a l  t a s k s  t ake  l e s s  t ime.  The ch ie f  of 
s e c t i o n  checks p r o j e c t i l e s  and charges; t h e  AFCS has a l ready  been 
set. The f i g u r e  shows j u s t  one round a f t e r  t h e  f i r s t  i n  a s e r i e s  
of t h i r t e e n .  I n t e r p r e t a t i o n  follows t h a t  f o r  Figure  I .  The 
d i f f e r e n c e  i s  t h a t  requi red  12-round t i m e  i s  not shown; it i s  240 
seconds f o r  3 rounds pe r  minute. 

Figure  4 p r e sen t s  r e s u l t s  f o r  vo l ley  f i re  i n  a s e r i e s  of 
e r r o r  r a t e  curves.  The curves a r e  separated more than they  were 
f o r  march f i r e .  The separa t ion  r e s u l t s  from r e p e t i t i o n  and t h e  
accumulation of t i m e  losses from round t o  round. Y e t  t h e  
i n t e r p r e t a t i o n  is  much t h e  same a s  it was f o r  march f i r e .  

I n  p a r t i c u l a r ,  t h e  d r i l l  t i m e  requirement was met 85 t o  100% 
of t h e  time with ind iv idua l  t a s k  e r r o r  r a t e s  a s  high as 16%.  B u t  
no te  t h a t  t h e  curves do not o r i g i n a t e  a t  a common po in t .  
Repe t i t i ve  models show t h e i r  bu i l t - i n  d i f f e r ences .  No simulated 
crew opera t ing  a t  64% t a s k  e r r o r  meets t h e  requi red  t ime.  Yet 
lower e r r o r  r a t e s  make t h e  requirement some of t h e  t ime.  

In  t h i s  model, median time is below t h e  requi red  minimum t i m e  
a t  t a s k  e r r o r  r a t e s a s  high a s  24%.  That r a t e  is two notches lower 
than  t h e  h ighes t  t o l e r a b l e  r a t e  i n  march f i r e ,  bu t  it s t i l l  
demonstrates dependable performance i n s p i t e  of considerable  e r r o r .  
Susta ined f i r e  i s  more s e n s i t i v e  t o  e r r o r ,  however, and t h e  
p o t e n t i a l  zones o f  i n t o l e r a b l e  f a i l u r e  a r e  lower than they  a r e  f o r  
march f i r e .  

To summarize and d i r e c t l y  compare o v e r a l l  r e s u l t s  f o r  our  two 
models, r a t i o s  were computed t o  see  t h e  increases  f o r  each e r r o r  
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r a t e  r e l a t i v e  t o  zero e r r o r .  Such r a t i o s  were computed f o r  
average times and f o r  t h e  standard dev ia t ions .  The r e l a t i v e  
i nc reases  f o r  both  s t a t i s t i c s  der ived from t h e  two crew d r i l l  
models a r e  shown i n  Figure 5.  

The robnstness  of  average time over e r r o r  condi t ions  i s  
c l e a r l y  shown f o r  t h e  two crew d r i l l  models. Even with  high e r r o r  
r a t e s ,  t h e  r e l a t i v e  increases  a r e  less than two-fold. The s tandard 
dev ia t ions ,  however, can inc rease  ten-fold and fourteen-fold.  

W e  be l i eve  t h e  increases  i n  v a r i a b i l i t y  aga ins t  t h e  apparent 
robustness  of  t h e  averages a r e  important observa t ions .  Another 
express ion of t h e  same phenomenon from t h e s e  computer runs i s  seen 
i n  t h e  apparent  a b i l i t y  of " w e l l  t r a ined ,  w e l l  r e s t ed ,  w e l l  
equipped" simulated crews t o  meet d r i l l  time s tandards  85% of t h e  
time with c r i t i c a l  t a s k  e r r o r  r a t e s  a s  high a s  16% . 

These s t a r t -up  model observat ions  may have some use fu l  
impl ica t ions .  These If-Then impl ica t ions  a r e  o r i e n t e d  toward crew 
t r a i n i n g  and modeling sus ta ined  o r  continuous opera t ions .  

I f  r e a l  crews can be t r a i n e d  t o  s u s t a i n  t h e  kinds of t a s k  
t i m e  s tandards  used i n  t h e s e  models, t hey  may l e a r n  t o  s a t i s f y  
demanding d r i l l  t i m e  requirements. Whatever else, t h e  d r i l l  
models and t h e i r  r e s u l t s  i l l u s t r a t e  t h e  value of high and t i g h t  
t ime s tandards  i n  t r a i n i n g .  

Another p o t e n t i a l  t r a i n i n g  app l i ca t ion  is  i n  t h e  c o n t r o l  of 
e r r o r s .  Spec i f i ca l ly ,  t h e  models might be used t o  show c r e w s  how 
important it i s  t o  c r e a t e  s lack  t i m e  t o  absorb occasional  e r r o r s .  
Model-based d r i l l  t r a i n i n g  might be used t o  encourage a new 
performance method c a l l e d  "e r ro r  management " ( Frese  and von 
Rosenst ie l ,  1988) .  This approach aims t o  reduce o r  e l imina t e  t h e  
nega t ive  consequences of e r r o r s  r a t h e r  than pretending t h a t  
e r r o r s  never happen. 

I f  e r r o r  r a t e s  increase  a s  a funct ion of continuous o r  
sus t a ined  operat ions ,  however, then even h igh ly  t r a i n e d  crews may 
be sub jec t  t o  excess ive  performance v a r i a b i l i t y .  The d r i l l  model 
r e s u l t s  i l l u s t r a t e  how i n t o l e r a b l e  increases  i n  v a r i a b i l i t y  may 
occur with l i t e r a l l y  no change i n  t a s k  t i m e  s tandards .  Slow and 
smal l  degradat ions  i n  average performance can be accompanied by 
l a r g e  inc reases  i n  poor performance. 

There is something paradoxical  about c o n s i s t e n t l y  high 
s tandards  and slowly changing averages being a s soc i a t ed  with rap id  
i nc reases  i n  i n t o l e r a b l e  f a i l u r e s .  Our simple s t a r t -up  models 
show it can happen, but  t h e  r e a l  world process  is not simple.  We 
suspect  t h a t  some kind of progress ive  concatenation of e r r o r s  may 
be involved when t h e r e  a r e  s eve ra l  i n t e r a c t i n g  team members and 
the i r  i nd iv idua l  performances gradua l ly  decay under continued 
performance s t r e s s .  
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Aggregate Crew Error Rate in 100 Computer Trials 



Although w e  have not  modeled "stressw o r  f a t i g u e  decay, w e  have 
modeled t h e  presumed consequences, e r r o r  and inc reas ing  e r r o r .  I t  
is  poss ib l e  t o  consider  t h e  changes generated by increas ing  e r r o r  
r a t e s  as expected perfo-mnces  i n  continued o r  sus t a ined  
ope ra t ions .  This  l i n e  of th ink ing  suggests  t h a t  modeling t o  
understand t h e  concatenation o r  cascading of e r r o r  i n  crew d r i l l s  
might provide leverage  aga ins t  performance decay u-lder s t r e s s .  

Note t h a t  i n  Figure  5, we have used t h e  aggregate  crew e r r o r  
r a t e ,  r a t h e r  t han  t h e  ind iv idua l  t a s k  e r r o r  r a t e ,  on t h e  x-axis . 
W e  made t h i s  change t o  focus a t t e n t i o n  on t h e  simulated crews i n  
consider ing t h e s e  r e l a t i v e  increases .  The inc reases  i n  v a r i a b i l i t y  
shown he re  r e s u l t  from right-hand t a i l  growth. That lop-sided 
growth is  based on accumulated lo s se s  i n  t i m e  generated by a 
s imulat ion t h a t  w i l l  not f i r e  a badly prepared round. Less 
dramat ica l ly ,  q u a l i t y  con t ro l  i s  r i g i d  and time, r a t h e r  than 
q u a l i t y ,  i s  l o s t .  

The Boolean a lgebra  and Venn diagrams a s soc i a t ed  with t h e  
computation of agggregate crew e r r o r  r a t e s  from t h e  ind iv idua l  
t a s k  e r r o r  r a t e s  l ead  us t o  dea l  with t h r e e  elements.  The 
computation is  a s  simple a s  a Venn diagram. The aggregate crew 
r a t e  is  t h e  sum of t h e  ind iv idua l  t a s k  r a t e s  minus t h e  product of 
t h e  two r a t e s .  It is  s t r a i g h t  forward and it i s  r i g h t  f o r  an 
o v e r a l l  r a t e  of  any s i n g l e  e r r o r  o r  combination of e r r o r s .  

However, it does not  weight t h e  elements according t o  t h e i r  
t i m e  p e n a l t i e s  a s  t h e s e  occur i n  our models. Note c a r e f u l l y  t h a t  
w e  a r e  no t  saying a p r o b a b i l i t y  es t imate  should do so .  Ins tead,  
w e  observe t h a t  t h e  t h r e e  elements represen t  d i f f e r e n t  t i m e  
p e n a l t i e s  which con t r ibu te  d i f f e r e n t l y  t o  t h e  t a i l  growth observed 
i n  Figure 5 .  

Each ind iv idua l  t a s k  being repeated has i t s  expected t ime 
pena l ty .  When both t a s k s  must be repeated,  t h e  t i m e  pena i ty  may 
be a s  much a s  t h e  sum of p e n a l t i e s  o r  it may be no g r e a t e r  than  
t h e  l a r g e s t  penal ty ,  depending on t h e  sequence and p a r a l l e l i s m  i n  
t h e  t a s k  network. W e  be l i eve  t h a t  t h e  two c r i t i c a l  t a s k s  i n  our  
two models were i n  sequence with l i t t l e  over lap  i n  t i m e  i n  most 
runs .  I f  so, then high e r r o r  r a t e s  with high l i ke l ihoods  of j o i n t  
e r r o r s  would genera te  l a rge  summed p e n a l t i e s .  I n  e f f e c t ,  t h e  t a i l  
grows much f a s t e r  when both c r i t i c a l  t a s k s  must be  repeated.  

The growth may f u r t h e r  increase  i f  t h e  ch ie f  of  s ec t ion  
becomes a b o t t l e  neck and co r r ec t ions  must w a i t  f o r  inspec t ion .  
In  any case,  it appears t h a t  growth i n  v a r i a b i l i t y  a c c e l e r a t e s  
more r ap id ly  than  t h e  average time because of compounded time 
p e n a l t i e s .  To f i n d  ou t  i f  t h i s  is so,  w e  need t o  set up t h e  
sof tware  t o  count e r r o r  compounding and de lays  wi thin  crew d r i l l  
t r ials.  These simple models a r e  not a s  simple a s  they  appear.  

The next  s t e p s  i n  development toward a simulated crew 
opera t ions  technology (SCOT) a r e  t e c h n i c a l  ones. W e  need t o  
s a t i s f y  ourse lves  that  we understand how t h e s e  models work. Crew 



drills may be decomposed or simplified still further. Assumptions 
and choices of sampling distributions need to be explored. While 
such technical work is being done, the timelines and geography for 
an operational test scenario may be developed for modeling. 

A major advantage of modeling in Micro SAINT is that 
interested parties may readily check results and test different 
assumptions. Micro SAINT software models may be run on commonly 
available personal computers. The practical result is that complex 
networks of networks can be assembled from component parts. A 
distributed development effort can be organized using the common 
language of Micro SAINT. 

Two crew drill models have demonstrated potential for 
estimating the consequences of critical task errors. Model 
results have shown how average performance time may degrade very 
slowly in spite of errors if crews can maintain high and tight 
task time standards. Whether or not real crews can do so is an 
empirical question beyond inference from models, but the models do 
illustrate the value of training to such task standards. They also 
suggest that operational performance requirements may be satisfied 
by training to such task standards. Therefore, we conclude that 
crew drill models written in Micro SAINT offer a promising way to 
study time and error measures before training and testing real 
crews. 

Crew drill models may also provide ways to evaluate soldier 
performance in operational testing under simulated field 
conditions. In particular, error rates may be systematically 
introduced to simulate likely consequences of stress and fatigue 
in continuous or sustained military operations. The present 
models were limited by design to simple procedural tasks and just 
two critical tasks. The simulated chief of section never made an 
error of judgement in checking rounds or charges. There were no 
other errors of judgement or process. There was no context of 
events , no scenario of move, shoot, communicate, resupply, 
maintain and do it all over again, hour-by-hour, day-after-day. 
There were no breakdowns or interruptions, no sudden changes 
characteristic of battlefields. Such events may be built into an 
operational test scenario simulation. If a variety of crew drill 
models were run in such a simulated environment, we would have 
the beginnings of simulated crew operations technology (SCOT). We 
recommend that SCOT be developed to include a number of simple 
crew drills and to combine them with command and control actions 
during operational test scenarios. We intend to conduct further 
research toward this end. 
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INTRODUCTION 

This i s  a per iod  o f  r a p i d  growth i n  q u a n t i t a t i v e  and computational 
approaches t o  human fac to rs  engineering (HFE) and human-system in te rac t i on .  
There i s  a need f o r  HFE inputs  t o  system design which a re  compatible w i t h  
o ther  engineering and science data. There i s  a l so  a need t o  q u a n t i t a t i v e l y  
model human-system performance f o r  purposes o f  desc r ip t i on ,  p red ic t i on ,  and 
con t ro l .  A v a r i e t y  o f  methods have been developed t o  he lp  accomplish 
q u a n t i t a t i v e  modeling o f  humans i n t e r a c t i n g  w i t h  systems. One c lass  o f  such 
q u a n t i t a t i v e  methods i s  s imulat ion.  

The advent o f  r e l a t i v e l y  inexpensive, powerful ,  easy-to-use computers and 
a professional  community educated i n  computer use has prompted a renewed and 
expanded i n t e r e s t  i n  modeling and s imulat ion o f  human performance. I n  
p a r t i c u l a r ,  much a t t e n t i o n  has focussed on network modeling w i t h  a PC- 
compatible software package c a l l e d  Micro SAINT (Drews, 1986; Archer, Drews, 
Laughery, Dahl, and Hegge, 1986). To b u i l d  a s imulat ion,  t h i s  methodology 
requ i res  the  analyst  t o  draw a task  network ( e ,  t h e  sequential  and 
simultaneous arrangement o f  a c t i v i t i e s )  and p r o v ~ d e  s t a t i s t i c a l  descr ip t ions  
f o r  each a c t i v i t y .  Un l i ke  o the r  human performance models, Micro SAINT i s  
r e l a t i v e l y  empty o f  inherent  behavioral assumptions; because it i s  r e a l l y  a 
language r a t h e r  than a model per  se, t he  ana lys t  i s  f r e e  t o  inc lude whatever 
d e t a i l s  and t h e o r e t i c a l  constructs are deemed appropr iate.  

This paper describes the  development o f  Micro SAINT s imulat ions o f  t he  
Close-In Weapon System (CIWS) loading operat ion w i t h  a 3-man crew. The CIWS 
i s  a c r i t i c a l  topside weapon system aboard U.S. Navy ships which serves as the  
l a s t  l i n e  o f  defense against  enemy m i s s i l e  o r  a i r c r a f t  attacks. The speed and 
accuracy w i t h  which i t  can be loaded and f i r e d  may thus have l i fe-and-death 
consequences; t h i s  i s  why i t  has been selected f o r  analysis. The o b j e c t i v e  o f  
t he  study was t o  model t he  loading operat ion i n  terms o f :  

(1) Discre te  subtasks performed by each crew member 
(2) Average t ime t o  complete each subtask 
(3) D i s t r i b u t i o n  o f  completion times 
(4)  P r o b a b i l i t y  o f  completing a subtask successfu l ly  
(5 )  Analysis o f  t he  recovery procedures t o  be fo l lowed i n  the  event t h a t  

a subtask cannot be completed successfu l ly .  

This paper presents a case study on the  use o f  Micro SAINT t o  model a 
multi-man shipboard t a c t i c a l  operat ion. It w i l l  p rov ide  an example o f  how one 
might go about b u i l d i n g  and v a l i d a t i n g  a sequential  network model o f  a 
biomechanical t a c t i c a l  operation; t he  problems encountered i n  t h i s  e f f o r t  w i l l  
a lso  be discussed. The uses o f  such a s imula t ion  f o r  combat modeling w i l l  be 



considered. Finally, some of the major issues we uncovered which surround 
modeling human behavior and performance will be listed. It is hoped that this 
paper will contribute to a more informed use of sequential network models of 
human performance in the future. 

Subjects. Three crew members on two naval frigates (hereafter identified 
as Ship #1 and Ship #2) participated in the data collection effort. Two 
members of Ship #lls team were CIWS-qualified and had worked together for at 
least six months; the third member was unfamiliar with ttie CIWS and served as 
a "helper." All three members of Ship t2's team were CIWS-qualified and had 
worked together for at least six months. 

Apparatus. The loading operation was videotaped with one tripod-mounted 
video camera equipped with a character generator (for superimposing titles and 
annotations on the tape), zoom lens and an internal clock. The clock provided 
the times of the event recorded on the tape. The videotapes were analyzed 
using a 5-head VCR with slow motion, frame-by-frame advance, and freeze frame 
capabilities. 

Materiel. The crews were observed aboard their respective vessels, which 
were equipped with the General Electric Phalanx Close-In Weapon System (CIWS). 
Because of safety considerations, the loading operation was conducted using 
dummy rounds which resemble live rounds in shape, size and weight. However, 
the dummy rounds were not sheathed in the protective mesh which blocks high- 
frequency signals that could activate a live round. The dumny rounds were 
packed in 100-round, 76 lb. amnunition boxes. Because 1 ive rounds are primed 
with depleted uranium, crew members, as appropriate, wore protective gloves 
used- to prevent heavy-metal poisoning when handling the rounds. Crew members 
wore standard uniforms; no arctic apparel or individual protective equipment 
were worn. 

Data Col lection Procedure. The environmental conditions present were 
suitable for the development of a baseline model. The ships were docked and 
ship motion was negligible. Weather conditions were dry, with mild 
temperatures, and the sky varied from cloudy to partly sunny. The videotapes 
were made in day1 ight, under natural 1 ighting conditions. 

The crew members were instructed to perform the loading operations in 
their usual manner. Differences observed between the equipment and procedures 
used by the two crews are sumnarized in Table 1. 

Performance of Tasks 2, 3, and 4 was contiguous, and Task 1 was performed 
separately. This was done in order to avoid repositioning the camera during 
the transition from Task 1 (which began at the amnunition lockers) to the 
other Tasks (which were performed at the CIWS). Figure 1 illustrates the 
sequence and repetitions of the Tasks. 



Ship 11 

Worked on starboard side o f  CIWS 

Used maintenance plat form 

2 CIWS qua l i f i ed  crewmembers 

Hydraulics act ivated on opposite side 
o f  p r inc ipa l  work area 

Spanner wrench used on same side 

Rounds l a i d  out on deck 

Uploaded dumny rounds 

Defective pins 

Older CIWS 

Simulated unlocking amno lockers 
(one o f  three locks nonfunctional) 

Ship 12 

Worked on p o r t  s ide o f  CIWS 

Did not  use maintenance plat form 

3 CIWS qua1 i f  i ed  crewmembers 

Hydraulics act ivated on same side 
as p r inc ipa l  work area 

Spanner wrench used on opposite side 

Rounds loaded d i r e c t l y  from ammo box 

Did not  upload dumny rounds 

Nondefective pins 

Newer CIWS 

Did not simulate locking amno lockers 

Removed bar lock from a m  locker Did not use bar lock 
(two addi t ional  locks plus stowage) 

Third deck person sometimes helped 
by ac t i va t ing  hydraulics 

Fixed posi t ions f o r  crewmembers Rotating pos i t ions f o r  crewmembers 

I n i t i a l  b e l t  length t o  i nse r t  i n t o  
ex i s t  u n i t  was longer than tha t  
used by Ship 12. 

Note: S ign i f i can t  dif ferences were observed i n  crew organization and 
t ra in ing.  





ANALYSIS 

Data reduction, as defined here, encompassed three phases: 

(1) Operational definitions of each activity element were developed and 
refined, culminating in an activity element description 

(2) These activfty elements descriptions were used to extract timing 
data from the video tapes and then to calculate completion times for 
all the activity elements of each task. 

(3 )  The sequential and simultaneous nature of each activity element 
within the tasks was determined. 

Phase I: Activity Element Description. The first phase of the data 
reduction effort was oriented toward development of operational definitions 
for the activity elements (tasks, subtasks, and task elements) which comprise 
the CIWS loading operation. The importance of this effort is underscored by 
the fact that these descriptions would later be used to exhaustively describe 
the loading operation in the network models; those activities which were not 
included would not be represent in the models. Hence, the listing of activity 
elements was considered to constitute both a necessary and sufficient 
description of the loading operation. Part of the descriptive effort required 
the establishment of pre- and post-conditions, which represent a required 
state of the system before or aft( r the activity element which must exist in 
order for that activity element to be completed. In those cases where no pre- 
or post-conditions are given, these are implicitly taken to be the end state 
of the preceding activity and the start state of the next activity, 
respectively. 

Using this framework, activity element descriptions were generated for 
the time and motion study in an ad hoc fashion. The researchers reviewed the 
videotapes, discussed the actions w E h  transpired, and arrived at a consensus 
of the appropriate activity descriptions. These descriptions underwent 
numerous revisions and modifications before being finalized. The final task 
hierarchy thus derived is illustrated in Figures 2 through 5 along with the 
activity descriprions. 

The activity descriptions p'ossessed several features. First, they had to 
be visible on the videotapes, although perhaps not on every repetition. This 
was essential to allow the completion times to be collected from the 
videotapes. Secondly, the descriptions were of discrete events with definite 
start and end states. There were several instances in which the activity 
elements flowed continuously from one to the other; despite the fact that they 
were logically separable, clearly definable start and end states were not 
possible. In these cases, the logically separate but continuous activity 
elements were subsumed under a single higher level category for which start 
and end states could be defined. A third attribute was that the activity 
elements be of reasonable duration (> 3 seconds) since an activity element 
must be long enough to be accurately timed. Finally, the level of description 
had to be appropriate for the purposes of the study. In this regard, no 
cognitive functions were modeled, although these may affect task performance. 
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FIGURE 2. TASK 1 HIERARCHY AND ACTIVITY DESCRIPTION 
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( a ' s  and L ' s  e l t g n d l  Owr8ror m l e e n s  u t - a r i d .  i 
Subt8.l 2.5 Al ign P's PO L's (Ship (2) 

res t  r i m r  2.5.1: raurr SNI 111-c 
s u n  sum: 

omcar bmas bm and 1-U In to  LO-hole w C? 
sutu,. 
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Task 3 (Ship #l): 

Feed BsltlLoad Rounds 

LIR ana Fastan Tray 

nand on 8e1! 

i 
Lower Lower Loaear Tray 

Loch Tray m Place 

Fin~sh 
Fintrn Belt P o s ~ t ~ o n  

Clip 
p - . C l i o  - 

Activate Hydraul ics 

Up-Load Rounds 

FIGURE 4. TASK 

s t  E N  1.1: h I e a u  Tray 
S u r t  SUU: 

o ~ ( r a t o r  lays MM m sf* t ray  cIID. 
Ina State: 

(Lobaer t n y  ~ l f e m d l  Omrator releases stoa tray ~ l t ~ .  

, n I . :  LI~I w r a t u n  Tray 
Start  State: 

0p.rator D q t M  to I t T t  W t n y .  
Ena State: 

(?ray ID YO oosl t lon and h s U M d  l n  olace) Owrator rel.rs# 
tray. 

:ass E l n n t  3.2.1: NaM Off Llt 
st;rt-strta: 

BII~ m w s  tn to  v l * r  ( M e t  m r t o n  MMS w C-.r ,I) 
Fna State: 

8.1 t end C m s  lntO contact .Itll fwr .  

a s k  K t  3 . 2 :  S u r t  b e l t  Ena 
s t i r t  s tau :  

Llt r a  e m s  l o to  contact w i t h  feed., ( r t r w l ) .  
End Sute :  

o m r a t ~ r  DI~UI k n d  m s t m a  t ray  w t ray  MOL. 

Test L l r n t  3.3.1: 1-r Tray 
S u n  S u t m :  

Omrator  lau us MM a s t m a  t ray  o r  t r ay  eat. 
L M  stit.: 

(Tray lr In # ).tItlml Omur n l u u s  1 - m  t n y .  

a s  t 3.3.: ~ w t  T n y  II ~lru 
sun su te :  

Omnwr #laces Mud m $1- latch. 

SubUsb 3.4: Ftnt rn  Llt Mittonly 

I E l  3 . 1 :  Ftnlrm ).It h l t t i m t y  
surt suu: 

(Tray I1 I n  rol.l p s l t l m l  Omrator ~ 1 a u 1  MM on m a c l / m  
11 curma. 

EM State: 
O m r a t a  ~ IUYS u t - a H &  -el. 

Subt4st 3.5: Cltp I a l t  EMS 

Task (1-t 3.S.l: Clip ).It Inat 
S r m  suu: 

Omrator r r i l y s  MI of m l t s  trp.tmr. 
End State: 

Owrat01 -.*a M M s  m y  f n m  c ~ W  m l t s .  

SubUsk 1.6: F w  LIt 

Task ~ t a m t  3 . 6 . ~ :  ~ r t i r a u  a,dmul jcr  
s u n  sum: 

Omrator .oras w nydmul t c r  ( r l k s ) .  
EM SUU:  

Omrator r l a c n  Mm m r n w l  f n o - r a u  c m r r o l  Ievar. 

Task il.mt 3.6.1: w - ~ o a a  lon*r 
S u r r  Sue*: 

Omrator @ l a c e  M m u n w l  fw- ra t .  contm1 lever. 
E M  Stat.: 

E M  or blr ulu ( f a l l s  out1 of l w r .  
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Task 3 (Ship #2): 

feed BeltlLoad Rounds 

s t a r t  7 
s*t.sr 3.1: s ~ r t  wt EM 

sun s u t e :  
@t ion (1: LO( Tray ( h l l m 0  Dy k s l t i m  (.It E l l .  
@t i -  r2: ~ o s t t ~ m  b o l t  mr ( f o l l m  by ~ t f t  Tray). 

End suu: 
(Tray 1 l f W  out o f  wy. b e l t  and s U W 1  Omrator br*nqs 
b e l t  w s  cwtrrt. 

Task 11.lmt 3.5: CIl@ ).It EMS 
s u n  suu :  

omrawr  b r f m s  ~ ( s  of # I t s  twtrrr. 
EM s t i u :  

~ ~ . r a w r  m n s  NMS a w l  from COnnUIM belts. 

S d u s r  3.6: in4 (.It 

a s k  I 6 . 1 :  Acclvrrr ttyeraul~cs 
s tar t  suu: 

b r a t o r  a e s  U nyaraultcs [r.achr) 
End SUU: 

omrawr  Places h@ on M ~ W I  fwd-rat. LO~~,.QI I,~.~. 
rase ~ 1 - t  3.6.2: UD-LM~ W s  
s u r t  su ta :  

m r a w r  @ISC*S hand r . m u 1  hw-ra t .  contml lmr. 
E M  SUU: 

EM of b e l t  SXtU ( f i l l s  0°C) of lo.*r. 

FIGURE 4. (Continued) 



Stow Loader 

Secure n-.*Nro mu* Um 
Latch 

T 
I Y G r a s p  Shield 

k~:? osition Shield 
I 

L a s t e n  Shield 

I E l  1.11: DarctfraU Hy6mullcr 
S tan  state: 

Belt h l l s  fm of 1-r tray. 

S t a r t  state: 
OpratOr mwvea MM fm I)y#muI ICS ~ i ( C h .  

End Sate: 
(Al l  Aaunen  1 ~ ~ )  Uprator ).gins to l ift off lor68 

Task ~lant 4.1.3: ~ f f t  wf ~ 0 1 ~ r 1 s e t  LSIU 
star t  saw: 

0.ncor bqim to l t f t  o f f  lurr. 
EM S U U :  

( l o w ?  ruwd 8M uc n t U )  Omr~tor  n l u u a  ( r ip  on lo& 

Subuat 4.2 k u n  - Latch 

Start sum: 
OPTatOr la- W ( a )  an latch u U 1 y .  

E M  SUU: - ~ 

&ncor n l w m  l a u n  u w l y l u t n ~ .  

Task llaat 1.3.1: 6nw % t e l l  
Start sum: 

apnw n l n s o a  later  u d y / p i a s .  
W stau: 

Opwmor l a m  -(I) a Ut*l#. 

Task E l a n t  4.3.2: Posttian Sbia14 
SUr t  suu :  

owator bqtaa (r lift w a l d  t n ~  p r t t i m .  
W suu: 

(mtmld s i W W  I n  ~ I a w l  OI+Icor r u c k s  for f l r a t  h s U  

a s k  1 I..: *as- Y l a l d  
Start SUu :  

-tor m c m  far flnr fa-. 
W sI1U: 

(rll fuum wm) OCntar -a -(I) fm fascan 

FIGURE 5. TASK 4 HIERARCHY AND ACTIVITY DESCRIPTION 



Rather, the elements which were included were manual tasks performed by 
individual crew members. 

Phase 11: Completion Times. The next step in the data reduction effort 
was the calculation of completion times for the various activity elements. 
Once a set of activity elements had been derived and operationally defined, 
the analysts who performed the data reduction were instructed on how to 
identify those elements on the videotapes. For each observer, this 
instruction included an orientation to the project, a review of the CIWS 
loading operation's task hierarchy, an explanation of the activity 
descriptions (including nomenclature), and a preview of the videotapes with 
commentaries by the principal researchers to develop the perceptual skills 
needed to identify the activity elements. 

In addition to calculating the activity completion times, the analysts 
also categorized all observed activities into one of three mutually exclusive 
categories: cyclic, noncyclic, and foreign. Cyclic elements were those 
present in every loading. For example, the task REMOVE SHIELD was part of 
every loading operation, and thus was included in the data reduction and 
modeling efforts. Noncyclic elements were those elements which were 
legitimately a part of the loading operation but which occurred infrequently 
or probabi 1 istical ly. Error states were the primary noncycl ic elements. 
These were captured as they occurred as well as the recovery proc%dures needed 
to return to a normal (cyclic) state. Forsign elements were defined as those 
which were not a legitimate part of the loading operation, such as lighting a 
cigarette. These foreign elements were not recorded as part of any other task 
activity but were the principal components of "dead time," i.e., the time 
between defined activity elements. In the case of error states, it was 
usually impossible to separate the error state fran its recovery procedure; 
the two often flowed into each other. Therefore, analysts recorded the entire 
duration from start to end state of the error condition. A sample data 
collection form is shown in Figure 6. Pertinent information about a given 
trial was annotated on the backside of the data collection form. Start and 
end times were rounded to the nearest second, and task durations times were 
calculated as the difference between end and start times which were supplied 
by the clock times superimposed on the videotape. 

Phase 111: Sequencinq. After the completion times were collected, the 
sequences in which these activities occurred was determined. Also identified 
were the personlcrew positions who participated in the activity. Time1 ines 
were generated for each repetition of Tasks 2, 3, and 4. Because these 
timel ines were referenced with respect to absolute time, they provide a 
graphic display of the sequential and simultaneous nature of the activity 
elements being modeled. Analysts indicated on these timelines who (crew 
positionlcrew identity) completed each activity element. An sample timel ine 
is shown in Figure 7. 

Timelines were generated for each repetition or trial of the loading 
operation. From these, flow diagrams were created, representing the sequence, 
a1 location of person/posi tion to the activity, relative frequency of 
occurrence, etc. The timelines were also used to establish sequential or 



- f; 
E 2 m 

I l l  .., I l l  I  -, -, I l l  I I l l  -, 



procedural va r ia t i ons .  Network models were created from the  f l o w  diagrams 
w i t h  branches represent ing the  a l t e r n a t i v e  procedures o r  crew pos i t i ons .  I n  
order  t o  capture t h e  uniqueness i n  crew s t r u c t u r e  and crew methodology, t he  
two crews were modeled separately. These network models were annotated w i t h  
mean t ime and standard dev ia t ions  f o r  each a c t i v i t y  element. A sample f l ow  
diagram i s  shown i n  Figure 8. 

Micro SAINT Model Construct ion. Micro SAINT i s  a PC-based software 
package which enables t h e  user  t o  perform network s imula t ion  o f  d i s c r e t e  
systems. It uses a methodology known as sequent ia l  network modeling, i n  which 
a c t i v i t i e s  are represented i n  a f l o w  diagram as b locks w i t h  arrows between 
blocks showing c f  those a c t i v i t i e s .  Each a c t i v i t y  i n  t h e  network i s  
represented i n  Micro SAINT by th ree parameters: a mean, a variance, and a 
d i s t r i b u t i o n  (norn~al,  exponential ,  gamma and rec tangu lar  d i s t r i b u t i o n s  are 
avai lable. )  A h i e r a r c h i c a l  network s t r u c t u r e  a l lows t h e  use o f  t he  concept o f  
top down development. I n  b u i l d i n g  a task network, t he  modeler begins w i t h  
major tasks fo l lowed by decomposition o f  these tasks i n t o  networks o f  smal ler  
tasks u n t i l  t he  desi red l e v e l  o f  d e t a i l  i s  obtained. A network i s  an 
arrangement o f  tasks which represent an operat ion. 

The menu-driven i n t e r f a c e  f a c i l i t a t e s  ease o f  use and obviates the  need 
t o  l e a r n  a programming language. S t a t i j t i c s  on var ious system parameters 
( i . . ,  completion time, crew member b u s y l i d l e  t ime, etc.)  can be co l lec ted.  
Since Micro SAINT i s  no t  a compiled language, t h e  execution o f  models i s  
i n t e r a c t i v e .  Micro SAINT i s  ab le  t o  evaluate a lgebra ic  expressions which 
g ives i t  t h e  computing power o f  programning languages such as FORTRAN. The 
random number generator seed i s  used t o  generate a vector  o f  random numbers 
t h a t  a re  used t o  c a l c u l a t e  t h e  ac tua l  t imes f o r  task  execution and the  
p r o b a b i l i s t i c  paths taken through t h e  model. Using the  same random number 
seed generates t h e  same se t  o f  random numbers t h a t  d r i v e  model execut ion, a 
usefu l  f ea tu re  f o r  debugging. 

Every attempt was made t o  represent the  r e a l  wor ld  data i n  the  s imula t ion  
as c l o s e l y  as possib le.  The f l o w  diagrams were modi f ied  as needed t o  r e f l e c t  
sequencing a l t e r a t i o n s  ( the  order  i n  which a c t i v i t y  elements were performed) 
and t o  r e f l e c t  t he  crew p o s i t i o n  which accomplished any g iven a c t i v i t y  
element. For example, a c t i v i t y  elements 2.1.1, 2.1.2, 2.2 and 2.3 were 
observed t o  occur i n  the  f o l l o w i n g  sequences, and each was represented as a 
sub-network i n  the  model: 

A i t e r n a t i v e  1: 2.1.1 2. i .2 2.3 2.2 
A l t e r n a t i v e  2: 2.2 2.1.1 2.1.2 2.3 
A l t e r n a t i v e  3: 2.1.1 2.1.2 2.2 2.3. 

The probabi 1 i t y  o f  t a k i n g  one o f  these a l t e r n a t i v e s  was determined by i t s  
observed frequency i n  the  videotape data. For example, t h e  observed frequency 
f o r  A l t e r n a t i v e  1 was 10119, f o r  A l t e r n a t i v e  2 was 1/19 and f o r  A l t e r n a t i v e  3 
was 8/19. The inputs  t o  Micro SAINT f o r  these a c t i v i t y  elements were t h e  
empi r ica l  mean and standard dev ia t i on  o f  completion time. The gamma 
d i s t r i b u t i o n  was t e n t a t i v e l y  chosen as the  i npu t  d i s t r i b u t i o n  f o r  a l l  a c t i v i t y  
elements. For A l t e r n a t i v e  1, t h e  mean and standard dev ia t i on  were der ived 
from 10 t r i a l s ,  f o r  A l t e r n a t i v e  2, from 1 t r i a l .  and f o r  A l t e r n a t i v e  3 from 8 





trials. A similar methodology was employed to account for differences in 
which crew position performed the activity. In this manner, the observed 
order and position of performance of the loading operation was preserved as 
closely as possible. However this fidelity to reality produced statistical 
artifacts: an alternative procedure may have been observed only once; in such 
cases the average completion time was the single observed time, and the 
standard deviation was zero. 

The rationale for delineating alt,ernative procedures and crew positions 
in the model was that these represented qualitatively different operating 
procedures. Changes in the sequence or manning a1 location may be reflected in 
the overall completion times. 

Valid3tion Approach. One of the project tasks was to check the Micro 
SAINT models asainst the videotape data. There are two stages involved in 
checking a model. Verification is the process of checking that the simulation 
program operates as expected, i .e., debugging. Validation i s  the process of 
checking that the simulation model is a sufficiently close approximation to 
reality for the intended purpose. The credibility of any model depends upon a 
demonstration that the model represents at least the sample of reality from 
which it was derived. 

A preliminary validation of the CIWS models was performed during the data 
collection on board the frigates. The CIWS teams provided face validation of 
the models as they reviewed the task inventory for completeness and 
correctness. They also commented upon the sequence of tasks and subtasks 
within the loading operation. 

The Micro SAINT models were also validated by rneans of internal data 
validation. Each model was run 30 times to create a simulation data set; from 
this, the average complete time with a 95% confidence interval was generated. 
Then a check was made to determine whether or not the average completion time 
for the real world data was contained within the simulation's confidence 
interval. 

Missing values were comnon in the sample data. Whenever an activity 
element was contaminated by a foreign element or error, it was dropped from 
the data set used for model building. A single trial or loading evolution, 
however, required that all activity elements making up the loading operation 
be present in order to develop completion times. Therefore, any missing 
values were estimated by the mean of the remaining values for their associated 
activity elements. Thus, the reader should be aware that the real world data 
used for the validation are derived from the actual videotapes, but do not 
necessarily correspond to a single trial .as it was actually performed in its 
entirety. 

The use of the confidence interval about the simulation mean was chosen 
ior two reasons. First, such a test emphasizes uncertainty in the computer 
model (where the uncertainty properly belongs, from a model validation 
standpoint). Secondly, the probabilistic nature of the simulation provided 
independent runs or trials as da'ta points for the sample of completion times, 
making classical statistics applicable only to the model outputs. 



One other l i m i t a t i o n  w i th  the procedure described i s  the f ac t  tha t  the 
t r i a l s  o f  observed performance were not independent. "Warm-up" e f fec ts  were 
observed i n  t ha t  the  crew members worked fas te r  as they gained addi t ional  
pract ice wi th  each repet i t ion.  Improvements i n  crew coordination a1 so 
resul ted i n  shorter completion times. Classical s t a t i s t i c a l  techniques (wi th 
the exception o f  time series techniques) assume independence between 
observations i n  a sample. Making use o f  the simulation confidence in te rva l  
bypasses t h i s  problem t o  some extent since model output, by de f i n i t i on ,  i s  
independent across runs (the computer equivalent o f  t r i a l s . )  Furthermore, the 
danger i n  v i o l a t i ng  the independence assumption i s  minimized, t o  a large 
extent, by careful  consideration o f  the scope o f  inference f o r  t h i s  study. As 
an in te rna l  val idat ion,  the scope o f  inference i s  l im i t ed  only t o  performance 
of the crews upon which the  models were b u i l t  and the  condit ions under which 
they performed. This makes f u l l  use o f  a l l  the avai lab le  data more 
defensible. It must be remembered, however, t ha t  in te rna l  va l ida t ion  says 
nothing about how wel l  a model describes o r  pred ic ts  the performance o f  other 
CIWS crews. These l a t t e r  val idat ions are separate issues i n  modeling and 
simulation. 

Sens i t i v i t y  Analysis Approach. The s e c s i t i v i t y  analysis was performed by 
svstematical lv varvino the averaae task cornoletion time f o r  selected a c t i v i t v  
Gements one at a i i m i .  These c6anges were'made by mu l t ip ly ing  the average - 
time by a factor,  M, which varied from 0.0 t o  2.0 i n  0.10 increments. The 
standard deviat ion was l e f t  unchanged. A f te r  100 repe t i t ions  a t  one value o f  
M, the next value o f  M was spec i f ied and 100 more repe t i t ions  o f  the  model 
were run without terminating the simulation. This was repeated f o r  10 
increments o f  M w i th  100 runs per increment; thus one simulation session 
consisted o f  1,000 runs o f  the model. A l l  sessions s tar ted w i th  the same 
rand'om number seed o f  1; t h i s  was thought t o  ensure t ha t  observed changes i n  
the model resu l ts  were a t t r i bu tab le  t o  the in tent ional  changes, and not t o  the 
random changes from d i f f e r e n t  random number seeds. 

The a c t i v i t y  elements selected f o r  modif icat ion were those considered t o  
have the greatest impact on the t o t a l  completion times: the  a c t i v i t i e s  i n  
Tasks 2 and 3. These were h igh ly  c r i t i c a l  elements; f a i l u r e  t o  perform any o f  
these cor rec t l y  would resu l t  i n  f a i l u r e  t o  complete the CIWS loading 
operation. On the other hand, ne i ther  Task 1 nor 4 was deemed c r i t i c a l  i n  the 
loading operation. Task 1 consisted o f  bnloading amnunition boxes and 
removing the rounds; Task 4 consisted o f  dismounting the loader and replacing 
the cover. The s e n s i t i v i t y  analysis was conducted on a c t i v i t y  elements one a t  
a time. Simultaneous changes i n  more than one element can be used t o  
determine synergist ic e f fec ts  on the modeled process. However, it i s  not 
feas ib le  o r  cost e f f ec t i ve  t o  exhaustively evaluate a1 1 possible combinations. 
The only sensible way t o  manipulate mu l t ip le  parameters simultaneously i s  t o  
look a t  meaningful combinations. Because i n  the present work there i s  not 
c lear  guidance avai lable on what such meaningful canbinations might be, 
s e n s i t i v i t y  analysis was res t r i c ted  t o  ind iv idual  a c t i v i t y  elements taken one 
a t  a time. 



RESULTS 

Val ida t ion  

Results o f  the va l ida t ion  tests  f o r  Ship #1 are present i n  Table 2; f o r  
Ship 82 i n  Table 3. These tables include the confidence in te rva ls  generated 
about the mean completion time f o r  each task, and f o r  the t o t a l  loading 
operation. Data derived from the videotapes o f  the  crews (denoted as rea l  
world data) and the simulation models are presented f o r  comparison. The 
resul ts  are discussed below. 

The o r i g i n a l l y  proposed va l idat ion o f  the models was t o  b u i l d  a 95% 
confidence in te rva l  about the simulation mean and determine whether the 
observed (real world) mean f e l l  w i th in  thar  in te rva l .  This approach assumes 
there i s  no v a r i a b i l i t y  about the observed mean, an obviously fa lse  
assumption. I n  ac tua l i t y ,  there i s  always v a r i a b i l i t y  about a sample mean. 
The modified approach therefore, was t o  bu i l d  the confidence in te rva l  about 
the observed mean and compare i t  f o r  overlap t o  the confidence in te rva l  about 
the simulation mean. Overlap indicates that ,  a t  the 95% confidence leve l ,  the 
simulation i s  va l id .  No overlap indicates the opposite: a t  the 95% 
confidence leve l ,  the  simulation i s  not validated. 

The va l idat ion resu l ts  f o r  Ship #1 show va l idat ion f o r  a l l  tasks and 
marginal va l ida t ion  f o r  the t o t a l  loading operation. I f  the confidence 
in te rva ls  are widened t o  the 99% leve l ,  then the t o t a l  loading operation i s  
also validated. With respect t o  Ship Y2, the overa l l  operation and a l l  tasks 
are v a l i d  a t  the 95% leve l  wi th  the exception o f  Task 1. The reasons f o r  the 
discrepancy are not known. 

Overal l ,  the two simulation models appear t o  be we1 1 val idated by the 
methods used; t h i s  i s  especial ly encouraging i n  l i g h t  o f  the exploratory 
nature o f  the research which these models represent. However, several 
important caveats must be kept i n  mind. F i r s t ,  the rea l  world sample data 
were not  independent because the same crew performed repeated loading 
evolutions. Classical confidence in te rva ls  assume independence and therefore, 
the resu l ts  reported here are approximate. Second, the rea l  world data sets 
were censored t o  remove, w i th in  a s ing le  t r i a l  o r  observation, a c t i v i t y  
elements tha t  exhibi ted e i t he r  e r ro r  states o r  foreign elements. I n  order t o  
develop a completion time f o r  a t r i a l  i n  which an a c t i v i t y  element was 
dropped, i t  was necessary t o  fill tha t  a c t i v i t y  element w i th  a placeholder, i n  
t h i s  case, the means o f  the remaining a c t i v i t y  elements. I n  sumnary, the 
resu l ts  should be treated as approximate. 

Sens i t i v i t y  Analysis 

Examination o f  the Micro SAINT simulation models reveals tha t  they are 
large ly  l i nea r  i n  nature. A l l  branches o r  paths stemning from the same node 
conrprise the same a c t i v i t y  elements, d i f f e r i n g  only i n  the sequence o f  those 
elements, o r  the crew posit ion. Fu r themre ,  a l l  branches f low forward, i.e., 
there i s  no backward looping o f  ac t i v i t i es .  This i s  due t o  the fac t  there 
were, i n  general, no shortcuts i n  loading the CIWS as i t  was observed. By 
de f i n i t i on ,  the a c t i v i t y  elements must be both comprehensive and exhaustive i n  



TABLE 2. VALIDATION RESULTS - SHIP il 

SHIP # I  

ALL 20 459.70 418.67 (435.48, 483.92) (404.14, 433 .201d 
l46.461 [38.92] 

Notes: 

a. A l l  model s t a t i s t i c s  are based on N=30 runs. 
b. Confidence in te rva ls  are calculated as: 

CI: X 2 fI2, ,,-I (S / 4N) where a = .05 

c. Values i n  brackets are standard deviat ions corresponding t o  the means 
above them. 

d. Lack o f  overa l l  match a t  95% confidence level .  



TABLE 3. VALIDATION RESULTS - SHIP 12 

SHIP 12 

ALL 20 312.68 317.94 (279.22, 346,14) (298.35, 337.53) 
[71.49] [52.47] 

Notes : 

a. A l l  model s t a t i s t i c s  are  based on N=30 runs. 
b. Confidence intervals  are calculated as: 

CI: X 2 to/2, ,,-I (S / 4N) where o - -05 

c. Values i n  brackets are  standard deviations corresponding t o  the means 
above them. 

d. Lack o f  Task 1 match f o r  Ship 12 a t  95% confidence level .  



order t o  create a useful model. Furthermore, most o f  the elements were 
sequent ia l ly  ordered, w i th  few elements occurring simultaneously. I n  t h i s  
regard, the uncertainty was i n  the completion times and the probabi 1 i t y  o f  
taking a p a r t i c u l a r  branch. Since the  mod2ls excluded aberrant a c t i v i t i e s  
such as errors and fore ign elements, they essent ia l l y  capture per fect  
performance o f  the  loading operation, whicn i s  appropriate f o r  baseline data. 

Tables 4 and 5 show the range o f  values f o r  t he  a c t i v i t y  elements f o r  
selected tasks. The elements marked wi th  aster isks have the greatest impact 
on the task completion time. Changes i n  the task and t o t a l  completion times 
were re la ted t o  the magnitude o f  the permutation i n  the ind iv idual  a c t i v i t y  i n  
question. Small changes i n  the a c t i v i t y  completion time resul ted i n  small 
changes a t  the task and t o t a l  completion time levels; l ikewise, large changes 
a t  the a c t i v i t y  element leve l  resul ted i n  large changes a t  the task and t o t a l  
operation levels. The changes were also proport ional  t o  the duration o f  the 
permitted a c t i v i t y :  an element w i th  a long completion time had a greater 
e f f ec t  on the task and t o t a l  times vis-a-vis an element w i th  a shorter 
completion time. As expected, the impact on t o t a l  t ime was smaller than on 
task time, since there are more component elements i n  t o t a l  time which 
"dampen" the e f f ec t  o f  one element. From the tables, i t  can be seen that  i n  
Ship #1, INSERT BELT END, wi th  a mean time o f  34.58 seconds, had the greatest 
e f f ec t  on Task 3 (71% - 135%) as wel l  as on t o t a l  time (92% - 111%). 
Likewise, i n  Ship X2, CLIP BELT ENDS (mean time = 62.33) changed Task 3 by 47% - 169%, and t o t a l  t ime by 85% - 119%. These resu l ts  give some indicat ions as 
t o  where changes could be made which would have the  greatest impact on overa l l  
completion time. 

DISCUSSION 

Developing the Micro SAINT models o f  the CIWS loading operation was both 
challenging and enlightening. A number o f  important issues i n  manned systems 
simulation and modeling were encountered which required d i f f i c u l t  decisions 
and were handled i n  the manner described (see also T i j e r i na  and Treaster, 1987 
and Treaster and T i je r ina ,  1988). Simulation and modeling o f  human behavior 
and performance i s  gaining popular i ty and at tent ion.  It i s  i n t r i n s i c  t o  such 
DoD programs as MANPRINT and i s  a po in t  o f  emphasis i n  many m i l i t a r y  research 
agendas. Yet, sequential network simulation o f  human performance i s  
r e l a t i v e l y  new and many unknowns surround i t s  appl i ca t i on  t o  m i  1 i ta ry  ' and 
other rea l  world systems. I n  t h i s  section, we w i l l  b r i e f l y  review some o f  the 
major "lessons learned" from our endeavors. We hope tha t  the  issues discussed 
here w i  11 fos te r  more informed applications o f  sequential network simulation 
f o r  in tegrat ing human performance and behavior i n  combat models. 



TABLE 4. SENSITIVITY ANALYSIS RESULTS 
(Ship tl) 

Task 2 
Task Completion Time Total  Completion Time 

Range % Change Range % 'Change 
(seconds) (seconds) 

Disconnect 2.1.1 60.36-66.08 0.94-1.03 412.92-430.05 0.99-1.03 
Shield Fasteners (;=1.81) 

Stow Shield 2.1.2 59.44-67.24 0.92-1.04 408.18-427.14 0.98-1.03 
(i=2.44) 

Pos i t ion  Wrench 2.2.1 60.41-66.20 0.94-1.03 411.61-426.14 0.99-1.02 
(;=I ,El) 

Adjust E x i t  Un i t *  2.2.2 52.32-74.51 0.81-1.16 399.81-435.25 0.96-1.05 
( i= l l .07)  

Secure Rounds 2.3 56.54-70.74 0.88-1 -10 411.85-431.49 0.99-1.04 
Latch (:=6.94) 

Pos i t ionLoader  2.4.1 55.05-72.89 0.85-1.13 410.92-430.39 0.96-1.04 
((=8.94) 

1 Secure Loader* 2.4.2 47.66-81.84 0.74-1.27 402.47-439.03 0.97-1.06 
1 (x=17.57) 
I 1 I nse r t  Wrench 2.5.2 60.42-66.47 0.94-1.03 413.16-425.01 0.99-1.02 

I (X=1.43) 

Adjust Gear 2.5.3 50.32-75.69 0.78-1.18 397.12-431.78 0.96-1.04 
Al.ignmente . (iz13.54) 

* Denotes a c t i v i t y  elements which had the  la rgest  impact i n  Task 2. 



TABLE 4. SENSITIVITY ANALYSIS RESULTS 
(Ship #I) 

(continued) 

Task 3 
Task Completion Time Tota l  Completion Time 

Range % Change Range % Change 
(seconds) (seconds) 

Release Tray 3.1.1 
(:=1.71) 

L i f t  & Fasten 3.1.2 
Tray (i-6.35) 

Transport B e l t  3.2.1 
(:=3.36) 

I n s e r t  B e l t  End* 3.2.2 
(iz34.85) 

Lower Tray 3.3.1 
(;=2.61) 

Lock Tray i n  3.3.2 
Place (iz6.71) 

F i n i s h  B e l t  3.4 
Pos i t i on ing  (;=16.62) 

C l i p  B e l t  Ends 3.5 
(i=11.94) 

Ac t i va te  3.6.1 
Hydraul ics (:=14.20) 

Upload Rounds* 3.6.2 
(i124.93) 

- ~ - - ~ ~  p~~ ~-~ ~ 

* Denotes a c t i v i t y  elements which had t h e  l a r g e s t  impact on Task 3. 



TABLE 5. SENSITIVITY ANALYSIS RESULTS 
(Ship 12) 

Task 2, 3 
Task Completion Time Tota l  Completion Time 

Range % thange Range % thange 
(seconds) (seconds) 

Disconnect 
Shie ld Fastener 

Remove Sh ie ld  

Time E x i t  U n i t f  

Secure Rounds 
Latch 

Pos i t i on  Loader 

Secure Loader 

Adjust Gear 
A 1  ignment 

S t a r t  B e l t  Ends* 

C l i p  B e l t  Ends* 

Act iva te  
Hydraul ics 

Upload Rounds 

Denotes a c t i v i t y  elements which had t h e  l a rges t  impact i n  Task 2 o r  3. 



A Model of Modeling 

Figure 9 shows an overview of the process used to develop our models. It 
was prepared post hoc to conceptually capture the stages we went through in 
modeling the CIWS =ding operation and to organize the critical assumptions 
made along the way. We believe Figure 9 depicts stages common to all modeling 
efforts. Unfortunately, books and coursework on modeling and simulation spend 
much more time explaining the syntax (techniques) involved rather than the 
semantics (meaningfulness) of the finished product. Therefore, a review of 
the "model of modeling" is worthwhile if it alerts the reader to at least some 
o; the sources of bias which might make a simulation less than realistic. 

In building our sequential network models of crew-system interaction, we 
had to collect data on the process and then build from that. Before 
collecting data from which to construct our models, we identified these 
preliminary assumptions to justify getting started: 

1) There is structure in the world to be modeled. In our case, this 
meant we assumed there was a standardized procedure. Without this 
standardization we faced the possibility of building N models for N 
crews doing it in different ways. 

2) The operation to be modeled is in a stable condition. For instance, 
we assumed that there would be no major change in equipment, 
manning, procedures, etc. which would invalidate our models. 

3) The design, equipment, materials, etc. used during data collection 
are representative of the operation as it will exist for some 
reasonable period of time. For example, if the Navy decided 
suddenly to fully automate CIWS loading, a model of manual loading 
would be irrelevant. 

4) Operators who serve as subjects in the data collection will know the 
proper method, have sufficient ski1 1, abi 1 ity, and practice for the 
job, yet are not exceptionally skilled. We didn't want hot shots or 
green recruits, since each would represent an extreme of ability. 

Modeling is motivated by a desirelneed to understandlpredict the behavior 
of some aspect of reality. Ideally, this need is articulated at the outset 
with respect to the model's purpose (i.e., the specific questions to be 
answered by the model, the required precision of those answers) and the range 
of conditions under which the model should apply. These two points, purpose 
and range of conditions, deserve consideration because they constrain the 
level of detail, measures of merit, and the approach which will be suitable. 

In the case of the CIWS loading operation, the purpose was to demonstrate 
that a sequential network model of crew-system interaction could be built from 
empirical data. The level of detail was specified to be the greatest detail 





possible w i t h i n  the constraints o f  avai lable resources and data resolut ion. 
Our technical .monitor was interested i n  ship motion-induced biomechanical 
interference o f  topside manual handling tasks as wel l  as procedural and 
manning impacts on those tasks. This influenced us t o  describe CIWS loading 
i n  terms o f  manual tasks the crew members perform, each characterized by time 
and accuracy. I f  i n te res t  had focussed instead on, say, electro-myographic 
a c t i v i t y  o f  the back muscles o r  forces act ing on a crew member's spinal 
column, our models might have been qu i t e  d i f fe ren t .  

Our models were constructed from data co l lec ted under condit ions o f  calm 
seas, daytime 1 i g h t i n  , temperate weather, and no winter apparel o r  ind iv idual  
protect ive equipment 9 IPE) worn by the CIWS crews. These are the conditions 
f o r  which the models are most applicable. It was thought tha t  a c t i v i t y  
elements could l a t e r  be iso la ted under laboratory condit ions and task time 
increases could be determined f o r  conditions o f  MOPP, ship motion, o r  other 
perfomance shaping factors. This, inc identa l ly ,  involves two addi t ional  
assumptions. One i s  tha t  i t i s  leg i t imate t o  p u l l  a node (o r  setof  nodes) 
from the network and manipulate i t i n  i so la t ion ,  then plug it back i n t o  the 
model and see the impact on the operation overa l l .  Second, i t  i s  assumed that  
the organization o f  the operation remains the same under d i f f e r e n t  conditions; 
only the durations (and perhaps accuracies) change. This ignores the 
p o s s i b i l i t y  t ha t  some conditions w i l l  a l t e r  the s t ructure o f  the operation 
substant ia l ly ,  i.e., induce a "work around". An a l t e ra t i on  o f  the sequence o f  
tasks would make a baseline model i n v a l i d  and require a new model (or  parts o f  
a model) t o  be b u i l d  f o r  the a l te rna t i ve  procedure. 

With purpose, scope, and f e a s i b i l i t y  i n  mind, data gathering may begin. 
A sample o f  r e a l i t y  i s  selected and observations are col lected t o  provide the 
data f o r  modeling. Sometimes t h i s  sample i s  a subset o f  real-world examples 
(e.g.., a few CIWS crews from spec i f i c  ships chosen from a l l  possible crews on 
a l l  possible ships). I n  other instances the sample i s  taken from a unique 
real-world system (e.g., simulation o f  the M i r  space s ta t ion)  o r  from a 
database whose o r i g i na l  etcpirical sources are no longer apparent (e.g., 
handbooks, databocks, predetermined time systems such as MTM, human 
performance databases, etc.).  I n  any case, the sample data always consists o f  
obserrations made a t  pa r t i cu la r  points i n  time under speci f ic  performance 
shaping factors ( i  e . ,  personnel, equipment, environmental constraints, 
s~enar ios ,  t e s t  instruct ions,  etc.) . The major issue a t  t h i s  po in t  i s  the 
representativeness o f  the sample data wi th respect t o  r e a l i t y .  It i s  
i m p l i c i t l y  assumed tha t  the sample used f o r  modeling purposes i s  
representative o f  the rea l  world. The actual representativeness o f  the sample 
data determines the boundary conditions wi th in  which the model w i l l  be most 
applicable. Extrapolating beyond these conditions i s  a r i s k y  venture. 

The sample observations are analyzed t o  der ive a conceptual model o f  the 
rea l  system. I n  the case o f  the CIWS loading operation, f o r  example, analysis 
involved a task inventory and videotape data reduction. These ef for ts  
resul ted i n  a conceptual model o f  the simultaneous and sequential nature o f  
the loading operation, a l loca t ion  o f  a c t i v i t i e s  across crew members, and 
s t a t i s t i c s  (i.e., meals, standard deviations, and ten ta t i ve  input 
d is t r ibu t ions)  f o r  each o f  the a c t i v i t y  elements. An i t e r a t i v e  process of 
qua l i f i ca t i on  i s  pursued t o  determine the adequacy o f  the conceptual model t o  



provide an acceptable leve l  o f  agreement f o r  the  domain o f  intended 
appl icat ion (Schlesinger, et. al., 1979). For the CIWS pro ject ,  t h i s  
qua l i f i ca t i on  process revolved around refinement o f  the  modelers' 
understanding o f  the operation, l im i ta t ions  i n  the data reduction procedures, 
and d i rect ives provided by the sponsor; these points are discussed fu r ther  i n  
T i  j e r i n a  and Treaster (1987). 

Once the conceptual model i s  adequately developed, i t  i s  programed. The 
simulation programing environment w i l l  impose cer ta in  ways o f  representing 
data i n  which the conceptual model's graphic, verbal, and quant i ta t ive aspects 
must be expressed. Because things can go wrong i n  t h i s  t rans la t ion  process, 
i t e r a t i v e  ve r i f i ca t i on  (debugging) cycle i s  needed t o  ensure the conceptual 
and computerized versions o f  the model match. 

A debugged computer model o f  r e a l i t y  i s  a su i tab le  candidate f o r  
val idat ion.  Model va l idat ion i s  defined by the SCS Comi t tee on Model 
C r e d i b i l i t y  as "substantiat ion tha t  a computerized model, w i t h i n  i t s  domain o f  
appl icab i  1 i t y ,  possesses a sat is factory  range o f  accuracy consistent w i th  the 
intended appl icat ion o f  the model" (Schlesinger, 1987, p. 104). The present 
authors have thought o f  va l idat ion as being o f  two types: in terna l  t o  the 
scmulation development e f f o r t  and external t o  the simulation development 
e f f o r t .  The f i r s t ,  which we c a l l  in terna l  va l idat ion,  i s  r e a l l y  an extension 
o f  the ve r i f i ca t i on  e f f o r t :  i t  determines how wel l  the computer model 
accurately mimics o r  describes the behavior o f  the sample from which i t  was 
bui 1 t. This i s  a c r i t i c a l  step because the decomposition o f  an operation i n t o  
i t s  component elements f o r  modeling can introduce d is tor t ions.  In terna l  
va l ida t ion  provides some measure o f  proof tha t  the computer model i s  an 
adequate representation o f  a t  least  the sample. The scope o f  inference i n  
in terna l  va l idat ion i s ,  o f  course, l im i ted  t o  the sample which was used t o  
b u i l d  the simulation. 

The second type o f  va l idat ion,  external val idat ion,  assesses how wel l  the 
ccmputer model describes o r  predicts r e a l i t y  which was not a pa r t  o f  the 
o r i g i na l  sample used f o r  model bui lding. The scope o f  inference i n  t h i s  case 
i s  beyond the sample and i n t o  the  population o f  in te res t .  The t i e  tha t  binds 
the two types o f  va l ida t ion  together i s  sample representativeness. The 
computer model should f i r s t  be an adequate representation o f  the sample and 
the in terna l  va l idat ion checks th is .  As the computer model checks on in terna l  
v a l i d i t y ,  then the external val idat ion,  i n  e f fec t ,  checks on the 
representativeness o f  the sample on which the model i s  based. The present 
report  contains the resu l ts  o f  in terna l  va l idat ion on the CIYS models. 
External va l idat ion assesses the degree t o  which other CIWS crews perform 1 i ke  
the models. Additional pred ic t ive va l idat ion i s  also possible t o  determine 
the match between model and rea l  world performance when a procedural, manning, 
personnel, o r  engineering intervent ion i s  simulated. 



S o l e  Possible Uses o f  Models 

We would next 1 i ke t o  consider sane uses f o r  sequential network models o f  
crew-system in teract ion.  Or ig ina l l y ,  the CIWS models were thought t o  be 
useful f o r  evaluating engineering, manning, and procedural interventions t o  
the CIWS. Bottlenecks might suggest equipment design improvements. The 
re la t ionship between loading crew s ize and t o t a l  completion time might suggest 
an optimal manning a1 location. Changes i n  who does what and when could be 
investigated w i th  the models i n  an e f f o r t  to,  v i a  a procedural change, shorten 
the loading times required. And, as mentioned ea r l i e r ,  the impacts o f  various 
performance shaping factors l i k e  ship motion o r  MOPP gear could be assessed i n  
p r inc ip le .  These are the most inmediate uses o f  a sequential network model o f  
an s ing le  shipboard t a c t i c a l  operation. 

Can models 1 i ke those discussed here also introduce more operational 
rea l  ism i n  modeling o f  combat? Depending on the uses t o  which modeling o f  
combat w i l l  be put,  we th ink the answer i s  'yes'. Three spec i f i c  applications 
are discussed below. 

Combat, l i k e  other real-world operations, i s  carr ied out w i th  f i n i t e  
resources. One o f  those resources i s  time. Time windows o f  opportunity open 
and then close. Tact ical  a c t i v i t i e s ,  f r a n  ind iv idual  crew member tasks t o  
b a t t l e  force operations, take time t o  complete. Certain performance shaping 
factors such as ind iv idual  protect ive equipment, h igh sea states, n igh t  
operations, and sustained/continuous operations manifest t h e i r  e f fec ts  i n  the 
form o f  time lags and e r ro rs  which require addi t ional  time f o r  correction. 
Prevai l ing under such circumstances requires new strategies and gambits which 
take the time lags and loss o f  finesse i n t o  account. Therefore, it seems 
worthwhile t o  t r y  and emulate the pace and rhythm o f  combat simulations by 
in tegrat ing r e a l i s t i c  assessments o f  how long it takes humans t o  complete 
various t a c t i c a l  operations. 

The combat effectiveness o f  a m i l i t a r y  un i t ,  such as a ship, i s  a 
funct ion o f  a l l  the t a c t i c a l  operations which take place i n  tha t  un i t .  Models 
o f  ind iv idual  shipboard operations, l i k e  the CIWS models, therefore suggest a 
bottom-up approach. For example, one might model shipboard operations such as 
launch and recovery o f  a i r c r a f t  , underway replenishment, shipboard 
comnunications, r igg ing  shoring, and weapons loading. The completion time 
d is t r ibu t ions  o f  such models might then be r o l l e d  up, by means o f  a more 
global model, t o  provide more r e a l i s t i c  estimates of the 'responsiveness' o f  
the ship as a whole t o  comnands f ran  a higher author i ty  o r  t o  the exigencies 
o f  combat. I n  turn,  ind iv idual  ship completion times could then be r o l l e d  up 
t o  ye t  higher leve ls  o f  simulation (e.g., the b a t t l e  group). This not ion o f  
micro-models ( l i k e  the CIWS model) nested w i th in  macro-models i n  a un i f i ed  
simulation system l i k e  Micro SAINT should be considered fur ther .  

Another use o f  sequential network models o f  ind iv idual  t a c t i c a l  
operations might be i n  the form o f  t a c t i c a l  decision aids f o r  comnanders. For 
instance, the CIWS models might be manipulated t o  generate d is t r ibu t ions  o f  
completion times as manning changes from 1 t o  ti crew members. Such data could 
help a ship CO determine the extent t o  which he can trade o f f  ext ra  hands f o r  
time. S imi lar ly ,  one might represent the thermal load o f  such topside 



operations by representing, say, the physical exertion associated with various 
activity elements. A sequential network model so configured could provide 
statistics on cumulative heat stress which would aid the officer in 
determining reasonable watch lengths and crew rotations. Decision aiding 
possibilities like this also should be explored. 

A third potential application of sequential network models of individual 
tasks might be to provide inputs to other models. Consider the area of CBR 
defense. Data from field exercises suggests that wearing MOPP gear slows down 
performance in some combat operations, has no effects on others, and makes yet 
others virtually impossible to complete. Efforts have been made to develop 
task time multiplier models (TTMs) which will indicate the time difference 
(relative to completion times in a shirt-sleeve environment) to complete a 
task in MOPP gear. One such nwdel arrives at these multipliers by 
characterizing the human performance requirements of the task in terms of a 
behavioral taxonomy (Ramirez, Rayle, DaPolito, and Shew, 1987). In this 
regard, the CIWS model and others like it could be used to provide the 
baseline times to which TTMs are applied. The models could also be used to 
determine the locus of the task degradation effect (if any), which might then 
suggest procedural, engineering, or training enhancements. 

To our knowledge, such uses of Micro SAINT models as suggested above have 
yet to be tried out or evaluated; other applications to combat modeling are 
undoubtedly also possible. Documentation is still not available which can 
tell us how we1 1 such models work or for what applications they work best. 
Hopefully, the next few years will give us answers to some of these questions. 

Conclusions 

In the present study, data were collected and mdels Here developed of 
the Close In Weapon System (CIWS) loading operation; these models were 
programed in the Micro SAINT simulation language. An internal validation 
was conducted by comparison testing between the simulation results and the 
empirical data from which the mndel was built. Sensitivity analyses were also 
performed to determine the magnitude of parameter deviations %hich 
significantly impact total task completion performance and to assess the rank 
order of activity elements in terms of their relative impact on individual 
tasks and the loading operation as a whole. Additionally, critical 
tasks/paths were identified which have implications for affecting total system 
performance. 

In general, the internal validation was successful; the model for Ship #I 
was fully validated and only Task 1 was not validated for Ship 12. With 
regard to the sensitivity analysis, the results indicated which activity 
elements are most likely to yield a relatively high payoff for any 
enhancements to the loading operation. Conversely, these activity elements 
are also most likely to degrade the loading operation as a whole in the face 
of performance shaping factors which have negative consequences (e.g., 
environmental stressors such as ship motion). 



A number o f  in t t>rest ing conclusions can be of fered w i th  respect t o  the 
methodology used. Mat.:/ issues germane t o  simulation o f  manned systems 
surfaced during the p ro jec t  and these were deal t  w i t h  i n  the best ways known 
t o  the  invest igators.  I n  general, however, the  simulation approach proved t o  
be both data in tens ive and analy t ica l  ~y demanding. The pro1 i f e r a t i o n  o f  easy- 
to-use simulation modeling too ls  i s  a substantial accomplishment worthy o f  
praise. However, easy-to-use simulation software should not be taken t o  imply 
t ha t  nanned systems simulation i s  easy t o  perform. I n  the present case, the 
invest igators could only proceed by making many assumptions; i t  i s  indeed t rue  
tha t  we buy data w i th  assumptions. The degree t o  which these assumptions w i l l  
support the  conclusions drawn frm the models remains t o  be seen from attempts 
t o  use them. 
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DISCUSSION OF "TASK NETWORK MODELING CONSTRUCTS" 
by R. Laugherp 

"CREW DRILL MODELS FOR OPERATIONAL ThE" 
by S. Bol in ,  N. Nicholson and E. Smootz 

and 
SAINT MDELING OF T= CLOSE-IN U~APON srsnM LOADING  OPERATION^^ 

by L. T i j e r i n a  and D. T r c a s t e r  

DISCUSSANT: Susan Dahl, Micro Analys i s  and Design 

The point of Dr. Laughery's paper was to present three potential methods through 
which the Human Factors community could help the combat modelers better incorporate 
human variables in their combat models. 

Dr. Laughery offers quantitative human sub-models one of the potential solutions 
to this long-standing and  complex problem. While i t  is true that  the concept is 
straightforward and  intuitively pleasing, i t  may take a lct of effor t  to implement. In 
order to  implement the method we have to be able to pull the human tasks out of the 
existing combat model. T o  some degree that  division of tasks is dynamic because it is a 
function of the level of automation in changing weapon system designs. In other words, 
it seems that  the function allocation to humans or systems will heavily impact the entry 
points fo r  the new human performance submodels. 

Tha t  isn't meant to say that this particular concept doesn't have value. As we 
build and  modify combat models, i t  will be of great help if any modifications can be 
made with "building in  this separability" in mind. 

The  reasons I just mentioned lead me to believe that  the most promising approach 
right now. is Dr. Laughery's idea of using human performance models as "preprocessor 
predictors" for  the combat models. As Dr. Laughery mentions in his paper, this solves 
many problems with integrating the human performance into combat models. 
Unfortunately, this approach also has a cost, and that is a loss of fidelity when 
compared to the "perfect solution". 

An obvious recommendation that would come from accepting the viability of 
these concepts is that  our human performance modeling community should try to apply 
such a method in a n  effor t  to build a strawman which could be evaluated to determine 
whether i t  does yield an  improved combat model as a result of the additional human 
performance input. This exercise would results in "lessons learned" which would aid our 
ability to expand these concepts in later applications. 

Dr. Bolin's paper provides a very nice follow-up to the concepts presented by Dr. 
Laughery, by providing a specific example of how task network modeling couid be 
added to a combat scenario and useful results could be realized. In Dr. Bolin's example. 
crew dril l  models become the building blocks for Dr. Laughery's concept. 

One of the most interesting methods used by Dr. Bolin's team were the operational 
sequence diagrams. These were new to me, but they provided a very effective method of 
illustrating the performance heing modeled and inter-task dependencies. I encourage any 
of you not familiar with the>e to make a point of noticing them when you read Dr. 
Bolin's paper. 

One comment on the models themselves, Dr. Bolin and  his team used rcctnngular 
time distributions to model performance on each task. Also, error rates were modeled as 
simple repetitions. I believe that these two time-based relationships may actually be 
biasing the mission performance time by artificially increasing the variance. In other 



words, i t  would be interesting to see whether when some weight came of f  the tails of the 
task performance distribution (and we could accomplish this by using normals or gammas 
instead of the rectangular) we would increase the central tendency and therefore 
decrease the variance. I believe that this is on Dr. Bolin's "to do" list, and the results 
will be interesting, although I don't believe i t  will af fect  the general trends that we 
currently see in  his output. 

The  implications of this study are  discussed quite thorougnly in the paper. 

All in all, this is a n  extremely well written paper. It is casy to read and provides 
a very nice example of how we should proceed towards accomplishing the goals put forth 
i n  Dr. Laughcry's paper. 

The  third and f inal  paper I will discuss comes f rom the folks a t  Battelle. This 
paper also fi ts  very nicely with the session because i t  provides a thorough discussion of 
not only a specific modeling application but also the trials and tribulations that can 
a f fec t  a model validation effort. 

Dr. Tijerina notes that  validation is diff icult  because it is hard to decide when a 
task really begins and ends by simply watching the task or viewing a videotape. This 
difficulty is exacerbated by the inconsistencies in  the CIWS in the way that different 
crews performed the same tasks. These a re  both "real world" difficulties. However, in 
order to represent the  real world more correctly, the models themselves would need to be 
much larger and more complex. After viewing Dr. Tijerina's results, we have to ask 
ourselves whether the cost of increased fidelity will buy us all that much in improved 
results. 

Also, if it were true that  the existing model didn't account f o r  error states or 
foreign elements, then it seems reasonable to expect the  model performance time should 
be consistently less than the measured time, because the model should reflect "perfect 
performance". However, this is not what happened in  Dr. Tijerina's model. Because of 
this, i t  seems likely that the time to make and recover f rom a n  error is somehow already 
included in the performance times for each 'error-prone" task. For this reason, I suspect 
that  the cost-benefit tradeoff of increasing fidelity would have to be evaluated fo r  each 
separate instance of modeling, rather than deciding that  increased fidelity is always 
better and  therefore should be pursued. 

Finally, the general comments made near the end of Dr. Tijerina's paper rcgnrding 
the  modeling process itself reiterate a very important point. The  objective of the 
modeling study drives the model development process. This seems obvious on the 
surface, however my experience with modeling studies has shown that  i t  is not all that 
unusual fo r  people to build a model, run it. and then f ind  out that it doesn't answer the 
questions they are  interested in. This strengthens the case fo r  up-front analysis. 

I think that  we can all appreciate the amount of ef for t  that goes into a validation 
e f fo r t  like the one completed by Battelle. It is encouraging to see that  so much thought 
and  energy is devoted to the least glamourous element of a modeling study. 

In conclusion, the three papers complement each other nicely and demonstrate that 
we have some very intelligent and dedicated people working on the  problems of 
modeling human performance in military tasks. The  three papers also show that 
c@mputcr-based human performance simulation has finally emerged f rom the realm of 
just computer scientists and  programmers. The authors agree that  tools such as Micro 
SAINT are  indeed appropriate fo r  studies of this type and that  the extension of the 
Micro SAINT models to the larger problem of studying how human performance impacts 
combat models is promising. They a re  to be commended fo r  their work. 



SAINT PERFORMANCE ASSESSHENT MODEL OF A SURFACE TO AIR 
MISSILE (SAM) SYSTEM 

Gerald P. Chubb 
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SofTech, Incorporated 

INTRODUCTION 
Model development requires use of modeling tools even if that means 

nothing more than paper and pencil along with one's training in a science or 
engineering discipline. The use of any tool depends on skill in application. 
The product therefore depends on at least two factors, the quality of the 
tools and the skill of their user(s). When multiple users are needed to put 
the tools used to work producing a final model, there is a further need to 
organize the model development and implementation process to facilitate 
communication, assure proper coordination of effort, and provide a basis for 
controlling and documenting what is done. This is especially important for 
large, multidisciplinary efforts. 

This paper is an extension to an earlier treatment by :hubb and Hoyland 
(1988). It illustrates an approach to model development, i-:slamentation, and 
validation that was proven effective in a series of studies. Since then it 
has been adapted by SofTech as the basis for other modeling and simulation 
efforts. It therefore appears to be a generalizable approach. The concept 
itself has been termed IDEAL (Integrated Design Evaluation and Analysis 
Language) by its sponsors, the Armstrong Aerospace Medical Research Labora- 
tory. IDEAL is based on the combined use of two p~,eviously developed tools. 
The first is SofTech's Structured Analysis and Design Technique (sADT@), also 
known as IDEF (p Dsfinition language). IDEF is a non-proprietary version 
of SADT to the Air Force as part of ?he Integrated Computer Aided 
Manufacturing (ICAM) program. SADT and IDEFo are therefore virtual equiva- 
lents (though not strictly identical). The second tool used in IDEAL is the 
Air Force developed Systems Analysis of Integrated Networks of Tasks (SAINT). 
IDEAL provides a systematic method for developing a static description of 
system functiona before building a dynamic model of system behavior. This 
approach is an integral part of what Wallace, Stockenberg, and Charette (1987) 
refer to as Unified System Development Methodology. 

This introduction will review the historical evolution of the IDEAL 
concept. It will also provide additional references to each of the component 
parts (SADT and SAINT). The application of the concept will be discussed in 
the context of an Air Defense missile system, although the entirety of that 
model rill not.be presented because of its scope and detail. The progressive 
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implementation, validation, and use of that model will be briefly reviewed, 
and its subsequent extension to treat the effects of exposure to chemical 
weapons vill be described. 

SADT or IDEF : Functional Decomposition 
SADT brgan as a software requirements engineering tool (Marca and 

Mcchwan. 1988). It was subsequently extended to other applications (Ross, 
1985) where a top-down, hierarchical decomposition was needed in order to 
describe a system, particularly when the intent was to examine and describe 
how that system does or should function. The principal goal of SADT or IDEFo 
is to provide a structured approach for breaking a complex system down into 
more elemental components that are simpler to deal with. This is the basis 
for contemporary system engineering practices where a large, multidisciplinary 
team must be employed to design, develop, and produce some product. 

The original Greek root for our word analysis is AOw. The meaning of 
that Greek word is enlightening. While it means to loose or free, it also may 
mean to break or destroy, The Greeks apparently recognized that breaking 
something down can destroy the nature of the whole. This is well recognized 
in biology where studies of living organisms done in vivo may provide 
different results than laboratory studies of specific organs done in vitro. A 
similar problem was noted by the Gestalt psychologists studying perception 
when they recognized that the whole is something more than the aggregate of 
its parts. During partitioning one tries to keep account of both functional 
structure and certain relationships. SADT is a disciplined analysis method 
that keeps track of functional structure and data relationships. SADT has 
proven especially useful when a team of analysts must be used to get a com- 
plete, accurate description of a large, complex system. It has been used to 
describe hardware, software, and human functions in the context of weapon 
system operation, manufacturing process definition, and other applications. 
It is a general-purpose systems engineering tool. 

SAINT: Dynamic Behavioral Modeling 
A static description of the system's functional structure does not convey 

the evolution of performance over time. That takes a model capable of repre- 
senting the dynamic aspects of real-time system behavior. Those behavioral 
dynamics capture the sequential dependencies among groups of tasks, the 
uncertainties of concurrent activity sequences, variations in activity dura- 
tion, conflicts in resources demands, situation specific rule implementation, 
and a variety of other interactions between operators, tasks, the equipment. 
and the environment. SAINT was developed to provide a tool for analyzing the 
behavior of large, complex systems (Seifert and Chubb, 1978). The general 
character of SAINT and some simple models were presented in Chubb (1981). 
Early applications of SAINT were reviewed by Seifert and Chubb (1978), and 
more recent applications were subsequently reviewed by Chubb (1986). Some 
additional examples will be briefly discussed later. Historically, SAINT was 
the chronological precursor to the Simulation Language for Alternative Model- 
ing (SLAM). a proprietary product (Pritsker. 1987). 

SAINT is non-proprietary and similar in many ways to SLAM. SAINT pro- 
vides a general-purpose, FORTRAN-based, simulation language dthin a necwork- 
oriented framework. It can be used co exercise Petri-net representations 



quite easily, but is not limited to them. It has often been used to represent 
and assess the implications of a task analysis, but not every use of SAINT has 
to begin with task analysis. Nor does every use have to begin with SADT. 
Chubb. Stodolski. Fleming, and Hassoun (1987) recently used SAINT to perform 
sensitivity analyses of a closed-form analytic model of pilot workload. 

This flexibility in the use of SAINT is both a strength and a weakness. 
As a strength, SAINT'S flexibility makes it generally useful to a very broad 
class of systems modeling problems. The wide variety of SAINT applications to 
date aptly attests to this utility. As a weakness, SAINT'S flexibility does 
not guide the modeler into .any systematic definition of the problem or its 
representation. Often, the biggest difficulty one faces in solving system 
design problems is to define the nature of the problem itself and to decide 
how that problem can be resolved by studying a suitably constructed represen- 
tation of the system's dynamic behavior. Typically. this requires an 
identification of the performance requirements the system must meet. Then an 
analysis of' the behavioral model is performed to discern whether a particular 
design can bc expected to meet or exceed those requirements. If not, the 
design.may need to be changed, the requirements relaxed, or both. 

IDEAL: Combining SADT and SAINT 
Backert. Evers, and Santucci (1981) first described the need for a 

front-end analysis tool as an aid for SAINT model development. They identi- 
fied the close correspondence between concepts used in SADT and similar 
constructs in SAINT. They also noted where there were gaps in the transition 
from SADT to SAINT. These gaps must be bridged by building a performance data 
base that captures information needed for implementing and executing a SAINT 
model. The performance data base contents are based upon the functions and 
data relationships identified in a static, structural SADT model of the 
system, but these data are then augmented with descriptions of how activity 
duration will be specified, how activity sequencing will be controlled. and 
what may affect the values assigned to various attributes incorporated into 
the model. These attributes typically describe characteristics of the system, 
resources, tasks, and information. Activity completion often affects such 
variables, changing their value. 

Bachert. Evers, and Santucci (1981) also describe the modeling and 
simulation process in an SADT diagram. Figure 1 is a slightly modified 
version of that description. The activities are described by the verbs in the 
boxes. The results of an activity are shown as labels on the lines leaving a 
box on its right side. The input data required to perform that activity are 
shown by lines entering the box from the left. Arrows at the top of a box 
signify control data that will influence how an activity is executed. Con- 
trols may describe conditional dependencies that affect the implementation of 
a particular function. Finally, arrows entering a box from below are termed 
mechanisms. They are the means by which the function or activity is per- 
formed. Mechanisms are usually synonymous with resources. Resources may be 
hardware, software, people, or anatomical (or cognitive) components one wants 
to treat as resources. In some cases (for example, workload analyses), it may 
be desirable to represent anatomical features of the individual human oper- 
ator, such as eyes, right hand, left hand, etc., or mental resources. 



Figure 1. The Simulation Process 

As the diagram hplies, there are important aspects of modeling that must 
be addressed besides describing the system and representing its dynamic 
behavior. One must also identify the objective of the studies to be done with 
the nlodel. This will define what outputs the model should produce, vhat 
functions require more or less detailed treatment, and the quality and quan- 
tity of input data that will be needed to support model development and 
validation. Figure 1 also implies that the quality of the behavioral model is 
critically dependent on the quality of the system description available to the 
modeler. The ut:.lity of SADT for SAINT model development is that it forces a 
careful examination and integration of the available system technical infor- 
mation. IDEAL further supports the SADT-to-SAINT transition by suggesting a 
standardized Performance Data Base (PDB) format for organizing source document 
information that will be needed during model implementation. 

Under the Cockpit Automation Technology (CAT) Program. SofTech has also 
recently developed a customized version of SAINT called C-SAINT. C-SAINT is 
upward compatible with SAINT. Everything done in SAINT can also be done in 
C-SAINT. However, several limitations of SAINT have been relaxed and some new 
modeling features have been added. About half of the original SAINT source 
code has also been rewritten in FORTRAN 77 using structured programing 
techniques. C-SAINT features briefly reviewed in Chubb, Hoyland, and Ganote 
(1988) are more thoroughly treated in Hoyland, Chubb, and Evers (1988) . The 
C-SAINT User's Manual supplements the existing SAINT User's Manual (Wortman, 
et al., 1978) and provides: a) a general introduction to modeling and 
simulation (with references to pertinent literature), and b) a hypothetical 
model of an avionics architecture/advanced cockpit to illustrate possible uses 
of the new modeling features incorporated into C-SAINT. 

For its own use, SofTech has developed several versions of SAINT for use 
on IBMIPC and Macintosh computers (512. Plus, and 11). While these are not 
sold as commercial products, they are made available to use, with some re- 
stricted rights. The VAX version of C-SAINT that Boeing is delivering to the 
Air Force is wholly non-proprietary. 



IDEAL DEVELOPMENT OF A SURFACE TO AIR MISSILE MODEL 
The IDEAL methodology was first applied to the description of a surface 

to air missile (SAM) battery (Bachert. Evers. kyland, and Rolek. 1982). This 
particular paper was not approved for public release before the conference but 
is available from the authors now. In this particular case. the SAM battery 
was actually a generic simulator rather than a specific system. However, it 
was instrumented for studies of human operator performance in the context of 
air defense. By suitable parameterization of simulator dynamics, specific 
systems can be emulated. The SAM Simulator therefore provided an excellent 
test bed for applying the IDEAZ, concept and validating the resultant SAINT 
model. The simulator was designed to use three trained operators to acquire, 
track, and engage simulated penetrating aircraft. Simulating missile launch, 
the impact of operator tracking errors and strategy shifts then could be 
evaluated in terms of miss distance. By using an Air Force approved missile 
flyout model, it was also possible to estimate aircraft probability of hit. 
and probability of kill. Consequently both proximal and distal criteria of 
operator performance were identified and measured. 

Figure 2 presents a schematic diagram of this system. Three sensor 
subsystems were included: 1) an acquisition radar, 2) a tracking radar, and 
3) a tracking television. Three responsibilities were allocated among the 

Figure 2. Schematic of the Generic SAM Simulator 



operators: a) elevation tracking, b) azimuth tracking, and c) launch control. 
The last of these three responsibilities .was given to an operator called the 
Fire Control Operator (FCO). The FCO was also responsible for aircraft 
acquisition and overall system control, as well as missile launch decisions. 
Two tracking operators shared the responsibility for keeping track of where 
the aircraft was. This was to be done in the azimuth-elevation plane. Thus. 
the two-axis problem was reduced to a single-axis tracking problem for each of 
two operators. The FCO monitored the coordinated activity of the two tracking 
operators and decided when their joint error was small enough to permit 
successful launch, once the aircraft was within range. 

As a detected aircraft flies inbound toward the SAM site, the crew must 
evaluate any Command. Control, and Communication (c') data available from an 
external area defense surveillance team. This forms a perceptual set 
influencing the acquisition phase of their mission. The next major decision 
after acquisition is determining when to enter the tracking mode and selecting 
whether tracking will be done by radar or by television. The terminal 
decision is whether to launch a missile or not. Figure 3 identifies the 
overall decision sequence the crew must execute. 

Static Model Development 
Table 1 presents a ten-step model development process that has proven 

useful for guiding the evolution, test, and use of a model. What one chooses 
to do in modeling a system depends on a number of factors. These include the 
training and experience of the modelers, the people they are working for, and 
whoever might review the results or conclusions drawn from the model. These 
are not irrelevant to problem formulation, but they are issues independent of 
IDEAL. 

The stages in table 1 are listed sequentially, but in practice there may 
be a reordering or even repetition and looping among these various stages. 
This is an idealized description of a much more dynamic process, especially 
when it involves more than one person. 

A seven person team was involved in SADT model construction for the SAINT 
Performance Assessment' Model of a SAM System (SPAMSS). This team included 
subject matter experts (familiar with the SAM system), human factors experts. 
and project managers. The SADT model was developed in a set of IDEFo diagrams 
to produce a static model of the system's functional structure. An IDEF 
diagram results in a top-down hierarchical decomposition of system functions? 
The process of developing IDEF or SADT diagrams is more completely described 
in Marca and McGowan (1988). Betails of the system's architecture and oper- 
ation are progressively refined in greater detail as the decomposition con- 
tinues to break apart a parent function into its children. The relationships 
among these children (siblings) are also described at each level in the 
decomposition. Emphasis is placed on identifying logical dependencies and 
data relationships among the various functions at any particular level. At 
this stage of modeling, the sequencing and duration of those functions is 
intentionally ignored. Sequencing and duration of activities is later treated 
as the performance data base is constructed to implement the dynamic be- 
havioral model of system performance. This allows hiding certain details at 



Figure 3. Overall Decision Sequence 



TABLE 1. STAGES OF mDEL DCYCLOPMENT 

- - -- 

(1) Problem Fo rm la t i on  

The d e f i n i t i o n  o f  the problem-solving o b j u t l v e .  what 
design vncertaint ies need t o  be resolved7 How wI11 
system performance be evaluated so a l te rnat ives  can bc 
comared7 Uhat m d r l  outputs are needed as dependent 
variables7 

The abstract ion o f  the hmanlmchine system i n t o  nuthe. 
m t i c a l / l o g l c a l  r r la t ionsh ips  i n  accorddnce w i th  t h l  
problem fobnulation. Uhat i s  c r i t i c a l l  Uhat can b l  
ignored, l e f t  out. o r  t reated l a te r7  This I s  wherl 
ICIEAL i s  applied. spec l f l ca l l y  SADT. 

The Ident i f i ca t ion .  speci f icat ion.  and co l l ee t l on  of1 
data. For example. estimates of subtask durations. the 
f rcqucncylprobabi l l ty  of taking opt ional  pathways. etc. 
This i s  where the Performance Data Base IPOBI i s  I 
generated. 

(4) Model Translat ion 

Prcparlng the nmdcl fa r  cmnuter  processlnq rr 
prescribed by the selected simulation language le.g.. 
applying the contents o f  the SAINT L e r ' s  manual, as 
recent ly updated by the C-SAINT User's Manuall. 

(5)  Yeri f l ca t i on  

The process of ensuring that  the caaputcr executes as 
intended. I n  t h i s  context. t h i s  step I s  done when no 
e r ro r  codes occur m d  the run resu l ts  appear 
reasonable. 

(6) va l ida t ion  

The process of establishing tha t  the desired accuracy 
o r  correspondcncn ex is ts  between the simulat ion nod.1 
behavior ( re f lec ted i n  run resu l ts )  m d  what i s  k n m  
about, has becn observed. o r  has becn measured w l t h  
respect t o  the rea l  sys tm's  behavior. This requlrer 
subsquent study using resu l ts  from w i r i c a l  t c s t i q  
(e.g.. using resu l ts  from a p r i o r  e1per iNnt 'S data. 
from other studies. o r  resu l ts  from n n  experiments.) 

(7) Strategic and Tact lcal  Planning 

The process o f  es tab l im ing  the eaper imnta l  Conditions 
for  u n n g  the model. lncludinq s t a t i s t i c a l  r x p e r i w n t a l  
d e s l ~ n .  I d r n t l f y  the independent variables. rmq. of 
vari;tion, and n h b e r  o f  levels; s p a i f y  wh i t  wII1 be 
held constant; and es tab l ish  what factors w i l l  be 
randmrized 3cross t reatncnt conditions. 

The execution of the s imulat ion rmdcl t o  obtaln output 
values that  achieve the desired precis ion i n  e s t i u t i n g  
dependent var iable s ta t i s t i cs .  

(9) Analysis of Results 

'The process of analyzing the r i m l a t i o n  outputs t o  draw 
inferences. f i t  regression q u a t i o n s  o r  response 
surfaces to  run resul ts.  and make recommendations fo r  
problem resolution. 

(10) Utilization 1 
The process o f  i n p l n e n t i n g  decisions resu l t i ng  from 
the analysis of s i u l a r i o n  resul ts.  Thts step i s  
~ ~ u c i a l .  bv t  not  r e a l l y  techblcal in  nature, It i s  
important a t  the  beginning to r-bar t ha t  t h i s  i s  the 
payoff. Consider t h i s  step i n  a l l  o f  the foregoing 
steps. cseeetal ly Problem f o m l a t i o n .  



one level of development, revealing or dealing vith them later when the 
modeling problem is better understood. 

Tile Author of the IDEF diagrams is responsible for identifying the 
purpose and perspective for ?he static description. The first step is to 
define the context wlthin which decomposition will occur. This consists of 
identifying system outputs, inputs, mechanisms, and controls at a global 
level. The Readers of the diagram have the responsibility of making explicit 
any objections or questions they may have about the stated purpose, 
perspective, or context as presented by the Author. All disagreements over 
terminology are resolved before proceeding to the next level of decomposition. 
This assures that all participants agree on the objectives, definitions, and 
descriptions as they are initially stated, later modified (if necessary), and 
ultimately validated as a correct representation of known facts about the 
system. An IDEF diagram is not unique. If the purpose or perspective is 
changed, the nat8re of the decomposition of system functions may change as 
well. Each team member may have access to different information about various 
aspects of the system's operation, based on their training, experience, and 
understanding of available documentation. Development of the IDEF model as a 
precursor to developing the SAINT model of system behavior serves 8n important 
role: it makes sure the known facts about the system are gathered together, 
interpreted in a well-integrated description, and certified as acceptably 
correct by all members of the project. In that role, it serves as a knovledge 
engineering tool. 

This process incorporates information such as the system's specifi- 
cations, various operating procedures, and mission performance parameters. It 
focuses attention on vhere source data are available to define various aspects 
of system function. and where there are data voids that need to be filled by 
analysis, measurement, or speculation. Thus the development of this static 
model can eliminate building a non-supportable model behavioral dynamics. 

This methodical, systematic evolution may seem frustrating to those vho 
want quick results, but in large-scale modeling, this process precludes 
disaster. It is worth the investment because it reduces the risk of 
developing a good model for the wrong purpose. It also tends to assure you 
get a good model and one that others will accept. Premature entry into 
behavioral modeling may inadvertently leave important details undiscovered 
until late in development when it becomes more difficult to implement changes. 
Moreover, the IDEF description provides a foundation for building the road 
map that will guidg the behavioral model development. It forces the team to 
agree on what level of detail is sufficient, how to quantify various aspects 
of the problem, and what factors will be intentionally ignored or suppressed. 
Bachert, et al.. claim the use of SADT produces a 60% savings compared to 
building SAINT models less systematically (Bachert. Evers. Hoyland, and Rolek, 
1983). 

Performance Data Base Construction 
The Performance Data Base (PDB) is the bridge between SADT and SAINT. It 

serves to map the IDEP- model into a corresponding SAINT model. This 
transition is essentiallyoa two-step process. ~irst, the modeler examines the 



IDEF diagram and fills in the slots in a PDB frame. Second, these data are 
thenoused to construct the SAINT representation of behavioral dynamics that 
corkesponds with the IDEF decomposition of system functions. Table 2 
s-rizes the linkage betwgen IDEFo constructs and SAINT modeling concepts. 
Table 3 briefly describes the SAINT concepts identified as column headings in 
table 2. This is an abridged list. It only shows those SAINT concepts 
directly linked with IDEFo conetructs. The letters in the cells of the 
mapping matrix (table 2) refer to the following major categories of 
information: 

a. Global System Characteristics - variables and their parameters that 
relate to all functions and system constraints. 

b. Scenario Specific State Conditions - variables and conditions relating 
functions and information flow through the nemork for various opera- 
tional scenarios. 

c. Resource Attributes - a list of machine or operator attributes, the 
values of which describe such things as physical characteristics, stress 
levels, skill levels, etc. 

d. Function or Task Characteristics - details about an activity, may include 
label, ti- statistics, priority level, ~robabilit~ of successful com- 
pletion, precedence relationships, resource requirements, etc. 

0. Environmental Factors - variables vhich influence an activity. e.g., 
lighting conditions, noise, etc., should also be noted. 

TABLE 2. IDEF SAINT MAPPING MATRIX 
0 



TMLE 3. S A I N I  mDELI)IG COIICEPTS (ABRIDGED) 

PREDECESSOR: 

REWRCE: 

PRIORITY: 

INm: 

An eight character mnemonic used as a task or  a c t i v i t y  
name ( label  ). 

Tho duration of a t u k  or  ac t iv i ty .  T u k  duration m y  
be dollnod by a Honto Carlo s u p l i n t  f r m  spocifiad 
dtscribucioo, u a r.l.r.ac.d .oderator fweciam (sea 
MDDM b a l d  or  u a fixad, conacuic vdua. o r  as a 
c a p l t o d  valuo from a roforoncod wdaracor f m c t i o n  
(0.9 mDV below) 

A p r io r  event which must have occurred bcfom the 
present a c t i v i t y  i s  permitted to  begin. I 
If required (and s l r n  ac t i v i t i es  may not m u i r e  
resources), the a c t i v i t y  i s  not to begin u n t i l  one (or  
a l l )  o f  the specified resources i s  available. 

Controls which a c t i v i t y  w i l l  be started f irst if more 
than one could begin a t  the S a m  time. I 
Information choice ncchanism for  determining which 
ar r iv ing SAINT infornation packet w i l l  b r  saved and 
examined (the f i r s t  arr iver,  last. o r  s m  other 
option); in fomat ion packets fla through a SAINT 
n e h o r t  and packet contents may be used i n  many 
different ways for mdel ing system dynamics. 

D is t r ibut ion d i f i c a t i o n  a l l a rs  TIYE suples t o  be 
dram fm an a l ternat r  d is t r ibut ion when same 
par t icu lar  event occurs. 

User task characterist ics are scalar values the m d r l e r  
may use to  describc the at t r fbutes of a task (e.9.. 
level of d i f f icul ty,  task emplexity, ctc.). 

SUIT: Switches or  binary stata indicators that  m y  be used to  
represent status danqes (me change, indicator l igh t ,  
etc.). 

IQOAF: Moderator function defining a c t i v i t y  duration, by an 
eq~ration. User coda i n  a FORTRM subroutiru so SAINT 
can c a l l  it; i n  C-SAINT. a set of predefined functions 
am available fo r  defining such equations. 

BRUlallffi: Control o f  node u i t s ;  deter r ims what c m s  next af ter  
the c u m n t  a c t i v i t y  i s  c ~ ~ l e t s d .  I 

STATE VARIABLE: A coatinuously changing value ( l i k e  a i rc ra f t  azimuth 
I 

and elevation as i t  f l i e s  by the SM si te) .  

nONIlOR: Linear functions that look a t  state variables to  
deten inc  when they reach certain values of i n t e n s t  t o  
the modeler. 

CLEARING: RN process o f  pm-ap t i ve l y  interrupt ing ei ther 
on-going tasks or pmsrnt ly  busy m o u r n .  

I l rmORK: The interconncctlon of IPEFo functfons or  SAINT nodes. 



Table 4 presents an example of a representative PDB frame. The uppar 
portion i s  a header fo r  record keeping purposes. This is useful  vhen several  
e f f o r t s  may be ongoing or  when a project  may be of a s i z e  or  duration vhere it 
becomes important t o  keep track of who f i l l e d  i n  the  information and when it 
vas l a s t  reviewed. 

TABLE 4. A REPRESENTATIVE PDB FRAME 

NOD€: - 1 4 I DATE: IAUQW 
NNCTPLIOErT(moL13 

+ 
THlSffiTMnREWOmTWCOWrPRUClDYOFM-UICVHLWHDlCOCWDKOIVm We 
~ ~ ~ T N ~ P I I S ~ T O A L O W E R L M L Q C ~ * L  -mmsrmcs#rucmrrruo.rn 
B R * N C H I N Q W L L W T O O N E O F ~ 1 I c ( B ~ ~ L  

I 
SUBSEQUENT BRANCHING 
TASKNUMBER I BRANOI(NG LOOK: I MAT. BRUM(NO CON0 
~ o . 1  IFU1AENslUlmU~10MlWA I 

Y-M COND. 

PREVIOUS COMPLEnONS RMS.  I 
PRIOR TASKS 
Ao.l 

MECMNlYlS PERFORMANCE TIME: 
OISTRIBIITION 
MEAN 
MINIMUM 
MAXIMUM 
STD Dm.: 

- - - 



There will be one PDB frame for each pair of an IDEF function with a 
corresponding SAINT node. While this frame is the key data ?ollection record, 
it is not the only record a SAINT modeler should be keeping. Several other 
tabular lists need to be generated in conjunctioa vith the PDBs. Bovever. 
these secondary lists simply keep track of what has already been done on prior 
PDB.. The modeler will therefore want to keep the folloving lists updated as 
nev PDB frames are filled in: 

Distribution Sets: number and parameter value 
Moderator Functions: number and definition 
System Attributes: number and meaning 
Information Attritiutes: number and use 
Resources: number, nature, and hov many attributes each has 
Resource Attributes: resource number. nature of the resource 

attribute, and the assigned resource 
attribute number 

State Variables: number and name 
Monitors: number and definition 
Task Characteristics: number and meaning 
User Functions: number and definition 

Using the PDB as a template, the modeler has a guide for collecting the 
information that vill be needed to represent dynamic task execution. One of 
the first questions addressed is what governs activity duration. A particular 
activity might be of fixed or variable duration. If it is variable, it may be 
determined as a function of s w e  set of factors or may vary randomly according 
to some particular stochastic distribution. If randomly varying. then the 
modeler vill apecify the distribution type and its parameter values. If these 
are 'the same as for some other activity, then the modeler can simply refer to 
the existing distribution set number that was used before and annotate his PDB 
accordingly. If this task duratlon is a unique distribution type or uses a 
unique set of parameter values, then a new distribution set needs to be 
defined and added to the list of distribution sets that are being separately 
recorded. 

Alternately, task thing may be a function of task characteristics, the 
present value of system attributes, the value of one or more infomation 
attributes, andlor the present value of one or more attributes of the resource 
that is required for task execution. If task duration is to be specified as 
being a function of such factors. then the timing is described differently. 
The modeler needs to specify the mathematical formula to be used to calculate 
the t h e  value and the argument list (set of independent variables for that 
equation). This a l l  then become a etatencat (or set of statements) in MODRF. 
The modeler vill then assign a number to this particular function and add it 
to his list. or he vill sirply reference same function on the list if a 
suitable function was already defined for some previous PDB frame. 

In C-SAINT, the modeler may establish a function library and reference 
those equations like distribution sots. This eliminates the need to program 
the equation in a FORTRAN subroutine (which vas necessary in SAINT). Bowever, 



if the C-SAINT function-set options are not adequate for the desired cal- 
culations. C-SAINT users can supply their own formulas, using the MGDRF 
approach as currently done in SAINT. 

Before or after timing considerations have been defined, it is also 
necessary to ask what governs when the activity will start. At least two 
factors control initiation. One is precedents and the other is resources. 
Precedents are simply activities vhich logically must have been completed 
before the present one Is allowed to occur. A distinction may also be needed 
betveen the first time something is done versus all subse.pent repetitions of 
that activity. For exampla, to start your automobile engine, you must first 
insert the key then turn it, but if the engine fails to start, you will need 
to turn the key again, but it doesn't need to be reinserted because that 
precedent was satisfied on the first attampt to start the engine. The second 
factor governing task initiation was availability of the requisite resources. 
Tvo situations routinely arise. The first is where 'several different re- 
sources are all required. The second case is whare any of several resources 
may be suitable substitutes for one another. The PDB will specify both 
precedence and resource requirements for this particular node in the network. 
and if some new resource is implicated, it needs to be added to the list being 
kept. 

It may happen that an existing resource is to be used, but in this case, 
the nature of that resource influences how long the task takes. Perhaps the 
modeler did not note this situation previously. Now the modeler may want to 
add a new attribute to the list of previously defined resource attributes and 
also go back and modify the definition of activity timing. In this fashion, 
the PDB allows for continuing review and updating as the modeling process 
evolves. 

As a part of task accomplishment, various attributes may take on new 
values, reflecting the impact of starting or completing this particular 
activity. For example, a svitch may be set to a new position, an error may 
occur, or some state variable may be regulated (changing its value). Or 
alternately, the performance of that activity may change a resource attribute 
(e.g.. skill level) or some task characteristic (e.g.. perceived difficulty). 
These changes are also noted on the PDB along with annotations about how the 
new attribute values will be assigned. They can be fixed or variable just as 
t h e  values ware. Attribute values that are to be changed according to a 
functional relationship require that the modeler specify the nature of the 
equation to be used and the argument list for that equation. 

Finally, attention must be given to vhat happens after activity 
completion. Branching on exit from a node is along one or more paths to 
successor nodes and can be controlled three basic ways. So the PDB has slots 
for identifying what the successor (next) nodes vill be and which set of rules 
vill control exit path selection (deterministic, probabilistic, or 
conditional). If branching is conditional, the conditions must be stated and 
the form of evaluation must be identified. SAINT recognizes two forms of 



conditional branching evaluation: 1) take the first branch for which the 
stated condition is met, or 2) take all branches for which the conditions are 
met. 

While these are the basic elements of a PDB frame, there are a variety of 
special cases that can be represented in a SAINT network. The PDB has a slot 
for notes to permit annotations that call attention to the need to exercise 
any of these specialized modeling features (e.g.. task or resource clearing). 

In the transition from IDEFo to SAINT, the dynamic behavioral modeling 
can be done at more than one level of detail. The IDEF decomposition of 
static functions will provide a hierarchical partitioning? The SAINT model 
could easily be implemented at any particular level or strata in the 
hierarchy. Eowever, it is also possible to build a model which operates at 
one level of detail for some functions and at another level of detail for 
other functions. Thus a single activity at one (more molar) level of detail 
may be replaced by a set of functions representing that activity at a more 
detailed (molecular) level. 

As a standard rule, when a function at one level of detail is to be 
replaced by an activity network representing a more detailed level of 
breakdown, two dummy tasks are added to initiate and terminate the detailed 
SAINT network. These consume no time but control the branching and tunneling 
of information when going from one level of IDEF to another. This procedure 
also simplifies control of looping and interaceions among various modules. 
This convention of using dummy nodes assures a higher degree of modularity. 
simplifying the number of changes one must make if the model is changed later. 
The dummy tasks tend to insulate and isolate changes to localized areas while 
maintaining a tight coupling between the static IDEF modal of functions and 
the dynamic SAINT model of behavior. 

0 

Construction of the SAINT Performance Assessment Model of a SAM System 
(SPAMSS) 

The next stage of model development re-examines the problem being 
addressed and lays out an architecture for various submodels that need to be 
constructed. From the IDEF decomposition, it became apparent that there were 
i~eerfaces where inputs or0 controls existed in the static IDEFo model that 
needed to be provided but were not incorporated in the PDB describing operator 
function execution (Bachert. Evers, Hoyland, and Rolek, 1983). For example, 
the threat aircraft state needs to be represented since it drives all other 
activities in the model. This was achieved by writing appropriate equations 
and incorporating them in subroutine STATE, which is linked with the SAIhT 
code after it is successfully compiled. Correspondingly, there is a need for 
a tracking model and for a scoring model, the latter being incorporated in 
USERF which is also linked to SAINT after compilation. 

Figure 4 shows the overall SPAMSS architecture as presented by Bachert, 
et al. (1983). Figure 5 portrays a sample threat aircraft flight path. 
Different flight paths can be represented by altering the module that contains 
the A/C Model SAIWT STATE Equations. This can be done without affecting the 

' 

contents of the other modules in the model. Four primary paths were 
incorporated with tvo to five variants of each. Path representation was 



SUBMODEL CAPABILITY 

Figure 4. Overall SPAMSS Submodel Architecture 

Figure 5. Aircraft Flight Path (Typical) 



accomplished by using least squares regression to fit a polynomial to actual 
flight path measurements taken from the generic SAM simulator. The three 
factor polynomial equation was then implemented in SAINT subroutine STATE. 
The simulated flight paths were then correlated with the simulator by 
comparing the velocity and acceleration data with respect to the SAM site. 
This assured that the polynomial was a valid representation of the aircraft 
flight path. 

The operator tracking model considered multi-task time sharing, as the 
tracking operators continually rotate the firing pedestal and also perform 
other associated duties. The pedestal was modeled as moving at a constant 
rate*, using rate equations implemented in subroutine STATE. The operators 
regulated that rate (up or down), and this regulation task was treated as a 
discrete activity in the SAINT task netvork. When operators had no competing 
responsibilities, they could dedicate themselves to evaluating tracking error 
and adjusting pedestal rate accordingly, which produces a smaller tracklng 
error. By contrast, as diversions increase, the rates are not changed as 
often and must be of greater magnitude, so tracking errors increase. 

The scoring model provides a record of how well the operators performed 
under the various conditions studied. It keeps track of the elevation and 
azimuth tracking errors and the range from the SAM site to the aircraft. 
These scores are then used to determine when the aircraft is vulnerable to a 
missile strike. The Fire Control Operator can then be scored on how long it 
takes to make a firing decision relative to the first possible choice, the 
optimal (maximum hit probability), and last feasible firing solution. If a 
decision was made to launch, the outputs from the scoring model are used as 
inputs to a missile fly-out model. That model will then evaluate the 
estimted miss distance, probability of hit, and probability of kill for this 
particular engagement. Consequently, both behavioral and system measures are 
available. 

VALIDATION AND UTILIZATION 
Because the SAINT model was based on an instrumented simulator, there was 

a considerable body of data available from prior experiments that could be 
used to estimate parameter values for the SAINT model. Moreover, the 
simulator was available to validate model predictions subsequent to model 
implementation. 

It was possible then to validate the SAINT. predictions in terns of 
several measures and for more than one set of operating conditions. Figure 6 
shows some sample results from SPAMSS (Hoyland. Evers, and Snyder. 1985). 
Along the top of this graph are indications when particular mode changes 
occurred. SAINT predictions were not significantly different from those found 
in the empirical studies. The continuous tracking error is also plotted over 
time, and the windows of vulnerability s h a m  are where the errors were small 
enough to permit successful missile launch. Again, SAINT provided valid 
predictions of error and startlstop times on che windows of vulnerability. 
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Figure 6. Model Results 

Preliminarv Utilizatim 
Subsequent tests looked at changes in the use of countermeasures that impact the 

use of automatic tracking and the use of various sensors for manual tracking. In this 
case, the SAINT model was first used to estimate what should be observed when the 
empirical tests were run. Following the empirical studies, actual operator and system 
performance was compared with the SAINT pred3.ctions. Again, no statistically 
significant differences were found. 

Having developed a valid representation of the existing simulator based on data 
from prior studies, it was then possible to use the model two ways. First, one could 
try out new studies before running human subjects. Second, one could examine 
conditions that could not be tested in the simulator. Both uses were pursued. 

The first set of studies is especially useful in systems analysis and empirical 
research planning. One can examine the hypothetical implications of changes in system 
design or in operating procedures. Alternatives can be quickly examined to see which 
are worth validating by empirical test. Some concepts may perform so poorly there is 
little reason to spend money on real-time, human-operator studies. In other cases. 
the model may predict results that appear more promising and clearly seem to warrant 
empirical test to validate those predictions. 

The second set of studies is more controversial. Here we speculate on conditions 
that cannot (or at least will not) be empirically tested. For example, it is of some 
interest to estimate how well operators might perform under actual combat conditions 
where they may be exposed to various weapons effects. Because those weapons effects 
cannot be safely administered at large exposure levels, modeling provides a means of 
estimating what could occur under conditions that wouldbe unsafe for empirical study. 
A general methodology was developed for treating this problem, one that could be used 
for a variety of environmental effects (Evers, Hoyland, and Ham, 1986). 



3eculative Modeling 
Since no one can ethically validate by empirical test a model that tries 

to predict the performance impacts of exposure to debilitating or lethal 
weapons effects, some prefer to treat such predictions as speculations rather 
than as estimates. This use of terms calls attention to the inherent 
underlying uncertainties of predictions that extrapolate from what is known to 
what cannot be empirically validated: 

Ionizing radiation and chemical/bacteriological weapons effects typically 
induce varying degrees of performance degradation before death occurs. Also, 
the prophylactic drug regimens and antidotes for chemical weapons are 
themselves suspect as degrading influences. If military personnel can and 
will continue to perform their duties under such conditions, then design 
evaluations should consider such factors in assessing performance adequacy for 
those combat conditions. What is needed is a methodology for speculating 
about the magnitude of ehe performance decrement, given some absorbed dose of 
drug, weapon effect, ionizing radiation, etc. 

To make such computations practical, a two-step process was devised. The 
Criterion Task Set (CTS) was proposed by the Armstrong Aerospace Medical 
Research Laboratory (AAMRL) as a suitable basis for describing human 
abilities. The first step in the process was to estimate (by expert judgment) 
how much each CTS factor contributed to the nominal (baseline or no exposure 
activity condition) task duration parameters (average and standard deviation 
of task time). The second step in the process was to speculate how much each 
of these CTS factors degraded under the dose level being evaluated. 

A regression equation was fit to the expert judgments such that nominal 
task durations could be estimated as a function of the CTS weighting provided 
by subject matter experts (SHES). Then the CTS factors could be adjusted as a 
function of the speculated impact of the imposed dose level. The regression 
equation would then be used to predict the inflation in task duration as a 
function of the dose induced impairment (as reflected in degraded CTS 
abilities, per speculations by SHES). 

Subsequent attempts to validate this methodology empirically were 
inconclusive due to the conservative nature of the treatment conditions used. 
Only non-significant performance decrements were observed in the criterion 
data that were to be used to validate model predictions. Consequently, the 
methods developed are basically sound but arbitrary and can only be used to 
speculate about possible consequences, not predict actual behavior. 

OTHER OBSERVATIONS 
The SPAMSS use of the IDEAL conceDt was done manuallv. Usinn Business - 

Filevision, SofTech has mechanized portions of the IDEAL concept to provide a 
Computer Aided Engineering (CAE) tool for our o m  use. The conversion of the 
performance data base attribute values into SAINT or C-SAINT input data 
records has not been accomplished. Methods are available for doing so. 
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DISCUSSION OF "SAINT PERFORMANCE ASSESSMENT MODEL 
OF A SURFACE TO A I R  MISSILE SYSTEM" 

by G. Chubb and C. Hoyland 

DISCUSSANT: Grant R. McMillan, Aerospace Medical Research Laboratory, 
Wright Patterson Air Force Base, Ohio 

The Chubb and Hoyland paper provides a good example of how human 
performance models might be used t o  generate da ta  f o r  high resolution 
combat simulations. As such, t h i s  paper could have been included i n  
Session I1 on Human Pe r fomnce  Models and Applications. Their approach t o  
modelling crew performance under degraded conditions should be of specia l  
i n t e r ea t  t o  the  combat modelling community. Although only br ief ly  
discussed i n  the  paper, the  approach uses a bat tery  of basic perceptual, 
cognitive, and motor tasks  t o  provide estimates of the  combat s t r e s s  
e f fec t s  on spec i f ic  humn ab- l i t ies .  The r e s u l t s  of these t e s t a  a r e  then 
used t o  modify the  task ! rformance data i n  t he  SAINT network. Running the  
SAINT model provides predictions ("speculations", t o  quote the  authors) of 
s t r e s so r  e f f ec t s  oil :i~e overal l  performance of the  crew-served weapon 
system. Although t h i s  approach makes s ignif icant ,  unvalidated assumptions 
about our a b i l i t y  t o  generalize from individual t a sk  data t o  crew perfor- 
mance, it is one of the  only means avai lable  t o  predict  combat s t r e s so r  
e f f e c t s  on weapon system effectiveness. This approach should be especially 
useful i n  s ens i t i v i t y  analyses, where one is attempting t o  iden t i fy  
c r i t i c a l  h u m  fac to r s  variables t h a t  impact combat outcome. I n  such 
cases, one i s  more interes ted i n  r e l a t i ve  ra ther  than absolute effect8.  

In  my opinion, there  are at l e a s t  th ree  important challenges i n  
network modelling: 

( 1 )  Determining the  functional s t ruc ture  of the  man-machine system. 
(2) Constructing the  network model of t he  decomposed syatem. 
( 3 )  Obtaining and managing the  performance data  required t o  exercise 

the  network model. 
I n  t h e i r  recent work, Chubb and Hoyland have attempted t o  sp t ema t i ze  the  
approach t o  challenges one and three. They ahow how the  use of IDEF, 
techniques can reduce costs  and eliminate e r ro r s  when decomposing sptems. 
These benef i ts  a r e  par t icular ly  noticeable w i th  large systems t h a t  require 
the  work of several  analysts.  Although they acknowledge t h a t  avai lable  
data base management tools  could fur ther  enhance t h e i r  system, the  current 
Perforroance Data Base templates (frames) are an  important i n i t i a l  s t ep  f o r  
col lect ing and managing the  data required t o  execute the  network model. 

There was some informal discussion at  MORIPKX: I1 on the  poss ib i l i ty  of 
using network modelling tools  t o  develop new combat simulations. Whether 
o r  not t h i s  is a good idea is beyond my expertise;  but if t h i s  avenue i s  
pursued, some of the  supporting tools  described i n  t h i s  paper w i l l  be 
c r i t i c a l l y  necessary. This paper should be careful ly  read by anyone 
contemplating a network approach t o  combat modelling. 
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The joint Navybwrence Livermore meeting (JAMCSI) was held at Lawrence 
Livermore National Laboratory on November 30th and December 1st 1988. The 
meeting was intended to bring together individuals from two research communities: 
the combat simulation and war gaming community, and the human performance 
community. 

It was intended that the meeting provide a forum for the exchange of ideas and 
concepts with the ultimate objective of improving the fidelity of combat simulation 
modeling. 

As background for the meeting two publications were given out to each attendee: 

"Review and analysis of the literature in the area of human 
performance modeling."UCID 21558,LLNL,November,1988. 

"An inventory of wargaming models for special warfare: Candidate 
Applications for the Infusion of Human Performance Data."UCID 
21551 Lawrence Livermore National Lab.,November, 1988. 

The first day of the meeting was devoted to presentations on existing combat 
simulation models and their attempts to incorporate human performance information. 
Speakers provided an overview of some of the more widely used models and outlined 
the rational for the model's development, its current use, and the strategy being used 
to incorporate human pe~formance information. 



The list of topics and speakerr were as follows: 

Human Performance Research Captain Chaney 
at the Naval Health Research NHRC Center 

Overview on Navy Modelling 
Needs 

Meeting Objectives and 
Organization 

JANUS Model 

Crew Ill 

SEES Model 

TWSEAS Model 

AURA Model 

NURA Model 

Micro SAINT 

Human Factors Modelling 
Requirements 

Captain Jones 
NMRDC 

LCDR Kelleher 
NHRC 

Dr. Toms 
LLNL 

Mr. Anno 
Pacific-Sierra-Eaton 

Dr. Terhune 
LLNL 

Maj. Anderson 
USMCB Pendelton 

Dr. Kolpcic 
ABRL 

Dr. Yencha & Dr. Kirk 
NSWC 

Dr. Laughery 
Micro Analysis & Design 

Mr. Hawkins 
DTRC 

CDR Contreras 
ONT 

The evening dinner speaker was Col. John Pickering (USAF Ret.) and he 
provided a historical perspective to the development of the military's interest in combat 
simulation modelling. 

The second day of the meeting was to be devoted to future combat simulation 
models and work groups were requested to deal with design and specification issues. 
The original agenda had to be abandoned when it became apparent that there were 
several issues that needed to be addressed by the entire group. Before the meeting 
was opened to general discussion Commander Tom Contreras from the Office of Navy 



Technology gave a presentation on the organization and structure of the research 
administrative environment and the hurdles that faced any new research initiative. 

The open discussion was completed with a short presentation by Dr. Earl Alluisi 
from the Office of the Under Secretary of Defense. Dr. Alluisi indicated his strong 
support for computer modelling and the use of combat simulation for evaluating various 
defense alternatives. He said that he was supporting a major research thrust in this 
area because of the wide spread potential for this technology. 

To bring you up-to-date on the NavyILLNL meeting, I would like to summarize 
some of the major points made by the presenters at the meeting. 

Captain Chaney outlined the numerous human performance programs currently 
underway at NHRC and indicated that these research programs, along with the 
individual researchers involved, were available to support the combat simulation effort. 
He felt that the human performance research that is going on in the Navy medical 
laboratories was an untapped resource and, that if appropriately applied, could 
enhance the fidelity of combat simulation models. 

Captain Jones directed most of his comments to human performance databases. 
He indicated that several Navy laboratories were using the MICRO SAINT software 
product to organize and develop human performance information. He felt that the 
human performance modelling development in the past had been hampered by both 
hardware constraints and the lack of user friendly software, but that both of those 
barriers had now been overcome and that it was now time to develop the supporting 
data modelers will have to deal with: 

1 r The goal of the model. 

Modelers need to identify the users and bring them into the development 
process early. 

2. How good is the model? 

The model has to make things easier for the user and the user has to be 
able to believe in the results. To do this we must make sure he knows what 
assumptions went into the model and he must know that the results are 
valid. 

3. What databases are available? 

We need a major effort to bring together the various fragmented databases 
and make them generalizable for use in the van'ous models. 



4. How do you get fleet support? 

Captain Jones suggested that there are four elements in getting fleet 
support. They are: 

a. Existence of a valid requirement. 
b. An identified user. 
c. Integration within existing technology base. 
d. A transition plan for moving the technology along. 

LCDR KELLEHER 
In outlinina the obiectives of the meetina LCDR Kelleher indicated that one of the 

main purposes"of the r;leeting was to bring tigether the various organizations and 
agencies that have been working independently on computer simulation models and 
develop a dialogue among researchers. This objective was certainly obtained. 

LCDR Kelleher made the point that he considered himself a user for the modelling 
effort. He felt that combat simulation models are very much a research tool in addition 
to their other uses. He suggested that combat models a u l d  be used to guide and 
structure research efforts in the future. He also questioned whether or not we had fully 
utilized the data that is currently available. Maybe we need to have a major effort to 
organize and make available the existing human performance data before we go out 
and collect more data. 

For detailed information regarding the presentations on the individual models you 
should pick up a copy of the meeting proceedings. We will, however, summarize some 
of the general comments that were made by the speakers. 

Dr. Toms talked about Janus and suggested four essential items for a good 
model. 

1. Openness - full disclosure of the models structure and content - good 
documentation. 

2. Usefulness - The model should be used by individuals other than the 
developer. It should not be a clever laboratory game. 

3. Limitations - The limitations of the model should be clearly spelled out and 
made available to the users. 

4. Validation - The model should reflect what really goes on in the real world. 

Dr. Toms indicated that Janus had been chanaed over to a distributed data 
processing architecture to enhance processing sp& and allow the running of the 
model in remote locations. Dr. Toms re~orted that Janus included some basic human 
performance information, but that he considered the lack of this type of information one 
of the biggest short-falls in the model. 
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Mr. Anno descr~bed the multidisciplinary development of Crew Ill and how it was a 
continuation of tfie IDP work done for the Defense Nuclear Agency. This program like 
many others has used symptomology descriptions to tie stress variables to 
performance. 

The Crew Ill model is now being used in Janus to handle some of the human 
performance information. 

Dr. Terhune talked about the SEES model which is a modified version of Janus 
that was developed for the Office of Security Evaluations. It is unique in its ability to 
handle combat simulation in an urban type environment. Its primary purpose is to 
model the problem of armed intrusion against a secure site. Dr. Terhune felt one of the 
main reasons for their success has been the close working relationship they have had 
with the security guard users. They have been intimately involved from the Start. 

Major Anderson is a user of computer models. He manages the Tactical Warfare 
Simulation (TWSEAS) unit at Camp Pendleton. His system, like the others presented, 
includes limited human performance information. TWSEAS is used for staff training 
and as such needs to be as realistic as possible. Maj. Anderson stressed, however, 
that the human performance inputs did not have to be perfect, an approximation of the 
human element would be better than what he currently has. 

Gr. Klopcic described the AURA (Army Resiliency Analysis) model. Unlike the 
other models, AURA is a one sided model that looks at the functioning of a unit over 
time including times following hostile attack. AURA is designed to be a framework into 
which existing models can be incorporated. Dr. Klopcic referred to AURA as a 
methodology rather than a model. One point that Dr. Klopcic made that needs to be 
emphasized is that by not considering a given variable in a model does not mean that 
you have not included its effect. It just means you have either consciously or 
unconsciously assigned it a value of one. 

Dr. Yencha and Dr. Kirk spoke on the NURA model which is the Navy's version of 
AURA. The model is primarily designed for assessing the impact of chemical attacks 
on naval vessels. They are looking for good human performance information for their 
model. mcre specifically, they are looking for information on the affects of MOPP gear 
(chemical warfare protective clothing) on performance. 

Dr. Laughery devoted most of his time to "task network modelling" which is the 
structural technique used in the MICRO SAINT software. Dr. Laughery feels that this 
software can act as the bridae between human performance modellina and the combat 
simulation model. MICRO %INT is a commerc~al product that was developed under 
government contract. It has been used extensivelv for modellina human ~erformance. 
but it is general enough to be used to build any niwork sirnulatkn. The developers of 
MICRO SAINT think that it will do for modelling what the spread sheet programs did for 
financial analysis. Its user friendly nature will eliminate the need for a modelling 
specialist and bring modelling capability down to the user level. 

MI. Hawkins described the SHIPDAM model which is a modified version of the 
ship vulnerability model that has been developed at David Taylor Research Center 



over the last 15 to 20 years. It is a Monte Carlo model designed to handle probabilistic 
events. The model is not yet complete or documented, but is being used for several 
projects. 

Commander Contreras spent considerable time detailing the R&D system and 
outlining the research project review process. He indicated that knowledge of this 
system was important for getting new initiatives such as combat simulation and human 
performance modeling funded. He emphasi the importance of identifying the user 
community early on in the development so that a tramition plan can be put into place. 
He closed his presentation by listing the four criteria he uses in evaluating new 
programs. They are: 

1. A documented need or requirement and an indication that the 
researcher has taken the time to learn about and understand the problem. 

2. A well laid-out plan with achievable goals. 

3. An indication that the researcher is aware of and using all available resources; 
both equipment and information resources. Not just in his organization, but 
throughout the R&D community. 

4. An understanding and support of the R&D system. For a project to develop 
smoothly the researcher has to know the steps involved in the R&D System. 

Finally Cmdr. Contreras suggested that researchers working on computer systems 
that potentially could be used in operational medicine be aware of DAMSEA the 
Defense Medical Systems Support Center. It is the DOD organization that oversees 
the implementation of new computer systems. He was not sure what they were doing 
in the modeling arena, but suggested that they be contacted. 

In the general discussion session Dr. Alluisi suggested that the human performance 
modeling had to be focused on those tasks that make a difference in the outcome of 
combat engagements. He suggested that we should conduct some sensitivity studies 
using the combat simulation models to determine what tasks we need to model. He 
indicated that this information was going to be extremely "portant in the evaluation 
of weapon systems and that the science of combat simulation was going to take on 
increased importance in the future because it is one of the only ways you can 
systematically evaluate the importance of various system components. 

CONCLUSIONS AND RECOMMENDATIONS 
1. We really don't have a good idea of what human performance data is available for 
modelers andlor how useful it will be. 
2. We need a list of problem areas eom the modelers to help focus the human perfommnce 
research effort. 



3. There seem to be two points of view regarding how we should attack the 
modelling problem: one suggests a bottom up approach while the other 
feels an top down approach is more appropriate. 

Bottom Up - Each lab has its own particular needs and as models are built to 
meet these needs, they can be used as building blocks to build larger 
combat simulation models. 

Top Down - If we wait for the development of all of these individual models 
we will never get to the overall model that will meet user needs. Lets get a 
rough cut model up and running and use it to identify information that is 
needed. Let the large overall model drive the research effort. 

4. Hardware no longer appears to be a constraint. By using distributed data 
processing along with 32 bit intelligent terminals modelers seem to be able 
to do just about everything they currently want to do. The choke point now 
appears to be the quality and quantity of human performance data available. 

5. There appears to be a need to bring in funding from a number of different 
sources rather than relying solely on the Medical R&D Command. 

6. It was suggested that we use a matrix of independent and dependent 
variables to relate the impact of various stressors to various performance 
variables. The relat;onships could be developed from the scientific literature 
and specifically designed studies. There seems to be some concern as to 
whether such a matrix could be translated into combat performance. 

7.. There appears to be a need for some sort of clearing-house for the 
exchange of information regarding the modelling effort. It was suggested 
that an electronic network be set up that includes bulletin boards and 
electronic mail for the dissemination of information and ideas. 

8. It was suggested that a directory of modelers be developed and that it 
include the electronic addresses for those on the ARPA Net. 

9. Several investigators felt that we need to confine, at least initially, the human 
performance modelling effort to the small combat unit rather than trying to 
introduce human performance data at the Division or Brigade level. 

10. There appears to be a need to get some type of human performance 
information in the existing models right now. We can refine the development 
after we get something out there operating. 

11. A publication needs to be developed that reviews the human performance 
literature and evaluates the models that are currently available. Something 
similar to what was done by LLNL for the combat simulation models. 

RECOMMENDATIONS 1 SUGGESTIONS 



1. Within the US Navy, a combat simulation integration review function is 
needed to provide specifications and guidance regarding the existing Navy 
modelling efforts. This function is needed so that greater utility for existing 
models can be generated. It would also allow for greater integration of 
existing models. Currently, there are many different machines and programs 
running models which cannot be easily joined together if needed. A 
Modelling oversight group could insure that new models conform to criteria 
and standards which will allow them to be integrated in the future or at least 
be "modular and transportable" to other systems/models. 

2. A Handbook for Combat Simulation Model Development from a 
multidisciplinary point of view could be very valuable in banding together 
professionals from the OR, Physical Sciences, Behavioral Sciences, and 
Engineering Communities. Lawrence Livermore National Laboratory and 
BDM have developed a straw-man table of contents and a suggested author 
list of over 30 individuals to contribute to this effort if sufficient funding from 
the joint services is obtained. 

Work performed under t h e  auspices o f  t h e  U.S. Department o f  Energy by 
Lawrence Livermore National Laboratory under Contract W-7405-Eng-48 
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SESSION 111: PREDICTING HUMAN PERFORMANCE1 
AVAILABILITY IN COMBAT ENVIRONMENTS 

SESSION CHAIR: Sally J. Van Nostrand 
US Army Concepts Analysis Agency 

I think that Session 111 is the most exciting session in MORIMOC I1 - not 
because it is the longest, but because of the papers in it. I'm delighted that 
this is the session that I'm chairing. Since one of the goals of MORIMOC I1 is 
to bring back a multidisciplinary orientation to operations research, we've 
specifically invited (and have present) people from diverse fields that we 
have not previously had at MORS meetings. As you look at the education and 
experience of the group of authors and discussants in this session, you'll see 
that about all that they do have in common is an interest in human performance 
and how that performance can be represented in combat models. 

The morning papers. The papers this morning center on predicting soldier 
performance. Most combat models now assume that soldiers are similar to binary 
computer bits; they're totally on (perform at 100 percent proficiency) or 
totally off (when they become a casualty and are totally removed, at least 
temporarily, from the system). These papers, from the human research com- 
munity, show the results of research projects that were specifically designed 
to measure combat performance when it is less than 100 percent, but not 
necessarily zero percent. If we are to add the human dimension to combat 
models, we must include the factors that influence human performance, and the 
measures in the model that represent human performance must be more than 
binary on or off functions. 

The morning diecussants. One of the main reasons given for why soldier 
performance has not been included in combat models is that modelers tend to 
say,. "There isn't any data," while the human researcher says, "They won't use 
the data I give them." I believe that there has been a communication problem-- 
the two sets of people don't speak quite the same language. I've chosen the 
discussants for the morning session to test that theory, and if the problem 
exists, to see if we can help find a solution. We'll have all of the papers 
first. Then the first discussant is an experienced, distinguished combat 
modeler who will tell us whether h? thinks these research results are imme- 
diately usable in combat models, and if not, why not. He will be followed by 
an equally distinguished and experienced researcher in military psychology who 
will provide either a rebuttal for the whole group or further critique, 
whichever he feels is appropriate at that point. 

The afternoon section. The papers this afternoon are application or 
modeling oriented. Most of the papers seem to have a foot in both human 
research and operations research. In order to continue to test whether human 
researchers and operations researchers are understanding each other, I've 
tried to choose discussants who know something about the area addressed by the 
paper, but who are not from the same discipline as the authors. I've asked all 
the discussants to address the question of whether the data or technique pre- 
sented is directly usable in today's combat modeling. Where they say, "No," 
I've asked them to tell us what they feel is needed to make it usable" 



EFFECTS OF IONIZING RADIATION ON THE PERFORMANCE 
OF SELECTED TACTICAL COMBAT CREWS 

George H. Anno and Michael A. Dore 
Pacific-Sierra Research Corporation 

12340 Santa Monica Boulevard 
Los Angeles, California 90025 

ABSTRACT 
A model is developed to assess the expected performance of four 

selected types of tactical army combat crews when the individual 
crewmembers function at degraded performance levels due to acute 
exposure to ionizing radiation. The model is also applicable to other 
situations that degrade individual crewmember performance. The 
results provide performance data for larger scale U.S. Army models 
that simulate battlefield conflicts where nuclear weapons might be 
employed. Performance-level data are generated as a function of dose 
and time after exposure for each crew type. 

INTRODUCTION 
This article reports on a continuing effort of study to quantify 

the acute effects of intermediate level gamma and neutron doses 
(0.75 Gy to 45 Gy free-in-air) on the combat effectiveness of tactical 
combat forces. Our effort builds on prior work of the Defense Nuclear 
Agency (DNA) Intermediate Dose Program (IDP), where the expected 
performance level of individual soldiers was determined as a function 
of dose and time after exposure [Anno, Wilson, and Dore, 19831. Here 
we extend the prior IDP work to small army combat crew units to assess 
combined crew performance. Four types of crews selected for this study 
are shown in Table 1, along with a brief description of the specific 
combat engagement action of each. These crews are all associated with 
Army combat vehicles representing a significant portion of the tacti- 
cal ground force. 

The methodology followed in developing combat crew performance 
levels is outlined in Fig. 1. There were two specific objectives of 
this study. The first was to determine a relationship for the collec- 
tive performance based upon the performance levels of each of the 
crewmembers. For a typical crew of four crewmembers, the relation- 
ship, indicated in Fig. 1 under "Four-dimensional functional fits," 
required eight parameters, two each for four independent variables 
(independent crewmember performances). This relationship can be used 
in combat simulation codes such as Ballistic Research Laboratory's 
(BRL) AURA [Klopcic and Roach, 19841 to predict battlefield perfor- 
mance of a crew for an arbitrary mix of degraded crewmembers. It 
applies regardless of the underlying cause of degraded performance, 
whether due to radiation sickness or some other physical or 
psychological stressor. 

Utilizing the above crew performance algorithm, the second objec- 
tive was to determine crew performance as a function of acute dose 
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Table 1. Selected Army combat crews. 
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external to the crew vehicle and time after exposure. The methodology 
depicted in the lower portion of Fig. 1, combines a number of factors 
to yield the desired crew unit performance. Among these factors are: 
radiation shielding by the vehicle, the variability among individuals 
in expressing symptoms of radiation sickness, the crew performance 
algorithm, and results from the.IDP studies of dose and time-dependent 
individual crewmember performance. 

Dose and time-dependent performance data were generated for each 
crew type assuming typical vehicle shielding factors and averaging 
over ehe distribution of symptom incidence. These performance data, 
illustrated as a set of surfaces, are suitable for implementation on 
higher level combat simulation codes, such as the JANUS code at 
Lawrence Livermore National Laboratory (LLNL) [Bluaenthal et al., 
19841 3 .  

Performance is expressed as the rario of the time normally re- 
quired to complete the specified combat engagement with crewmembers 
unaffected by radiation (the normal mission time) to the time required 



when the performance level of one or more crewmembers is degraded 
(i.e., slower) from the effects of radiation. This definition was 
adopted in the earlier IDP study of individual crewmembers [Anno. 
Wilson. and Dore, 198311 and has the property of yielding a val.ue 
between zero and one as well as being amenable to empirical field 
exercise measurements. 

A combat engagement includes a number of tasks shared among the 
individual crewmembers that must be completed according to a predeter- 
mined sequence. The performance of each individual crewmember is 
expressed quantitatively according to the time taken to complete 
assigned tasks. The simulated combat engagements are all very brief, 
ranging from about 30 s to 1.5 min, and represent a critical period of 
combat where crewmembers are required to execute a large number of 
often split-second tasks in a coordinated team effort. Accordingly, 
such intense combat engagements represent events crucial to the out- 
come of tactical battlefield encounters. 

Below we discuss the methodology (summarized in Fig. 1) developed 
for determining degraded performance levels for each of the four 
combat crew units. The appendix contains tables and diagrams referred 
to in the discussion that provide some detailed information and data. 

ANALYSIS OF EMPIRICAL DATA 
We have utilized data assembled from a large number of field 

measurements of the time required by trained military personnel to 
perform the tasks comprising the enga ements described in Table 1. The E M60A3 tank data [Moyer and Lam, 19871 were combined with data for 
three other crew types: the MI09 howitzer, fire direction center 
(FDC), and M901 Improved TOW (tube-launched, optically tracked, wire- 
guided) Vehicle (IN-TOW) crews [Moyer. O'Donoghue, and Feinberg. 
198415. These data were taken from multiple repetitions of standard 
operational engagements by trained soldiers. A brief description of 
each engagement is included in Table 1. More detailed descriptions of 
the s ecific tasks are contained in a DNA report [Dore and Anno, t 19883 . 

The goal was to generate an accurate, dynamic simulation model 
for each crew type. The empirical data gathered were suitable for 
statistical evaluation to provide the following critical inputs to 
such a model: 

1. Representative mean times for each task 
2. Variances about the mean times for crewmembers 
3 .  Detailed chronological sequence and hierarchy of task 

executions to allow construction of task interaction 
diagrams 

The scope and extent of the measurements for all four crew types 
is summarized in Table 2. Most tasks for most crew types were per- 
formed five or more times by several different crews comprised of . 
different individuals. However, because only a limited number of 



Table 2. Structure of empirical task-time measurements. 

Crew No. of No. of No. of No. of 
Type Tasks Separate Separate Trials 

Crew Units Individuals Each 

Gun crew 2 1 55' -- 
25 11 3 3 5 

C o n  18 15 
Tank crew 

Live & 10 
2 4 

ITV-TOW crew 7 -- 2 20a & 30a 
12 5 10 loa 

aOnly the last 5 trials were used. 

qualified personnel were available for certain positions, they were 
required to occupy those positions for all of the trials. For ex- 
ample, for the gun crew a single individual (chief of section) par- 
ticipated in each of the 11 separate crew units. This crewmember 
performed two of the same tasks five times each for a total of 55 
trials. Also, because certain tasks involved the actual firing of 
expensive, live ordinance, those tasks were not repeated as often. In 
Table 2 .  two rovs of numbers are used for all crew types but the FDC. 
The upper numbers represent situations in which the number of 
qualified personnel was limited. 

The entry in Table 2 for the M60A3 tank crew is divided in two 
because task time measurements of the tank crewmembers were made in 
tvo separate environments. The many rapidly occurring tasks for the 
tank commanders and gunners required that timings be taken in a stand- 
ard tank simulator. the "conduct of fire trainer" (Con). This 
simulator is stationary and does not fire live rounds: therefore, the 
loader and driver tasks were possibly not realistic representations of 
an actual tank environment in some respects. However. a limited 
number of loader and driver task timings were taken in actual tanks 
participating in exercise maneuvers. These exercises included live 
firing of the gun. The two subdivisions given for the tank crews in 
Table 2 delineate the tasks and number of trials applicable to each 
set of measurements. 

The final mean times and variances for the empirical data, except 
for the tank crew, result from five independent trials by each 
individual. Where more trials were available, only the last five were 



used. Occasionally, an individual would have only four valid trials; 
in these cases, the standard statistical practice was employed of 
introducing an artificial fifth trial equal to the mean of the four 
valid trials. For the tank crews, however, all available data were 
used. 

Of concern was the possibility of a "learning curve" effect in 
which a trend towards shorter times would develop with successive 
trials by an individual. Correlation tests were performed to deter- 
mine if any systematic trend could be found progressing from the first 
to the fifth trial. Neither a trend toward longer times (due to 
boredom with repetitions of the same exercise) nor toward shorter 
times (learning curve) was discernible. 

The complete lack of any appropriate data on crewmembers in 
degraded states (due to radiation injury or any other applicable 
insult) was one of our concerns. In particular, a method was needed 
for estimating the variance about the mean task times for degraded 
crewmembers. Given this deficiency, our approach was to model the 
variance as a function of the mean, assuming the same functional. form 
to hold for both the degraded and undegraded situations. 

Let Ti be the normal (undegraded) mean time for completing a 
given task i. Then the performance of a crewmember for the task is 
defined as pi = Ti/ti, where ti is the longer time required to ac- 
complish the same task when the crewmember is in a degraded state. So 
for a given performance level pi, the mean time for a degraded crew- 
member to perform task i is just pi - Ti/pi, A model for the variance 
about pi is desired. If, for healthy crewmembers, a functional 
relationship of the form ago, = f(p) were found. then we could. ap- 
proximate the degraded variance by assuming the relationship: 

L 
a 
norm f ( l r )  

A scatter plot of ai versus pi was made for each crew type, and a 
combined plot for all four crew types is shown in Fig. 2, which shows 
that the upward, linear trend is nebulous. 

Grouping tasks according to the type of activity was then 
considered. The types chosen were: 

1. cognitive. 
2. physicall!. ?r qanding, 
3. normal. 

This partitioning of tasks was suggested by the previous IDP 
study [Anno, Wilson, and Dore, 198311, where trends were observed 
indicating that certain physically demanding tasks deviated substan- 
tially from the norm. A physically demanding task is one that would 
more effectively fatigue a crewmember compared to other tasks and thus 



Figure 2. Scatter plot of a versus o for all tasks. 

lengthen task performance time. Similar deviations were also observed 
for certain FDC tasks which require intense mental concentration. 
These "cognitive" tasks are indicated by a "C" in the column titled 
"Task Type" in Table A2 (Appendix). The physically demanding tasks 
are similarly marked with a "P" in Tables Al, A3, and A4 (Appendix). 
The remainder of the tasks are normal and are unmarked. 

Examples of scatter plots of ai versus pi for the three groupings 
listed above are shown in Fig. 3. Again, only a very diffuse trend is 
evident. To assess these results, several statistical tests were 
applied. including the student-t and standard error. The results are 
summarized in Table 3, where the A and B parameters refer to a best 
fit of the form, a - A + Bp. The results indicate chat the activity 
groupings are not sufficiently distinct from one anorher to Justify 
distinguishing between them. Figure 4 is a scatter plot of oi versus * pi. where 



Flgurc 3. S c a t t e r  plot  of a versus p by task group, 
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Table 3. Regression results. 

Crew Type Tasks SD A B SD(A) SD(B) COV(A,B) 
- -- 

1 Gun crew 23 1.1702 1.0741 0.1589 0.4576 0.0572 -0.0222 
2 PM: crew 23 0.4979 0.7873 0.0999 0.1271 0.0120 -0.0009 
3 Tank crews 20 0.1982 0.1640 0.1943 0.0740 0.0427 -0.0025 
4 TOUcrew 19 0.5916 0.7269 0.1312 0.2411 0.03U -0.0068 

Standard Error and T-Statistics 

Comparisons Intercept (A)- Slope (B) 
S mndard Standard 
Error Student-T DF Error Student-T DF 

Gun crew/FDC crew 0.0990 2.8957 44 0.0122 4.8362 44 
Cun crewflank crew 0.0968 9.3975 41 0.0153 2.3204 41 
Gun crew/TOV crew 0.1103 3.1476 40 0.0143 1.9345 40 
FM: crev/Tu* crew 0.0312 19.9523 41 0.0099 9.5576 41 
FDC crew/mV crew 0.0613 0.9845 40 0.0083 3.7845 40 
Tank crsv/TW crew 0.0577 9.7523 37 0.0124 5.0963 37 

Stress Type T a k a  SD A B SDCA) SD(B) COV(A.B) 

Cognitive 5 0.3567 1.1001 0.0832 0.2702 0.0125 -0.0027 
remanding 14 0.8310 0.2209 0.2725 0.5364 0.0804 -0.0392 
ho-sal 66 0.7U3 0.4671 0.1859 0.1295 0.0231 -0.0021 
All Casks 85 0.8077 0.7029 0.1354 0.1170 0.0152 -0.0012 

Standard Error and T-Scacistics 

Couparisons Intercept (A)- Slope (8) 
Standard Standard 
Error Student-T DF Error Student-T DF 

NOTE: DF - degrees of freedom 



and 

FI 
x TOW 

Figure I r .  Scatter plot of a* versus p* for all tasks. 

and where j = 1.2. .... N ranges over trials for task i, and the tij are 
measured times. A best-fit, straight horizontal line was fit to this 
pattern. and we concluded that such a curve (with slope - 0) was as 
good a fit as any other. Thus, the algorithm for sampling for 
degraded times becomes: 

Sample random variables, r ,  from a normal distribution * with mean, p i  - in p, and standard deviation nl; 
then, t = exp(r). 

This is equivalent to sampling t from a lognormal distribution with 
mean, 

* *' 
p(p) - p(p-l)/p = e x p b  - In P + a /2) (3a) 

and standard deviation (SD), 



This is the desired relationship for o ( p ) .  Accordingly, an alterna- 
tive form of sampling for t, which is equivalent, is: 

Sample random variables, t, from a lognormal distribution 
mean, ( p ) p  and standard deviation, o(p-l)/p. 

TASK DIAGRAM DEVELOPMENT 
The decomposition of an engagement involving several interacting 

crewmembers into a specific set of modular tasks depends on the level 
of resolution required. The particular structures chosen for collect- 
ing the empirical data were designed to facilitate accurate timings 
between natural breakpoints in the action. This is illustrated by 
considering a representative specific task for the M60A3 tank crew. 
where the task commences immediately after the tank cormnander (TC) 
orders "backup." The full description states that the task consists 
of the driver backing up until the TC orders "stop," whereupon the 
driver stops and parks the tank. Here two different individuals are 
involved, and three distinct actions must be performed in sequence, 
i.e., an action by the driver. then an order from the TC, followed by 
a final action by the driver. For an accurate simulation in which the 
TC and driver may be in very different degradation states, the dis- 
tinction between the three components of this "task" can be 
significant. A similar situation arises in several of the other 
empirical tasks. 

As a consequence, many of the empirical tasks were subdivided 
into two or more simulation tasks for incorporation into the final 
task diagrams. This. in turn, necessitated distributing the mean task 
time and the associated variance among the subdivided tasks without 
altering their combined values. Although this could only be done by 
careful intuitive judgment. the net mean time and variance for the 
set, which must remain as measured, were preserved. Since for the 
original measurements these appeared as a single, continuous activity. 
the addition of detailed internal structure to this set of tasks had 
negligible effect. 

The procedure for redistributing the variances among subdivided 
tasks results from requiring that three conditions be met. For an 
empirical task with mean time t, the subtasks (a and b) are assigned 
mean times such that 



Assuming that the tasks are independent, the standard deviations are 
then constrained such that 

and are then given by 

The resulting input values used for the simulation are tabulated 
in Tables Al, A2, A3, and A4 of the Appendix, along with the final 
task lists for the four crew types. These correspond to the task 
diagrams given in Figs. Al, A2, A3, and A4 of the Appendix. In 
Tables A1 through Ah, the column marked "data task" contains the 
original empirical task number from the measurement data, and is 
followed by a letter (A, B, or C) if the task was subdivided. Empiri- 
cal tasks 21 through 24 for the MI09 gun crew were in fact copies of 
tasks 8 through 11, i.e., no independent measurements were taken for 
the repeat of the loading operations. 

MONTE CARLO SIMULATION 
The CREW-I11 Monte Carlo simulation code [Dore, 198617 was util- 

ized to predict the mean overall engagement time for each crew type. 
This involved computing 100 independent histories (realizations) of 
the simulated engagement, resulting in a predicted mean time for each 
type of engagement. Reconciliations of the mean overall engagement 
times obtained from this simulation with measured ones are shown in 
Table 4. Since some of the simulated engagements contained additional 
tasks not included in earlier measured engagements, correction terms 
were needed to make a meaningful comparison between the predicted and 
measured times. For example, the initial six tasks for the tank crew, 
during which the tank colmander and gunner are searching for a target, 
were included to conform to the earlier engagement scenario. These 
tasks consume an average of about 1.7 s which were not included in the 
empirical measurements. 

The corrections for the tank crew were suggested by the team who 
performed timing measurements in the field [Moyer and Lam, 198714 
after they noticed loaders and drivers taking longer in the field 
exercises than had been allowed for the COFT simulations. 

The right-hand column of Table b summarizes the relative accuracy 
with which the Monte Carlo simulation (addressed in the following 
section) reproduces the empirical results. Except for the FDC crew, 
for which many empirical measurements are very doubtful, the agreement 
is satisfactory. 



Table 4. Reconciliation of overall engagement times. 

CREW-I11 Results Empirical Data 

Crew Raw Raw 
Type Time Correction Net Timea Correction Net Percent - - -- 
Gun 103.18 103.18 116.L3 116.43 -12.8 
FDC 93.38 93.38 69.69 +6.86b 76.55 +18.0 
Tank 28.06 -1.70C 26.36 22.79 +2.71d 25.50 +3.26 
ZTV-TOW 157.82 -28.00e 129.82 141.57 141.57 -9.05 

aEmpirical values for total engagement time reflect the less than 
ideal conditions under which field data measurements were gathered. 

b~asks 11 through 14 were removed. 
CInitial target acquisition. 
d~oader and driver too fast in COFT. 
eDriver tasks. 

The CREW-I11 code was then applied to selected combinations of 
degraded crewmembers. The degradation states chosen and the final 
mean engagement times found are summarized in Tables A5 through A8 of 
the Appendix. For some crew types, additional points were included to 
ensure that the entire four-space, i.e.. four crewmembers. was suffi- 
ciently represented. 

FOUR-DIMENSIONAL FUNCTIONAL FIT 
A simplified expression for overall crew performance as a func- 

tion of the performance levels of the individual crewmembers was 
derived considering a crew consisting of four crewmembers, each 
responsible for a specific subset of the full set of tasks making up 
the engagement. Assuming that all tasks are performed sequentially, 
the total time for the engagement would simply be the sum of the time 
taken by each crewmember. Let Ti be the sum of the normal (un- 
degraded) times for the tasks of crewmember i, i = 1, 2, 3, 4, so that 
the total mission time is 

The performance of a crewmember is defined as pi = Ti/ti, where ti is 
the longer time required to accomplish the same set of tasks when the 
crewmember is degraded. Thus, p i  is always between 0 and 1. 
Similarly, the overall crew performance is given by P - Ttot/ttot. 
where ttot - 1 ti. It then follows that 



where, 

Equation 7b shows that each of the crewmember performances (ai) 
is reciprocally weighted by the fraction of the total mission time 
contributed by each crewmember when all are undegraded. The assumption 
of a series of sequential tasks consistent with this expression is 
true only specifically for the ITV-TOW crew. The other three crew 
types require the crewmembers to perform tasks in a series-parallel 
fashion, where at various times during the engagement tasks are per- 
formed simultaneously. However, by using Eq. 7b as a guide, the Monte 
Carlo results for these other three crew types were found to be 
remarkably well fit by a more generalized form of Eq. 7b. 

The 0 exponent allows four more degrees of freedom to account for 
interaction effects between crewmembers. Both the a's and B's were 
determined from a simplex algorithm which mimimized the standard error 
over all points. The starting guesses for the a's were determined 
from Eq. 8 and the B's were initialized to 1.0; in all cases, the 
results converged rapidly to a distinct minimum. The resulting values 
ark tabulated in Table 5, along with the correspondence between the 
indices and crewmember positions. 

The CREW-I11 simulation for the ITV-TOW crew incorporated only 
three crewmembers: squad leader, gunner, and loader. The fourth 
crewmember, the driver, was not included since the empirical data for 
the ITV-TOW crew was taken without a driver present. As already 
mentioned. the ITV-TOW tasks are performed sequentially, and therefore 
the p's are all 1.0. The accuracy of the CREW-I11 simulation and 
subsequent fit to Eq. 9 is evident by noting the near unity values of 
the B's for the ITV-TOW crew in Table 5. 

The previous IDP study [Anno. Wilson, and Dore, 198311 d5.d in- 
cl*lde a driver, whose total task time was normally 28.0 s for 
maneuvering and parking at the launch site prior to the other crewmem- 
bers beginning their tasks. For both consistency with the previous 
IDP study and because an actual ITV-TOW crew includes a driver, a 
modification was made to the results to incorporate the effects of a 
driver into the results. 

This modification consisted of adding an additional 28 s to the 
engagement time for vehicle motion with an undegraded driver. Then, 
if TtOt = 129.824 s is the total engagement time for the three man 



Table 5. Fit parameters. 

Gun FDC Tank TOW 
Parameter Crew Crew Crew Crew 

Crew Type 
Crewmember Index (i) 

MI09 howitzer 
gun crew 

Fire Direction 
center (FDC) 

M60A3 tank 
crew 

M901 ITV-TOW 
crew 

Chief of Assistant No. 1 
Section Gunner Gunner Cannoneer 

Fire Horizontal 
Direction Computer Control -- 
Officer Operator 

Tank 
Commander Gunner Loader Driver 

Squad 
Leader Gunner Driver Loader 

crew, the new total time (to accommodate the driver) will be 
TItot - Ttot + 28 = 157.826 s. Also, the total engagement time with 
degraded crewmembers becomes 

T' - T + 28/pD, where T - Ttor 
is the total engagement time for the three-man crew, and p~ is the 
performance level of the driver. Thus, 



so we find that 

P' = K 
6 

, with (r4 - 28/Ttot , p4 = 1. 

1 (+) bi p4 - pD, and K = Utot + 28)/Ttot . (12) 
i-1 

This is the same form as Eq. 9 except for the constant, K, which is 
easily removed by incorporating it into the a's. 

Comparisons of the simulation results and the values predicter' by 
Eq. 9 are included in Tables A5 through A8 of the Appendix. Figure 5 
gives sample plots of crew performance as a function of the perfor- 
mance of each individual crewmember. The plots also illustrate the 
functional fit of the Monte Carlo generated data (points) based on 
Eq. 9; the full set of data used in the parameter fits is tabulated in 
Tables A5 through AS. 

DOSE AND TIME DEPENDENCE 
. The crew performance formula Eq. 9 is suitable for many applica- 

tions involving degraded crewmembers. One such application is the 
Army Unit Resiliancy Analysis (AURA) code at BRL [Klopcic and Roach. 
198412. AURA allows reconstitution of a tactical unit with any mix of 
degraded personnel, regarciless of the underlying cause of the 
degradation. For instance, the limitations on crew performance caused 

Figure 5 .  4-D functional-fit of crew performance. 
[MI09 gun crew performance (P); chief of section ( C ) ;  
gunner ( G ) :  assiscant gunner (A); and loader (L)] 
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by wearing mission-oriented protection posture (HOPP) gear in a chemi- 
cal attack environment can be simulated by applying Eq. 9. 

Other battlefield simulation codes are primarily concerned with 
effects on a tactical unit directly, rather than indirectly through 
the performance of the crewmembers. One such is the JANUS conflict 
simulation code at LLNL [Blumenthal, et al., 198&]3. One requirement 
of JAN!JS is to simulate the time-dependent performance of combat crew 
units after acute exposure to an intermediate dose of ionizing radia- 
tion from a tactical nuclear weapon detonation. 

Providing such a model extends naturally from the earlier IDP 
study [Anno, Wilson, and Dore, 198311 in which the performance of 
individuals was characterized for acute exposure as a function of dose 
and time. A given external dose to a unit (e.g., a tank) is reduced 
by an appropriate shielding factor for each crew position in the 
vehicle, resulting in a dose to each crewmember. The results of the 
IDP study were then applied to determine the performance level of each 
crewmember at some postexposure time, and Eq. 9 was then applied to 
yield the overall unit performance at that time. 

A modification of the above procedure is necessary because not 
all individuals develop any or all of the disabling symptoms of acute 
radiation sickness, the cause of degraded performance. The individual 
crewmember performance values reported in the IDP study [Anno, Wilson, 
and Dore. 19831 assume an individual expresses these symptoms; 
however, there is no degradation for those not affected, i.e., their 
performance level is 1.0. This individual variability in response to 
radiation exposure was accounted for where the expected performance is 
determined for the unit by combining the sixteen possible 
degraded/nondegraded situations of four crewmembers, each either 
expressing or not expressing symptoms; symptom incidence fractions are 
weighting factors applied for the affected states (ones in Table 7) in 
determining the expected performance. 

Estimates o i  incidence fractions for each of the major symptoms 
(e.g., nausea, vomiting, fatigability) of acute exposure to ionizing 
radiation have been determined as a function of dose [Anno, Wilson, 
and Baum, 198518. While these incidence fractions are specific to 
each type of symptom, they are highly correlated, and the actual 
performance degradation of an individual is usually dominated by the 
initial and most severe symptom developed. This allows an overall 
incidence curve to be determined by assuming an individual develops 
the characteristic degradation with the onset of any one symptom. 
Curres of incidence fraction versus dose for the major initial 
symptoms of acute radiation sickness are plotted in Fig. 6 based on 
both lognormal and logistic forms of the distributions with dose. The 
overall incidence curve consists of the leftmost of these symptom 
curves at any incidence level. The resulting three-part relationship 
is given in Table 6. 
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Figure 6 .  Symptom incidence. 

Table 6 .  Symptom incidence relationship. 

Principal Dose Range 
Symptom ( rads ) a b 

Fatigabil ity 
and Weakness 0 - 185 8 .75 1 .63 

Nausea 185 - 530 12 .2  2.30 

Nausea > 530 49 .8  8.27 

Symptom incidence: 



The expected performances were then calculated for the four crew 
types. First the protection factors from Table 7 were applied to 
reduce the exposure external to the vehicle by an amount appropriate 
for inside the type of vehicle. Note that only the M60A3 tank varied 
in mass sufficiently to afford different degrees of radiation protec- 
tion dependent upon where in the vehicle the crewmember is located. 
The weights and performances of each crewmember were then calculated 
for all 16 combinacions of symptom incidence and then combined 
together with Eq. 9, in the manner given as follows: Let Do be an 
acute dose of ionizing radiation external to the vehicle which occurs 
at time t = 0. Then, for the ith crewmember (i = 1, 2 .  3, 4), 
define: 

PFi = protection factor, 
Di = Do/PFi, 

pi(Di, t) - conditional performance level of ith crewmember, 
fi(Di) - probability that symptoms are expressed by ith crewmember. 

Table 7. Radiation shielding protection factors 

Crew and Position Factor 

MI09 howitzer gun crew 
Chief of section 
Gunner 
Assistant gunner 
No. 1 cannoneer 

FDC 
Fire direction officer 
Computer 
Horizontal control operator 

M60A3 tank crew 
Tank commander 
Gunner 
Loader 
Driver 

M901 ITV-TOW crew 
Squad leader 
Gunner 
Driver 
Loader 



The 16 combinations can then be represented by taking: 

0 => Unaffected: pi - 1.0, wi - 1 - f i  , , 

1 -> Affected: pi - pi, wi ' fi 

and arranging all combinations as a binary series, i.e., 

The weight assigned to the nth case is then given by 

Case n: 

1 
Crew 2 
member 3 

4 

15 

W n - fiw i '  where E w n - 1  . (13) 

i-1 n-0 

0 1  2 3 4 5  6 7 8 9 1 0 1 1 1 2 1 3  1415 

0 1  0 1  0 1  0 1  0 1  0 1  0 1  0 1  
0 0  1 1  0 0  1 1  0 0  1 1  0 0  1 1  
0 0  0 0  1 1  1 - 1  0 0  0 0  1 1  1 1  
0 0  0 0  0 0  0 0  1 1  1 1  1 1  1 1  

and the crew performance (given by Eq. 9 )  for case n is 

The combined average crew performance is then given by 

The crew unit performance valuess which result from the calcula- 
tions given above are tabulated in Tables A9 through A12 (Appendix) as 
an evenly spaced grid of points in log dose (external to the unit) by 
log time. Figures 7 through 10 give three-dimensional plots of the 
performance data tor the four crew types simulated; Figures 11 through 
14 give the same performance data expressed in ten percent contour 
intervals. 

DISCUSSION 
The methodology followed in this study to develop crew unit 

performance demonstrates that a fairly complex procedure, such as that 
required for modeling the collective actions of individual crew- 
members, can often be replaced by a fairly simple yet effective 
algorithm. This result embodies all the appropriate details and has 
the obvious advantage of reducing computation. especially for utiliza- 
tion in larger scale battlefield simulations such as AURA, which 
involve a great amount of other computations. Also, the algorithm 



Figure 7. Performance f o r  the gun crew. 

Figure 8. Performance f o r  the FDC crew. 
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Figure 9. Performance for the tank crew. 

Figure 10. Performance f o r  t h e  ITV-TOW crew. 
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Figure 11. Gun crew--10 percent performance in te rva ls .  

Tir QI) 

Figure 12. FDC crew--10 percent performance intervals. 
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Figure 13. Tank crew--10 percent contour in te rva ls  . 

Figure 14. ITV-TOW crew--10 percent contour in te rva ls .  



provides the flexibility that enables crew unit performance estimates 
to be made for arbitrary levels of degraded states distributed among 
the varibus crewmembers, regardless of the cause. 

The methodology demonstrated can also be extended to specifically 
address crew unit performance where the performance of individual 
crewmembers may be impaired by the effects of ionizing radiation 
exposure. Here the conditional crew unit performance algorithm 
(Eq. 9) is modified by taking into account both individual variability 
in response to radiation effects as well as extra- and intravehicular 
environmental dose levels among the crewnembers. 

Crew unit performance data generated in this study pertains to 
fixed short combat engagement scenarios for the combat crews evaluated 
along a post-acute-exposure time frame (up to 6 weeks) for extra- 
vehicular environmental dose levels. These data provide input to 
other larger-scale battlefield simulation programs such as JANUS. 
which require prepackaged radiation effects embedded in crew perfor- 
mance values. 

However, based on the approach described, discrete component crew 
performance estimates and associated probabilities can easily be 
generated for arbitrary dose and time, utilizing the shielding factors 
and symptom incidence data presented in this report and the previously 
developed dose-time individual crewmember performance data [Anno, 
Wilson, and Dore, 198311. Such discrete probabalistic crew unit 
performance data, for example, would be more appropriate for bat- 
tlefield simulations which treat combat crew unit performance stochas- 
tically. 

Aside from application to larger-scale battlefield simulation or 
gaming codes, the graphical presentations of crew unit performance can 
be useful for training and education purposes in developing tactical 
guidelines. In this regard, some general observations can be made and 
caveats noted. 

Crew unit performance generally follows the level of performance 
of the individual crewmembers over dose and rime, although not neces- 
sarily in a linear fashion. For example, overall crew performance is 
not greatly affected by any one cremember who may be significantly 
degraded compared to the others until that crewmember's performance 
level approaches around 50 percent. A plot of crew unit performance 
against decreasing performance values of one of the crewnembers, all 
others fixed, would initially appear with a relatively shallow slope 
and then rapidly turn d o n  to smaller values at some point of the 
individual's decreasing performance. 

Task time variability, derived from field measurements according 
to a detailed characterization of subtasks that comprise a combat 
encounter scenario, comes from a population of participants in a 
normal state of health. Since it is impossible to acquire the cor- 
responding measure of variability from a population of individuals 



impaired by the effects of ionizing radiation, we must asstune that the 
standard deviation of task-performance time varies monotonically with 
the increased mean task-performance time expected when an individual 
is impaired by the effects of radiation. The assumed inverse perfor- 
mance relationship is consistent with the results from the statistical 
analysis of the field measurement data. 

Finally, the crew unit performance values are all based on short 
but intense actions that take place during the tactical combat engage- 
ments modeled. In this regard, we are uncertain how applicable these 
performance values are to other combat crew scenarios where the action 
levels are not as intense and/or where the duration of performance 
extends over much longer periods, for example, as in logistic or 
support operations, road marches, or other activities where protracted 
fatigue might become a factor. 
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Table Al. Input data for gun crew. 

Task Data Task 
No. Description Taska Type 

Mean 
(set) 

Precursor 
Crewmember Task(s) 

1 START 
2 AN:MISSION&DEl%. 
3 AN: QUADRANT 
4 LOAD PROJECTILE 
5 ROTATE CYLINDER 
6 IAY FOR DEFL. 
7 RECHECK SIGHT 
8 LAY FOR QUAD. 
9 CYCLE RAPMER 
10 STOW RAM & TRAY 
11 LOAD PROPELLANT 
12 CLOSE BREACH 
13 CHECK AIM 
14 PRIME 
15 FIRE 
16 RECOIL 
17 SWAB BORE 
18 AN: NEXT 
19 POS'N TRAY 6 RAM 
20 AN: QUAD 
21 IAY FOR QUAD 
22 IAY FOR DEFL 
23 LOAD PROJECTILE 
24 CYCLE RAHHER 
25 STOW RAM & TRAY 
26 LOAD PROPELLANT 
27 CLOSE BREACH 
28 CHECK AIM 
29 PRIME 
30 FIRE 
31 RECOIL 
32 SWAB BORE 
33 END 

-- - - 
C.SECT. 1 
C.SECT. 2 
NO. 1 C. 3 
NO. 1 C. 3 4 
GUNNER 2 
GUNNER 6 8 
AST.GNR. 3 
NO. 1 C. 5 
NO. 1 C. 9 
NO. 1 C. 10 
NO. 1 C. 11 
C.SECT. 7 9 
NO. 1 C. 12 13 
NO. 1 C. 14 -- 15 
NO. 1 C. 16 
C.SECT. 17 
NO. 1 C. 18 
C.SECT. 18 
AST .GNR. 20 
CUNNER 2 1 
NO. 1 C. 19 20 
NO. 1 C. 2 3 
NO. 1 C. 24 
NO. 1 C. 2 5 
NO. 1 C. 26 
C.SECT. 22 24 
NO. 1 C. 27 28 
NO. 1 C. 29 -- 30 

NO. 1 C. 31 -- 32 

aTask numbers in this column refer to empirical task numbers. 



Table A2. Input data for FDC crew. 

Task Data Task Mean SD Precursor 
No. Description Task* Type (sec) ( ~ e c ) ~  Crewmember Task(s) 

1 START 
2 C W  FOR FIRE 
3 RETURN CFF 
4 ID REG'N POINT' 
5 RETURN REG'N PT 
6 AN: TARGT COORDS 
7 RETURN TGT CORDS 
8 DESCRIBES TARGET 
9 RETURN DESCRIPTN 
10 ISSUE FIRE ORDER 
11 MESSAGE TO OBS'R 
12 XMIT FIRE MIS'N 
13 XBAK FIRE MIS'N 
14 XMIT FIRE ORDER 
15 XBAK FIRE ORDER 
16 BEGIN PLOTTING 
17 FINSH PLOT & AN: 
18 RETURN RANGE 
19 AN: DEFLECTION 
20 RETURN DEFL. 
21 R W E S T  SITE 
22 COMP & XMIT DEFL 
23 RETURN DEFL 
24 C O W  & AN: SITE 
25 REPLY WITH SITE 
26 COMP & XMIT QUAD 
27 RETURN QUAD 
28 END 

-- 
-- 
!?DO -- 
FDO -- 
FDO -- 
FDO 
m 
FDO 
C O r n E R  - - 
COWUTER -- 
tic0 
HCO 
COEIPUTER 
HCO 
COMPUTER 
COnPUTER 
COMPUTER -- 
FDO 
FDO 
COMPUTER -- -- 

aTask numbers in this colurm refer to empirical task nuqbers. 
b~tandard deviations indicated in parentheses ( ) were set to 0.0. 
making these fixed time tasks. 



Tablo A3. Input data for tank crew. 

Task Data Task Mean SD Precursor 
No. Description Twk* Type (aec) (sac) Crewmenbar Task(=) 

1 START 
2 ACQUIRE TARGET 
3 ACQUIRE TARGET 
4 REPORT TARGET 
5 SCAN REPORT AREA 
6 SEE TARCR 
7 TRAVERSE TURRET 
8 ISSUE C O E O  
9 ARn - "UP" 
10 SEX COW. 
11 ACQUIRE TARGET 
12 SELECT ROUND 
13 TRACK TARGET 
14 USERLUNCE 
15 CHECK RANGE 
16 RANGE OK? 
17 ORDER: RE-LASE 
18 RE-USE 
19 ORDER: MOVE OUT 
20 ORDER: TAKE OVER 
21 Move FORWARD 
22 GUIDE DRIVER 
23 ORDER: STOP 
20 STOP 
25 C O W  FIE 
26 FINAL U Y  
27 PULL TRIGGER 
28 RECOIL TIME 
29 TRACK FLIGHT 
30 TRACK PLIGHT 
31 REWRT IMPACT 
32 REPORT IMPACT 
33 RELOAD 
34 ARn - -UP- 
35 SELECT NEXT 
36 ORDER: RE-ENGAGE 
37 RE-LAY 6 U S E  
38 CHECK RANGE 
39 FINAL LAY 
00 PULL TRICGER 
41 RECOIL TIHE 
42 m C K  FLIGHT 
43 TRACK FLIGHT 
Ui REPORT IWACP 
45 REWAD 
46 "CEASE FIRE" 
47 "BACK UP" 
48 START BACK 
49 "STOP" 
50 STOP 
51 END 

numbers in this refer to empirical t 
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-- -- 
T.CMDR. 1 
GUNNER -2 
CUNNER -2 
T.CMDR. -2 
T.CMDR. -2 
T.CEIOR. 2 
T.CELDR. 2 
LOADER 8 
GUNNER 8 
GUNNER 7 
LOADER 9 
GUNNER 11 
CUNNER 13 
T.CKDR. 14 
T.CPIDR. 15 
T.CMDR. -16 
CUNNER -16 
T.CHDR. 16 
T.CPIDR. 19 
DRIVER 19 
GUNNER 20 
GUNNER 21 
DRIVER 23 
T.el4DR. 24 
GUNNER 25. 
GUNNER 26 -- 9 
T.CMDR. 9 
CUNNER 9 
T.CMDR. -32 
GUNNER -31 
LOADER 12 
LOADER 33 
LOADER 30 
T.CMDR. 3 1 
GUNNER 36 
T.rnR. 37 
GUNNER 38 
GUNNER 39 -- 19 
T.CMDR. 19 
CUNNER 19 
T.CMDR. 42 
WADER 35 
T.CMDR. U 
T.CNDR. 46 
DRIVER 47 
T.CPIDR. 48 
DRIVER 49 -- 50 

ask nunbars . 



Table A&. Input data for ITV-TOW crew. 

Task Data Task Mean SD Precursor 
No. Description Taska Type (sec) (sec) Crewmember Task(s) 

1 START 
2 ALERT/GIVE ORDER 
3 ERECT LAUNCHER 
4 SLEW TURRET 
5 AN: SELECT & ARN 
6 ARM 1ST MISSILE 
7 AN: "FIRE" 
8 FIRE/TRACK MIS'L 
9 GiVE 2ND ORDER 
10 TRAVERSE TURRET 
11 AN: ARM MISSILE 
12 2ND MISSILE 
13 : "FIRE" 
14 FIRE/TRACK MIS 'L 
15 AN: CEASE/REL. 
16 POSITION TURRET 
17 OPEN HATCH 
18 UNLOAD LEIT TUBE 
19 LOAD LEFT TUBE 
20 UNLOAD RGHT TUBE 
21 LOAD RIGHT TUBE 
22 CLOSE HATCH/"UPw 
23 REARRANGE RACK 
24 END 

- - 
SQD . LDR . 
CUNNER 
GUNNER 
SQD . LDR . 
GUNNER 
SQD.LDR. 
CUNNER 
SQD.LDR. 
GUNNER 
SQD . LDR. 
GUNNER 
SQD . LDR. 
GUNNER 
SQD . LDR . 
GUNNER 
LOADER 
LOADER 
LOADER 
LOADER 
LDADER 
LOADER 
LOADER -- 

aTask numbers in this column refer to empirical task numbers. 
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Table A5. Bast-fit results for gun crew 
(undograded mi~rion tima: 
103.182 9 ) .  

Crevumber Performance Uean SD Crew Predicted Fractional 
C AG CS L (S) ( r )  Performance by F i t  Difference 



Table A6. Best-fit results for FDC crew. 
(undegraded mission time: 93.375 s). 

Cr.&r Pmrforauu* Mean SO Crew Prmdiccrd irasri-1 
P C R  ( S )  (s) Pmrforp.nce by Fit Dfff.r.nem 



Table A7. Best-fit results Lor tank crew 
(undegraded mission time: 28.062 s). 



Table A8. Best-fit results for ITV-TOLI crew 
(undegraded mission time: 157 .824  s) . 

Crm-r Porforurm l4mm SD Crew tcmdtctmd ?rastiorul 
SL C D. L (a)  ( a )  hrforuncm by F i t  Diffaremm 

driver p~rfo-"C*. 



Table A9. Performance data grids for gun crew. 
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Table A10. Performance data grids f o r  FDC crew. 



Table All. Performance data grids for tank crew. 



Table Al.2, Performance data grids for ITV-TOG crew. 
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PBEDICTION MODELING OF PHYSIOLOGIC& RESF'ONSES 
AND SOLDIER PERFOWCE IN THE HEAT 

Kent B. Pandolf, Leander A. Stroschein, 
Richard R. Consales and Hichael N. Sawka 

US Army Research Institute of Environmental Medicine 
Natick, bsachusetts 01760-5007 

ABSTBACP 
Over the last two decades, our laboratory has been establishing the data 

base end developing a series of predictive equations for deep body temperature, 
heart rate and sweat loss responses of clothed soldiers performing :41ysical work 
at various environmental extremes. Individual predictive equations for rectal 
temperature, heart rate and amat loss as a function of the physical work 
intensity, environmental conditions and patticular clothing ensemble have been 
published in the open literature. In addition, important modifying factors such 
as energy expenditure, state of heat acclimation and solar heat load have been 
evaluated and appropriate predictive equations developed. Currently, we have 
developed a comprehensive model which is programmed on a Hewlett Packard 41 CV 
hand-held calculator. The primary physiological inputs are deep body (rectal) 
temperature and sweat loss while the predicted outputs are the expected physical 
work-rest cycle, the maximum single physical work time if appropriate, and the 
associated water requirements. This paper presents the mathematical basis 
employed in the development of the various individual predictive equations of 
our heat stress model. In addition, our current heat stress prediction model as 
programmed on the HP 41 CV is discussed from the standpoint of propriety in 
meeting the Army's needs and therefore assisting in military mission 
accomplishment. 

Key mrds: clothing; computer prediction modeling; environmental factors; 
exercise; physiological responses. 

rnDUCTION 
Over the last two decades, the Military Ergonomics Division of the US Army 

Research Institute of Environmental Medicine has h e n  establishing the data base 
and develrping a series of predictive equations for deep body temperature, heart 
race and m a t  loss responses of clothed soldiers performing physical work in 
various environmental extremes. Individual predictive equations for rectal 
temperature [5] , heart rate [6] and sweat loss [17] as a function of the 
physical work intensity, environmental conditions and particular clothing 
ensemble have been published in the open literature. In addition, important 
modifying factors such as energy expenditure [lo], state of heat acclimation [7] 
and solar heat load [I] have been evaiuated and appropriate predictive equations 
developed. Suitable data bases to evaluate the predictive importance of 
cardiorespiratory physical fitness [11,15], gender [12,14,16] and state of 
hydration [12,13] have been established. Our upper physiological limits during 
experimentation (rectal temperature <39. So C , heart rate <I80 beats*&-l) are 
within safe bounds and any errors in-associated within these limits 
should not materially endanger soldier parfox-manw. 



Over this same time period, our Division has also attempted to program these 
predictive equations on various desk-top and hand-held calculators with the 
express purpose of developing a comprehensive heat stress model for predicting 
soldier performance to physical work, clothing and the environment. The initial 
computer program was written on a Hewlett Packard 9810A desk-top calculator with 
the outputs being the predicted rectal temperature and heart rate responses. As 
the technology advanced, re adapted these conputer programm for the Hewlett 
Packard 65 hand-held calculator with similar outputs to those of the desk-top 
version. Currently, wa have developed lore comprehensive model which is 
programmed on a Hewlett Packard 41CV hand-held ulculator. The current model 
deals with the interaction of vario. multi-disciplinary factors such as (a) the 
theoretical physics of heat transfer, (b) the biophysics of clothing, (c) the 
physiology of metabolic heat production, distribution and elimination, and (d) 
related meteorological considerations. The primvy physiological inputs are 
deep body (rectal) temperature and m a t  loss while the predicted outputs are 
the expected physical work-rest cycle, the maximum single physical work time if 
appropriate, and the associated water requirements. 

This paper presents the mathematical basis employed in the development of 
the various individual predictive equations of our heat stress model. In 
addition, o-lr current heat stress prediction model as programmed on the HP 42CV 
is discussed from the standpoint of propriety in meeting the -'a needs rad 
therefore assisting in military mission accomplishment. 

MATHEMATICAL BASIS 
Unless otherwise stated, all terminology for abbreviations and units of 

measurement follow the wage recommended by the Systbw international d'unites 
(91 units) and the International Union of Physiological Sciences. 

Rectal Temperature Prediction 
The general formula for predicting the final equilibrium rectal temperature 

(Tref) as suggested by Givoni and Goldman [ti] is 

(Metabolic) (h.y Heat) (Evaporative Heat) 
@xch.nge) 

Equation 1 is comprised of three components 
(&xch.nge) 

(1) the metabolic component [36.75+0.004 (Y-ll,,)] 

where Y =I. 5W+2.0 (W+L) ( L / W ) a  +t] (W+L) [I. 6 (V")' 4. 35CVw] 

as originally published by Pandolf at al. 1111 

and K- r0.098 G(W+L)Yw 

as suggested by Givoni and Coldman [5] 

where Y =metabolic rate, (watt) 



Wepexternal work, (watt) 

W =nude body weight, (kg) 

L =clothing and equipment weight, (kg) 

=terrain factor 

Vw --lking velocity, (mas-1) 

G =grade, (%) 

(2) the dry heat exchange component [0.0011 E(r+c)] 

where H (,+,I = 6.45 AD (Tdb-Tsk) /IT 

M inferred by Gironi and Coldman [S] 

where AD =body surface area, (m2) 

Tdb =dry bulb temperature, (O C) 

Tsk =average skin temperature, PC) 

IT =total insulation including air layer (13 .ad 

intrinsic clothing, (Icl) 

(3) the evaporative heat axchange wmponent{0.8 exp [0.0047 heq-&)] ) 

M indicated by Givoni and G o l h  [S] 

where &aq =W-bc) +E(r+c) [51 

8Ud & ~14.21  ~JIT (Psk-OaPd l61 

where e = bwe of natural log 

in = permeability index (N.D.) 

beff = effective surface area for evaporation, (3) 

pnk = water vapor pressure at the skin, (mm Hg) 

01 = relative humidity, (%) 

pa = saturated rrter vapor pressure of air at Tdb, (mm Hg) 

and other abbreviations w described above. 



In order to compute physical work-rest cycles, the time patterns of recta1 
temperature have been analyoed for three different conditions: (a) the time 
pattern for resting subjects under various heat stress conditions referred to as 
resting Tret (resting rectal temperature at any time t); (b) the elevation 
pattern for rectal temperature during physical work at the given climatic 
conditions referred to a working Trot (rectal temperature at any tino t after 
beginning physical work); and (c) the recovery rectal temperature after 
cessation of physical w r k  referred to as recovery Tret (rectal temperature at 
any ti.. t after completion of physical w o r k d s e  three equations have been 
presented and discussed in detail elsewhere [ 5 ] .  

TIME IN HOURS 
GRADE E X  GRADE I .A 

FIGURE 1. Comparison of predicted (lines) d measured (x) patterns of rectal 
temperature (Tre) during one hour cycles of rest, exercise and recovery for 12 
soldiers as published by Gironi and Coldman [5] . Subjects wore shorts, standard 
fatigue uniforms (STD) or protective overgarments over fatigues (OC) in climatic 
conditions of either 3S0 or 4fPC ambient temperature with Tapor pressures of 20 
or 30 m Hg at wind speeds of 0.5 m*s-1, 



Figure 1 presents a comparison for 12 volunteer male subjects of the 
predicted (lines) and measured (points) time patterns for rectal temperature 
during one hour cycles of rest, physical work and recovery u originally 
published by Givoni and Coldman [5]. These findings indicate that the 
prediction of rectal temperature from the proposed equations is in good 
agreement with the axperimental observations covering a wide range of metabolic 
rates, climatic conditioas and clothing properties. 

All of the predictive formulae for rectal temperature presented and 
discussed above pertain to m exercise-heat sccliuted individual. In order to 
characterise the non- and partially-acclimated individual, these equations were 
modified for the purpose of describing the acclimation process u the final 
equilibrium rectal temperature or for the general time pattern of rectal 
temperature as A Tref(accl and A Tret( cl), respectively [7]. Figure 2 i illustrates mean daily pat arm of r e c t z  temperature during seven days of 
exercise-heat acclimation with the points representing the average measured 
values for 24 subjects [7] . In general, there is good agreement between the 
measured and predicted patterns. 
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FIGURE 2. Comparison of predicted (lines) and measured (dots) patterns of 
rectal temperature aa a function of day of acclimation for 24 soldiers walking 
for an attempted 100 min at 4VC, 20% rh rs published by Givoni and Goldman [7]. 



Figure 3 s h m  the comparison of predicted and obssrved rectal temperature 
responses for 12 soldiers while rearing three different military clothing 
ensembles during tests under two different climatic conditions in Australia. 
These data which were collected by 8 group independent of our Institute u e  in 
quite good agreement with the predicted values, and in all but two inmtmces, 
the observed responses are within +1 S.D. of predicted. 
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FIGURE 3. Comparison of predicted and obsetred rectal temperature responses of 
12 soldiers while wearing three different military clothing systems each under 
two dif f erent climatic conditions. 

Sweat Loss Prediction 
The general equation for predicting m a t  loss response (b) as a 

function of exercise, environmental and clothing interactions as proposed by 
Shapiro et al. [17] is 

change in body might from m a t  loss m d  other abbreviations as 
E i E E a r l i e r .  

This prediction equation was derived from over 250 axperimental exposures 
to a wide range of climatic conditions (ambient temperature, 20-54@C and 
relative humidity, 1 while rearing various clothing ensembles (light 
clothing a d  heavy clothing of high permeability or lor permeability) at 
different metabolic rates (rest to d e n t o  physical work) . Theref ore, this 
formula un be employed over 8 wide range of Geq (50-360, w-I-~) and 



(20-525, w*m-2) . In the present form, this formula is more applicable for 
predicting water requirements; however, it can be presented in appropriate units 
(WW-2) for predicting the rate of meat loss [17] .  

A comparison of predicted and measured Ans, for 111 individual exposures 
involving 24 soldiers is illustrated in Figure 4. These axperiments considered 
ambient temperatures ranging f rom 35-490 C, relative humidities from 20-75%, 
different clothing ensembles and both resting a d  exercise evaluations. A 
correlation coefficient between the predicted and measured meat loss of d . 9 4  
WM observed over r wide rrnge of merting responses. 

MEASURED Am,, (g.m.2.h.1) 

FICUBE 4. Belationship between predicted and measured sweat loss for 111 
individual responses involving 24 soldiers as published by Shapiro et al. [17] .  

Figure 5 displays a comparison of four diff erent methods for predicting 
sweat loss utilising the experimental findings of Shapiro at al. [17] derived 
from 34 soldiers. Lustinec's equation [a] employs a linear relationship between 
sweat rate and Ere for low skin rett&ess but a non-linear relationahip 
between m a t  rate,$, and & for high skin wettedness. Civoni and Berner- 
Nir [4] developed r pre$ction equation for expected m a t  rate structured from 
the exponential function of the ratio &eqk kpherson [9] developed the 
predicted four hour m a t  rate index ( P ~ S B ~  which incorporates ambient 
tanperature, wet-bulb temperature, wind aped  rad correction for the particular 
clothing. With our equation, the predicted m a t  loss wan within the +20% range 
for 29 out of the 30 experimental wnditiona that rare evaluated witK only one 
condition (37.C. 80% rh, walking in r meat suit) greater than 20!4 from the 
measured d u e  (r4.95).  Lustinec's equation showed eight conditions out of the 



30 beyond the 220% range (four additional conditions were beyond the equation's 
range) while for Givoni and Earner-Nir's equation 14 conditions were out of the 
+20!4 range, and for the P4SB method 12 conditions were beyond the +20!4 range (2 - 
additional conditions were beyond this nomogram's range). Thus, the present 
formula was seen to predict steady-state sweat loss more accurately than other 
methods especially for extreme climatic conditions [17]. However, these same 
authors state that the present prediction equation may have some limitations at 
very high m a t  rates. 

PRESENT STUDY rL0.95 8 
/ , 

r-0.93 I / 

MEASURED Amsw (s.m-2.h''l 

FIGURE 5 .  Comparison of four methods of predicting m a t  loss using data 
from our Division derived from 34 soldiers as published by Shapiro et 81. [17]. 
The solid line represents the line of identity while the dashed lines represent 
the - +20% range from the line of identity. 
Heart Bate Prediction 

The general formulas for predicting the final equilibrium heart rate (HBf) 
aa proposed by Civoni and Goldman [8] for heat acclimated individuals are 

BBf (beats*nin-1) =65+0.35 (1m-25) for 25<Im225 - [81 

where Igg=lOO(Tref-36. 75) +O.4 Wm 

The t i w  pattern for heart rate responses of heat acclimated individuals 
necessuy to predict work-rest qcles have been described for work and rest at 



any time t as working E&, and restin E&,, respectively [el. In addition, these f-TB same authors have presented a ormu a to predict the time pattern for heart rate 
recovery from the cessation of physical work towards the appropriate equilibrium 
resting level M rewve . Further, Civoni and Goldman [7] published a 
predictive the equilibrium heart rate responses expected 
for non- and partially- acclimated individuals. The computational adjustments 
necessary to predict the tine patterns of heart rate during rest, work and 
recovery from work for non- and partially-acclimated persons are also displayed 
in this same reference. 

A comparison between predicted and measured final equilibrium heart rate 
responses from our own investigations (n=33) and the investigations [9,18] of 
others (n=75) as originslly presented by Civoni and Goldman [B] is shown in 
Figure 6. For both our own observations and the observations of others, the 
agreement between the measured and the predicted heart rate responses is 
excellent as shown in the figure. 
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PICUBE 6. Belationship between predicted and measured final heart rate 
responses: left, from our o m  Division studies (n43) ; right, from observations 
(n=40) by Macpherson [9] and observations (n=35) by Wyndham et al. [18] as 
published by Givoni and Goldman [B] . 
CUBB&NT HEAT STRESS PREDICTION YODEL 

As stated earlier, the current version of our heat stress prediction model 
is programmed on a standard Hewlett Packard (HP) 41CV hand-held calculator. The 
only major modifications to the stanciard BP 4lCV involve (a) the addition of a 
specially designed portable eprom (Hand Held Products, Inc.) for 321C added 

28 1 



memory and (b) a redesigned touch pad. With the 3% of added memory, the HP 
41CV presents 36K of memory of which 8K is currently programmed. The redesign 
of the touch pad for the HP 41CV to incorporate our heat stress prediction 
modeling needs is shorn in Figure 7. 

FIGURE 7. The redesigned touch pad of the Hewlett Packard 41CV which 
encompasses the input parmeters of our heat stress prediction model. 

As seen in Figure 7, the pref ix keys (.selectm, 'dispm , .compmand .disp 
unitsn) are located near the center of the touch pad. Above these prefix keys 
the user observes keys for parameters which describe the soldier. The three 
rowa of keys immediately below the prefix keys describe the environment. The 
bottom row of keys are output or information keys. 

The top row of keys are used to set the computer programming parameters for 
the soldier's clothing system. Separate keys are designated for Mission 
Oriented Protective Posture (HOPP) levels I-IV which are based on the protective 
clothing and equipment worn. The various levels of YOPP provide a flexible 



clothing system to protect soldiers against suspected chemical agents during 
chemical warfare which may help facilitate mission accomplishment. In addition, 
21 other clothing systems are available in a clothing menu which is displayed in 
Table 1. This table shows the description of the particular clothing system and 
the display given on the BP 41CV. Each of the 25 clothing systems which are 
available to the user have individual coefficients which describe the 
tbermophysical properties of the clothing as B function of the work rate and 
effective wind velocity. This cancept has been presented in some detail 
elsewhere [5]. 

DISPLAY 
1. :AVIAT 

- - -. - 

12. : DESRT C ~ O F  
13. :DESERT TAN 
14. :EOD+FATIGUE 
15. : FIRE+FATIG 
16. :FUEL HANDLE 
17. :MOPP I 
18. :MOPP I1 
19. :MOPP I11 
20. :MOPP TV 
21. :PONCH+FATIG 
22. :TROP CAMOFL 
23. : TROP FATIG 
24. :TROP FA+ARM 
25 :UTIL FATIG 

T W  1. CLOTHING YENU 
DESCRIPTION 

Aviators 
Aviators + armor (mask+hood) 
Aviators +OG+armor (MOPP IV) 
Aviator+UK underwear (MOPP I V )  
BDO + rainsuit 
BDU 
BDU + armor 
BDU + rainsuit 
CVC 
CVC + CBR (Mom I) 
CVC + CBR (MOPP IV) 
Desert camouflage 
Desert tan 
EOD over fatigues 
Firefighters over fatigues 
Fuel handlers (TAP) 
MOPP I 
M O P  11 -- 

MOPP 111 
M P P  IV 
Poncho over fatigues 
Tropical camouflage 
Tropical fatigues 
Tropical fatigues + armor 
Utility fatigues 

The second row of keys from the top sets tho internal parameters for the 
soldier's metabolic work rate. Individual keys are available to describe light, 
moderate and heavy physical work which are categorized as 250, 425 and 600 W, 
respectively. If another known metabolic rate is desired, it can be entered 
using the 'metab rate' key. While the preferred units for metabolic rate are 
watt, values can be entered in kcal-hr-1, BTU-hr-1, or YETS. This same key can 
be used to input the components necessary to compute the metabolic rate where 
body weight (kg), external load (kg), walking speed (m-s-I), grade (%), and a 
terrain coefficient are necessary [see 111. The multiplication factors 
necessary to compute metabolic rate as a function of terrain are presented in 
Table 2. Finally, an additional key ('func') is available, but yet 



unprogrammed, to possibly compute metabolic rate for other modes of locomotion 
than walking such as running, lifting, etc.. 

TABLB 2. YULTIPLICATION FACTORS FOR ENERGY COST 
AS A FUNCPION OF TEBBAIN 

TERRAIN 2 

BLACKTOP SUBFACE 1 .O 

DIRT ROAD 1.1 

LIGHT BRUSH 1.2 

HARD PACKED SNOW 1.3 

BEAW BRUSH 1.5 

SWAMPY BOG 1.8 

LOOSE SAND 2.1 

SOFT SNOW 1.3+0.08 (CUS. OF SNOW 
PRINT DEPTH 
LET BY FOOT) 

The third row of keys from the top are to individually categorise 
casualties ('caslt') aa light, moderate or heavy, and to describe state of heat 
acclimation as either non-acclimated ('non-accl') or fully acclimated ('accly . 
Light, moderate and heavy casualties are described as less than 5% casualties, 
about 20% casualties, uld greater than SC% caeualties, respectively. These 
casualty categories are also based on individual upper limits for deep body 
temperature which were developed from information by Goldman [3] and scientific 
results provided by Israel Defence Forces Technical Beporta. 

The first row of keys below the prefix keys address the ambient air 
temperature (T$) and relative humidity (Xrh). The Ta can be entered in either 
OC or OF while relative humidity can be evaluated as per cent relative humidity, 
wet bulb temperature (OC or OF), dew point or vapor pressure. If this 
information is not available to the user, input keys for our standard hot-wet 
(3S°C, 75% rh) or hot-dry (4PC, 20% rh) climatic conditions are available. 

The second row of keys below the prefix keys allow the user to provide 
input concerning the wind speed. While the preferred units are nos-1, the 
expected wind speed ('nnd spd') can be entered in units of mph, km*hr-l,ft*sec-1 
or knots. Calm, breezy or windy conditions are categorised as 0.5, 2.0 and 4.0 
m*s-1, respectively. 

The third row of keys below the prefix keys address the impact of the solar 
heat load. The internal parameters used in considering solar heat load were 
developed from the concept of mean radiant temperature [2] as applied to 



clothing heat exchange by Breckenridge and Coldman [I]. Categorizations are 
cloudy, partly cloudy ('prt cloudy") or clear sky with allowance for the indoors 
where there is no appreciable solar load. 

The output keys are at the bottom of the calculator. The 'wrk cyclen key 
provides output for the calculated work-rest cycle, and the one time only 
m i m u m  work period with time periods in minutes. The 'water reqn key allows 
the user to compute the water requirements during work, rest and combined in 
canteens per hour or quarts per hour. One of the output keys remains 
uncommitted and remains available for future use. 

TABLE 3. PREDICTED PHYSICAL WORK-REST CYCLES AND WATER REQUIREMENTS 
ASSOCIATED WITH FOUR DIFFERENT MILITARY SCENARIOS 

SCENARIO 1 SCENARIO Z SCENARIO 3 SCENARIO 4 

INPUTS: 
MOPP 1 
HVY.WRK. 
HVY.CASLT 
ACCL. 
HOT DRY 
WlNDY 
CLOUDY 

MOPP 1 
HVY.WRK. 
HVV.CASLT. 
ACCL. 
HOT DRY 
WINDY 
CLEAR SKY 

MOPP 4 
HVY.WRK. 
HVY.CASLT. 
ACCL. 
HOT DRY 
WINDY 
CLEAR SKY 

MOPP 4 
MOD.WRK. 
HVY.CASLT. 
ACCL. 
HOT DRY 
WINDY 
CLEAR SKY 

RESULTS: 
Time W:R:M=33'27'@4 Time W:R;M=28'32*74 Tim W:R:M=14*46*52 Time W:R:M=24*36*87 
Wata W:R:C=2.3*0.9*1.7 Wata W:R:C=2.4*1.1*1.7 Wata W:R:C=2.4*1.1*1.4 Water W:R:C=2.2*1.1*1.6 

W:R:M=work:rest:malimum work [time periods mmuter)] 
W:R:C=rmrk:rest:combincd [water requirements I canteens ' pa hour)] 

Table 3 illustrates the predicted physical work-rest cycles and associated 
water requirements for four different military scenarios. The required inputs 
are the clothing worn, physical work rate, casualty level, acclimation state, 
environmental conditions, wind speed and solar heat load. The expected outputs 
are the physical work-rest cycle (min), one time only maximum work period (min), 
and the associated water requirements (canteens per hour). Compared to Scenario 
1, the results of Scenario 2 illustrate the importance of the solar load in 
reducing both the physical work-rest cycle and one time only maximum work period 
while increasing the associated water requirements. Results from Scenario 3 
display the dramatic reduction in the work component of the work-rest cycle and 
the associated reduction in the one time only ,=imal work period while wearing 
MOPP IV. The results from Scenario 4 show the benefits of reducing the 
metabolic work rate from heavy to moderate in terms of improvement in the work 
component and the work-rest cycle and enhancement of the one-time only maximum 
work period. Hopefully, the military user can employ this calculator to help 
avoid unnecessary casualties associated in the environmental heat extremes, and 



by predicting appropriate work-rest cycles and water requirements facilitate the 
achievement of mission objectives. 
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Introduction 

Predicting the outcome of a mission in the modern battlefield is 
complicated by the difficulty in predicting the performance of individual 
soldiers. There are many models for predicting human performance in limited 
conditions of temperature, load, terrain, etc. (see References 1-3). 
However, there are few mathematical models that provide good predictions of 
human performance under a wide variety of conditions (see Relerences 4-5). 
These models can be used to assist military commanders as they make decisions 
to establish battlefield objectives and to allocate resources. With the use 
of computers, and especially the techniques of artificial intelligence (AI), 
there is now the potential to automate these models and make them available 
to more users under numerous conditions. 

The combination of a broadly based model of human performance and the 
technology of expert systems can be used to solve important problems which 
have. resisted solution by more traditional means. Such a problem is that of 
the soldier's load. Historically, infantry soldiers have marched into combat 
carrying loads that are too heavy (see Reference 6). This load, combined 
with high heat, humidity, or a requirement to move quickly contributes to a 
reduction in combat effectiveness of the soldier, increases the chances that 
he will become a casualty, and, ultimately, jeopardizes his mission. 
Figure 1 shows that with the increase in sophistication of man's ability to 
conduct warfare, he has gradually increased the load the soldier must bear in 
combat. 

Research in human factors engineering, physiology and biomechanics has 
yielded limits for the maximum load a soldier can carry and the maximum 
amount of work he can perform. Beyond these limits, the soldier is at risk 
of becoming a casualty prior to engaging the enemy and, therefore, of failing 
to complete his mission. As a result, the Army has adopted the doctrine that 
a soldier's marching/approach load should not exceed 45% of his body weight, 
and his combat load should not exceed 30% of his body weight (MIL-STD 1472C, 
see Reference 7). For the typical soldier of 160 lbs (72 kg), these 
percentages ace equivalent to 72 lbs (32.4 kg) and 48 lbs (21.6 kg), 
respectively. Unfortunately, soldiers often carry a great deal more than 
this; in some cases, weights excede 150 lbs (67.5 kg). For example, the 
total load for the assistant Dragon gunner, in a temperate climate, is 167 
lbs (75.2 kg). For the assistant machine gunner, it  is 152 lbs (68.4 kg). 
In fact, the total load for each position in a rifle platoon exceeds 110 lbs 
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WARREN, DRAGSBAEK 

(49.5 kg) (see Reference 8). If loads are tailored, that is, if decisions 
are made about vhat to carry and vhar not to carry, load veights can be 
reduced significantly, but they still exceed the doctrinal limits by 
substantial amounts. therefore, soldiers are still at risk of becoming 
casualties. 

Traditional A D D ~ o ~ c ~ :  The traditional approach to this persistent 
problem has been to develop lighter materials for clothing, ballistic 
protection, food, veapons, communication equipment, et-.. There have been 
remarkable achievements in this arena, and goals for future veight reductions 
range from 12 to 50% (see Reference 8). Vhile making lighter equipment vill 
remain critical, doing so does not solve the soldier load problem. The 
reason is that commanders make decisions about what to carry. The result is, 
that for every reduction in weight there is a concomitant increase in 
capability for fire pover, communication, and detection of the enemy, each 
one of which requires equipment that adds veight to the soldier's load (see 
Reference 10). Thus, real-life decisions about vhat to carry involve complex 
cost-henefit analyses, often based on minimal hard information when there is 
little time to consider alternatives and their consequences. Under these 
conditions, it is easy to understand how the decision-maker vould tend to err 
on the side of carrying too much vith him: "We don't know vhat's ahead, so 
let's make sure ve are prepared for every contingencyn (see Reference 11). 

New A D D ~ O ~ C ~  - Decision Su~~ort: What is needed is a novel approach to 
solving the soldier load problem. Decision support technology is such an 
approach. It provides a means for assisting commanders to make decisions 
about tailoring soldier loads based on mission information. Decision support 
technology takes the form of expert systems vhich are computer programs that 
process information in ways similar to the vays human experts do. Expert 
systems have been developed for use in a vide variety of situations, such as 
diagnosis of medical conditions (see Reference 12), location of mineral 
deposits (see Reference 13), determination of the structure of organic 
compounds (see Reference 14), and others (see References 15-17). They use 
many elements of information to make deductions, inferences, and 
recommendations. A significant advantage of these systems is that deductions 
and inferences are made vithout being degraded by the kinds of stressors to 
which humans are susceptible. The deductions are derived from hard rules 
that constrain the output in vays similar to the vay a database program 
does. In contrast, inferences are made using rules, or heuristics, which 
are true only some of the time: e.g., Boys like to play baseball (that may be 
true only 85% of the time). On the basis of these deductions .\nd inferences, 
the expert system makes recommendations vhich aid the user in making many 
decisions rapidly. 

A soldier Load Expert System (LES) is under development at Natick. U S  
will accept input about the soldier and his mission and provide output in the 
form of recommendations about vhar to carry and possible changes to the 
mission scenario. The program vill also provide dialogue and "what ifn 
facilities. In the dialogue mode, the user can respond to recommendations or 
questions from the program. This facility might lead the user/decision-maker 
to change his mind about vhat to carry or some other aspect of performing his 
mission. This leads directly to the "vhat ifn capability. Bere the 
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decision-maker can change his input to determine if i t  impr0ve.i the 
assessment of the mission by the expert system. 

The initial user of LBS is projected to be company and field grade 
commanders in training at the Infantry School, Fort Benning. In their 
current training they have a block of instructian on load configuration and 
the importance of not overloading the soldier. With LBS ve can go beyond 
telling the commander, "The decisions you make about load can mean the 
success or failure of a mission." LES vill allov the commander to receive 
feedback on his decisions faster than he would in realtime. Be can then 
modify parts of the input and test the effects. Thus, he can learn by 
folloving the consequences of his decisions. 

Development of the System 

The first step in the development process of a system such as this is to 
identify an important problem that is amenable to solution using decision 
support technology. This means that problems irr this domain do get solved. 
Also, if there are some individuals vho are significantly better than others 
( e .  experts) at solving this type of problem, then this expertise can be 
captured in the expert system and shared vith those vho have less expertise. 

Knovledne Engineering: Once the problem has been defined and expert 
system technology has been chosen as the vay to solve the problem, then the 
knovledge engineering phase begins (see Figure 2). In this phase the 
knovledge or expertise that can be used to solve the problem must be 
identified, collected and organized into a form that a programmer cac put 
into code. Two sources of knovledge have been identified for LES. The first 
is a body of scient:fic information related to the heat stress model 
develope4 at U.S.  Army Research Institute for Bnvironmental Medicine 
(USARIEM). The details of this model have been published in the scientific 
literature over the last two decades (see References 5 a d  18-21). The model 
provides excellent predictions of rectal temperature of a soldier under a 
vide variety of load, heat, humidity, acclimatization and other mission 
related conditions. This information can then be used to determine hov long 
a soldier can vork at a given rate, compute workhest cycles, determine vater 
requirements and the chances of the soldier becoming a heat casualty. Vhile 
other models of predicting casualties are possible, and some are available 
(see Reference 4), we believe the USARIEH model provides the most robust and 
accurate ?redictions over the widest range of conditions the soldier is 
likely to encounter. 

The second phase of knovledge engineering for this project is capturing 
the knovledge of commanders vho have experience making dectsions about load 
configuration. This process requires a different approach than that used 
above. In this case commanders are intervieved about hov they make load 
configuration decisions. They are provided vith mission scenarios vith 
vhich to vork, and, vith their help, test cases are developed to evaluate the 
expert system during development. One of the most difficult challenges of 
this phase is converting the expertise of the commanders into clear rules 
that can be coded into the expert system. 
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HEAT STRESS I MODEL 1-1 
ACQUISITION 

COMMANDER 
WITH EXTENSIVE 

FIELD EXPERIENCE 

Figure 2. This figure illustrates the knowledge engineering 
process for the LES project. During knowledge acquisition, 
expertise is captured and put into a form that a computer 
programmer can code into the computer. Expertise about the 
effects of load and other mission variables coues from two 
different sources. The heat stress model developed at USARIBn 
provides formulae for computation of the effects of mission 
variables that affect the soldier's ability to complete his 
mission. The second source of expertise is the military 
commander with extensive experience making the kinds of 
decisions with which LES is designed to help. Through 
detailed interviews knowledge engineers derive ~ l e s  that the 
expert uses to make decisions in real-life situations. 
Validated rules are then collected together to form the basis 
of the inference engine. 

Im~lementation - Software: The present prototype of the system uses two 
computer languages; Turbo-C and Turbo-Prolog (both products of Borland). C 
Is used for the mathematically intense portions of the program In vhich 
several equations are used to calculate heat exchange, rectal temperature, 
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water requirements, etc. Prolog is used for all other portions of the 
system. Prolog is a computer language specifically designed for use in 
artificial intelligence (AI) applications. It is very good for supporting 
user/system dialogue and making inferences based on a set of rules. 
Turbo-Prolog is particularly strong in supporting screen control and comes 
with many useful tools for software development. The program modules 
developed in these two languages can be compiled, thus allowing them to be 
run on any MS-WS compatible computer. 

Hardware: Our objective is to develop a system that is accessible to 
the widest possible range of users. Therefore, the minimum hardware 
requirements to support this system are a PC which runs MS-DOS, has 640k of 
core memory, and a hard disk. A color monitor is not be required, but is 
recommended. 

Svstem Descri~tion: LES vill accept user input in several domains and 
provide output in the form of summary information and recommendations 
derived from the input (see Figure 3). Input will include information 
related to the soldier, such as height, weight, the uniform he will wear on 
the mission, and days he has acclimated to the heat. The user vill select 
items of equipment for the soldier to carry from various menus. The weights 
of the items vill be stored in a database. Finally, there vill be input 
related to the mission such as distance to be traveled, time available, and 
information about the environment ( i . .  nature of the terrain, grade, 
temperature, humidity, wind speed, cloud cover). All of these variables vill 
have default values (the average or most common value) to allov the user to 
utilize the system vi thout entering information for every variable. Output 
includes results based directly on data about the soldier, load, and 
mission. Derived results will include a one-time maximum duration that the 
soldier can vork and a recommended work/rest cycle. Also included in the 
output vill be recommendations about how much food and vater the soldier 
should consume in order to meet his energy needs and to avoid dehydration. 
Finally, if the system detects a problem, for example not enough time has 
been a l l 0 4  for covering the required distance, LES vill automatically 
initiate a dialogue -~ith the user and recommend that he consult the expert 
advisor portion of the system. The dialogue vill begin vith a statement of 
the problem and vill include recommendations for solving it. For example, a 
soldier might be configured vith a load that veighs 115 lbs (51.8 kg) a d  be 
required to march 15 miles over uneven terrain in 5 hrs in an environment of 
high temperature and high humidity. The expert system vould state that this 
mission would result in a significant risk of the soldier becoming a heat 
casualty and vould recommend either a lighter load (Can other means be found 
for transporting heavy equipment to the destination?), or a change in the 
conditions (Can another route be used? or Can the marching begin in the very 
early morning when it is cooler?). Commanders with field experience will be 
able to guide us toward options that are viable and avay from those that are 
not. 

The user vill have available a "vhat-if" capability. Thus, he will be 
able to test certain hypotheses on the spot. "What happens if I leave my 
night scope (3.5 lbs, 1.6 kg) and sleeping bag (7 lbs, 3.2 kg) behind, and 
bring only my chemical protective mask, leaving behind the rest of my NBC 
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Figure 3. This diagram depicts the flov of information 
(facts, user initiated commands, expert advice) in the Load 
Expert System (US). Default values exist for all variables 
used, therefore, the user can enter data for those variables 
for vhich he has information, and then process the data. When 
the results of the processing are returned, the user may 
consult the expert advisor. The advisor can recommend that 
changes be made in the soldier load or some other aspect of 
the mission. This cycle of user input - processing - results 
- ques tions/recommendations, vill continue until a successful 
nission scenario is achieved or the user decides that he can 
not make further changes to the mission and, therefore, 
further processing is unnecessary. 

gear (savings of 9.3 lbs, 4.2 kg). The expert system vould then recompute to 
determine if those decisions vere helpful enough. Other alternatives can be 
considered until the user finds a set of conditions vith vhich he is 
satisfied. 
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The most direct benefit of LES in the classroom is that it vill shov the 
commander/user the consequences of his decisions. Be can define different 
mission scenarios and get feedback about vhether there is sufficient benefit 
derived from the costs associated vith not having the soldier carry selected 
items of equipment vith him. Be vill learn the relative impact of dropping 
10 lbs (4.5 kg) of veight versus slowing the rate of marching (if time 
permits) versus altering the route (this could be used to improve the 
terrain, but it might increase the required time at a given marching speed). 
Finally, by becoming better at solving problems related to the soldier's 
load, the commander vill be better able to deal vith both logistical and 
operational problems. 

Svstem Bvaluation: LES vill go through several phases of evaluation. 
User-friendliness will be evaluated using two methods. The first method 
involves a new technology: automated analysis of screen layout (see 
Reference 22). These analyses will be most useful in assuring a system that 
is optimally efficient from the vievpoint of the decision-maker and, we hope, 
increase the likelihood of acceptance of the system. Secondly, of course, 
the user (commander in training at Ft. Benning) must give us his feedback. 
This system, like all true expert systems, is a dynamic system, and 
therefore, can grov vith the needs of the user. During the next phase of 
development we will test LES with decision-makers at Ft. Benning and use the 
information we gain ' ? improve the system. 

Validation of the computations and recommendations of LES vill depend on 
three processes. First, test cases vill be developed which represent diverse 
but likely mission scenarios. These test cases vill be developed vith field 
experts and vill be performed every time a change is made in US. The second 
procedure involves continuous use of the system by instructors at the 
Infantry School as a normal part of the training process. This latter 
procedure vill provide important feedback from several students and 
instructors who vill test the system vith their own mission scenarios. 
Finally, when the first version of LES is complete it should be tested in a 
"shoot-offn where the success of actual field missions is compared using LES 
against new commanders. LES will be a success if it helps commanders get 
more soldiers to their destinations and if those soldiers are more capable of 
carrying out their missions. 

Conclusion 

Throughout history the infantry soldier has had to conduct combat 
missions while carrying extreme loads. Military commanders recognize the 
significant effects this veight can have on a soldier's performance in 
combat. The traditional solution, lighter materials, has not solved the 
problem. This paper describes an application program vhich combines the 
USARIEM heat stress model with expert system technology to produce the 
soldier ;>ad expert system (US). The field commander can use LES to assist 
him in making decisions about tailoring loads. The system however, goes 
beyond simply the load tailoring function. Mission information such as rate 
of marching, terrain footing, meteorological information, etc. are put into 
the system. This additional information allows for a much broader range of 
decision-support. The system's expert advisor can suggest that specific 
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items be excluded from the load, that alternative routes be considered, or 
that a march begin at a certain time during the day. The system is 
interactive and dynamic. That is, the advice given depends on the input 
provided and vill change as the user revises his information base about the 
mission under consideration. 

LES is designed initially for the commander in training. During 
training the commander vill be presented with facts related to a combat 
mission as a classroom exercise. Be vill then use the expert system to 
define the mission, to determine the outcomes of several alternative mission 
scenarios, and in planning operational and logistical support. Through this 
process, the commander vill get immediate feedback about the consequences of 
his decisions. As the commander works with the system, he becomes more 
expert at predicting the consequences of his decisions. Ideally, he will 
progress to the point where he can make expert decisions without the 
requirement for US. Just as the commander in training vill become better at 
making load configuration and other mission related decisions, LES will also 
grow. As we acquire more knowledge about factors that impact on the success 
of missions of th- infantry soldier, ve can expand the capabilities of LES. 
Eventually, commanders may want to have LES vith them in the field to aid 
them in real-life decision-making. 

This gradual growth of expert systems is a natural process for A1 
applications. Instead of writing and rewriting new versions of old programs, 
as occurs vith more conventional software like word processors, A1 
applications, vhich are heavily rule-based, can be added to in a gradual 
manner as nev information becomes available. Also, individual rules can be 
changed as part of the refinement process. The other side of this feature of 
easy., gradual improvement, is that users get in the habit of making 
suggestions and expecting those changes to be implemented quickly. 

The most recent models of human performance show an increasing 
capability for providing excellent estimates of human performance in an ever 
widening range of situations. Expert system technology is emerging as the 
most useful area in the AI arena. By combining the USARIBU heat stress model 
vich the technology of expert systems, ve have produced an application vhich 
could be of significant benefit to both foot soldiers and their commanders. 
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TBB USE OF COWETITIVE MUSMANSEIP AS A STBBSSOR IN SOLDIER/EQUIPMRNT 
PEBPORMNCE TESTING 

1 1 1 1 
Fatkin, L.T. , Tdgens, G.A. ,lKing. J.M. , yrre, J.P., Jr. , Wansack, 

Mazurczak, J. , Myers, J.S. , Slager, S.E. , and Chatterton, R.T., Jr. 

'~ehavioral Research Division, U.S. Arm? Human Engineering Laboratory, 
Aberdeen Proving Ground, MD 21005-5001; Northwestern University Medical 

School, Chicago, IL 60612 

The development of a research data base on human behavior and performance 
is essential to the formulation of valid combat models. If the area of focus 
is directed towards accounting for the human factor in battle outcomes, then 
there is a need to research aspects of behavior that are affected by the 
manipulation of variables which would require soldiers to perform under 
stressful conditions. However, stress researchers are no longer acting under 
the assumption that certain environmental conditions always induce predictable 
physiological or psychological effects on performance (1). Different 
individuals respond to the sane conditions in different ways. Some show 
almost immediate decrements in performance in response to the stress, others 
show increased alertness and apparently improved performance, and still others 
appear to be "immune" to the qualities of the stress conditions (2). We can 
no longer predict an individual's response to stress by simply identifying the 
stressor. The type of stress, the intensity of the stressor, and time of 
measurement must be considered, along with those personal factors that might 
account for the individual variability in response to stress. 

This paper describes the results of a recent field study (Salvo Stress 
Study) investigating the use of competition as a stressor in soldier/equipment 
performance testing. Performance data were obtained with respect to the 
soldier's use of the M16A2 rifle system in support of the projected Advanced 
Combat Rifle field evaluation. The Salvo Stress Study is part of an 
innovative, comprehensive stress research program ( 3 )  initiated at the U.S. 
Army Human Engineering Laboratory (HEL) with four specific goals in mind: (a) 
to verify the notion that different kinds and levels of stress, interacting 
with personal factors, yield unique physiological and psychological response 
profiles; (b) to create, in effect, a collection of such profiles against 
which other stressors can be evaluated; (c) to determine which combination of 
physiological and psychological indices might be most efficiently and 
effectively used to measure stress experienced by subjects; and (d) to develop 
a data base which would support modeling of combat stress by quantifying data 
using combat-like stressors. This would include integrating the effects of 
multiple and chronic stressors. 

A fundamental contribution of this program will be the development of 
SOP'S for testing new soldier/machine systems under combat-like conditions, 
thereby obtaining data relevant for systems analysts and operations 
researchers. The Salvo Stress Study represents a pilot effort to test the 
notion that competition could be used in this way. 



Methods 

The Salvo Stress Study was conducted at a highly instrumented small arms 
range located at Aberdeen Proving Ground, MD. The subjects were 60 volunteer 
infantrymen, 40 from the 82nd Airborne Division and 20 from the lOlst Airborne 
Division (Air Assault ). 

Firing took place over a three-week period of time. The first and third 
weeks were competition weeks during which the soldiers from each unit competed 
for a highly coveted trophy. The intensity of the competition was enhanced 
through peer observations. Performance scores were displayed on a scoreboard 
for all competitors to see. All firing was conducted under the scrutiny of a 
video taping system placed behind the firing point. The second week was a 
control week during which no formal competition occurred. The video camera, 
recorder, and scoreboard were removed from the range for this week, and scores 
were not publicly announced. 

Performance measures were obtained using modified M16A2 rifles. Soldiers 
fired for record in both the semiautonatic and three-round burst modes. The 
total number of targets (possible hits) was 72 for each mode. 

Demographic Information 
A General Information Cuestionnaire was administered to all subjects to - 

obtain pertinent demographic and medical information, such as age, pay grade, 
length of service, education level, physical profile status, current use of 
prescription or non-prescription drugs, current weapons qualifications (number 
of weapons), last weapons qualification achieved (sharpshooter, marksman, 
expert), total rounds fired, and specialized training (sniper school, formal 
small arms training, etc.). 

Physiological Measures 
Hormonal data were obtained on a familiarization firing day prior to 

weapon firing (Baseline Day) and on the subsequent Record-Fire Day. A total 
of ten blood samples was obtained from each of the 60 subjects by way of an 
indwelling, intravenous catheter. Blood samples were staggered relative to 
each subject's 15-min anticipated firing interval as indicated in Figure 1. 
Hormonal data were collected on the catecholamines, cortisol, and other 
hormones more recently shown to be responsive to various stressors (growth 
hormone, luteinizing hormone, testosterone, and prolactin). 

Psychological Measures 
Psychological measures were obtained using a battery of standardized 

questionnaires designed to assess the subjects' personality traits, coping 
strategies, and perceptions of stress. Personality measures were obtained two 
days before the competitive weapons firing was scheduled. The stress 
perception and coping measures were completed by the subjects 10 minutes 
before and after the firing interval, as indicated in Figure 1. The measures 
given just prior to the firing interval assessed how the subjects were feeling 
I, right now," while the post measures instructed them to rate how they felt 
"during" the firing eventlinterval. Each of the measures used is designed to 
be self-administering, relatively brief, and easily given individually or to 
groups. 
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Perceptions on Unit Cohesion and Morale. Measures of unit perceptions 
included the following questionnaires: 

1. The Unit Cohesion and Morale Questionnaire (4) required individuals 
to rate their perception of their unit's level of morale, readiness for 
combat, and their confidence in their leaders and weapon systems, using a 
five-point scale. 

2. The SquadIPlatoon Perceptions Questionnaire (4) asked individuals to 
indicate (on a five-point scale) the extent to which they agreed or disagreed 
with statements concerning squad/platoon members and their leaders. 

Trait measures. The following trait ,asures were used: 
1. The State-Trait Anxiety Inventory (STAI) Form Y-2 (5), which consists 

of 20 statements that assess how the respondents "generally" feel. 
2. The Multiple Affect Adjective Check List - Revised (MAACL-R), General 

form (6). This General or Trait form consists of five primary subscales 
(Anxiety, Depression, Hostility, Positive Affect, and Sensation Seeking) 
derived from a one-page list of 132 adjectives. The respondents were 
instructed to check all the words which described how they "generally" feel. 

3. The Sensation Seeking Scale (SS), Form V (7) which contains four 
subscales (Thrill and Adventure Seeking, Experience Seeking, Disinhibition, 
and Boredom Susceptibility). Respondents were presented with a 40-item, 
forced-choice questionnaire that was titled, "Interest and Preference Survey." 
A "Total" score was used which was based on the sum of the four subscale 
scores. 

4. Rotter's Internal-External Scale (8) was used as a measure of Locus 
of Control. Respondents were asked to complete 29 forced-choice items 
(including six "filler" statements) relating to their locus of control 
beliefs. 

.5. The Eysenck Personality Questionnaire (EPQ), which recognizes three 
distinct dimensions of personality: Extraversion-Introversion, Neuroticism, 
and Psychoticism (9). 

Coping measures. Measures of coping included: 
1. The Revised Ways of Coping Checklist (RWCCL) (10, 11). which 

identified five individual coping efforts: problem-focused thoughts or 
behaviors, seeking social support, wishful thinking, blaming self, and 
avoidance. 

2. A Coping Efficacy scale which asked respondents to rate (from 0 to 
10) their level of confidence in their ability to do well. This scale was 
adapted from a self-efficacy scale developed by Bandura (12) for investigating 
the predictive power of efficacy expectations on behavior or performance. 

State measures. A five-minute battery of state measures was given 
immediately before and after the competitive firing on Record-Fire Day and 
before and after a comparative interval on the previous Baseline Day. The 
battery included: 

1. Form Y-l (State Form) of the STAI (5). 
2. The Today Form of the MAACL (6). 
3. The Subjective Stress Scale (SSS) which was developed by Kerle and 

Bialek (13) to detect significant affective changes in stressful situations. 
4. The Specific Rating of Events scale (SRE) was a post measure designed 

for this program. The subjects rated (on a scale of 0-100) how stressful the 
event was to them. 



Results and Discussion 

Muktivariate Analyses of Variance (MANOVAs) indicated that there were 
significant group differences on both the physiological and psychological 
measures. Figures 2 through 11 present mean responses (2 standard error of 
the mean, SEM) for these variables. Unless otherwise stated, post-hoc tests 
of significance relating to data presented in these figures are based on the 
following criteria: for ~<0.05, the difference between two means must exceed 
1.96 SEM; and for ~<0.01, the difference must exceed 2.58 SEM (14). 

Group Differences 

Demographic Data 
There were no significant differences between the Control and Competition 

Groups on demographic-factors such as age and rank; nor were differences found 
on variables reflecting type and amount of military experience, such as length 
of service and current weapons qualifications. 

Physiological Data 
Because of the extensive amount of data collected, the results reported 

will be limited to cortisol and testosterone, as traditional stress response 
hormones that are differentially effected by stressors. A complete report of 
the physiological data can be found in the HEL report presently in preparation 
(15). 

Cortisol. Preliminary results indicated that cortisol reflects a stress- 
response pattern. Figure 2 shows the blood cortisol levels of the competition 
and control groups observed on Baseline Day and Record-Fire Day. For Baseline 
Day,the MANOVA yielded no significant differences between the groups. On 
Record-Fire Day, there was a significant Groups X Time Point interaction 
(~<0.003). The competition group showed a large positive increase in cortisol 
levels at 15 minutes following firing, followed by a large rebound below 
baseline levels. This pattern is characteristic of a stress response. The 
control group showed a much smaller change in cortisol in response to firing, 
and no rebound was observed. 

Testosterone. The groups did not differ significantly in testosterone 
levels at any of the 10 time points, nor did their patterns of response differ 
significantly over those time points. 

Because of the exploratory nature of this study, the hormone data were 
also analyzed using change values from Baseline Day to Record-Fire Day, at the 
four common time points. With each subject as his own control, change values 
were computed for each hormone by subtracting Baseline Day values from Record- 
Fire Day values. 

The mean group changes in testosterone are shown in Figure 3. MANOVL of 
the testosterone change data yielded a significant Groups main effect 
(~<0.02), reflecting the overall decrease in testosterone for the Competition 
group from Baseline to Record-Fire Day as compared with Controls. This 
decrease reflects the typical stress response for testosterone. Only the 
Competition group's change in testosterone from Baseline to Record-Fire Day 



"'T 
"'t - 

t o  1 

I 

L 

so 

",/.I 

6 0  

IP !:h - # 0  HtN I -110 HIM INTERVAL 2(1-RlN .I 

l l H E  BASELINE DAY 





deviated significantly from no change (2<0.05 at -15 min and ~ < 0 . 0 1  at +15 
min). 

Comparative measures. In Figure 4 ,  the Salvo Stress Study hormone values 
at +15 min are compared with values obtained through an ongoing contractual 
effort at Northwestern University ( 1 6 ) .  The first three groups consist of 
spouses of patients undergoing abdominal surgery (under general anesthesia) 
for infertility, a group of medical students taking an important written 
examination, and a combined control group. The last two groups shown are the 
Control group and the Competition group from the Salvo Stress Study. 

The Competition group mean cortisol response was significantly greater 
than that for the Combined control and the Moderate Surgery groups, but not 
significantly different from the Written Exam group. The SS Control group's 
mean cortisol response, however, was significantly less than that for the 
Written Exam group, but not significantly different from the Moderate Surgery 
or Combined Control groups. 

The Competition and SS Control groups' mean testosterone responses both 
were significantly greater than those for the Moderate Surgery and Combined 
Control groups, but were not significantly different from the mean responses 
for the Written Exam group or each other. 

Psychological Data 

Unit Cohesion and Morale. There were no significant differences in unit 
perceptions concerning leadership qualities, level of morale, readiness for 
combat, or level of unit confidence between the lOlst and the 82nd Airborne 
Divisions. 

Trait measures. A MANOVA indicated that there were no significant 
differences between the Competition group and the Control group on the trait 
measures used. 

State measures. A MANOVA indicated no significant differences in stress 
perception between the two groups on Baseline Day. However, on Record-Fire 
Day, there were significant differences between the groups on several of the 
measures. Once again, because of the extensive amount of data obtained from 
the various measures, results will be presented on two primary subscales of 
the MAACL, Anxiety and Hostility. Other measures of anxiety from che STAI, 
SSS, and SRE reflected parallel results and patterns. 

Figure 5 demonstrates the Anxiety and Hostility ratings of both groups 
for Baseline Day and for Record-Fire Day. On Record-Fire Day, the Competition 
group reported significantly higher Anxiety than the Control group in both the 
pre (10 min before firing) and post (10 min after firing) time periods 
( ~ < O . o o l ) .  

On Record-Fire Day both groups reported significantly higher hostility 
after firing compared with other times ( ~ < 0 . 0 5 ) .  Furthermore, this effect was 
significantly greater for the Competition group than the Control group 
( ~ < 0 . 0 0 1 ) .  This finding is particularly interesting, since the increased 
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hostility experienced during the record weapon firing may have interfered with 
performance. 

Comparative measures. Figure 6 illustrates how the anxiety experienced 
by the soldiers in the Salvo Stress Study compares with results obtained on 
the same measure for the conditions studied at Northwestern University. These 
data indicate that the Competition group had a level of anxiety associated 
with a moderate level of stress (about comparable to taking a written exam). 

Figure 7 shows a similar comparison for Hostility ratings. Both groups 
from the Salvo Stress Study reported significantly higher ratings of Hostility 
than all other groups, with the Competition group reporting an unusually high 
rating. The Salvo Stress hostility ratings are similar to those expressed by 
medical students taking an important written exam. While increases in 
hostility do not seem to be part of the anticipatory response, they do occur 
immediately afterward, possibly in response to negatively perceived aspects of 
the outcome. 

Correlations with Performance 

Pearson correlation coefficients were computed for the Salvo Stress 
groups between the performance measures (number of targets hit in the Semi- 
automatic and Burst modes) and the military experience, physiological, 
psychological, and coping measures. Performance was measured by the number of 
targets hit in each mode. The total number of possible hits was 72 per mode. 

Military Experience 
Since no significant differences between groups were found for the 

military experience variables, Pearson correlation coefficients were computed 
between these variables and performance for the combined Salvo Stress groups. 
As shown in Table 1, both length of service and current weapons qualifications 
correlated significantly and positively with performance. While a longer 
length of service was associated with better Burst mode performance, the 
number of weapons for which the soldier was currently qualified was positively 
correlated with Semi-automatic mode performance. 

Performance and Physiological Responses 

Separate Pearson correlation coefficients were computed for the 
Competition and Control Groups. Correlations were obtained between Record- 
Fire Day performance scores and the various hormone values for all 10 time 
points over both the Baseline and Record-Fire Days. 

For the Competition group, it appears that performance is most closely 
associated with levels of testosterone. Better performance within the 
Competition group in the Burst mode was predicted by relatively lower levels 
of testosterone on Baseline Day at all time points and on Record-Fire Day in 
the early morning. 90 min before firing. As illustrated by the mean change 
values in Figure 3, there was an overall decrease in testosterone for the 
Competition group from Baseline to Record-Fire Day as compared with Controls. 
Better performance in the Semi-automatic mode was predicted by this relatively 
greater decrease in testosterone at -90 min (see Table 1). 







TABLE 1 

Significant Correlations with Performance 

MEASURE GROUP 
- 

CORRELATIONS WITH 
PERFORMANCE (s!?, Bnb) 

MILITARY EXPERIENCE ALL 
(K-60. df-58) 

PHYSIOLOGICAL MEASURES 
Blood Sam~line.Time 

-90 Min COMPETITION 
(N-40, df-38) 

+15 Min COMPETITION 
(n40, df-38) 

TRAIT MEASURES 

COPING MEASURES 

STATE MEASURES 

CONTROL 
(11-20, df-18) 

ALL 
(N-60, df-58) 

- 
Current Weapons Qualif/SM. - 0.26* 

U C L  Depression/SM. - -0.31* 
HAACL Hostility/SM, 
1 - -0.29* 

CONTROL AVOID/BM, - -0.46* 
(N-20, df-18) 

COMPETITION Y!CL Sensarion Seeking/SM, 
(N-40, df-38) (post) E - 0.55** 

HAACL Sensation Seeking/BM, 
(post) E-0.41** 

CONTROL W C L  Hostility/BH, 
(N-20, df-18) (post) - -0.46* 

'SM - Targets Hit in Semi-automatic Mode 
b ~ ! 4  - Targets Hit in Burst Mode 
'T - Testosterone 



For the Control group, it appears that better performance in the Semi- 
automatic mode is associated with increased testosterone from Baseline to 
Record-Fire Day. This was most pronounced for performance in the Burst mode 
at +15 min after firing (see Table 1). 

Performance and Psychological Responses 

Trait measures. Pearson correlation coefficients were also computed for 
the combined Salvo Stress groups between the personality measures and Record- 
Fire Day performance scores. As indicated in Table 1, trait Depression and 
trait Hostility were both significantly and negatively correlated with 
performance in the Semi-automatic mode of fire. In other words, individuals 
who scored higher on the trait Depression and Hostility subscales did not 
perform as well in the Semi-automatic mode. 

Stepwise regression analyses using Semi-automatic mode (SM) and Burst 
mode (BM) performance as separate outcome variables and trait measures as the 
common predictor variables were performed for all subjects. The regression on 
SM performance yielded a multiple - R of 0.384, accounting for 14.8% of the 
variance (F(2,57)=4.931, p=0.011). The final model, which included trait 
~ e ~ r e s s i o n - ( ~ ~ ~ ~ ~ )  and the Boredom Seeking subscale of the Sensation Seeking 
Scale (BS) as the dominant predictors of SM performance, is given below. 

SM PERF - 28.298 - 0.362*TDEPR - 0.233*BS 
, The final model used in predicting BM performance was not statistically 

significant. 

Coping measures. Separate Pearson correlation coefficients were computed 
for the Competition and Control groups between the coping measures and 
performance scores. As indicated in Table 1, a significant negative 
correlation was found between the Avoidance subscale and Burst mode 
performance for the Control group only. Those individuals who reported 
sleeping whenever they could and generally avoiding others did not perform as 
well as those who were more situationally oriented. 

Separate stepwise regression analyses were conducted for the two groups, 
again using Semi-automatic mode (SM) and Burst mode (BM) performance as 
separate outcome variables with the coping measures as the common predictor 
variables. 

For the Competition group, the regression analysis on BM performance 
yielded a multiple R of 0.510, accounting for 26% of the variance 
(E(3.36)=4.210, p0312). The final model. which included Coping Efficacy 
(COPEFF), Problem-focused coping (PFOC), and Blaming-self (BLAME) as the 
dominant predictors of BM performance, is given below. 

BM PERF = 20.446 - 0.529*PFOC - 0.453*BLAME 
+ 0.450*COPEFF 

Since the Coping Efficacy measure was completed by the soldiers prior to 
their record weapon firing, it can be a useful predictor of performance. A 
high degree of self-efficacy indicates confidence in one's ability to produce 



a desired effect and is presumed to influence performance level by enhancing 
the intensity and persistence of effort (12, 17. 18, 19). 

For the Control group, the regression on BM performance yielded a 
multiple - R of 0.457, accounting for 20.92 of the variance (F(1,18)=4.745, 
p=0.043). The final model, which included Avoidance coping (AVOID) as the 
dominant predictor of BM performance, is given below. 

BM PERF = 24.592 - 0.457*AVOID 
The final model used in predicting SM performance was not statistically 

significant for either group. 

State measures. Separate correlation analyses were also performed for 
the Competition and Control groups for the state measures. As indicated in 
Table 1, a significant negative correlation was found between post Hostility 
'ratings and Burst mode performance for the Control group. For the Competition 
group, the post Sensation Seeking ratings were positively correlated with both 
Semi-automatic and Burst mode performance. 

Individual Differences in Psychological Responses 

Trait measures. In order to address the effect of individual variability 
in stress response, cluster analysis was performed using Version 3 of the 
statistics software package, SYSTAT (20). Cluster analysis is a method of 
statistically grouping subjects based on the dependent measures (e.g., 
evaluating whether the subjects tend to fall into groups having similar 
personality characteristics). It minimizes the variance for each cluster 
across the measures so that the result is groups or clusters of individuals 
that are most alike. 

When cluster analysis was performed on the personality measures of the 
entire Salvo Stress group, two distinct clusters of individuals emerged: one 
with a low-stress profile, and the other with a relatively high-stress profile 
(Figure 8). Individuals with a trait profile of lower scores on Anxiety, 
Depression, and Hostility subscales, less External Locus of Control, and 
higher scores on the Positive Affect subscale, performed slightly better in 
Semi-automatic mode than those with a profile of higher Anxiety, Depression, 
Hostility, External Locus of Control, and lower Positive Affect. Individuals 
in the low-stress profile also reported using Problem-focused coping on 
Record-Fire Day significantly more often than those in the high-stress 
profile. It is important to keep in mind that this is a preliminary study, 
and that there is a need for further assessment of the use of personality 
profiles for the prediction of performance. 

State measures. When cluster anzlysis was used to assess individual 
variability in stress perceptions, it was found that within the Competition 
group, there was a subgroup of individuals (Cluster 1) who did not view the 
situation as stressful as the other subjects in that group (Clusters 2 and 3, 
Figure 9). Their lower state scores on Anxiety, Depression, and Hostility 
measures, and higher Positive Affect scores contrast with the other subjects 
in that group. It is interesting to note that the profile of this 
"nonstressed" competition subgroup is similar to that of the Control group 
(Figure 10). It appears that this competition subgroup did not feel any more 
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anxious under competitive firing than the control group felt during their 
compa'rison firing. As shown in Figure 11, this competition subgroup (Cluster 
I) performed significantly better in Semi-automatic mode than the Control 
group. 

The analysis of the performance, physiological, and psychological data 
from the Salvo Stress Study is still in progress. We have demonstrated that 
competition can be used to reliably produce a moderate level of stress in 
soldiers. When these results are considered along with findingfi from a number 
of similar studies, we see the emergence of a reliable profile of 
psychological and hormonal responses to stress which can be related to 
soldiers performing combat-relevant tasks. 

We are continuing to refine our methodology for stressing subjects under 
combat-like conditions in the evaluation of new weapon systems. These data 
are essential for realistic incorporation of the role of the individual at 
multiple organization levels of combat modeling. 
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STRESS PERCEPTIONS AMONG M E  YELLOVSTONE A U V  FIRE P1CHTKR.S 

KAJ James M. King, Ph.D.. Linda T. Fatkin. H.A.. 
& Gerald A. Hudgens, W.D. 

Stress and Performance Team 
Behavioral Research Division (SLCHE-BR) 

Human Engineering Laboratory 
Aberdeen Proving Ground. MD 21005-5001 

In September 1988, an effort to evaluate the stress experienced by 
the soldiers who had fought fires at Yellowstone National Park was 
conducted. It was hoped that this data collection effort would serve as a 
pilot effort for future evaluations. Our tentative conclusion is that the 
soldiers fighting the Yellowstone fires experienced a stress level on the 
high end of the moderate range. The measures of stress used were shown to 
be sensitive to variations in stress levels in this field situation, and to 
naturally and experimentally induced stress. The soldiers perceived the 
situation differently from their leaders. Forty percent of the subjects 
were unwilling or unable to compare their Yellowstone experience to their 
experiences in or their ideas of combat. The sixty percent willing to make 
that comparison noted several factors in comon with combat. These 
findings suggest that it is advisable to maintain a team prepared to 
collect data from soldiers in situations analogous to the Yellowstone 
operation. 

In September 1988, the Concepts Analysis Agency (CAA) requested 
interagency participation in an effort to evaluate the level of stress 
experienced by the soldiers who had fought the fires at Yellowstone 
National Park and to begin to assess its impact on performance. The 
ultimate goal of this effort is to provide improved human factors data for 
use in combat models by assessing the degree to which the stress of 
fighting a fire resembles the stress of fighting a human enemy. The 
evaluation team, which included two personnel from CAA, two from the Human 
Engineering Laboratory (HEL), one from the Walter Reed Army Institute of 
Research (WRAIR), and one from the Army Research Institute (ARI), felt that 
these fires afforded an outstanding opportunity to study stress reactions 
and to collect human factors data in a real operational setting which 
shares with combat the elements of personal danger and uncertainty. It was 
hoped that this data collection effort would serve as a pilot effort for 
future evaluations in which performance will be more firmly tied to the 
level of stress experienced by the soldiers involved. 

The effects of stress on human performance have received extensive 
attention (6). Stress-induced performance decrements have been 
demonstrated in soldiers performing combat-relevant tasks (5). The present 
HEL Stress Research Program ( 3 ) ,  a combination of in-house and contract 
efforts, is presently studying the links between psychological and 
physiological stress reactions and performance in a variety of settings. 



This program is well along in its effort to develop a psychological and 
physiological metric of stress which can be used to compare stress levels 
across situations. To date, studies conducted under this program have 
included a variety of situations, including viewing movies depicting 
stressful material, waiting while one's spouse has outpatient surgary, . 
waiting while one's spouse has major surgery, taking an important medical 
school oral examination, taking a major written examination in medical 
school (4). and firing in an interunit competitive marksmanship situation 
while being observed by one's fellow soldiers (6). We were, of course, 
very interested in the opportunity to study a new, and potentially highly 
stressful situation. 

The HEL Stress Program assembled a two-person team to participate 
directly in this evaluation of the Yellowstone fire fighting experience. 
They developed a questionnaire which was given to the soldiers, along with 
two standard psychological measures, to evaluate their stress levels during 
the fire fighting. 

Subiects: The subjects were 1100 soldiers, noncommissioned officers, 
warrant officers, and officers of the 9th Infantry Division Motorized and 
supporting units who participated in or supported the 1988 fire fighting 
operation at Yellowstone Netional Park. All subjects participated in the 
study voluntarily. 

Survey: The survey used for this study contained adjective 
checklists (the Multiple Affect Adjective Check List-Revised or HAACL-R, 7) 
to describe how they felt when filling out the survey and when actually 
fighting the fire, a rating of the stressfulness of the fire fighting (the 
Rating of Events Scale), ratings of the risk of *eir duties, a subjective 
performance assessment, and items addressing coping with the situation. 
Although the survey was customized for this application, nearly all of the 
scales had been used in other studies which make up the HEL Stress Program. 
This was done in order to permit us to use the psychological portions of 
our stress metric which is in the early stages of development to assess, 
conditionally, the stressfulness of the Yellowstone fire fighting 
experience. 

Procedures: The surveys were administered to soldiers in groups 
which nominally consisted of either company or battalion groupings. 
Soldiers were surveyed at Yellowstone National Park, Bozeman, Hontana, and 
Fort Lewis, Washington after they had completed their fire fighting duties. 
The soldiers were provided with the survey, and a pencil, and were briefed 
on the purpose and content of the instrument. They were instructed to read 
the Volunteer Agreement Affidavit, and, if they agreed to participate in 
the study, proceed to fill out the rest of the questionnaire. Great care 
was taken to emphasize the voluntary nature of their participation in the 
study. Hembers of the evaluation team solicited comments from individuals 
who wished to elaborate on their responses or to address issues not covered 
in the surveys. The soldiers and their leaders were extremely cooperative 
throughout the data collection process. 



bsults and Discussion 

Analysis of the data collected is ongoing, and a detailed technical 
report is in preparation. The present paper will present data on 1100 
soldiers in the context of data obtained in the other HEL Stress Program 
studies. Thus, we will tie the level of stress experienced by these 
soldiers to that experienced by the subjects in the other studies. Data 
are also presented by Task Force and Rank. The data presented in the 
figures which follow are displayed in a mean (the bar) plus one standard 
error (the capped vertical bar) format. On each of the figures shown, the 
overall F ratio for group differences is significant at < 0.004 or 
better. 

The Ratings of Events for the situations studied to date are depicted 
in Figure 1. The groups are spouses of patients undergoing abdominal 
surgery, medical students taking a major written examination, -combined 
surgery and examination control groups, soldiers firing in a noncompetitive 
marksmanship setting, soldiers firing in a highly competitive marksmanship 
setting, and the Yellowstone fire fighters. They had been asked to rate 
the stressfulness of their experiences on a scale of 0 to 100. Our 
tentative conclusion is that the soldiers fighting the Yellowstone fires 
experienced a stress level on the high end of the moderate range, 
comparable to that experienced by spouses of patients undergoing major 
abdominal surgery, for instance. This abdominal surgery group contains 
some of the most stressed individuals studied in our other efforts. 

Figure 2 displays the event ratings broken out by the task forces 
(TF),into which the Yellowstone fire fighters were organized (TFs A through 
E), or into which they could be logically placed (TF F, the aviation 
personnel). Except for TF F, the demographics of the TFs were similar. 
Note that TF C had by far the highest stress event rating we have recorded 
to date. This TF was extensively involved in structure protection during 
their period in Yellowstone. 

The MAACL-R scores for Anxiety (Figure 3 ) .  Depression (Figure 4). 
Hostili*~ (Figure 5), Positive Affect (Figure 6 ) ,  and Sensation Seeking 
(Figure 7 ) ,  broken out by TF reveal that TFs C and F, although generally at 
opposite ends of the response spectra, are clearly distinguishable from the 
other TFs on the measures. This was also true for ratings of the Life 
Threatening aspects of these duties (Figure 8 ) .  and for Coping Efficacy 
(Figure 9 ) .  but is less clear for our Success, the subjective measure of 
performance effectiveness (Figure 10). This measure was collected by 
asking the soldiers how successful, on a scale of 0 to 100, they felt about 
getting the job done, 

Thus, the measures of stress have been shown to be sensitive to 
variations in stress levels in this field situation, and to naturally and 
experimentally induced stress (1). The present results are less useful 
than might othervise be the case due to lack of true baseline and objective 
performance measures and to the time delay in obtaining access to the 
soldiers, shortcomings which we plan to correct in subsequent efforts. 

A' stepwise regression analysis using the subjective measure of 
performance, Success (SUCC, see Figure lo), as the dependent measure %.-s 
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conducted for subjects in all TFs. The final model. which was based on 860 
cases, involved as variables Length of Service (US). Life Threatening (LT. 
see Figure 8). Coping Efficacy (COPE, see Figure 9). Anxiety (ANX, see 
Figure 3 ) ,  Hostility (HOS, see Figure 5 ) .  Positive Affect (PA, see Figure 
6). end the Rating of Events (SRE, see Figures 1 and 2). SUCC and the 
predictor variables LT, COPE, and SRE can range in value from 0 to 100. 
For this sample, a reasonable range for LOS is 0 to 20 years. For this 
population, ANX can rang6 from 37 tc 168. HOS can range from 39 to 237. and 
PA can range from 23 to 88. The multiple R was 0.421. which accounted for 
17.79 of the variance in the subjective performance rating. The model 
itself, which was highly significant (E < 0.001). is given below. 

SUCC - -1.963 + 0.401*LOS + 0.133*LT + 0.331*COPE + 0.162*ANX -0.176*HOS 
+ 0.625*PA + 0.119*SRE 

Another stepwise regression analysis was conducted using only the 
soldiers in TF C, which appeared to have been the most stressed of the TFs. 
The final model. based on 127 cases, inciuded as variables COPE and HOS. 
The multiple R was 0.466, which accounted for 21.7% of the variance in the 
subjective performance rating. The model, which was highly significant, 
follows. 

SUCC - 41.408 + 0.477+COPE - O.l36*HOS 
It is instructive to note that COPE and HOS contribute substantially 

to bath of the models. This is consistent with the results we have 
obtained in a variety of other situations (1). 

It is also worth noting that the soldiers perceived the situation 
differently from their leaders. This point is made rather strongly by 
Figure 11, which presents the Rating of Events by Rank, and by Figure 12, 
which displays our subjective performance rating, Success, by Rank. 

The comnents made by the soldiers bear on the issue of using 
operations such as the Yellowstone National Park fire fighting experience 
as a model of combat. Roughly 40% of the subjects were eirher unwilling or 
unable to compare their Yellowstone experience to either their experiences 
in or their ideas of combat. Those willing to make such a comparison noted 
that the Yellowstone operation shared several comaon factors with cambat. 
These included the deployment process, family separation, the need for 
leadership, teamwork, and discipline at the unit level, and the requirement 
to manage individual differences in stress responses. Other camon factors 
included the sustained nature of the work, with alternating periods of 
intense activity and boredom, unfamiliar terrain with limited ingress and 
egress routes and dangerous animals, the physical strain of fire fighting 
and the long (10 to 14 mile) marches to fire-fighting sites. complications 
arising from comamications, and the unpredictable nature c i  the fire 
itself. 

Based on these results, we will prepare revised surveys, and will 
strive to include baseline measures, measures taken closer in time to the 
event, and objective measures of performance. These improved surveys will 
be used when opportunities arise in the future to study soldiers in ot-ar 
potentially stressful operations. Our experiences to date suggest that 



YE
LL

O
W

ST
O

N
E 

19
88

 
S

P
E

C
IF

IC
 R

A
TI

N
O

 O
F 

EV
EN

TS
 B

Y 
R

A
N

K
 

V
S

 S
P

E
C

 A
Il

E
 E

V
E

N
TS

 11
) 



. .
--

.-
 . - 

Y
E

LL
bW

S
TO

N
E

 1
98

8 
S

U
B

JE
C

TI
V

E
 P

E
R

FO
R

M
A

N
C

E
 R

A
TI

N
G

S
 B

Y
 R

A
N

K
 

("
H

O
W

 S
U

C
C

E
S

S
FU

L 
D

ID
 Y

O
U 

F
E

E
L

..
 .
7"
) 

04
-0

5 

1
5

 S
U

W
 P

F
P

F
 R

IT
lN

G
S

 lr
l 



much valuable information relevant to the behavior and performance of 
soldiers and their leaders in combat can be collected in situations such as 
that offered by the Yellowstone National Park fires, because, unlike 
training. these situations involve real hazards, real dangers, and real 
consequences in a real world setting. The fire, unlike a human enemy, is 
neither alive nor is it motivated to defeat the soldiers, but it is, none 
the less, a dangerous and unpredictable foe. These findings further 
suggest that it is advisable to maintain a team prepared to collect data 
from soldiers in situations analogous to the Yellowstone operation. With 
the addition of more performance data to the collection effort, such 
undertakings will be able to provide a steady flow of information on human 
performance in operational settings to the modeling community. 
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ABSTRACT 

The most straightforward way to measure operational performance is to 
monitor it on the job. However, when such measures are employed, they are 
generally insensitive to all but the most powerful stressor effects. We 
believe the chief impediment to the development of suitable battlefield 
performance models is the lack of reliability of the measures. Insufficient 
attention to reliability can lead to reduction sf statistical power, higher 
sample size requirements, increased cost of experiments, and when hazard and 
discomfort are involved, other problems. We propose two linking approaches 
to address these difficulties: Surrogate Measures and Dose Equivalence. 
Surrogate measures are those which are related to, or predictive of, a 
construct of interest, but are not direct measures. Dose Equivalence is a 
technique which scales performance deficits and indexes them to graded 
levers of agents which adversely affect humans. Standardized treatments are 
empirically studied and transfer functions developed against "dosages." 
BattleEield performance decrements related to stress, for example, which are 
less amenable to experimental study, are related by equivalency of effect. 

This paper describes these strategies for modeling combat-related 
performance decrements and our progress with the programmatic development of 
a microcomputer-based performance test battery. Because the tests of this 
battery have all of the requisite metric features. and are to some extent 
standardized, performance loss can be equated between agents. From these 
relations one can infer that, for example, 18,000 feet is like three ounces 
of alcohol (in terms of performance). Applications of this strategy to the 
adverse conditions of cambat and battle stress are discussed. 

INTRODUCTION 

We hypothesize that the chief problem in the assessment of operational 
performance is the lack of reliability of the measures. It is our opinion 
that not enough attention has been paid to the reliability of criteria or 
dependent variables in experimental studies. The consequence of this 
omission can be seen in the well-known correction-for-attenuation formula 
reported by spearman in 1904 (1). The equation is expressed as: 



where Rxy is the predictive (obtained) validity, Rxx is the reliability 
of the predictor, Ryy is the reliability of the criterion, and Rt is the 
true relationship. With low reliability in either variable x or variable y, 
the greatest possible relationship between the two is substantially 
limited. For measuring operational performance, this relationship is 
considerable. 

Correction for attenuation is a commonly employed relation in classical 
test theory (2). Although it is found in all statistics texts, the equation 
is not commonly employed in theory development nor practice In hwnan 
performance or operations research. We believe that this equation and its 
variant (e.g., Equation 21, properly applied, can have important implication 
for combat modeling. 

Insufficient attention to reliability can lead to reduction of 
statistical power, higher sample size requirements, ccst of experiments, and 
when hazard or discomfort are involved, human use problems. Utilizing the 
correction-for-attenuation formula often changes conclusions. For instance, 
the true predictability of operational criteria from paper-and-pencil 
aptitude tests are often misinterpreted because of criterion unreliability. 
Relatedly, treatment effects (e.g., radiation sickness fatigue) have 
markedly different reliabilities so that their influences cannot be simply 
combined. 

In our experience with operationally-based performance measurement as 
the criteria, reliability of the criteria are rarely higher than r = 0.50 
and usually much lower. This factor limits predictive relationships because 
when low correlations are obtained, they are interpreted incorrectly as lack 
of relationship. When attempts are made to use these law-obtained 
relationships to create combat models, the outcomes have little predictive 
power. Application of the correction-for-attenuation formula allows one to 
sidestep this error and reinterpret the relationship. To address this issue 
we have prepared a look-up table (Table 1) to illustrate the difficulties. 
We have assumed that operational predictors and criteria have limited 
reliability and have shaded out the correlation possibilities higher than 
0.50. Likewise, predictor reliabilities greater than 0.70 are also shaded. 
The correlation coefficients which remain are examples of the maximum 
relationships possible under the cosntraints given. It is clear that if a 
surrogate or proxy work measure (3) is substituted (and these relationships 
are considered) one might conclude wrongly that the selected measure may 
not be appropriate. Moreover, as the next table shows (Table 21, unless 
sample sizes exceed 40 subjects, most experiments of this type lack 
statistical power to discover anything. 

The relationship in the denominator of Equation 1 suggested to US a 
focus on developing highly reliable measure sets such as the Automated 
Performance Test system (APTS) ( 4 )  separate from the operational criteria. 
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Table 1. Maximum Predictive Validities Possible Based On 
Combinations of Retest Reliabil.ities for Predictor 

and Criteria Less Than = 1.00 .............................................................................. 

PREDICTOR CRITERION RETEST RELIABILITY 

RELIABILITY 

Table 2. Caparison of Magnitude of Predictive Validity 
Correlations For Two Significant Levels As A Function 

of Sample size When One g Calculated ............................................................................. 
Sample size P < -05 P < -01 

10 -576 -708 
15 -482 -606 
2C -423 -537 
25 -381 -487 
30 -349 .449 
40 -304 -383 
50 -273 -354 
100 -195 -254 
500 .088 .I15 
1000 -062 -081 



but highly similar to the criteria in skill requirements. We call this 
method Surrogate and we stipulate five formal requirements for this approach 
(listed below). If the measures correlate well with the criteria, and 
behave similarly under changing task conditions, perhaps they could be used 
in place of the criteria; for example, as a surrogate in the case of 
assessing fitness for duty. a highly reliable measurement set of basic 
psychomotor and cognitive functions could be used to assess the operational 
criteria because the sets would be tailored to skill requirements. 

The Surrosate Measurement Avproach 

Surrogate measures are those which are related to or predictive of a 
construct of interest but are not direct measures. In our plan, surrogate 
measures are composed of tests in batteries which exhibit five 
characteristics: 

1. test performances are stable so that "what is being measured" is 
constant; 

2. scores are correlated with the performance construct; 
3. they are sensitive to the same factors that would affect 

performance as the operational performance variable would: 
4. they are more reliable than field measures; and 
5 .  they require minimal training time. 

Surrogate measures differ from conventional performance measures in that 
tests need not involve operations in common with the performance measures, 
only components or factors in common. They also differ from "syntheticn or 
"job samples' because the surrogate takes little practice and is simply 
scored. Given the great difficulty of obtaining reliable enough field 
measures to carry out stressor sensitivity studies on an operational task, 
the case for usilg a surrogate is strong. A large portion of variance and 
extremely complex tasks can be predicted from performance on relatively 
simple tests. However an external test or battery cannot be as "valid* as 
the measure itself from a practical standpoint, but may have more of the 
true variance of field performance because its reliability is much greater. 

Many of the most critical stressors produce important but relatively 
small effects on overall task performance. Combining the small effects with 
the well-known statistical unreliability of performance measures in 
battlefield exercises makes it difficult to detect effects unless 
experiments are based on very large samples of field performances. Second, 
when performances on indicator tasks fail to stabilize with practice, or 
require extended practice to become sufficiently stable for analysis, they 
also suffer from this particular problem. Stability on the task is rarely 
achieved on the complex performances of operational tasks, even among 
seasoned military operators. Use of these data for the generation of cambat 
models, coupled with the diversity of military occupational specialties -- 
which may differentially interact with battlefield stressors -- is rife with 
problems. Our proposed solution proceeds from our work with a microcomputer 
performance battery which has been shown to be sensitive to the adverse 
environmental and toxic conditions encountered in military life. 



Dose Eauivalency: As an operational strategy for implementation of 
surrogate measures we advocate the use of degraded performance indexed 
against specific toxic or environmental stressors to provide a dose response 
relationship. Under NASA and NSF support, we have representative data for 
alcohol and partial pressure of oxygen (altitude) on P standardized portable 
microcomputer test battery. Following the surrogate logic, the tests in the 
baLtery have been indexed to measures which themselves are related to 
military jobs (ASVAB, ACT, WAIS, Wonderlic), and such measures may be used 
as surrogates for operational performances. Other agents like fatigue, 
s:eep loss, and combat stress can be indexed to these agents for purposes of 
generating human exposure standards. Illustrations of this "dose 
equivalency" approach are provided where, among others, halon, drugs (e.g. 
scopolamine), and sleep loss are "marked* against alcohol and hypoxia. 

Both surrogate and dose equivalency strategies require tests, and we 
employ the APTS ( 4 ) .  APTS development has followed the assumptions of 
classical test theory (2.5) and the empirical. findings of the Performance 
Evaluation Test for Environmental Research (PETER) program (6). Begun by 
the Navy, the chieE outcomes oE the PETEH program were statistical 
methodologies with which to evaluate tests for repeated-measures 
applications and a series of "good" or "qualified* mental tests. Over the 
last decade, and through the support of organizations such as NASA, National 
Science Foundation, and corporations in the private sector, a program of 
study for microcomputer implementation, mechanization, and psychometric 
development has been carried out. The APTS psychometric development has 
included culling of each test's properties to produce a menu of acceptable 
tests of cognition, information processing. psychomotor skill. memory, mood, 
and others. From this menu of tests a battery may be tailored to suit 
specific applications. 

Sensitivity Studies. The APTS has undergone empirical validation in 
more than a dozen sensitivity studies. Six of these have sufficient 
commonality that they invite meta synthesis and will be discussed. Four of 
the studies use each subject (in a "placebo" condition) as his or her own 
control, and the two others use either matched cohorts (chemoradiotherapy) 
or control groups (drugs). The APTS has also been used in studies involving 
sleep loss. cave dwelling. and exercise interventions for fatigued airline 
pilots, but these results are not yet analyzed. 

From the sensitivity studies we have attempted a preliminary model using 
a series of dose equivalent matrices (Table 3). Although available on a 
limited number of individuals and conditions, they are illustrative of what 
in our judgment should be a long-range plan for the purpose of obtaining 
human performance data which can be employed in the creation of combat or 
battlefield performance models. On the one hand, we have nine *goodn tests. 
most of which have been used on a11 environments and treatments. Also, we 
will compare: (1) three blood alcohol levels, -05 .  -10. -15: ( 2 )  simulated 
altitude at 15-20K at 23-25K: (3) motion sickness drugs, s ~ ~ p ~ l d m i n e  and a 
combination of scopolamine and dexedrine: ( 4 )  effects of chemoradiotherapy, 
reported as an average decrement in treated versus untreated cohorts 
(donors): (5) tw experimental drugs: and ( 6 )  halon gas decrement (averaged 
across 24-hour exposures). We suggest that this relation be used as a 



Table 3. Approximate Percent Decrement Across 
Six Sensitivity Studies Involving the APTS .............................................................................. 

AETS Bdsed Tests 

Short Fmttery < 15 nin. 
NoNPREPgRRED HMlD TAP 
4-CHOICE REAmION TIME 
CODE SUBSTITVTION 
0-TICAL REASONING 
P h m  w. (SUC) 
WNIKIN 
mu-m rn 
m d i m  mttery < 20 nin. 
mm PROceSsIlx; 
PXTFBRU fQlPARIXU 

m e s  of lntewention Lovels of Treatment and 

s frm a P l a e ~ b  
Alcohol Altitude IIS Drugs Chemo Drugs* Halon* 

.05* -10 -15 15-2OK 23-25K Scop Comb Avg. X Y avg 

.................................................................................... 
Legend: 
Data tcntrtive, under analysis. 
Drugs - Antihistimine Halon - Fire extinguishing agent 

X = Drug X IIS = mtlon sickness  rugs 
Y = Drug Y Chew - QN.oradiothe.rapy 

S w p  - Tr-de-1 %wpol.mlm 
Avg - Average decrement .cross the *Valuation 

preliminary marker to index other comparable effects, calculated as 
percentage of baseline. This approach is advocated for providing guidance 
regarding strength of relationships and "dose equivalency," not for 
statistical testing. It is well known that percentages lack sufficient 
statistical power and are generally to be avoided for analytic purposes. We 
use percent decrement here to provide a basis for comparison of effects 
across different treatments. Note that what we are showing is illustrative 
of the approach. One would like many more subjects before the data become 
normative . 

When these rational and experimentally controlled data from an alcohol 
study are used to "calibrate' or mark the other results, it would appear 
that the chemoradiotherapy treatments exhibit the strongest effect, although 
we also know (not shown) that this effect recovers when the subjects who 
survived the treatment were tested 12 months later. Note also that while 
scopolamine alone has a slight (and mildly significant) effect, when 
scopolamine is combined with amphetamine this effect is lessened. The 
altitude study shows a similar relation and even at the highest altitude 
obtained (23-25.000 feet. the approximate height of Mt. Everest) the effect 
is no stronger than we found with 2-3 drinks of alcohol i . .  0.05 - 0.10 



BRC). Although the data are too sparse to conclude confidently, the pattern 
of the changes is illustrative of the conclusions which may be possible with 
a larger data base. For example, Grammatical Reasoning (symbol 
manipulation) appears to be most sensitive in all treatment conditions. 
Reaction Time, a response speed measure, also appears sensitive. Whether 
other treatments will show the same effect or not is problematic and awaits 
further study. 

We believe that a compietely filled matrix of tests X agents X dosages X 
mental factor would be extremely useful in providing the estimates of 
individual and grc-rp battlefield performance for entry into combat models. 
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DISCUSSION OF PAPERS PRESENTED IN SESSION IIIA: 
"PREDICTING HUMAN PERFORMANCE/AVAILABILITY IN COMBAT ENVIRONMENTS*~ 

DISCUSSANT: MG Ennis Whitehead, USA (Retired), 
Burdeshaw Associates, Ltd. 

There are two major points to be made. First, we must remember that 
models are tools, not an end unto themselves. If the analyst can answer the 
decision maker's questions without human variables being represented, then we 
do not need to include them in the model. The second point is that all human 
factors are not of equal importance in assessing combat outcome. 

If we wish to include human factors in models, which level of model 
deserves our priority efforts? Figure 1 shows the typical hierarchy of models, 
lists several current Army models and identifies some of their uses. In my 
opinion, we should concentrate our human factors improvement efforts on the 
higher resolution models (one on one or few on few). The higher level models 
are so aggregated (a Red regiment or Blue division is often the smallesc 
representation) that human factors lose their meaning (an entire division will 
not be equally fatigued or leaderless at a given moment). The major exception 
to this guideline is in representing nuclear weapons employment in which a 
number of battalions maybe incapacitated or otherwise affected simultaneously. 
Hence the combat power is reduced by more than equipment and immediate person- 
nel losses. 

COMBAT MODELS 

A. YANY ON YANY 

FORCEU 

VIC 

PERFomMcE 

'IRADES 

)(UY*N FACTORS 

FIGURE 1 



In deciding vhich human variables to include, Figure 2 shows what I 
believe to k the dominant external human factors in combat. Therefore, these 
are the factors vhich should be introduced first. Yet if ve are examining 
future .apabilities, we do not have the data to represent these factors in the 
model. 

DOMINANT HUMAN FACTORS IN COMBAT 

LEADERSHIP 

TRAINING 

CONDITIONING 

THESE YORE THAN ALL OTHER HUMAN FACTORS IMPROVE OR 

INHIBIT SOLDER PERFORMANCE 

FIGURE 2 

In sum, add human factors to models only when they are needed and make 
sense. In deciding which variables to include, start with the important ones. 
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DISCUSSANT: Franklin L. noses, US Army Research Institute, Alexandria, VA 

The goal of this session was to display different ways of measuring, 
modeling, and predicting operational performance. 

I've joined you to discuss the presentaticns as the spirit of Earl 
Alluisi or, if that's difficult to achieve, than at least as his surrogate. 
As many of you know, Dr. Alluisi has a keen personal interest in human 
performance and models. He currently has oversight responsibility in the 
Office of the Secretary of Defense for RCD in Training and Personnel System 
Technology. He very much looked forward to being here, but had to cancel 
because of illness in his family. 

Today, I'll make a few observations about the session, raise a few 
questions about what we're trying to achieve, and reflect on how well we are 
doing. I do this from a background of a research psychologist with experi- 
ence in applications of human factors, including modeling. 

Predicting human performance and capturing data for modeling purposes 
is a challenge. It is not an easy task to decide on the right measures to 
use, and in many cases, it is even more difficult to use them successfully. 
What I heard in today's papers leads me to pose two questions that help focus 
the points made in the session: 

(a) Are the tasks well enough defined so that the purpose of making 
predictions about human performance is clear? 

(b) What measures are appropriate and how may we improve on them? 

Both questions relate to the fact that everyday human performance, the 
kind that we seek to model, occurs under complex contexts and conditions -- 
people plus their taskrs) plus their enviro-nt and their interactions. 
Thus, realistic measures to go along with realistic performances are hard to 
achieve. For example, you already can appreciate the complexities, even 
without my elaboration, by considering two of the performance areas reported 
on t m y  -- flying a helicopter and fighting forest fires. 

My co-discussant, MG (R) Ennis Whitehead, and I clearly agree that the 
session's papers overall are a good sign in the modeling canrmunity. Much 
needed human performance data are being produced and the variety of topics 
illustrate some good directions -- particularly for individual and amall 
crew performance. 

The views and opinions in this discussion are those of the author and 
should not be Construed as an official Department of the Anny position, 
policy or decision, unless so designated by other authorized documents. 



At least some of the papers, however, are attempting to do the harder 
job before the easier one: modeling individual instead of group behavior. 
The variability in measures of individual behavior is always greater than 
that in measures of group behavior, and individual behavior is always much 
harder to model reliably. That generalization holds for the modeling of all 
behaviors, be they of individual human beings or of individual biological or 
physical particles. 

Another concern is to ensure that the measures of behavior and perfor- 
mance are the ones of interest and not just the available or "convenient" 
measures. For example, measures of physiologically induced changes and 
stress-induced changes may be reliable indicators of performance only in the 
extremas and not for typical performances obtained in "usual' circumstances. 

In landmark research using appropriate measures of individual a group 
performance, Dr. Aliuisi has published findings on the behavioral effects of 
infectious disease. A sumnary of that work serves to illustrate the chal- 
lenges of measuring and modeling human performance. The experiment involved 
two groups of military volunteers (Army Medical Corpsmen) who were exposed to 
infectious disease. One member of each group of five was not infected, but 
rather served as a double-blind control. Two types of measures were taken: 
biochemical and performance. The results showed that the infected partici- 
pants had essentially identical biochemical responses -- they were equally 
ill with the infectious disease. The performance measures varied to a maxi- 
mum -- with high probability, one subject out of eight would show insignif- 
icant drops in performance, whereas another one of the eight would show maxi- 
mum deterioration in performance -- he would become nonresponsive to the 
physical environment for at least s two to four-hour period during the height 
of illness. The other subjects demonstrated various degrees of deterioration 
in their performances, b e t m n  these two limits. And, ramembcr, the biochan- 
ical'data indicated all the subject8 were objectively, and equally, ill. 
Average perforsance, measured over a proup with as few as eight voluntatr 
subjects, was quite reliable in spite of the wide spread in individual 
perf o m n c e s  . 

I believe that clearly defining tasks and selecting the right amasures 
of hrnnan performance to use constitute the core of our modeling challenge. 
Based on that, I propose four issues in considering the lasting hpact of the 
kinds of data and concepts presented in, or stimulated by, this session: 

How good are questionnaire-estimation techniques for determining 
likely performance? 

How good are physiological measures as predictors of work-rest 
requiramenta, ability to carry a load, and so on? 

How is it possible to measure the strain factor in human performance 
based on information about stress in a situation? 

-- 

When is it appropriate to make measurements under controlled or 
simulated conditions and when must we use field conditions? 



Overall, what I believe we want to develop is human performance data for 
use in models that predict military outcomes -- wins and loses. This session 
suggests to me that we are headed that way. The modeling community is doing 
its job by including human performance data. The need, as I understand it, 
is to work with the measurement experts -- the psychologists, physiologists, 
psychometricians, statisticians, and many othezs -- to get more group data. 
Those experts and the modeling experts must work together as teams to ensure 
that the right data are made available to be used, in the right way, in the 
right kin& of models, to predict those militarily meaningful behaviors that 
make the difference between winning and losing. 
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